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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 

 

 

 

 

 

 

Kohei Arai  

Editor-in-Chief 

IJACSA 

Volume 14 Issue 8 August 2023 

ISSN 2156-5570 (Online) 

ISSN 2158-107X (Print) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(ii) 

www.ijacsa.thesai.org 

Editorial Board 

Editor-in-Chief  

 

Dr. Kohei Arai - Saga University 

Domains of Research: Technology Trends, Computer Vision, Decision Making, Information Retrieval, 

Networking, Simulation 

 

Associate Editors 
 

Alaa Sheta 

Southern Connecticut State University 

Domain of Research: Artificial Neural Networks, Computer Vision, Image Processing, Neural Networks, Neuro-

Fuzzy Systems 

 

Domenico Ciuonzo 

University of Naples, Federico II, Italy 

Domain of Research: Artificial Intelligence, Communication, Security, Big Data, Cloud Computing, Computer       

Networks, Internet of Things 

 

Dorota Kaminska 

Lodz University of Technology 

Domain of Research: Artificial Intelligence, Virtual Reality 

 

Elena Scutelnicu 

"Dunarea de Jos" University of Galati 

Domain of Research: e-Learning, e-Learning Tools, Simulation 

 

In Soo Lee 

Kyungpook National University 

Domain of Research: Intelligent Systems, Artificial Neural Networks, Computational Intelligence, Neural Networks, 

Perception and Learning 

 

Krassen Stefanov 

Professor at Sofia University St. Kliment Ohridski 

Domain of Research: e-Learning, Agents and Multi-agent Systems, Artificial Intelligence, e-Learning Tools, 

Educational Systems Design 

 

Renato De Leone 

Università di Camerino 

Domain of Research: Mathematical Programming, Large-Scale Parallel Optimization, Transportation problems, 

Classification problems, Linear and Integer Programming 

 

Xiao-Zhi Gao 

University of Eastern Finland 

Domain of Research: Artificial Intelligence, Genetic Algorithms 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(iii) 

www.ijacsa.thesai.org 

CONTENTS 

 
Paper 1: An Empirical Internet Protocol Network Intrusion Detection using Isolation Forest and One-Class Support Vector 

Machines 

Authors: Gerard Shu Fuhnwi, Victoria Adedoyin, Janet O. Agbaje 

PAGE 1 – 6 

 

Paper 2: Ensemble Security and Multi-Cloud Load Balancing for Data in Edge-based Computing Applications 

Authors: Raghunadha Reddi Dornala 

PAGE 7 – 13 

 

Paper 3: Converting Data for Spiking Neural Network Training 

Authors: Erik Sadovsky, Maros Jakubec, Roman Jarina 

PAGE 14 – 20 

 

Paper 4: A Secure and Scalable Behavioral Dynamics Authentication Model 

Authors: Idowu Dauda Oladipo, Joseph Bamidele Awotunde, Mathew Nicho, Jemima Omotola Buari, Muyideen 

Abdulraheem, Tarek Gaber 

PAGE 21 – 32 

 

Paper 5: Visualization of AI Systems in Virtual Reality: A Comprehensive Review 

Authors: Medet Inkarbekov, Rosemary Monahan, Barak A. Pearlmutter 

PAGE 33 – 42 

 

Paper 6: Symbol Detection in a Multi-class Dataset Based on Single Line Diagrams using Deep Learning Models 

Authors: Hina Bhanbhro, Yew Kwang Hooi, Worapan Kusakunniran, Zaira Hassan Amur 

PAGE 43 – 56 

 

Paper 7: The Spatial Distribution of Atmospheric Water Vapor Based on Analytic Hierarchy Process and Genetic 

Algorithm 

Authors: Fengjun Wei, Chunhua Liu, Rendong Guo, Xin Li, Jilei Hu, Chuanxun Che 

PAGE 57 – 68 

 

Paper 8: Detection of Tuberculosis Based on Hybridized Pre-Processing Deep Learning Method 

Authors: Mohamed Ahmed Elashmawy, Irraivan Elamvazuthi, Lila Iznita Izhar, Sivajothi Paramasivam, Steven Su 

PAGE 69 – 76 

 

Paper 9: Automated CAD System for Early Stroke Diagnosis: Review 

Authors: Izzatul Husna Azman, Norhashimah Mohd Saad, Abdul Rahim Abdullah, Rostam Affendi Hamzah, 

Adam Samsudin, Shaarmila A/P Kandaya 

PAGE 77 – 83 

 

Paper 10: The Current State of Blockchain Consensus Mechanism: Issues and Future Works 

Authors: Shadab Alam 

PAGE 84 – 94 

 

Paper 11: A Novel Approach for Identification of Figurative Language Types in Devanagari Scripted Languages 

Authors: Jatinderkumar R. Saini, Preety Sagar, Hema Gaikwad 

PAGE 95 – 103 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(iv) 

www.ijacsa.thesai.org 

Paper 12: Machine Learning Model for Automated Assessment of Short Subjective Answers 

Authors: Zaira Hassan Amur, Yew Kwang Hooi, Hina Bhanbro, Mairaj Nabi Bhatti, Gul Muhammad Soomro 

PAGE 104 – 112 

 

Paper 13: Sentiment Analysis in Indonesian Healthcare Applications using IndoBERT Approach 

Authors: Helmi Imaduddin, Fiddin Yusfida A’la, Yusuf Sulistyo Nugroho 

PAGE 113 – 117 

 

Paper 14: The Medical Image Denoising Method Based on the CycleGAN and the Complex Shearlet Transform 

Authors: ChunXiang Liu, Jin Huang, Muhammad Tahir, Lei Wang, Yuwei Wang, Faiz Ullah  

PAGE 118 – 125 

 

Paper 15: Comparing Scrum Maturity of Digital and Business Process Reengineering Groups: A Case Study at an 

Indonesia’s State-Owned Bank 

Authors: Gloria Saripah Patara, Teguh Raharjo 

PAGE 126 – 134 

 

Paper 16: Adaptive Learner-CBT with Secured Fault-Tolerant and Resumption Capability for Nigerian Universities 

Authors: Bridget Ogheneovo Malasowe, Maureen Ifeanyi Akazue, Ejaita Abugor Okpako, Fidelis Obukohwo 

Aghware, Arnold Adimabua Ojugo, Deborah Voke Ojie 

PAGE 135 – 142 

 

Paper 17: A Yolo-based Violence Detection Method in IoT Surveillance Systems 

Authors: Hui Gao 

PAGE 143 – 149 

 

Paper 18: Towards Automated Evaluation of the Quality of Educational Services in HEIs  

Authors: Silvia Gaftandzhieva, Rositsa Doneva, Mariya Zhekova, George Pashev 

PAGE 150 – 165 

 

Paper 19: Machine-Learning-based User Behavior Classification for Improving Security Awareness Provision 

Authors: Alaa Al-Mashhour, Areej Alhogail 

PAGE 166 – 178 

 

Paper 20: Collateral Circulation Classification Based on Cone Beam Computed Tomography Images using ResNet18 

Convolutional Neural Network 

Authors: Nur Hasanah Ali, Abdul Rahim Abdullah, Norhashimah Mohd Saad, Ahmad Sobri Muda 

PAGE 179 – 185 

 

Paper 21: An Enhanced Algorithm of Improved Response Time of ITS-G5 Protocol 

Authors: Kawtar Jellid, Tomader Mazri 

PAGE 186 – 194 

 

Paper 22: Design and Application of an Automatic Scoring System for English Composition Based on Artificial 

Intelligence Technology 

Authors: Fengqin Zhang 

PAGE 195 – 205 

 

Paper 23: An Efficient Deep Learning with Optimization Algorithm for Emotion Recognition in Social Networks 

Authors: Ambika G N, Yeresime Suresh 

PAGE 206 – 215 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(v) 

www.ijacsa.thesai.org 

Paper 24: Improved Drosophila Visual Neural Network Application in Vehicle Target Tracking and Collision Warning 

Authors: Jianyi Wu 

PAGE  216 – 226 

 

Paper 25: Earth Observation Satellite: Big Data Retrieval Method with Fuzzy Expression of Geophysical Parameters and 

Spatial Features 

Authors: Kohei Arai 

PAGE 227 – 234 

 

Paper 26: Virtual Route Guide Chatbot Based on Random Forest Classifier 

Authors: Puspa Miladin Nuraida Safitri A. Basid, Fajar Rohman Hariri, Fresy Nugroho, Ajib Hanani, Firman Jati 

Pamungkas 

PAGE 235 – 241 

 

Paper 27: Approaches and Tools for Quality Assurance in Distance Learning: State-of-play 

Authors: Silvia Gaftandzhieva, Rositsa Doneva, Senthil Kumar Jagatheesaperumal 

PAGE 242 – 253 

 

Paper 28: Efficient Parameter Estimation in Image Processing using a Multi-Agent Hysteretic Q-Learning Approach 

Authors: Issam QAFFOU 

PAGE 254 – 262 

 

Paper 29: Design and Implementation of an IoT Control and Monitoring System for the Optimization of Shrimp Pools using 

LoRa Technology 

Authors: José M. Pereira Pontón, Verónica Ojeda, Víctor Asanza, Leandro L. Lorente-Leyva, Diego H. Peluffo-

Ordóñez 

PAGE 263 – 272 

 

Paper 30: An Overview of Vision Transformers for Image Processing: A Survey 

Authors: Ch.Sita Kameswari, Kavitha J, T. Srinivas Reddy, Balaswamy Chinthaguntla, Senthil Kumar 

Jagatheesaperumal, Silvia Gaftandzhieva, Rositsa Doneva 

PAGE 273 – 289 

 

Paper 31: Multimodal Contactless Architecture for Upper Limb Virtual Rehabilitation 

Authors: Emilio Valdivia-Cisneros, Elizabeth Vidal, Eveling Castro-Gutierrez 

PAGE 290 – 295 

 

Paper 32: Attitude Synchronization and Stabilization for Multi-Satellite Formation Flying with Advanced Angular Velocity 

Observers 

Authors: Belkacem Kada, Khalid Munawar, Muhammad Shafique Shaikh 

PAGE 296 – 303 

 

Paper 33: Hussein Search Algorithm: A Novel Efficient Searching Algorithm in Constant Time Complexity 

Authors: Omer H Abu El Haijia, Arwa H. F. Zabian 

PAGE 304 – 309 

 

Paper 34: Testing the Usability of Serious Game for Low Vision Children 

Authors: Nurul Izzah Othman, Hazura Mohamed, Nor Azan Mat Zin 

PAGE 310 – 317 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(vi) 

www.ijacsa.thesai.org 

Paper 35: Cybersecurity Advances in SCADA Systems 

Authors: Bakil Al-Muntaser, Mohamad Afendee Mohamed, Ammar Yaseen Tuama, Imran Ahmad Rana 

PAGE 318 – 328 

 

Paper 36: Model Classification of Fire Weather Index using the SVM-FF Method on Forest Fire in North Sumatra, Indonesia 

Authors: Darwis Robinson Manalu, Opim Salim Sitompul, Herman Mawengkang, Muhammad Zarlis 

PAGE 329 – 337 

 

Paper 37: Prediction of Cryptocurrency Price using Time Series Data and Deep Learning Algorithms 

Authors: Michael Nair, Mohamed I. Marie, Laila A. Abd-Elmegid 

PAGE 338 – 347 

 

Paper 38: Advances in Value-based, Policy-based, and Deep Learning-based Reinforcement Learning 

Authors: Haewon Byeon 

PAGE 348 – 354 

 

Paper 39: Scalable Blockchain Architecture: Leveraging Hybrid Shard Generation and Data Partitioning 

Authors: Praveen M Dhulavvagol, Prasad M R, Niranjan C Kundur, Jagadisha N, S G Totad 

PAGE 355 – 363 

 

Paper 40: Detection of Herd Pigs Based on Improved YOLOv5s Model 

Authors: Jianquan LI, Xiao WU, Yuanlin NING, Ying YANG, Gang LIU, Yang MI 

PAGE 364 – 370 

 

Paper 41: The Impact of Cyber Security on Preventing and Mitigating Electronic Crimes in the Jordanian Banking Sector 

Authors: Tamer Bani Amer, Mohammad Ibrahim Ahmed Al-Omar 

PAGE 371 – 380 

 

Paper 42: Research on the Local Path Planning for Mobile Robots based on PRO-Dueling Deep Q-Network (DQN) 

Algorithm 

Authors: Yaoyu Zhang, Caihong Li, Guosheng Zhang, Ruihong Zhou, Zhenying Liang 

PAGE 381 – 387 

 

Paper 43: Prostate Cancer Detection and Analysis using Advanced Machine Learning 

Authors: Mowafaq Salem Alzboon, Mohammad Subhi Al-Batah 

PAGE 388 – 396 

 

Paper 44: Application of Improved Ant Colony Algorithm Integrating Adaptive Parameter Configuration in Robot Mobile 

Path Design 

Authors: Jinli Han 

PAGE 397 – 407 

 

Paper 45: Simulation of Logistics Frequent Path Data Mining Based on Statistical Density 

Authors: Fengju Hou 

PAGE 408 – 413 

 

Paper 46: Simulation Analysis of Hydraulic Control System of Engineering Robot Arm Based on ADAMS  

Authors: Haiqing Wu 

PAGE 414 – 420 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(vii) 

www.ijacsa.thesai.org 

Paper 47: Enhanced Transfer Learning Strategies for Effective Kidney Tumor Classification with CT Imaging 

Authors: Muneer Majid, Yonis Gulzar, Shahnawaz Ayoub, Farhana Khan, Faheem Ahmad Reegu, Mohammad 

Shuaib Mir, Wassim Jaziri, Arjumand Bano Soomro 

PAGE 421 – 432 

 

Paper 48: A Hybrid Metaheuristic Model for Efficient Analytical Business Prediction 

Authors: Marischa Elveny, Mahyuddin K. M Nasution, Rahmad B. Y Syah 

PAGE 433 – 440 

 

Paper 49: A Mechanism for Bitcoin Price Forecasting using Deep Learning 

Authors: Karamath Ateeq, Ahmed Abdelrahim Al Zarooni, Abdur Rehman, Muhammd Adna Khan 

PAGE 441 – 448 

 

Paper 50: Research on Improving Piano Performance Evaluation Method in Piano Assisted Online Education 

Authors: Huayi Qi, Chunhua She 

PAGE 449 – 459 

 

Paper 51: Methodological Insights Towards Leveraging Performance in Video Object Tracking and Detection 

Authors: Divyaprabha, M. Z Kurian 

PAGE 460 – 474 

 

Paper 52: Pairwise Test Case Generation using (1+1) Evolutionary Algorithm for Software Product Line Testing 

Authors: Sharafeldin Kabashi Khatir, Rabatul Aduni Binti Sulaiman, Mohammed Adam Kunna Azrag, Jasni 

Mohamad Zain, Julius Beneoluchi Odili, Samer Ali Al-Shami 

PAGE 475 – 483 

 

Paper 53: Campus Network Intrusion Detection Based on Gated Recurrent Neural Network and Domain Generation 

Algorithm 

Authors: Qi Rong, Guang Zhao 

PAGE 484 – 492 

 

Paper 54: Dynamic Modelling of Hand Grasping and Wrist Exoskeleton: An EMG-based Approach 

Authors: Mohd Safirin Bin Karis, Hyreil Anuar Bin Kasdirin, Norafizah Binti Abas, Muhammad Noorazlan Shah Bin 

Zainudin, Sufri Bin Muhammad, Mior Muhammad Nazmi Firdaus Bin Mior Fadzil 

PAGE 493 – 499 

 

Paper 55: Research on Semantic Segmentation Method of Remote Sensing Image Based on Self-supervised Learning 

Authors: Wenbo Zhang, Achuan Wang 

PAGE 500 – 508 

 

Paper 56: Mechatronics Design and Robotic Simulation of Serial Manipulators to Perform Automation Tasks in the 

Avocado Industry 

Authors: Carlos Paredes, Ricardo Palomares, Josmell Alva, José Cornejo 

PAGE 509 – 517 

 

Paper 57: Integrating Transfer Learning and Deep Neural Networks for Accurate Medical Disease Diagnosis from Multi-

Modal Data 

Authors: Chamandeep Kaur, Abdul Rahman Mohammed Al-Ansari, Taviti Naidu Gongada, K. Aanandha 

Saravanan, Divvela Srinivasa Rao, Ricardo Fernando Cosio Borda, R. Manikandan 

PAGE 518 – 528 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(viii) 

www.ijacsa.thesai.org 

Paper 58: An Integrated Instrument for Measuring Science, Technology, Engineering, and Mathematics: Digital 

Educational Game Acceptance and Player Experience 

Authors: Husna Hafiza R. Azami, Roslina Ibrahim, Suraya Masrom, Rasimah Che Mohd Yusoff, Suraya Yaacob 

PAGE 529 – 539 

 

Paper 59: Human-object Behavior Analysis Based on Interaction Feature Generation Algorithm 

Authors: Qing Ye, Xiuju Xu, Rui Li 

PAGE 540 – 549 

 

Paper 60: A Proposed Framework for Context-Aware Semantic Service Provisioning 

Authors: Wael Haider, Hatem Abdelkader, Amira Abdelwahab 

PAGE 550 – 559 

 

Paper 61: Impact of the Use of the Video Game SimCity on the Development of Critical Thinking in Students: A 

Quantitative Experimental Approach 

Authors: Jorge Luis Torres-Loayza, Grunilda Telma Reymer-Morales, Benjamín Maraza-Quispe 

PAGE 560 – 567 

 

Paper 62: An Automated Medical Image Segmentation Framework using Deep Learning and Variational Autoencoders 

with Conditional Neural Networks 

Authors: Dustakar Surendra Rao, L. Koteswara Rao, Bhagyaraju Vipparthi 

PAGE 568 – 578 

 

Paper 63: Estimating Probability Values Based on Naïve Bayes for Fuzzy Random Regression Model 

Authors: Hamijah Mohd Rahman, Nureize Arbaiy, Chuah Chai Wen, Pei-Chun Lin 

PAGE 579 – 584 

 

Paper 64: A New Approach of Hybrid Sampling SMOTE and ENN to the Accuracy of Machine Learning Methods on 

Unbalanced Diabetes Disease Data 

Authors: Hairani Hairani, Dadang Priyanto 

PAGE 585 – 590 

 

Paper 65: An Ensemble Load Balancing Algorithm to Process the Multiple Transactions Over Banking 

Authors: Raghunadha Reddi Dornala 

PAGE 591 – 596 

 

Paper 66: Genetic Approach for Improved Prediction of Adaptive Learning Activities in Intelligent Tutoring System 

Authors: Fatima-Zohra Hibbi, Otman Abdoun, El Khatir Haimoudi 

PAGE 597 – 603 

 

Paper 67: Algorithm for Skeleton Action Recognition by Integrating Attention Mechanism and Convolutional Neural 

Networks 

Authors: Jianhua Liu 

PAGE 604 – 613 

 

Paper 68: A Population-based Plagiarism Detection using DistilBERT-Generated Word Embedding 

Authors: Yuqin JING, Ying LIU 

PAGE 614 – 624 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(ix) 

www.ijacsa.thesai.org 

Paper 69: Enhancing Startup Efficiency: Multivariate DEA for Performance Recognition and Resource Optimization in a 

Dynamic Business Landscape 

Authors: K. N. Preethi, Yousef A. Baker El-Ebiary, Esther Rosa Saenz Arenas, Kathari Santosh, Ricardo Fernando 

Cosio Borda, Jorge L. Javier Vidalón, Anuradha. S, R. Manikandan 

PAGE 625 – 635 

 

Paper 70: Design and Improvement of New Industrial Robot Mechanism Based on Innovative BP-ARIMA Combined 

Model 

Authors: Yuanyuan Liu 

PAGE 636 – 642 

 

Paper 71: A Proposed Approach for Monkeypox Classification 

Authors: Luong Hoang Huong, Nguyen Hoang Khang, Le Nhat Quynh, Le Huu Thang, Dang Minh Canh, Ha 

Phuoc Sang 

PAGE 643 – 651 

 

Paper 72: CryptoScholarChain: Revolutionizing Scholarship Management Framework with Blockchain Technology 

Authors: Jadhav Swati, Pise Nitin 

PAGE 652 – 659 

 

Paper 73: The Application of Decision Tree Classification Algorithm on Decision-Making for Upstream Business 

Authors: Mohd Shahrizan Abd Rahman, Nor Azliana Akmal Jamaludin, Zuraini Zainol, Tengku Mohd Tengku 

Sembok 

PAGE 660 – 667 

 

Paper 74: Deep Learning Enhanced Internet of Medical Things to Analyze Brain Computed Tomography Images of 

Stroke Patients 

Authors: Batyrkhan Omarov, Azhar Tursynova, Meruert Uzak 

PAGE 668 – 676 

 

Paper 75: Chatbot Program for Proposed Requirements in Korean Problem Specification Document 

Authors: Young Yun Baek, Soojin Park, Young B. Park 

PAGE 677 – 681 

 

Paper 76: Applying Artificial Intelligence and Computer Vision for Augmented Reality Game Development in Sports 

Authors: Nurlan Omarov, Bakhytzhan Omarov, Axaule Baibaktina, Bayan Abilmazhinova, Tolep Abdimukhan, 

Bauyrzhan Doskarayev, Akzhan Adilzhan 

PAGE 682 – 689 

 

Paper 77: PMG-Net: Electronic Music Genre Classification using Deep Neural Networks 

Authors: Yuemei Tang 

PAGE 690 – 698 

 

Paper 78: Automatic Layout Algorithm for Graphic Language in Visual Communication Design 

Authors: Xiaofang Liao, Xinqian Hu 

PAGE 699 – 708 

 

Paper 79: Smart Sensor Signal-Assisted Behavioral Model and Control of Live Interaction in Digital Media Art 

Authors: Pujie Li, Shi Bai 

PAGE 709 – 718 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(x) 

www.ijacsa.thesai.org 

Paper 80: Research on Strategic Decision Model of Human Resource Management based on Biological Neural Network 

Authors: Ke Xu 

PAGE 719 – 729 

 

Paper 81: Multimodal Deep Learning Approach for Real-Time Sentiment Analysis in Video Streaming 

Authors: Tejashwini S. G, Aradhana D 

PAGE 730 – 736 

 

Paper 82: 3D Magnetic Resonance Image Denoising using Wasserstein Generative Adversarial Network with Residual 

Encoder-Decoders and Variant Loss Functions 

Authors: Hanaa A. Sayed, Anoud A. Mahmoud, Sara S. Mohamed 

PAGE 737 – 746 

 

Paper 83: A Framework for Patient-Centric Medical Image Management using Blockchain Technology 

Authors: Abdulaziz Aljaloud 

PAGE 747– 757 

 

Paper 84: An Ensemble Learning Approach for Multi-Modal Medical Image Fusion using Deep Convolutional Neural 

Networks 

Authors: Andino Maseleno, D. Kavitha, Koudegai Ashok, Mohammed Saleh Al Ansari, Nimmati Satheesh, R. 

Vijaya Kumar Reddy 

PAGE 758 – 769 

 

Paper 85: Segmentation of Breast Cancer on Ultrasound Images using Attention U-Net Model 

Authors: Sara LAGHMATI, Khadija HICHAM, Bouchaib CHERRADI, Soufiane HAMIDA, Amal TMIRI 

PAGE 770 – 778 

 

Paper 86: New Real Dataset Creation to Develop an Intelligent System for Predicting Chemotherapy Protocols 

Authors: Houda AIT BRAHIM, Mariam BENLLARCH, Nada BENHIMA, Salah EL-HADAJ, Abdelmoutalib METRANE, 

Ghizlane BELBARAKA 

PAGE 779 – 785 

 

Paper 87: Presenting a Novel Method for Identifying Communities in Social Networks Based on the Clustering Coefficient 

Authors: Zhihong HE, Tao LIU 

PAGE 786 – 794 

 

Paper 88: Motor Imagery EEG Signals Marginal Time Coherence Analysis for Brain-Computer Interface 

Authors: Md. Sujan Ali, Jannatul Ferdous 

PAGE 795 – 805 

 

Paper 89: Systematic Review for Phonocardiography Classification Based on Machine Learning 

Authors: Abdullah Altaf, Hairulnizam Mahdin, Awais Mahmood Alive, Mohd Izuan Hafez Ninggal, Abdulrehman 

Altaf, Irfan Javid 

PAGE 806 – 817 

 

Paper 90: A Hybrid Classification Approach of Network Attacks using Supervised and Unsupervised Learning 

Authors: Rahaf Hamoud R. Al-Ruwaili, Osama M. Ouda 

PAGE 818 – 828 

 

Paper 91: Violent Physical Behavior Detection using 3D Spatio-Temporal Convolutional Neural Networks 

Authors: Xiuhong Xu, Zhongming Liao, Zhaosheng Xu 

PAGE 829 – 836 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(xi) 

www.ijacsa.thesai.org 

Paper 92: Construction of VR Video Quality Evaluation Model Based on 3D-CNN 

Authors: Hongxia Zhao, Li Huang 

PAGE 837 – 845 

 

Paper 93: Design Strategy and Application of Headwear with National Characteristics Based on Information Visualization 

Technology 

Authors: Ting Zhang 

PAGE 846 – 856 

 

Paper 94: SLAM Mapping Method of Laser Radar for Tobacco Production Line Inspection Robot Based on Improved RBPF 

Authors: Zhiyuan Liang, Pengtao He, Wenbin Liang, Xiaolei Zhao, Bin Wei 

PAGE 857 – 866 

 

Paper 95: Visual Image Feature Recognition Method for Mobile Robots Based on Machine Vision 

Authors: Minghe Hu, Jiancang He 

PAGE 867 – 874 

 

Paper 96: Explore Chinese Energy Commodity Prices in Financial Markets using Machine Learning 

Authors: Yu Cui, Tianhao Ma 

PAGE 875 – 880 

 

Paper 97: Research on the Application of Multi-Objective Algorithm Based on Tag Eigenvalues in e-Commerce Supply 

Chain Forecasting 

Authors: Man Huang, Jie Lian 

PAGE 881 – 891 

 

Paper 98: Construction and Application of Automatic Scoring Index System for College English Multimedia Teaching 

Based on Neural Network 

Authors: Hui Dong, Ping Wei 

PAGE 892 – 900 

 

Paper 99: Design of a Decentralized AI IoT System Based on Back Propagation Neural Network Model 

Authors: Xiaomei Zhang 

PAGE 901 – 909 

 

Paper 100: Black Widow Optimization Algorithm for Virtual Machines Migration in the Cloud Environments 

Authors: Chuang Zhou 

PAGE 910 – 916 

 

Paper 101: Towards Secure Blockchain-enabled Cloud Computing: A Taxonomy of Security Issues and Recent 

Advances 

Authors: Shengli LIU 

PAGE 917 – 926 

 

Paper 102: Research on Enterprise Supply Chain Anti-Disturbance Management Based on Improved Particle Swarm 

Optimization Algorithm 

Authors: Tongqing Dai 

PAGE 927 – 936 

 

Paper 103: Automated Analysis of Job Market Demands using Large Language Model 

Authors: Myo Thida 

PAGE 937 – 946 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(xii) 

www.ijacsa.thesai.org 

Paper 104: Decentralized Management of Medical Test Results Utilizing Blockchain, Smart Contracts, and NFTs 

Authors: Quy T. L, Khanh H. V, Huong H. L, Khiem H. G, Phuc T. N, Ngan N. T. K, Triet M. N, Bang L. K, Trong D. P. N, 

Hieu M. D, Bao Q. T, Khoa D. T 

PAGE 947 – 957 

 

Paper 105: Leveraging Blockchain, Smart Contracts, and NFTs for Streamlining Medical Waste Management: An 

Examination of the Vietnamese Healthcare Sector 

Authors: Triet M. N, Khanh H. V, Huong H. L, Khiem H. G, Phuc T. N, Ngan N. T. K, Quy T. L, Bang L. K, Trong D. P. N, 

Hieu M. D, Bao Q. T, Khoa D. T, Anh T. N 

PAGE 958 – 970 

 

Paper 106: A Novel Dual Confusion and Diffusion Approach for Grey Image Encryption using Multiple Chaotic Maps 

Authors: S Phani Praveen, V Sathiya Suntharam, S Ravi, U. Harita, Venkata Nagaraju Thatha, D Swapna 

PAGE 971 – 984 

 

Paper 107: Implementing a Blockchain, Smart Contract, and NFT Framework for Waste Management Systems in 

Emerging Economies: An Investigation in Vietnam 

Authors: Khiem H. G, Khanh H. V, Huong H. L, Quy T. L, Phuc T. N, Ngan N. T. K, Triet M. N, Bang L. K, Trong D. P. N, 

Hieu M. D, Bao Q. T, Khoa D. T 

PAGE 985 – 996 

 

Paper 108: Deep Learning-based Sentence Embeddings using BERT for Textual Entailment 

Authors: Mohammed Alsuhaibani 

PAGE 997 – 1004 

 

Paper 109: An Approach of Test Case Generation with Software Requirement Ontology 

Authors: Adisak Intana, Kuljaree Tantayakul, Kanjana Laosen, Suraiya Charoenreh 

PAGE 1005 – 1014 

 

Paper 110: Eligible Personal Loan Applicant Selection using Federated Machine Learning Algorithm 

Authors: Mehrin Anannya, Most. Shahera Khatun, Md. Biplob Hosen, Sabbir Ahmed, Md. Farhad Hossain, M. 

Shamim Kaiser 

PAGE 1015 – 1024 

 

Paper 111: A Low-Cost Wireless Sensor System for Power Quality Management in Single-Phase Domestic Networks 

Authors: Cristian A. Aldana B, Edison F. Montenegro A 

PAGE 1025 – 1036 

 

Paper 112: A Novel Convolutional Neural Network Architecture for Pollen-Bearing Honeybee Recognition 

Authors: Thi-Nhung Le, Thi-Minh-Thuy Le, Thi-Thu-Hong Phan, Huu-Du Nguyen, Thi-Lan Le 

PAGE 1037 – 1044 

 

Paper 113: Tomato Disease Recognition: Advancing Accuracy Through Xception and Bilinear Pooling Fusion 

Authors: Hoang-Tu Vo, Nhon Nguyen Thien, Kheo Chau Mui 

PAGE 1045 – 1051 

 

Paper 114: Predicting Quality Medical Drug Data Towards Meaningful Data using Machine Learning 

Authors: Suleyman Al-Showarah, Abubaker Al-Taie, Hamzeh Eyal Salman, Wael Alzyadat, Mohannad 

Alkhalaileh 

PAGE 1052 – 1059 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

(xiii) 

www.ijacsa.thesai.org 

Paper 115: Incorporating Learned Depth Perception Into Monocular Visual Odometry to Improve Scale Recovery 

Authors: Hamza Mailka, Mohamed Abouzahir, Mustapha Ramzi 

PAGE 1060 – 1068 

 

Paper 116: Enhancing Precision in Lung Cancer Diagnosis Through Machine Learning Algorithms 

Authors: Nasareenbanu Devihosur, Ravi Kumar M G 

PAGE 1069 – 1077 

 

Paper 117: Generating Nature-Resembling Tertiary Protein Structures with Advanced Generative Adversarial Networks 

(GANs) 

Authors: Mena Nagy A. Khalaf, Taysir Hassan A Soliman, Sara Salah Mohamed 

PAGE 1078 – 1088 

 

Paper 118: Prediction of Heart Disease using an Ensemble Learning Approach 

Authors: Ghalia A. Alshehri, Hajar M. Alharbi 

PAGE 1089 – 1097 

 

Paper 119: A Framework for Agriculture Plant Disease Prediction using Deep Learning Classifier 

Authors: Mohammelad Baljon 

PAGE 1098 – 1111 

 

Paper 120: Lung Cancer Classification using Reinforcement Learning-based Ensemble Learning 

Authors: Shengping Luo 

PAGE 1112 – 1122 

 

Paper 121: Secure Data Sharing in Smart Homes: An Efficient Approach Based on Local Differential Privacy and 

Randomized Responses 

Authors: Amr T. A. Elsayed, Almohammady S. Alsharkawy, Mohamed S. Farag, S. E. Abo-Youssef 

PAGE 1123 – 1132 

 

Paper 122: The Implementation of Image Conceptualization Split-Screen Stitching and Positioning Technology in Film 

and Television Production 

Authors: Zhouzhou Deng, Rongshen Zhu 

PAGE 1133 – 1140 

 

Paper 123: Rural Landscape Design Data Analysis Based on Multi-Media, Multi-Dimensional Information Based on a 

Decision Tree Learning Algorithm 

Authors: Ning Leng, Hongxin Wang 

PAGE 1141 – 1146 

 

Paper 124: Intelligent Detection System for Electrical Equipment based on Deep Learning and Infrared Image Processing 

Technology 

Authors: Mingxu Lu, Yuan Xie 

PAGE 1147 – 1155 



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 8, 2023

An Empirical Internet Protocol Network Intrusion
Detection using Isolation Forest and One-Class

Support Vector Machines

Gerard Shu Fuhnwi1, Victoria Adedoyin2, Janet O. Agbaje3
Gianforte School of Computing, Montana State University, Montana 59715, USA1

Department of Chemistry, Montana State University, Montana 59715, USA2

Department of Mathematical Sciences, Montana Technological University, Montana 59701, USA3

Abstract—With the increasing reliance on web-based appli-
cations and services, network intrusion detection has become
a critical aspect of maintaining the security and integrity of
computer networks. This study empirically investigates internet
protocol network intrusion detection using two machine learning
techniques: Isolation Forest (IF) and One-Class Support Vector
Machines (OC-SVM), combined with ANOVA F-test feature
selection. This paper presents an empirical study comparing the
effectiveness of two machine learning algorithms, Isolation Forest
(IF) and One-Class Support Vector Machines (OC-SVM), with
ANOVA F-test feature selection in detecting network intrusions
using web services. The study used the NSL-KDD dataset,
encompassing hypertext transfer protocol (HTTP), simple mail
transfer protocol (SMTP), and file transfer protocol (FTP) web
services attacks and normal traffic patterns, to comprehensively
evaluate the algorithms. The performance of the algorithms
is evaluated based on several metrics, such as the F1-score,
detection rate (recall), precision, false alarm rate (FAR), and Area
Under the Receiver Operating Characteristic (AUCROC) curve.
Additionally, the study investigates the impact of different hyper-
parameters on the performance of both algorithms. Our empirical
results demonstrate that while both IF and OC-SVM exhibit high
efficacy in detecting network intrusion attacks using web services
of type HTTP, SMTP, and FTP, the One-Class Support Vector
Machines outperform the Isolation Forest in terms of F1-score
(SMTP), detection rate(HTTP, SMTP, and FTP), AUCROC, and
a consistent low false alarm rate (HTTP). We used the t-test to
determine that OCSVM statistically outperforms IF on DR and
FAR.

Keywords—HTTP; SMTP; FTP; ANOVA F-test; AUCROC; OC-
SVMs; FAR; DR; IF

I. INTRODUCTION

Network Intrusion can be referred to as an unauthorized
penetration of a computer in an establishment or an address in
one’s assigned domain [1]. The nature and types of network
intrusion have evolved over the years and become more
rampant in recent years [2].

An intrusion can be passive or active. In passive intrusion,
the penetration is gained stealthily and without detection,
while in active intrusion, changes to network resources are
affected. Intrusion can either come from an insider or an
outsider. By insider, we mean an employee, customer, or
business partner. Outsider means someone not connected to
the organization. Network intrusions can occur in different
ways. Some announce their presence by defacing the website,
while others are malicious, with the goal of siphoning off data

until it’s discovered. Some redirect users who are unaware of
their website through cracking passwords or mimicking your
website [1]. Sometimes, intruders absorb network resources
intended for other uses or users, which can lead to a denial of
service [3]. These unauthorized penetrations on the digital net-
work are imperil on many occasions the security of networks
and their data [4].

Network security breaches are rapidly increasing and result
in a significant amount of loss to organizations, and often leads
to a loss of confidence in them from their unaware customers
that have fallen victims. The IBM report shows that the average
cost of a data breach has risen 12 percent over the past five
years to 3.92 million dollars per incident on average [5]. This
is more than the cost of a breach caused by a system glitch or
human error.

Many researchers have carried out research and projects
on network intrusion detection [6], [7], [8]. Wang and Bat-
titi identified intrusions in computer networks with principal
component analysis [9]. Liao and Vemuri used a k-nearest
neighbour classifier for intrusion detection [10]. Gaffney and
Ulvila evaluated intrusion detectors using a decision theory
approach [11]. But this area still longs for more work as a
result of the rapid rise in network intrusion. Therefore, we need
to design an efficient algorithm that can successfully defend
against network intrusions in an ever-evolving threat landscape.
To achieve proactive security control, organizations must put
in place a good network security infrastructure and leverage
the potential of machine learning, which has the capability of
automatically and continuously detecting network intrusions.
This will help block intruders and prevent them from achieving
their goals. The remainder of this paper is organized as follows:
In Section II, we briefly review some related work in anomaly
detection based Network Intrusion Detection. Section III gives
a description of the algorithms used in this paper. Section IV
analyzes the empirical evaluation, where we review the data
sets used, evaluation metrics description, results, and result
discussion. Section V covers the conclusion.

II. RELATED WORK

Liu and Ting [23] focused on using an Isolation Forest
to detect anomalies that have many applications in the areas
of fraud detection, network intrusion, medical and public
health, industrial damage detection, and so on. The goal
here is to build a tree-based structure that isolates anomalies
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rather than profiles anomalies like in the previous methods
such as classification-based methods [12], and clustering-based
methods [13]. Their proposed method, called Isolation Forest,
builds a collection of individual tree structures that recursively
partition a given data set, where anomalies are instances with
a short path length on the trees. The anomaly score is used to
determine instances that are anomalies, and has values between
1 and 0, with a score close to 1 being an anomaly and vice
versa. The authors compared their results with other methods
for anomaly detection techniques [14] like ORCA, LOF, and
RF on real-world data sets with high dimensions and large data
sizes using the metric AUC (Area Under the Curve) and run
times. [15] proposed a hybrid of SVM and decision trees in
classifying attacks of different forms of intrusion in knowledge
discovery and data mining 1999 (KDDCUP99) data.

In [16], Sarumi et al. compared SVM and Apriori using
Network Security Laboratory Knowledge Discovery and Data
Mining (NSL-KDD) data and the University of South Wales
NB 2015 (UNSW NB-15) dataset. From their results, they con-
cluded that SVM outperformed Apriori in terms of accuracy,
while Apriori showed a better performance in terms of speed.

In [17], Farnaaz and Jabbar proposed a detection intrusion
system using random forest. Experimental results were con-
ducted on the NSL-KDD dataset. Empirical results show that
the proposed model achieved a low false alarm rate and a high
recall. Similarly, [18], [19], [20], and [21] applied machine
learning techniques for network intrusion detection systems.

All the above mentioned papers discuss intrusion detection
methods without any statistics to compare their results, attacks
using web services, and no user guidance for using the
proposed algorithms. To overcome this, one can look at the
statistical significance of the various evaluation metrics based
on the different machine learning algorithms proposed by them
and also change the various parameters in the machine learning
algorithms to observe their performance.

This paper compares the performance of One-class SVM
and Isolation Forest machine learning algorithms in network
intrusion using a two-sample t-test and parameter alternation
to provide some guidance on these algorithms’ usage to
new researchers in this field. Our approach can also guide
evaluating and analyzing these techniques in solving intrusion
detection problems. Also, this method can overcome one of
the main challenges of intrusion detection techniques, accurate
representative labels for normal and abnormal instances, which
is a significant concern. To overcome this challenge in most
intrusion detection problems, our approach can be used as a
pre-labeling technique and then supervised anomaly detection
techniques to solve intrusion detection problems. Overall, our
empirical results demonstrate the potential of Isolation Forest
and One-Class SVM and provide valuable insights for future
research in this field.

III. METHODS

This section presents the intrusion detection approach used
in this paper. These approaches include the ANOVA F-test, the
Isolation Forest, the One-Class Support Vector Machines, and
the two-sample t-test.

A. ANOVA F-test

The ANOVA F-test, or Analysis of Variance F-test, is a
statistical technique used to compare the means of two or more
groups to determine whether significant differences exist. It is
commonly employed in feature selection or variable ranking
tasks, where the goal is to identify the most relevant features
or variables for a particular analysis or model.

Applying the ANOVA F-test to a dataset can rank features
based on their F-statistic or p-value. Features with high F-
statistic values or low p-values are considered more relevant,
as they exhibit significant differences between the groups or
classes. These relevant features can then be selected for further
analysis or modeling, while less informative features can be
discarded to reduce dimensionality and improve computational
efficiency. In the case of web network intrusion detection, the
ANOVA F-test can be used to identify the most discriminative
features that differentiate between normal network traffic and
malicious intrusion attempts. By selecting the most significant
features, it is possible to improve the performance and effi-
ciency of intrusion detection systems by focusing on the most
relevant information and reducing noise or irrelevant variables.

B. Isolation Forest (IF)

IF has been applied in different scenarios. Isolation Forest
is an unsupervised learning algorithm for anomaly detection
that works on the principle of isolating anomalies, instead
of the most common technique of profiling normal points
[22] and [23]. It is different from other distance and density
based algorithms (see Fig. 1). The underlying assumption for
this algorithm is that fewer instances of anomalies result in
a smaller number of partitions (shorter path length) and the
instances with distinguishable attribute values are more likely
to be separated in early partitioning [24]. This implies that data
points that have a shorter path length are likely to be anomalies.
The necessary input parameters for building Isolation Forest
algorithm are the subsampling size,the number of trees, and the
height of the tree [24]. The subsampling size was suggested
to be smaller for the machine learning algorithm to function
faster and yield a better detection result [25]. We can use log
to base 2 (number of data points) to get the depth of trees
needed, but the path length converge before t = 100. [25].

Fig. 1. Algorithm 1.

C. One-Class Support Vector Machines

One-Class Support Vector Machines (OC-SVMs) [26] are a
natural extension of SVMs. One-Class SVM is an unsupervised
learning technique capable of differentiating test samples from
a particular class from other classes. The One-Class SVM
works on the basics of minimizing the hypersphere of one
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class in the training set and then considers every other class
not within the hypersphere as anomalies or outliers. In order
to identify suspicious observations, an OC-SVM estimates a
distribution that encompasses most of the observations and
then labels as “suspicious” those that lie far from it with respect
to a suitable metric. This model uses different kernel functions
or hyperspheres: linear, radial basis, sigmoid, and polynomial.

D. Two Sample t-test

The two-sample t-test, also known as the independent
samples t-test or unpaired t-test, is a statistical hypothesis
test used to compare the means of two independent groups to
determine if there is a significant difference between them. The
test assumes that the data is normally distributed and that the
variances of the two groups are equal (although there are modi-
fications available if this assumption does not hold). In order to
compare the performance of IF and OCSVM with the ANOVA
F-test, we used a two-sample t-test to test whether there is a
significant difference between the mean performances of DR,
FAR, F1 score, AUCROC, and precision. The null hypothesis
(H0) for the two-sample t-test states that there is no significant
difference between the mean performances of the two models,
while the alternative hypothesis (H1) states that there is a
significant difference, unlikely to have occurred by chance,
between the mean performances of the two models.

IV. EMPIRICAL EVALUATION

A. Data Description

The NSL−KDD dataset is an improved version of the
KDD99 dataset, in which a large amount of data redundancy
has been removed [27]. This dataset has the same attributes as
the KDD99 having 41 features that are labeled as either normal
or attacks using different web services (http, smtp, ftp, etc.).
The NSL−KDD dataset repository has two files: KDDTrain.txt
and KDDTest.txt. Table I shows the attack categories using
different services and the number of data points per category in
the NSL−KDD train and test datasets. The NSL−KDD dataset
has 125973 data points in the training dataset and 22544 in
the testing dataset.

TABLE I. THE ATTACK TYPES (CLASS) USING DIFFERENT INTERNET
PROTOCOLS (HTTP, SMTP AND FTP), THE NUMBER OF RECORDS IN THE

NSL-KDD TRAINING AND TESTING DATASET

Attacks using different
Internet Protocol

No. of records Attack Types (class)
Training Testing

Normal 45,078 7,291 Normal traffic data

HTTP 2,289 1,180

Worm, Land, Smurf, Udpstorm,
Teardrop, Pod, Mailbomb,

Neptune, Process table,
Apache2, Back

SMTP 284 316 Ipsweep, Nmap, Satan
Portsweep, Mscan, Saint

FTP 648 48

WarezClient, Worm,
SnmpGetAttack, WarezMaster,

Imap, SnmpGuess, Named,
MultiHop, Phf, SPy, Sendmail,

Ftp Write, Xsnoop, Xlock,
Guess Password

B. Data Pre-processing

The NSL-KDD dataset has 41 features, each representing
an attack type described in Section 4.1 and an attack category
(class feature). These features are both numeric (38 features)
and categorical (3 features). The categorical features are proto-
col type (3 types), service (70 types), and flag (11 types) that
need to be converted to numeric features. We want to extract
the most popular attacks caused by using different internet
protocols (the service feature). These widespread attacks use
web services (internet protocols) such as hypertext transfer
protocol (HTTP), simple mail transfer protocol (SMTP), and
file transfer protocol (FTP). After extracting the various inter-
net protocols, the attack types (class) feature is labeled with a
numeric type, starting with Normal, labeled as 0 and 1 for the
different attack types.

Using ANOVA F-test feature elimination, the most relevant
features with the highest F-statistic values in the dataset
are identified, eliminating the least important features. These
features are src bytes (number of data bytes transferred from
source to destination in a single connection), dst bytes (number
of data bytes transferred from destination to source in a single
connection), and duration.

C. Confusion Matrix

The performance of machine learning techniques can be
evaluated using different parameters. These parameters are
calculated using True Positive (TP), False Negative (FN),
False Positive (FP), and True Negative (TN) as shown in the
confusion matrix [28] in Table II. The following parameters
are used to evaluate our proposed approach.

1) Detection Rate (DR): It is the ratio between the total
number of attacks detected by the NIDS and the total number
of attacks present in the dataset [17] which can be calculated
using the formula:

DR =
TP

TP + FN

2) Precision: This measures the fraction of examples pre-
dicted as attacks that turned out to be attacks, which can be
calculated using the formula:

Precision =
TP

TP + FP

3) F1 Score: It is the harmonic mean of the fraction of
examples predicted as attacks that turned out to be attacks
(precision). It can also be described as the ratio between the
total number of attacks detected by the NIDS and the total
number of attacks present in the dataset (the detection rate)
which can be calculated using the formula:

F1 Score =
2 ∗ TP

2 ∗ TP + FN + FP

4) False Alarm Rate (FAR): It is the fraction of non attacks
that are misclassified as attacks, which can be calculated using
the formula:

FAR =
FP

FP + TN
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TABLE II. CONFUSION MATRIX: A CONTINGENCY CONTAINING FOUR
METRICS, TRUE POSITIVE (TP), TRUE NEGATIVE (TN), FALSE POSITIVE

(FP), AND FALSE NEGATIVE (FN).

Attack
Predicted Class
Yes No

Actual
class

Yes TP FN
No FP TN

5) Receiver Operating Characteristic (ROC) Curve: The
Receiver Operating Characteristic (ROC) curve is a graphical
representation used to evaluate the performance of binary
classification models in machine learning. It is created by
plotting the ratio between the total number of attacks detected
by the NIDS to the total number of attacks present in the
dataset (detection rate) against the fraction of non-attacks that
are misclassified as attacks (False Alarm Rate) at various clas-
sification threshold levels. The area under the curve (AUC) of
the ROC quantifies the overall performance of the classification
model. AUC values range from 0 to 1, with a value of 0.5
representing a random classifier and a value of 1 indicating
a perfect classifier. A higher AUC value suggests a better-
performing classification model.

A good NIDS should have high detection rates, precision,
AUCROC, F1 score but low FAR.

Most machine learning algorithms are evaluated using
predictive accuracy, but this is not appropriate for network
intrusion detection because it mostly involves imbalanced data.
In terms of imbalanced data, we mean that the proportion
of data points in each class is not approximately equal. The
evaluation metrics adopted in this paper for evaluation and
comparison of our models are standard AUC (Area under
curve). The area under the receiver operating curve gives an
average measure of performance across all possible classifica-
tion thresholds.

D. Experimental Results

All experiments were performed in Python with alternating
parameters for Isolation Forest (Sklearn) and One-class support
vector machines (Sklearn) using the Intel(R) Core(TM) i7-
10510U CPU at 1.80 GHz and 2.30 GHz processor with 16
GB of RAM. Training and testing of the Isolation Forest took
four seconds, while it took 40 seconds to train the One-Class
support vector machine model on the three selected features
from the NSL−KDD dataset. The experimental results for
One-class support vector machines and Isolation Forest on
different performance metrics are shown in Table III and Table
IV respectively.

E. Discussion of Results

In Table III, the polynomial kernel outperformed the other
kernels on HTTP and SMTP subsets with high DR, F1 Score,
AUCROC, Precision, and low FAR. On the other hand, in Table
III, the sigmoid kernel performed much better than the different
kernels on the FTP subset.

In Table IV, isolation forest with 100 estimators on the
HTTP subset achieved the highest DR, F1 Score, AUCROC,

Precision, and low FAR. The SMTP and FTP subset performs
best on the evaluation metrics with 50 estimators. Generally,
both Isolation Forest and One-class support vector machines
didn’t perform well on the FTP subset, having very high
FAR and low DR, F1 Score, AUCROC, and Precision. It
is evident in Table III and IV that the one-class support
vector machines outperform Isolation Forest on all subsets,
that is, HTTP, SMTP, and FTP having high DR, F1 Score,
and low FAR. Statistical analysis of overall performance on
the one-class support vector machines and Isolation Forest
results used a two-sample t-test with two-tailed probability to
determine if each model’s DR and FAR score on the test data
yielded statistically significant differences (p < 0.05). In the
HTTP, SMTP, and FTP, the one-class support machines had a
significantly different DR,and FAR score (p < 0.001), which
showed that our hypothesis was accepted.

Our approach improved detection capabilities on selected
attack types when compared to other models and benchmarks
in related work. The RFE process identified several key
features highly relevant to network intrusion detection. These
features align with our expectations and prior research [18],
[20], and [25], confirming the importance of specific traffic
characteristics in detecting malicious activities. The combina-
tion of IF, OC-SVM and ANOVA F-test not only improved
the model’s performance but also reduced the complexity of
the model by eliminating redundant and irrelevant features.

The practical implications of our findings are significant
for the field of network intrusion detection. The improved
detection rates offered by our approach can help security
practitioners identify and respond to cyber threats more effec-
tively. Additionally, reducing false positives and negatives can
minimize the operational overhead of manually investigating
false alarms. Furthermore, our approach demonstrates potential
scalability and adaptability for different network environments
and evolving cyber threats.

V. CONCLUSION AND FUTURE WORK

The experiments performed on the NSL-KDD network
intrusion data show that One-class support vector machines had
the overall best performance in terms of DR and FAR scores
over the Isolation Forest, with the best performance obtained
by tuning the default parameters in both algorithms. Also, the
number of estimators in Isolation Forest is comparable; using
100 and 50 estimators outperformed 200 estimators.

Therefore, One-class support is a good model for network
intrusion detection by changing the default parameters in
Sklearn. Also, polynomial or sigmoid kernel functions could
be the best kernels to choose when using One-Class SVM
on network intrusion data. Because of the usage of feature
selection, the computational cost decreases (four seconds for
Isolation Forest and forty seconds), and our experimental
results indicate that our proposed approach increases the DR,
F1 score, AUCROC, and precision and decreases FAR for
three types of attacks. We equally compared one-class support
vector machines and Isolation Forest selected attack types
using a two-sample t-test and found that our proposed approach
(with fewer features) is promising. For future work, we will
experiment with deep learning approaches like GANs and
autoencoders since they are capable of handling data of higher
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TABLE III. ONE-CLASS SVM PERFORMANCE MEASURE ON NSL−KDD TEST

Attacks
using

different
Internet
Protocol

Kernel Gamma DR F1 Score AUCROC Precision FAR

Linear 0.00005 0.9802 0.9303 0.6308 0.8852 0.0198
HTTP Sigmoid 0.00005 0.9969 0.9386 0.8867 0.6383 0.0031

Polynomial 0.00005 0.9969 0.9385 0.6378 0.8866 0.0031
SMTP Linear 0.00005 0.8398 0.7228 0.4468 0.6345 0.1602

Sigmoid 0.00005 0.9806 0.7953 0.5156 0.6689 0.0194
Polynomial 0.00005 0.9838 0.7969 0.5172 0.6696 0.0162

FTP Linear 0.00005 0.3333 0.5000 0.6667 1.0000 0.6667
Sigmoid 0.00005 0.5208 0.6848 0.7604 1.0000 0.4791

Polynomial 0.00005 0.3333 0.5000 0.6667 1.0000 0.6667

TABLE IV. ISOLATION FOREST PERFORMANCE MEASURE ON NSL−KDD TEST

Attacks
using

different
Internet
Protocol

Estimators maximum samples DR F1 Score AUCROC Precision FAR

50 256 0.9618 0.9563 0.8402 0.9508 0.0382
HTTP 100 256 0.9631 0.9570 0.8409 0.9509 0.0369

200 256 0.9619 0.9563 0.8399 0.9507 0.0381
SMTP 50 256 0.9725 0.7846 0.6697 0.9725 0.0275

100 256 0.9709 0.7838 0.6697 0.9709 0.0291
200 256 0.9693 0.7835 0.6699 0.9693 0.0307

FTP 50 256 0.2917 0.3043 0.6225 0.3182 0.7083
100 256 0.2083 0.2273 0.5809 0.2500 0.7916
200 256 0.2708 0.2857 0.6121 0.3023 0.7292

dimensions and also evaluate one-class support vector ma-
chines and Isolation Forest using supervised learning methods
like the random forest, Xgboost, and cost sensitive support
vector machines.
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Abstract—Edge computing has gained significant attention in 

recent years due to its ability to process data closer to the source, 

resulting in reduced latency and improved performance. 

However, ensuring data security and efficient data management 

in edge-based computing applications poses significant 

challenges. This paper proposes an ensemble security approach 

and a multi-cloud load-balancing strategy to address these 

challenges. The ensemble security approach leverages multiple 

security mechanisms, such as encryption, authentication, and 

intrusion detection systems, to provide a layered defense against 

potential threats. By combining these mechanisms, the system 

can detect and mitigate security breaches at various levels, 

ensuring the integrity and confidentiality of data in edge-based 

environments. The multi-cloud load balancing strategy also aims 

to optimize resource utilization and performance by distributing 

data processing tasks across multiple cloud service providers. 

This approach takes advantage of the flexibility and scalability 

offered by the cloud, allowing for dynamic workload allocation 

based on factors like network conditions and computational 

capabilities. To evaluate the effectiveness of the proposed 

approach, we conducted experiments using a realistic edge-based 

computing environment. The results demonstrate that the 

ensemble security approach effectively detects and prevents 

security threats, while the multi-cloud load balancing strategy 

with edge computing to improve the overall system performance 

and resource utilization. 

Keywords—Edge computing; cloud computing; dynamic load 

balancing; fog computing; multi-cloud load balancing 

I. INTRODUCTION 

With the rapid advancement of edge computing and cloud 
technology, the aviation industry has witnessed significant 
transformations in flight management systems. These systems 
now rely on distributed edge computing infrastructure and 
leverage multiple cloud service providers for improved 
performance and reliability [1]. To ensure secure and efficient 
operations, ensemble security and multi-cloud load balancing 
techniques have become crucial in managing flight 
management cloud applications [2]. Ensemble security 
integrates multiple security measures and protocols to protect 
flight management systems from cyber threats. As edge 
computing extends the attack surface, incorporating diverse 
security mechanisms becomes essential [3]. It can include 
encryption, authentication, access control, intrusion detection 
systems, and advanced threat intelligence to safeguard critical 
flight data and systems [4]. 

In addition to security, effective load balancing across 
multiple cloud providers is paramount for flight management 
cloud applications [5]. Load balancing distributes incoming 

network traffic across various cloud instances to optimize 
resource utilization, reduce latency, and enhance system 
scalability [6]. Multi-cloud load balancing ensures that flight 
management systems can efficiently utilize cloud resources, 
handle sudden traffic spikes, and deliver a seamless user 
experience. Ensemble security and multi-cloud load balancing 
are intricately linked in edge computing environments [7]. 
Organizations can dynamically distribute traffic based on 
security policies and performance metrics by integrating 
security measures with load-balancing algorithms [8]. It 
allows flight management cloud applications to balance the 
workload efficiently across different cloud providers while 
ensuring data confidentiality, integrity, and availability [9]. 

This study explores the challenges and opportunities 
associated with ensemble security and multi-cloud load 
balancing in the context of flight management cloud 
applications. We will discuss the essential requirements, 
potential solutions, and benefits of adopting these techniques 
in the aviation industry. Furthermore, we will examine real-
world use cases and best practices for implementing ensemble 
security and multi-cloud load balancing to enhance the safety 
and performance of flight management systems in edge 
computing environments. By leveraging ensemble security 
and multi-cloud load balancing with the integration of edge 
computing with task scheduling, the aviation industry can 
fully utilize edge computing capabilities while maintaining 
robust security measures. It ensures flight management 
systems' safe and efficient operation and opens up new 
possibilities for advanced applications, such as real-time 
analytics, predictive maintenance, and intelligent decision-
making. 

The paper's organization is as follows: Section II presents 
the literature survey by explaining the existing models and 
their drawbacks. Section III explained the Intrusion Detection 
and Prevention System with Multiple Loads Balancing. 
Section IV introduced edge computing with cloud computing. 
Section V presented the parameters used to analyze the 
performance of the proposed approach. Section VI introduced 
the conclusion for the overall work. 

II. LITERATURE SURVEY 

Kuppusamy et al. [10] proposed a combined dynamic 
model that integrates the reinforced optimization approach to 
increase the scheduling performance in Fog computing. The 
experiments are conducted using the FogSim simulator to 
create the data and an available tool that manages energy 
efficiency by using the resources in fog computing. The 
proposed system mainly focused on addressing the schedule 
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with less cost and analyzing the CPU processing time and 
assigned memory. Simulation results show that the proposed 
model performance is increased by 12% to 15% in terms of 
CPU usage and 6% to 11% of less energy usage for solving 
job scheduling issues. Jango et al. [11] proposed the two-
phase scheduling model consisting of a Bi-factor approach, 
which classifies the task based on end date and preference 
scheduling using the advanced Jellyfish Algorithm (ADS). 
The parameters are measured based on the speed, capacity, 
task size, complete tasks, and total VM used for resource 
provisioning fog combined cloud platform. The model was 
tested on real-time and average datasets considering the small 
and high workload based on the assigned task. The 
performance is measured using QoS parameters that reduce 
the cost and other metrics. K. Cao et al. [12] introduced the 
edge-based integrated model that deploys the cloud 
application in heterogeneous servers that estimate the response 
time from data centers. The proposed model can process both 
offline and online phases. An edge-based optimized model is 
executed offline, and the online mobility-based gaming system 
is developed to overcome the issues. Results show that the 
response time is improved by 48.57% from the base station. J. 
Al-Jaroodi et al. [13] proposed a distributed model that 
combined with cloud and fog-integrated sCPS, named PsCPS. 
The proposed integrates the multiple clouds, fogs, and sCPS 
subsystems to provide better services to face many challenges 
for combining. R. Deng et al. [14] proposed a fog-cloud 
integrated model that reduces power consumption and 
measures transmitting delay. The proposed model primarily 
focused on resolving the workload assignment issue by 
allocating work between the fog and cloud with minimal 
usage and artificial service delay. The problem is divided into 
three sub-issues assigned to sub-systems and solved. The 
simulation results show that fog computing can significantly 
improve cloud computing efficiency in terms of bandwidth 
and dissemination latency. M. Guo et al. [15] introduced the 
delay-based workload allocation (DBWA) that solves the 
issues based on energy efficacy and delay-undertake workload 
allocation issues in IoT-integrated systems. The proposed 
approach would be improved if the Lyapunov drift-plus-
penalty theory was adopted. Finally, the proposed approach 
obtains better performance in terms of efficient allocation. G. 
Qu et al. [16] proposed the Deep Meta Reinforcement 
Learning-based Offloading (DMRO) algorithm that merges 
various parallel DNNs with Q-learning to make fine-tuned 
learning approach to solve the adaptive decision-making in the 
dynamic platform. The proposed approach improved the 
offloading by up to 18.1%. A. Yousafzai et al. [17] proposed 
an effective integration-based measurement offloading system. 
The proposed approach needs the program borders at edge 
servers that lately combine applications. The outcome saves 
45.45% of runtime and 85.45% of energy consumption. The 
proposed system finally obtained the resource-exhaustive IoT 
application processing in mobile edge computing (MEC). V. 
Mohammadian et al. [18] discussed various issues in the cloud 
load balancing model—the existing approach aimed to find 
the under-loaded and overloaded nodes and balanced loads. 
Various issues are identified and solved by the proposed 
approach in cloud computing. The proposed model obtained 
better results in terms of fault detection and integrated the 

simulation tools considered into the account. A. Pandita et al. 
[19] introduced several scheduling approaches in cloud 
computing regarding fault tolerance. Several advantages and 
disadvantages are discussed in the comparison. In cloud 
computing, the researchers firmly designed an effective fault 
tolerance system. E. Gures et al. [20] provide the dynamic 
load balancing approach to solve the generic issue in cloud 
computing. Various solutions are discussed to solve the load 
balancing issue. A comparative analysis uses various load-
balancing models and analyzes the performance. M. T. 
Sandikkaya et al. [21] proposed a novel security model (NSM) 
to secure the PaaS Providers over malicious behavior based on 
neighbors. The NSM is not like an intrusion detection system, 
which focuses on processors' usage and challenging resource 
access. Finally, the NSM approach analyzes the malicious 
traffic among 100k requests. Several classifiers are used to 
classify the malicious threads and show better accuracy. O. 
Sohaib et al. [22] propose a novel 2-tuple fuzzy semantic 
group selection method that relies on a technology-
organization-environment (TOE) system and employs an 
approach for ordering preference by resemblance to ideal 
solution (TOPSIS). The TOPSIS is used to help small-to-
medium-sized operations assess and make decisions on online 
e-commerce. 

III. INTRUSION DETECTION AND PREVENTION SYSTEM WITH 

MULTIPLE LOADS BALANCING 

An Intrusion Detection and Prevention System (IDPS) 
mainly focused on detecting and preventing the unauthorized 
users or malicious activities within a computer network. The 
following steps involved in IDPS: 

1) Data collection: The IDPS collects network traffic and 

system log data to analyze for potential threats. This can 

include network packets, log files, and system events. 

2) Traffic monitoring: The IDPS monitors network traffic 

in real-time or analyzes stored data to identify suspicious 

patterns or anomalies. This can be done using several 

signature-based and anomaly detection. 

3) Signature-based detection (SBD): SBD is mainly 

compared with the network traffic over system-generated 

database events, known as attack signatures. If any similarity 

is identified, then the intrusion is a better one. 

             (                         ) (1) 

4) Anomaly detection: Anomaly detection identifies 

deviations from normal patterns of network traffic or system 

behavior. Statistical analysis or machine learning algorithms 

are often used to detect anomalies. 

               (                          ) (2) 

5) Behavior-based detection: Behavior-based detection 

establishes a baseline of normal behavior for the network or 

system and identifies deviations from that baseline. It can 

involve monitoring user activity, network connections, or 

system processes. 

                 (                )  (3) 
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6) Alert generation: When a potential intrusion is 

detected, the IDPS generates an alert or notification to notify 

system administrators or security personnel. The alert may 

contain information about the detected threat, its severity, and 

recommended actions. 

7) Response and prevention: Based on the severity of the 

threat, the IDPS may take automated actions to prevent or 

mitigate the intrusion. This can include blocking suspicious 

network traffic, terminating malicious processes, or initiating 

security measures to protect the network. 

8) Logging and reporting: The IDPS maintains logs of 

detected threats, alerts, and responses for future analysis and 

reporting. These logs can help in understanding attack 

patterns, identifying vulnerabilities, and improving security 

measures. 

It's important to note that the specific equations or 
algorithms used in each step may vary depending on the 
implementation and technology used in the IDPS. The 
equations mentioned above are generalized representations to 
illustrate the concept. 

IV. EDGE COMPUTING WITH CLOUD COMPUTING 

Edge computing and cloud computing are two distinct 
paradigms in computing that serve different purposes and 
offer unique advantages. However, combined, they can create 
a robust and efficient computing ecosystem. This section 
discussed how edge computing and cloud computing work 
together to enhance the overall computing experience. The 
cloud platform provides multiple services to users based on 
the usage of computing resources, data storage, and cloud 
application over the internet. All these applications and 
resources are deployed in cloud data centers provided by the 
cloud service provider (CSP). Users can leverage these 
resources on demand without needing local infrastructure, 
reducing costs and improving scalability. Fig. 1 explains the 
step-by-step process of proposed approach with 
functionalities. 

 

Fig. 1. Proposed system architecture. 

On the other hand, edge computing brings computational 
capabilities closer to the data source or end-users. It involves 
performing data processing and analysis at the network's edge 
near the data source rather than sending all data to the cloud 
for processing. It reduces latency, minimizes bandwidth usage, 
and enables real-time decision-making, making it ideal for 
time-sensitive applications and services. 

When edge computing and cloud computing are combined, 
they form a hybrid computing architecture that takes 
advantage of the strengths of both approaches. For example, 
sensors, smartphones, and IoT devices can perform initial data 
processing and filtering at the edge before selectively sending 
relevant data to the cloud for further analysis or storage. This 
method reduces the data sent to the cloud, saving bandwidth 
and allowing faster response times and more efficient resource 
utilization. The cloud is crucial in this hybrid architecture by 
providing a centralized and scalable infrastructure for 
advanced analytics, machine learning, and storage. The data 
from edge devices can be processed and analyzed in the cloud 
using sophisticated algorithms and models, taking advantage 
of the vast computing resources available. The insights and 
results can be returned to edge devices for immediate action or 
decision-making. 

This edge and cloud computing combination is precious in 
various industries and applications. For example, edge 
computing can handle real-time sensor data processing in 
autonomous vehicles, while the cloud can perform high-level 
analytics and provide over-the-air updates. In healthcare, edge 
devices can collect patient data and perform initial analysis, 
while the cloud can store and process the data for long-term 
monitoring and research. 

A. Load Balancing in Cloud Computing 

Load balancing is an essential aspect of cloud computing 
that helps to optimize resource utilization, improve 
performance, and ensure the high availability of apps and 
services. Cloud computing is the delivery of computing 
resources such as virtual machines, storage, and applications 
via the internet. Load balancing distributes incoming network 
traffic across multiple servers or helps to avoid overloading 
and ensure efficient resource utilization. The primary goal of 
load balancing in cloud computing is to distribute workload 
evenly among servers or resources so that no single resource 
becomes overburdened while others remain underutilized. By 
evenly distributing the workload, load balancing helps to 
achieve optimal resource utilization, improve response times, 
and increase the overall throughput of the system. 

Load balancing mechanisms in cloud computing can be 
categorized into two main types: static and dynamic load 
balancing. Static load balancing involves distributing the 
workload evenly based on predefined rules or static 
configurations. It is suitable for situations where the workload 
remains relatively constant and predictable. However, in 
dynamic and unpredictable environments, dynamic load 
balancing techniques are more effective. Dynamic load 
balancing utilizes various algorithms and techniques to 
monitor the system's workload continuously and adjust the 
distribution of requests accordingly. These techniques take 
into account factors such as server capacity, response time, 
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network latency, and current resource utilization to make 
intelligent decisions about workload distribution. Some 
popular dynamic load balancing algorithms include Round 
Robin (RR), Weighted Round Robin (WRR), Least 
Connections (LC), and Adaptive Load Balancing (ALB). 

Load balancers also monitor the health and availability of 
servers and can automatically reroute traffic away from faulty 
or overloaded servers, ensuring high availability and fault 
tolerance. Cloud service providers often offer load balancing 
services as part of their cloud infrastructure offerings. These 
load balancers are typically provided as managed services, 
which means that the service provider takes care of the 
underlying infrastructure and maintenance, allowing users to 
focus on their applications and services. 

B. Multi-Cloud Load Balancing Model 

Round-robin (RR) and Consistent Hashing (CH) are two 
different algorithms used for load balancing in distributed 
systems. However, they can also be combined to achieve load 
balancing with Consistent Hashing. 

Round-robin is a simple load balancing algorithm that 
distributes incoming requests evenly among a set of servers in 
a cyclic manner. Each request is assigned to the next available 
server in the rotation. This ensures that each server receives an 
equal number of requests over time. 

For a given request i (0 ≤ i < M), the server index is 
calculated as follows: 

                     (4) 

Here, "mod" represents the modulo operation. The request 
is then sent to the server with the corresponding index. 

Consistent Hashing is a more advanced load balancing 
algorithm that provides scalability and minimizes the 
redistribution of requests when a server is added or removed 
from the system. It uses a hash function to map each request to 
a specific server in the system based on the request's key or 
identifier. 

To combine Round-robin with Consistent Hashing for load 
balancing, we can follow these steps: 

Step 1: Initialize a list of servers. 

Step 2: Assign each server a unique identifier or key. 

Step 3: Create a hash ring to represent the distribution of 
keys across the servers. 

Whenever a request comes in, apply the Consistent 
Hashing algorithm to determine the server responsible for 
serving that request. 

Step 4: If the server is available and can handle the 
request, forward it to the server. 

If the server is unavailable or overloaded, use Round-robin 
to select the next available server in the rotation and forward 
the request to that server. 

Step 5: Continue the Round-robin rotation for subsequent 
requests until a server becomes available again. 

Periodically update the hash ring and redistribute the keys 
when adding or removing servers from the system. By 
combining Round-robin with Consistent Hashing, we achieve 
both load balancing and the ability to scale the system 
dynamically without significant redistribution of requests. 
Round-robin ensures that the servers receive an equal share of 
requests, while Consistent Hashing minimizes the impact of 
adding or removing servers on the overall distribution of 
requests. This combined approach provides a balanced and 
efficient load balancing mechanism, ensuring optimal 
utilization of the server resources in a distributed system. 

C. Task Scheduling for Multiple-Cloud 

Organizations have increasingly turned to multi-cloud 
environments in recent years to meet their diverse computing 
needs. Multi-cloud refers to using multiple cloud service 
providers simultaneously, allowing businesses to leverage the 
strengths of different platforms and avoid vendor lock-in. 
However, managing and optimizing tasks across multiple 
clouds can be complex and challenging. Task scheduling is a 
critical aspect of managing cloud resources effectively. It 
involves determining when and where tasks or workloads 
should be executed to ensure efficient resource utilization and 
meet performance objectives. In multi-cloud environments, 
task scheduling becomes even more intricate as organizations 
must consider cost, performance, data locality, and 
compliance across multiple cloud providers. Multi-cloud task 
scheduling primarily aims to assign tasks to the most 
appropriate cloud resources based on various criteria, such as 
workload characteristics, resource availability, and user-
defined policies. It involves making intelligent decisions to 
balance workload distribution, maximize resource utilization, 
minimize costs, and optimize performance across multiple 
clouds. 

Several key challenges must be addressed to achieve 
effective task scheduling in a multi-cloud environment. These 
challenges include: 

1) Heterogeneity: Each cloud provider offers different 

virtual machine types, pricing models, and service-level 

agreements. Task scheduling algorithms must account for this 

heterogeneity and make informed decisions about resource 

selection. 

2) Interoperability: Ensuring seamless communication 

and data transfer between cloud providers is crucial. Task 

scheduling mechanisms should consider data locality and 

network latency to minimize data transfer costs and enhance 

performance. 

3) Scalability: Multi-cloud environments often involve a 

large number of tasks and resources. Task scheduling 

algorithms must scale efficiently to handle the increased 

complexity and volume of scheduling decisions. 

4) Dynamicity: Cloud environments are dynamic, with 

fluctuating workloads and resource availability. Task 

scheduling mechanisms should be adaptable and able to 

handle workload variations and changes in resource 

availability in real time. 
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5) Cost optimization: Multi-cloud environments introduce 

cost considerations due to varying pricing models and 

resource utilization. Task scheduling algorithms should 

minimize costs while meeting performance objectives and 

user-defined policies. 

Addressing these challenges requires the development of 
intelligent task-scheduling algorithms and frameworks 
specifically designed for multi-cloud environments. These 
algorithms should consider workload characteristics, resource 
availability, performance requirements, and cost constraints to 
make optimal scheduling decisions. 

D. Ensemble Security and Multi-Cloud Load Balancing 

Ensemble Security and Multi-Cloud Load Balancing are 
two important concepts in the field of cloud computing and 
network security. 

E. Ensemble Security 

Ensemble Security refers to a comprehensive approach to 
securing computer networks and systems by using a 
combination of security measures and tools. The term 
"ensemble" implies the integration and coordination of various 
security components to create a stronger and more effective 
security system. 

In ensemble security, multiple security mechanisms are 
employed to protect against a wide range of threats and 
vulnerabilities. This paper mainly used the mechanisms which 
includes intrusion detection and prevention systems (IDPS), 
data encryption. By combining these different security 
measures, organizations can create a layered defense system 
that provides multiple barriers against potential attacks. 

The advantage of ensemble security is that it offers 
defense in depth, meaning that if one security measure fails, 
others can still provide protection. Additionally, ensemble 
security enables organizations to leverage the strengths of 
different security tools and technologies, thereby enhancing 
overall network security posture. 

F. Multi-Cloud Load Balancing (MCLB) 

In cloud computing, MCLB is a technique that distributes 
incoming network traffic across multiple cloud service 
providers (CSPs) or regions within a single CSP. Load 
balancing improves application performance, optimizes 
resource utilization, and ensures cloud-based services' high 
availability and scalability. 

In a multi-cloud environment, organizations may choose to 
deploy their applications and services across different CSPs to 
take advantage of each provider's unique capabilities and to 
mitigate the risk of vendor lock-in. Multi-cloud load balancing 
allows organizations to distribute the incoming traffic across 
these different cloud environments, ensuring that the workload 
is evenly distributed and that no single cloud provider 
becomes overloaded. 

Load balancers serve as go-betweens for users or clients 
and cloud resources. Incoming requests are intelligently 
distributed based on factors such as server capacity, latency in 
the network, and specific to application requirements. This 
helps in optimizing resource utilization, preventing 

bottlenecks, and ensuring that the applications remain 
accessible and responsive. By implementing multi-cloud load 
balancing, organizations can achieve higher fault tolerance, 
improved performance, and scalability across multiple cloud 
environments. It also provides flexibility in managing and 
scaling resources based on changing demands and enables 
efficient utilization of cloud resources. 

V. EXPERIMENTAL RESULTS 

The experiments are conducted on flight management 
applications which can take Lakhs of requests from the user 
and managed by the proposed multi-cloud management 
system with high security. The total requests are analyzed by 
the proposed model is 10k, 20k and 30k requests. The 
performance metrics are given below: 

1) Response time (RT): It measures the time taken to 

process a request and provide a response to the client. 

                                (5) 

2) Throughput (TP): It represents the number of requests 

processed per unit of time. 

        
        

    
  (6) 

3) Utilization (UTL): It indicates the percentage of 

resources being used by a server or a load balancer. 

    (
             

                       
)       (7) 

4) Error rate (ER): It measures the percentage of failed 

requests or the number of requests resulting in errors. 

   (
                         

                        
)       (8) 

TABLE I. ANALYSIS OF PERFORMANCE METRICS FOR LIST OF 

ALGORITHMS FOR 10K REQUESTS FOR 10K FILES 

Algorithms RT (Sec) TP (request/sec) 
UTL 

(%) 

ER 

(%) 

Least Response 

Time (LRT) 
56.45 67 56 32 

IP Hash 51.23 76 61 28 

MCLB 45.67 81 67 21 

Table I shows the performance of several existing and 
proposed algorithms based on the given metrics. These 
metrics mainly shows the huge impact on final outcomes. The 
proposed model MCLB mainly focused on managing the load 
balancing among the servers and providing the security for the 
processing data. For every one request one file is requested by 
the users. The encryption and decryption is implemented at the 
data owners end to provide the high end security for the data. 
The MCLB improved with the integration of Edge computing 
obtained the performance in terms of given metrics. The total 
requests processed by the MCLB are 10k requests for 10 files. 
Fig. 2 shows the performance of algorithm based on the given 
parameters. 
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Fig. 2. Performance metrics for list of algorithms for 10k requests. 

TABLE II. ANALYSIS OF PERFORMANCE METRICS FOR LIST OF 

ALGORITHMS FOR 20K REQUESTS 

Algorithms RT (Sec) TP (request/sec) UTL 

(%) 

ER 

(%) 

Least Response 

Time (LRT) 

66.45 76 63.4 34.5 

IP Hash 61.23 83 65.2 31.2 

MCLB 65.67 85.5 69.34 22.2 

Table II shows the performance of list of algorithms based 
on several parameters such as response time (RT) which is 
high for LRT and low for MCLB. The throughput is low for 
LRT and high for MCLB which is more efficient. The 
utilization of resources is high for MCLB and low for LRT. 
Finally the error rate (ER) shows the low rate for MCLB and 
high for LRT. Fig. 3 shows the overall performance for 20k 
requests. 

 
Fig. 3. Performance metrics for list of algorithms for 20k requests. 

TABLE III. ANALYSIS OF PERFORMANCE METRICS FOR LIST OF 

ALGORITHMS FOR 30K REQUESTS 

Algorithms RT (Sec) TP (request/sec) UTL 

(%) 

ER 

(%) 

Least Response 

Time (LRT) 

73.55 78.8 64.4 31.5 

IP Hash 66.23 84.1 66.2 26.2 

MCLB 68.67 86.3 70.34 18.2 

 
Fig. 4. Performance metrics for list of algorithms for 30k requests. 

Table III shows the comparison between LRT, IP Hash 
and MCLB. The existing model LRT shows the low 
performance in terms of high RT (Sec), low TP and utilization 
of resources and high error rate. The proposed approach 
MCLB shows the better performance in terms of parameters 
given in Table III. Fig. 4 shows the overall performances for 
all the algorithms for 30k requests sent by various users 
present in VMs. 

VI. CONCLUSION 

Modern cloud computing and network security rely 
heavily on ensemble security and multi-cloud load balancing. 
Ensemble security combines multiple security measures to 
form a robust defense system, whereas multi-cloud load 
balancing optimizes resource distribution while improving 
application performance and availability in various cloud 
environments. The combination of edge computing and cloud 
computing provides a powerful computing model that takes 
advantage of the advantages of both paradigms. It allows 
efficient data processing, lowers latency, increases scalability, 
and enables real-time decision-making. Organizations can 
create a robust and flexible computing ecosystem that meets 
the diverse needs of today's rapidly evolving technological 
landscape by combining edge computing and cloud 
computing. 
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Abstract—The application of spiking neural networks (SNNs) 

for processing visual and auditory data necessitate the conversion 

of traditional neural network datasets into a format suitable for 

spike-based computations. Existing datasets designed for 

conventional neural networks are incompatible with SNNs due to 

their reliance on spike timing and specific preprocessing 

requirements. This paper introduces a comprehensive pipeline 

that enables the conversion of common datasets into rate-coded 

spikes, meeting processing demands of SNNs. The proposed 

solution is evaluated on Spike-CNN trained on Time-to-First-

Spike encoded MNIST and compared with the similar system 

trained on the neuromorphic dataset (N-MNIST). Both systems 

have comparative precision; however the proposed solution is 

more energy efficient than the system based on neuromorphic 

computing. Since, the proposed solution is not limited to any 

specific data form and can be applied to various types of 

audio/visual content. By providing a means to adapt existing 

datasets, this research facilitates the exploration and 

advancement of SNNs across different domains. 

Keywords—SNN; rate coding; spike timing; data conversion; 
MNIST 

I. INTRODUCTION 

Spiking Neural Networks (SNNs) have emerged as a highly 
promising research direction, bridging the gap between 
neuroscience and machine learning. By emulating the 
behaviour of biological neurons and their asynchronous 
communication through discrete spikes, SNNs offer a 
compelling computational framework for modelling and 
understanding neural processes [1], [2]. However, a significant 
obstacle in fully realizing the potential of SNNs lies in the lack 
of dedicated databases specifically designed for their training 
and evaluation. 

In contrast to conventional neural networks that are trained 
using readily and widely available datasets such as MNIST or 
ImageNet (which are widely used in computer vision and 
pattern recognition fields among many others), SNNs require 
special data representations that capture the temporal dynamics 
of neural processing in a form of spikes. The precise timing of 
the spikes becomes crucial for encoding and processing 
information, necessitating a departure from traditional data 
formats [3]. Consequently, substantial research efforts are 
currently focused on developing comprehensive databases 
tailored explicitly for SNN training and evaluation. 

Despite notable progress in the field of SNNs, the 
development of specialized databases for training and testing 
remains an ongoing research challenge. Currently, only a 

limited number of publicly available datasets, such as the 
Spiking Neural Network Architecture (SNA), N-MNIST [4], 
DVS Gesture [5], and N-TIDIGITS [6], have been specifically 
designed for SNNs. These datasets enable training and testing 
of SNNs across various tasks, including decoding neural 
activity, image classification, gesture recognition, and speech 
recognition. 

The availability of dedicated datasets is crucial for 
advancing the field of SNNs, as they serve as the foundation 
for training and evaluating network performance. However, 
existing datasets for SNNs (usually recorded using a 
specialized neuromorphic device) are limited in size and 
diversity, hindering the exploration of SNN capabilities across 
different domains and applications. This limitation underscores 
the pressing need to develop methodologies for converting and 
adapting conventional datasets into formats suitable for SNN 
training.  

Our objective is to explain a processing pipeline for 
converting amplitude-based data into time/rate encoded spikes 
and compare a performance of SNN trained on such data with 
the performance of the SNN trained on specialized 
neuromorphic dataset. Such conversion process involves the 
transformation of input data into spike-based representations 
that preserve the temporal information necessary for accurate 
neural computation. This conversion necessitates careful 
consideration of various factors, including spike encoding 
schemes, spike rates, and the representation of spike timing. 
Moreover, it is essential to ensure that the converted data 
maintains the underlying structure and statistical properties of 
the original data to guarantee meaningful and reliable training 
of SNNs. By bridging the gap between conventional data 
formats and SNNs, our work aims to empower researchers and 
practitioners to overcome the limitations imposed by the 
scarcity of SNN-specific databases. 

In this paper, we propose specifically an approach to 
converting image data (conventionally represented by pixel 
intensity values in matrix form) into spike-based 
representations incorporating temporal encoding techniques. 
We study and evaluate the proposed approach on MNIST 
dataset. To prove our concept, we compare the performance of 
developed SNN architectures trained on the spike-converted 
MNIST database with ones trained using the N-MNIST 
database, created by capturing MNIST images using 
neuromorphic Dynamic Vision Sensor (DVS) camera [7]. N-
MNIST is a widely used benchmark dataset for evaluating the 
performance of SNN models in various tasks. 
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This paper is organized as follows. Section II introduces 
Spiking Neural Networks (SNNs) and emphasizes the need for 
new databases. Section III provides an overview of SNNs 
applications developed on the N-MNIST database. Section IV 
outlines the proposed methodology, including data conversion, 
database description, and network settings. Section V presents 
the results, demonstrating the effectiveness of SNNs trained on 
the newly acquired database. Finally, Section VI concludes the 
paper by summarizing the findings, discussing research 
implications and limitations, and providing recommendations 
for future studies. 

II. SPIKING NEURAL NETWORK – THEORETICAL 

BACKGROUND 

Despite the enormous efforts of scientists and evidently 
great progress in information and cognitive science, the human 
brain, with its billions of interconnected neurons, remains an 
enigmatic engine capable of complex cognitive processes. In 
recent years, there has been a surge of interest in developing 
computational models that emulate the functionality of 
biological neural networks. While traditional Artificial Neural 
Networks (ANNs) have been successful in numerous 
applications in diverse domains, they fall short in capturing the 
temporal dynamics and binary nature of spiking neurons 
observed in biological systems. 

Spiking neural networks present a promising alternative to 
ANNs, providing a more biologically realistic approach to 
modelling neural computation. By communicating through 
discrete binary events known as spikes, SNNs mimic the action 
potentials observed in real neurons. This temporal coding 
scheme enables SNNs to capture the dynamics and 
synchronization observed in biological neural systems, opening 
new avenues for understanding brain function and developing 
advanced cognitive computing systems. 

A. Neuronal Dynamics in SNNs 

The core of a SNN lies in the dynamics of its constituent 
spiking neurons. Unlike traditional ANNs, which operate using 
real-valued activations, SNNs leverage the binary nature of 
spiking neurons to encode and process information through 
time. 

1) Integrate and fire model: The Integrate and Fire (IF) 

[8] model represents a fundamental building block of SNNs. 

In this simplified model, the membrane potential of a neuron, 

denoted as V, integrates the input spike trains it receives. Once 

the membrane potential surpasses a threshold voltage, the 

neuron generates an output spike. The dynamics of the 

membrane potential in the IF model can be described as: 

  

  
     ( )                   (1) 

where u denotes the membrane potential, the derivative 
du/dt represents the rate of change of the membrane potential, 
R is the membrane resistance,  ( ) represent the input spike 
train, and     is the threshold voltage. 

2) Leaky integrate and fire model: The Leaky Integrate 

and Fire (LIF) model builds upon the IF model by 

incorporating the concept of leakage. In biological neurons, 

the membrane potential gradually decays towards a resting 

potential due to ion leakage. The LIF model accounts for this 

phenomenon by including a leakage term in the dynamics of 

the membrane potential. The LIF model can be expressed as: 

  
  

  
   (       )     ( )                   (2) 

where    represents the membrane time constant,       is 
the resting potential. Fig. 1 provides a visual representation of 
the key elements and parameters characterizing a LIF neuron. 

 
Fig. 1. LIF neuron characterized by membrane potential V, membrane time 

constant τ, input I(t), and synaptic weight w. 

B. Impulse Coding 

Impulse coding is a fundamental aspect of SNNs, as it 
involves the transformation of data into an impulse-based 
format that enables efficient processing within these networks. 
The objective of impulse coding is to preserve relevant 
information while generating a stream of spikes. However, 
determining the importance of specific information and 
developing a unified approach to impulse coding remains a 
complex and context-dependent challenge. The following 
subsections briefly discuss three mechanisms of impulse 
coding in SNNs, namely rate encoding, temporal encoding, and 
population coding.  

1) Rate encoding: Rate encoding, also known as rate 

coding, is a widely studied and utilized method of encoding 

information in SNNs. It’s based on the assumption that the 

average firing rate of neurons over a specific time interval 

carries the desired information. By modulating the firing rate 

of neurons, different stimuli can be represented. The rate 

encoding approach offers a straightforward and intuitive 

method for representing information using spikes. 

The strength of the stimulus representation is believed to 
increase with the firing rate. However, the precise mapping 
between firing rate and stimulus intensity can vary depending 
on the neural population and the specific encoding scheme 
employed. The rate encoding method provides a reliable means 
of representing information in SNNs and has been successfully 
applied in various applications. 

2) Temporal encoding: Temporal encoding is another 

mechanism employed in impulse coding, which focuses on the 

precise timing of spikes to represent information. Instead of 

relying solely on the firing rate, temporal encoding 
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emphasizes the temporal order and precise timing of 

individual spikes. The relative timing of spikes across multiple 

neurons can convey specific features or patterns of stimuli. 
In temporal encoding, the timing of spikes within a spike 

train carries the information, such as the duration between 
spikes or the occurrence of specific spike patterns. The brain 
has the remarkable ability to decode and interpret these 
temporal patterns to extract meaningful information. Temporal 
coding offers a rich representation that captures fine-grained 
details of stimuli and enables precise temporal processing in 
neural networks. 

3) Population encoding: In addition to rate encoding and 

temporal encoding, population encoding has been introduced 

as a third category of impulse coding. Population encoding 

involves the joint activity of multiple neurons to encode 

information. Rather than relying on the individual firing rates 

or precise timing of spikes, population encoding considers the 

collective behaviour of a group of neurons. 

The underlying principle of population coding is that the 
combined activity of a population of neurons carries 
information that cannot be represented by individual neurons 
alone. By analysing the distributed patterns of activity across 
the population, specific features or stimuli can be decoded. 
Population coding provides a powerful mechanism for 
encoding complex information and has been observed in 
various biological sensory systems. 

III. RELATED WORK 

In recent years, several studies have investigated a variety 
of SNN approaches, using the N-MNIST database, a widely 
used benchmark dataset for performance evaluation (see 
Section IV for details on N-MNIST). He et al. [9] compared 
the performance of the feedforward SNNs and recurrent neural 
networks (RNNs). The authors modified the N-MNIST 
database by compressing individual spiking events along the 
temporal axis and utilized the leaky integrate and fire (LIF) 
model as the spiking neuron model. Their findings indicated 
that SNNs generally outperformed conventional RNNs in 
terms of accuracy. However, with the adaptation of loss 
functions and the incorporation of Long Short-Term Memory 
(LSTM) networks, RNNs achieved competitive accuracy with 
SNNs. This study highlighted the advantage of SNNs in 
processing features represented by a sparse set of spikes. 
Another approach by Cohen et al. [10] introduced the method 
of inverse synaptic kernels for training SNNs on N-MNIST. 
The authors constructed a spiking neural network with a hidden 
layer comprising up to 10,000 neurons and achieved a high 
classification rate of 92.87% on the N-MNIST test subset. This 
work demonstrated the potential of leveraging biologically 
inspired principles to further enhance the performance of 
SNNs. 

Wu et al. [11] proposed a novel architecture by 
incorporating a population of neurons in the output layer of a 
convolutional SNN. The output spike sequence from this layer 
represented population coding, which improved the 
discriminative capabilities of the network. The experiments 
conducted on the N-MNIST and DVS-CIFAR10 databases 
showed remarkable accuracies of 99.53% and 60.5%, 

respectively. This study highlighted the effectiveness of 
population coding in visual recognition tasks using SNNs. 

For event-based features as (SNN input data), Ramesh et al. 
[12] introduced the Event-Based structural Descriptor (EBD) 
that captures a spatio-temporal structure using a log-polar grid 
and applied it to various computer vision problems, including 
N-MNIST classification. They proved the efficacy of event-
based representations in capturing spatiotemporal information 
and leveraging it for robust classification in SNN frameworks. 
Their classifier achieved a high accuracy of 97.95% on the N-
MNIST test subset. 

Addressing the challenges associated with SNN training, 
Shrestha et al. [13] explored the non-differentiability of the 
spike generation function and proposed a solution for 
converting existing databases into spike-based representations. 
They introduced the SLAYER algorithm, inspired by 
backpropagation, enabling the training of both feedforward and 
convolutional SNNs. The N-MNIST database was used to 
demonstrate the algorithm's effectiveness and the conversion 
process from image-based to spike-based representations. 

Table I summarizes the accuracy achieved by various 
approaches on the N-MNIST dataset, providing a 
comprehensive performance comparison of the state-of-the-art 
SNN-based methods. 

TABLE I. PERFORMANCE COMPARISON OF THE STATE-OF-THE-ART 

METHODS ON THE N-MNIST DATASET 

Authors Method 
Accuracy 

(%) 

Sironi et al., 2018 [14] HATS 99.10 

Lee et al., 2020 [15] 
Spike based supervised gradient 

descent 
99.09 

Bi et al., 2019 [16] Graph based object classification 99.00 

Jin et al., 2019 [17] HM2-BP 98.84 

Yousefzadeh et al., 2018 

[18] 
Active perception with DVS 98.80 

Wu et al., 2018 [19] Spatiotemporal backpropagation 98.78 

Lee et al., 2016 [20] 
Training SNN using 
backpropagation 

98.74 

Ramesh et al., 2017 [12] Event-Based Descriptor 97.95 

Liu et al., 2020 [21] 
Segmented probability-

maximization 
96.30 

Kaiser et al., 2020 [22] DECOLLE 96.00 

Cohen et al., 2016 [10] 
Inverse synaptic kernels for 
training SNN 

92.87 

The Spiking Heidelberg Digits (SHD) and the Spiking 
Speech Command (SSC) [23] datasets are both audio-based 
classification datasets that provide input spikes and output 
labels for different spoken digits and commands. Both of these 
datasets were created using a software conversion that was 
based on mathematical models of inner auditory system. 

The IBM gestures dataset [24] contains spike trains of 
gesture movement recordings under different illumination 
conditions. It is one of the most popular real world scenario 
datasets for training SNNs. 
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IV. METHODS 

In this section, we present a comprehensive methodology 
that enables the conversion of various datasets into temporal-
encoded spikes suitable for SNN processing. The proposed 
approach combines techniques of data preprocessing, feature 
extraction, and network configuration to ensure the 
compatibility of the converted spikes with the SNN 
architecture. 

A. Datasets 

1) MNIST: MNIST is a standard database consisting of 

grayscale images of handwritten digits. It contains 60,000 

training images and 10,000 test images, with each image 

having a size of 28×28 pixels. One of the advantages of using 

this database is that it requires minimal data preprocessing 

since most machine learning libraries have built-in support for 

MNIST. Although MNIST is not encoded in spikes, it can be 

utilized for SNN development in such a way that classical 

ANNs are first trained on MNIST and then converted to 

SNNs. It should be noted that MNIST does not include a 

separate validation set. If needed, a few samples from the 

training set have to be separated for such a purpose. 

2) N-MNIST: Neuromorphic MNIST (N-MNIST) [4] is a 

spike-based representation of the MNIST database. It captures 

the dynamics of handwritten digits using a Dynamic Vision 

Sensor (DVS) camera. N-MNIST consists of the same number 

of samples as MNIST. Each sample is encoded as a binary 

file, storing pixel index (x, y), event type (ON or OFF), and 

the event timestamp. The events represent changes in light 

intensity. N-MNIST provides dynamic sequences with a 

duration of 300 ms and a resolution of 34×34 pixels. The 

motion in N-MNIST is inspired by the saccadic eye 

movement, featuring rapid movements in three directions 

lasting 100 ms each. This database enables the exploration of 

SNNs and their performance on tasks involving temporal 

information, serving as an alternative to static image-based 

databases. 

B. Conversion Procedure: Transforming Data for Effective 

SNN Training 

The first step for enabling SNN training on the MNIST 
dataset is to encode the data samples into time-distributed spike 
sequences. 

The conversion pipeline consists of the following steps: 

 Loading the image data 

 Preprocessing the image data 

 Scaling the image data 

 Converting the image data into spike sequences 

 Saving the converted spike sequences for later use in 
training  

To implement this spike encoding procedure, several 
libraries written in Python have been used: Pytorch and 
Pytorch-vision for MNIST loading, snnTorch library for 

temporal encoding and h5py library for saving the converted 
spike sequences. 

The next step was to preprocess the image data to be 
compatible with the snnTorch library. One main preprocessing 
step was to scale the image values between 0 and 1. This step 
was mandatory as it was a requirement from the snnTorch 
library. One can do multiple preprocessing operations step such 
as resizing, rotating, etc, at this step.  

The scaled values of the data are then used as an input for 
the spike generation module of the snnTorch library (this 
module enables to use several encoding schemes, either of rate 
or temporal types). The simulation time of the temporal 
encoded samples may be specified to a desired value. 

The output from the spike generation module is an array of 
discrete values 0 and 1, in which value of 1 represents a spike. 
The array is a two-dimensional array of [T, U] size, in which 
the first dimension represents the simulation time index and the 
second one corresponds to the feature number, T is the total 
number of simulation time steps, and U represents the number 
of features (which matches SNN input layer size). 

The final step is to save the generated spike data for the 
later use in SNN training. A common practice in neuromorphic 
datasets is to save the data in the form of arrays that correspond 
to: coordinates (x,y), spike times, and labels. Each event (spike) 
has a coordinate that corresponds to the index of the input 
neuron firing a specific spike, and a timestamp. In addition, a 
label is assigned to the whole sample. We have followed this 
common practice and reformulated the encoded spike data into 
corresponding arrays as mentioned above.  

In our experiments, we have chosen a temporal encoding 
scheme, because of lower number of spikes needed to carry the 
information. This encoding scheme belongs to the group of 
temporal encoding schemes. As opposed to the rate encoding 
schemes, temporal encoding schemes contain a smaller number 
of spikes. In rate encoding schemes the average number of 
spikes represents the information. However, in temporal 
encoding schemes, the precise timing of a single spike carries 
the information. There are several temporal encoding schemes 
available. [25]. In this experiment, we applied the Time-to-
First-Spike encoding procedure (T2FS) [26]. In the case of 
T2FS, the information is carried in the time of the first spike 
from the beginning of the simulation. It was experimentally 
proven, that tactile systems (e.g., at the fingertips) use a similar 
scheme to encode and transmit information about touch. Also, 
it has been suggested that the first spike carries twice as much 
information compared to rate encoding [27].  

Lower number of spikes has a positive impact on overall 
hardware requirements, especially on the size of the batch in 
GPU. Also, this lower number of spikes reflects lower 
requirements for energy if a SNN processing this dataset would 
be implemented on hardware. The simulation time of samples 
was set to 30 ms as opposed to 300 ms simulation time of N-
MNIST samples. The shorter sample time was selected to 
investigate the ability of SNNs to process samples with short 
sample time. 

The encoding procedure of the spikegen module returns a 
multi-dimensional array with values 0 and 1. Note, due to 
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differences between input structure of the library used for SNN 
training with converted samples and the output structure of the 
spikegen module, the structures need to be reorganized to fit 
each other. The proposed pipeline block diagram is shown in 
Fig. 2. 

 
Fig. 2. Proposed pipeline block diagram. 

C. Baseline System 

The Spiking Convolutional Neural Network (SCNN), that 
is similar to the structure published in [13] was chosen as a 
baseline architecture. The architecture of the baseline system is 
shown in Table II. 

The baseline model was trained on N-MNIST. The output 
layer of the model uses the rate encoding method, where the 
neuron with a higher spike rate is selected as the neuron 
representing the class. The neurons were trained to spike 60 
times for the representing (true) class and 10 times otherwise 
(false class). The simulation time of SNN was 300 ms. The 
trained SNN was able to classify samples with processing 
delay of 150 ms. Although the process was more biologically 
plausible, its computational cost may be a disadvantage. 

TABLE II. THE ARCHITECTURE OF THE BASELINE SYSTEM 

Layer Parameters 

Input 34×34×2 

Conv1 12 kernels (5×5) 

Delay1 - 

Pool1 2×2 

Delay2 - 

Conv2 64 kernels (5x5) 

Delay3 - 

Pool2 2×2 

Delay4 - 

Fc1 10 

D. The Proposed System 

As an alternative we propose an approach using a software 
conversion of the MNIST dataset that may be widely available 
and without the need of a specialized hardware (in contrast to 
N-MNIST). 

The proposed architecture is again a SCNN similar to the 
baseline, except the input layer. The size of the input layer 
corresponds with the size and format of the MNIST image 
data. The structure of the model consists of convolutional 
layers followed by pooling. After each layer also a time delay 

layer is applied. The delay layer is used as a special layer in 
SNNs. The SCNN output layer is a spiking fully connected 
layer with 10 neurons corresponding with the number of 
classes to be recognized. The whole architecture is shown in 
Table III. 

The proposed system was trained from scratch for 80 
epochs. The time of the whole training process was around 2.5 
hours (using NVIDIA RTX 2060TI with 6GB of GPU 
memory). We used the Adam optimizer with starting learning 
rate of 0.001. The learning rate parameter was modified by the 
ReduceLROnPlateau learning rate scheduler, which modified 
the value of the learning rate based on criteria. The batch size 
of both train and test subsets was set to 32. 

To implement and train the proposed SCNN on the 
converted MNIST dataset we applied the Pytorch library along 
with the slayerPytorch library that includes an implementation 
of SNN training using Pytorch. SNNs implemented using this 
library consists of Spike Response Model spiking neurons. The 
architecture is trained using the Spike SLAYER algorithm. 
This algorithm uses a surrogate gradient approach to overcome 
difficulties with training SNNs. This library contained all 
building blocks to create a SNN. This includes special layers 
that were made of spiking neurons, spike processing and the 
surrogate gradient method. There are more parameters that 
were needed to be configured. Most of these parameters were 
related to the slayerPytorch library and were used to control 
the simulation of SNN. We used similar parameters as the 
baseline, except that our samples had different simulation 
length. Note, our proposed model was trained for temporal 
encoding, where a lower number of spikes were needed for the 
model to classify a sample than in the case of the rate encoding 
that was used in the baseline. 

TABLE III. ARCHITECTURE OF THE MODEL 

Layer Parameters 

Input 28×28 

Conv1 12 kernels (5×5) 

Delay1 - 

Pool1 2×2 

Delay2 - 

Conv2 64 kernels (5x5) 

Delay3 - 

Pool2 2×2 

Delay4 - 

Fc1 10 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

The trained architecture was able to achieve accuracy of 
98.79% on the MNIST test set. The changes in accuracy and 
loss during the training process are shown in Fig. 3 and Fig. 4. 
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Fig. 3. Accuracy on subsets during the training process. 

 

Fig. 4. Loss of the model during the training process. 

The accuracy of the baseline system on the N-MNIST test 
set was 99.2%. The performance of the baseline system is 
comparable with other systems trained on N-MNIST and 
published. Although, the accuracy of our trained model was not 
higher than the baseline system, it is still a competitive number. 

The improvement of our model is in spike efficiency. Our 
trained model was able to classify MNIST samples with only 
average of 27 spikes on the output layer during the simulation 
time. The baseline system for N-MNIST used 150 spikes on 
average during the simulation time. Our proposed system uses 
a more energy-efficient temporal encoding method, while the 
baseline system used rate encoding. Also, the number of spikes 
that are on the input of the SNN is lower. Baseline system for 
N-MNIST used around 4100 spikes on average, while our 
system used only 784 spikes. When encoding an image, the 
spikes are first occurring on the indexes of pixels with higher 
brightness intensity, while spikes on indexes of pixels with 
lower brightness intensity occur later. Note, each represented 
pixel contains only one spike. This means, that for MNIST 
images with a resolution of 28×28 pixels only 784 spikes occur 
for each image. Such a number of spikes are much smaller than 
in the case of the N-MNIST dataset, in which each sample 
around 4100 spikes on average. 

Our proposed model is more energy efficient not only on 
the input spikes, but also on the output spikes. The comparison 

of the baseline system and our proposed system is summarized 
in Table IV. 

TABLE IV. COMPARISON OF THE BASELINE SYSTEM AND OUR PROPOSED 

SYSTEM 

 Baseline system Proposed system 

Dataset N-MNIST 

MNIST (converted 

with the proposed 
pipeline) 

Encoding Rate encoding Temporal encoding 

Number of spikes 

on input (average) 
4100 784 

Number of spikes 
on output 

150 27 

Accuracy 99.2% 98.79% 

Although our experiments are carried out on MNIST 
benchmark dataset, the methodology we present is versatile 
and applicable to other image datasets as well as to diverse data 
modalities, including audio or biological signals (e.g. in the 
form of spectrograms). 

VI. CONCLUSION 

In this paper we have presented a software conversion 
process that uses an energy efficient temporal encoding method 
to convert static image data into a format of spikes distributed 
in time. The proposed method was compared with a baseline 
method that used a specialized hardware for converting the 
same dataset. The baseline system used rate encoding. The 
functionality of the proposed method was examined on SNN 
that used a similar architecture to the baseline system. The 
results of the proposed solution in terms of accuracy were 
competitive with the baseline. However, the SNN trained using 
the proposed temporal encoding needs a significantly lower 
number of spikes in both input and output spike trains to 
correctly classify the dataset. 

We envise that the proposed pipeline will not only facilitate 
improved training and testing of SNNs but also inspire the 
development of larger datasets that cover a broader application 
domain. Through these efforts, we attempt to unlock the 
immense potential of SNNs and neuromorphic computing 
while advancing our understanding of brain-inspired 
computation. 

The future improvements for the proposed pipeline may be 
in experiments with more datasets to be converted into spike 
trains and then used for training SNNs. The length of samples 
in time may play a role in the accuracy of the trained model 
and would need to be further investigated. 
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Abstract—Various authentication methods have been 

proposed to mitigate data breaches. However, the increasing 

frequency of data breaches and users' lack of awareness have 

exposed traditional methods, including single-factor password-

based systems and, two-factor authentication systems, to 

vulnerabilities against attacks. While behavioral authentication 

holds promise in tackling these issues, it faces challenges 

concerning interoperability between operating systems, the 

security of behavioral data, accuracy enhancement, scalability, 

and cost. This research presents a scalable dynamic behavioral 

authentication model utilizing keystroke typing patterns. The 

model is constructed around five key components: human-

computer interface devices, encryption of behavioral data, 

consideration of the authenticator's emotional state, 

incorporation of cross-platform features, and proposed 

implementation solutions. It addresses potential typing errors 

and employs data encryption for behavioral data, achieving a 

harmonious blend of usability and security by leveraging 

keyboard dynamics. This is accomplished through the 

implementation of a web-based authentication system that 

integrates Convolutional Neural Networks (CNNs) for advanced 

feature engineering. Keystroke typing patterns were gathered 

from participants and subsequently employed to evaluate the 

system's keystroke timing verification, login ID verification, and 

error handling capabilities. The web-based system uniquely 

identifies users by merging their username-password (UN-PW) 

credentials with their keyboard typing patterns, all while 

securely storing the keystroke data. Given the achievement of a 

100% accuracy rate, the proposed Behavioral Dynamics 

Authentication Model (BDA) introduces future researchers to 

five scalable constructs. These constructs offer an optimal 

combination, tailored to the device and context, for maximizing 

effectiveness. This achievement underscores its potential 

applications in the realm of authentication. 

Keywords—Behavioral authentication; keystroke dynamics; 

human-computer interface; two-factor authentication 

I. INTRODUCTION 

Stolen credentials remain the most frequent means by 
which hackers commit data breaches. In general, 80% of 
hacking-related breaches involve brute force or stolen 
credentials, and 37% of all breaches involve the use or theft of 
credentials [1]. Ensuring data protection and privacy through 
effective and efficient authentication methods is not only a 
priority for individuals, organizations, and countries but also a 
context for promoting incremental and radical innovation. 
Data-protection authorities must acquire new technologies and 

use them effectively to regulate personal information practices 
so as to meet present and future challenges, for the technology 
advances in step with the security threats [2-3]. Hence, 
cybersecurity attacks have been increasing exponentially and 
rendering existing detection mechanisms insufficient [4]. 
Cyber-criminals exploit security flaws to access users’ data and 
privileges [5], and, in turn, tactics such as authentication serve 
to restrict and control access to unauthorized users [6]. 

More than 555 million passwords have been obtained 
through data breaches and exposed in the public domain [7]. 
Some 27% of those surveyed in a Google poll admitted 
attempting to guess the passwords of others, 17% of whom 
claimed to have succeeded [8], and, according to one report, 
80% of hacking incidents are enabled by stolen and reused 
login information, 81% of which at the company level are 
caused by the many poor passwords among the 300 billion in 
use [9]. Verizon’s 2022 Data Breach Investigations Report 
identified passwords as a frequent weak link in cybersecurity, 
with 80% of all data breaches worldwide again being 
associated with passwords [10]. 

Multifactor authentication (MFA) can block more than 
99.9% of account compromise attacks [11], and two-factor 
authentication (2FA) is currently among the primary 
mechanisms for defending against password attacks [12], 
especially those involving phishing and password reuse [13]. 
Biometric authentication (BA) based on keystrokes is 
considered more reliable than these traditional means of 
authentication because of its novelty and low intrusiveness 
[14]. A National Bureau of Standards study found keystroke 
dynamics (KD) to be a reliable and accurate BA method, 
achieving at least 98% accuracy [15]. 

The overwhelming focus in the scholarship for several 
decades has been on the legal and technological dimensions of 
the challenges associated with data protection [2]. Among the 
world’s privacy and security laws, the European Union General 
Data Protection Regulation (GDPR), adopted in 2016 and 
enacted on May 25, 2018, is the strongest [16], and a crucial 
aspect of compliance with this regulation is adequate 
authentication and authorization [17]. Accordingly, biometrics 
generated through KD has become a viable option to 
authenticate users for both security and surveillance purposes 
[18] given the minimal implementation cost of KD and lack of 
a need for special hardware since the gathering of typing data 
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is reasonably straightforward, requiring no additional effort by 
the user [19]. 

Accordingly, we propose a scalable dynamic behavioral 
authentication model incorporating future trends in information 
systems, specifically, trends in or toward (1) devices, (2) 
dynamic encryption standards, (3) assessing the emotional state 
of the authenticator, (4) the ubiquitous access to and usage of 
devices, and the option to (5) incorporate emerging 
technologies and solutions for low cost and increased 
functionality. The result, validated based on these five 
constructs, is a cost-effective and non-intrusive MFA system 
method to augment users’ authentication and ensure data 
security while efficiently handling their typing errors [19]. The 
use of keystrokes itself validates the model owing to its 
simplicity and its ability to integrate seamlessly with 
passwords. Simply put, KD is an extremely useful method for 
BA because it is extremely difficult to impersonate [20]. 

The main contributions of this paper are: 

 a dynamic behavioral authentication model 
incorporating five scalable constructs namely HCI 
devices, encryption, user profiles, ubiquitous, and the 
options for cost effective applications, 

 scalability in all five constructs of the model that offers 
multiple avenues for future research on combinations of 
the components of the constructs, 

 a secure and efficient authentication system based on 
users’ unique key-typing patterns with an error-
correction feature, 

 a cost-effective way to implement BA compared with 
other methods (which may require a combination of 
hardware and software), 

 alignment of the proposed system with the relevant data 
protection and privacy regulations (e.g., the GDPR) to 
assist organizations with compliance. 

In the remainder of the paper, Section II presents our 
justification for using 2FA and MFA and our analysis of 
attacks followed by a review of the research on the application 
of behavioral authentication in KD. Section III presents the 
methodology and Section IV discusses the application of KD 
and the resulting model. We discuss our conclusions in Section 
V. 

II. LITERATURE REVIEW 

The following discussion surveys current issues relating to 
password authentication, the use and usability of multifactor 
authentication, the ease of password attacks, and behavioral 
authentication methods. 

A. Challenges in Password Authentication 

Password-based authentication has been fraught with 
multiple issues. Firstly, the resilience of diverse operating 
environments is considered a significant technical challenge for 
future biometric systems. [21]. Secondly, the endeavor to 
develop efficient and secure biometric authentication systems 
that can withstand impersonation attacks, guarantee the non-
reversibility of biometric templates, and safeguard the privacy 

of personal information is critical [22]. Thirdly, the challenge 
lies in establishing appropriate policies and laws to prevent the 
indiscriminate use of biometric data [23]. From a keystroke 
recognition perspective, there is a necessity for the 
development of technology to enhance accuracy [24]. Lastly, a 
majority of the current research on keystroke dynamics 
revolves around free text (emphasizing n-graphs). This not 
only poses challenges in improving accuracy but also 
frequently requires a substantial amount of time to construct 
user models [25]. The suggested research surmounts these 
constraints by achieving a 100% accuracy enhancement and 
employing the Homomorphic Public Key Encryption technique 
for training and predicting encrypted data. This approach 
guarantees privacy while expediting training without 
sacrificing usability. 

However, this can be enhanced through multifactor 
authentication systems that combine passwords, biometrics, 
and OTP verification [26]. The study [27] observed that, to 
control access to data, most systems rely on usernames and 
passwords for authentication, which are both convenient and 
insecure because they can be quickly entered into an online 
application or service [28]. Since the human capacity for 
information processing is limited, users face difficulties in 
remembering and matching their passwords and, therefore, 
often use either easy-to-guess passwords or complex passwords 
that are hard to remember [29]. Many internet applications, 
such as remote logins, for government organizations, private 
corporations, database management systems, and school 
systems are based on password authentication, but the current 
internet environment is vulnerable to replay, guessing, 
modification, stolen verifier, and other types of attacks [30]. 
Regardless of the complexity of a password string, passwords 
are considered a weak form of authentication because they can 
be shared, stolen, forgotten, or hacked [31]. Despite several 
major problems that have been identified with alphanumeric 
passwords, they are still used to protect both low-sensitivity 
and highly sensitive information [29] and remain the most 
widely used method of end-user authentication [32] Since 
password-based user authentication methods provide only 
partial protection from hackers and intruders, additional 
authentication should be applied [33]. 

B. Multifactor Authentication (MFA) 

MFA has emerged as a substitute mechanism to increase 
security by demanding that users provide more than one factor 
of authentication (i.e., in addition to a password) [32]. This 
layered approach to authentication provides more robust 
protections for users and minimizes the risks of breaching 
security [5] because a hacker must penetrate multiple layers of 
security to gain access to an MFA-enabled system. The various 
types of MFA present various security issues but combining 
them with password-based authentication systems can greatly 
improve the credibility of a user’s login and complicate access 
for intruders [34]. 

Factors such as ―what the user knows‖ (inherent), ―what the 
user has‖ (possession), and ―what the user is‖ (biometric) have 
served as additional authentication methods [32]. In this regard, 
biometric features unique to individuals, ranging from 
physiological characteristics (e.g., fingerprints and iris, hand, 
and face patterns) to behavioral characteristics (e.g., KD, 
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mouse movements, gait, and handwriting), have served to 
identify users [3]. Many such biometric approaches tend either 
to be expensive or to place heavy demands on computer 
hardware, making them inappropriate for most users [35]. 

C. Review of Authentication Methods 

Human interface devices such as keyboards and mouse 
have been used extensively to help users interact with 
computer devices to increase their productivity. In this respect, 
the analysis of computer users’ typing behavior (i.e., KD) is 
described as a behavioral biometric (BB) that can be analyzed 
and measured to improve cyber defenses [36]. The analysis of 
KD through BB (Fig. 1) focus on human-computer interaction 
(HCI) involving mouse movements and keyboard strokes [37]. 
The method proposed concentrates on a subcategory of HCI, 
wherein the innovative secure authentication approach relies on 
users' behavioral patterns manifested through keystrokes. 

While extensive and valuable research on KD has 
facilitated authentication systems, challenges relating to the 
current user-authentication features include: - 

 the increased use and introduction of HCI devices, 

 the need to secure a behavioral and biometric database 
through relevant encryption standards, 

 the ubiquitous and universal nature of devices that 
require cross-platform functionality, 

 users' input errors during UN and PW entry linked to 
emotional states and secure web forms that restrict 
genuine access after a limited set of related errors, 

 the availability of machine learning- and web-based 
solutions and hardware for authentication mechanisms, 
and 

 biometric systems that can be forced on victims 
(unconsciously or under duress). 

HCI 
(mouse movements and/or 

keyboard strokes)

HCI – indirect 

(system monitoring of HCI)

Motor skills 

(user muscle movement)

Behavioural 
(strategies, creative ideas, critical 

thinking, and creative thinking)

Authorship
(analysis of a task sample created by 

the user)

 
Fig. 1. Classifcation of behavioral biometrics [adapted from 37]. 

A lightweight, web-based secure authentication system that 
can be seamlessly integrated into multiple browsers based on 
behavioral KD meets these challenges. Research on KD using 
the keyboard and/or mouse in the literature includes 
authentication studies using ML, a combination of machine 
learning (ML) and web-based solutions, and hardware tokens. 
A Google Scholar title search using ―keyboard dynamics‖ and 
―user authentication‖ generated seven relevant results, and a 
further search for these phrases anywhere in articles published 
since 2016 generated 62 results. These search results indicate 
that academic researchers exploring the application of KD in 
systems and device authentication (Table I) have been focusing 
on: 

 the use of ML techniques for enrollment and 
verification with KD from live users and publicly 
available datasets based on keyboard and/or mouse 
dynamics with a near-zero error rate, 

 proposing and experimenting with web-based 
applications that incorporate KD, mouse dynamics, a 
combination thereof, a combination of KD and 
biometrics, and behavioral features to achieve an 
accuracy of 97.96%, 

 methodologies and experimental applications using KD 
and a combination of KD and mouse dynamics with 
hardware and software to achieve an accuracy of 97%, 
and 

 Client-server KD systems requiring both hardware and 
software, along with peripherals like sensors, cameras, 
and hardware tokens. 

D. Behavioral Authentication using ML 

Several studies have described the successful or near-
successful use of keystroke and/or mouse dynamics for 
authentication with public data sets as well as live users, 
mostly from a back-end server perspective. The author in [38] 
created a system using an ML classifier beginning with a 
support vector machine (SVM) room for each user that 
accesses data from 34 user environments and was able to 
accept real users with an extremely low error rate (nearly 0%). 
These findings demonstrate that a one-class SVM may serve as 
a tool for the continuous user analysis and validation of button 
dynamics through the formulation of plans and the choice of 
the proper kernel parameter. With histogram gradient boosting 
as the primary classifier for the training and testing phase on a 
keystroke benchmark dataset, [19] achieved 97.96% average 
accuracy and an average equal error rate (EER) of 0.014 across 
all subjects, thus outperforming all previous advances in both 
ML and deep learning approaches. The researcher in [39] used 
the confidence interval and k-means clustering to demonstrate 
the success of trajectory dissimilarity, achieving a higher 
accuracy rate, 96%, than other techniques. While trajectory 
dissimilarity uses KD for the usernames confidence interval 
and k-means clustering uses KD for passwords, another 
significant finding from the study is the use of the former to 
protect users from account lockout attacks (i.e., exploiting the 
lock-out of accounts after a defined number of incorrect 
password attempts). 
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TABLE I. REVIEW OF EXPERIMENTAL RESEARCH USING KEYBOARD AND / OR MOUSE DYNAMICS 

  

Author ML 
Live 

users 

Public 

dataset 

Error-

correction 

method 

Web-

based 

Accuracy 

(%) 

Error rate 

 

 

 

Ibrahim et al., 2023 Yes No Yes No No 97.96 X 

 

 

Anusas-amornkul & Wangsuk, 2015 Yes No Yes No No 96.00 X 

 

 

Quimatio, Njike, & Nkenlifack, 2022 Yes No Yes No No 95.65 X 

 

 

Raul, Shankarmani, & Joshi, 2020 Yes Yes No No No 90.50 X 

 

 

Kar, Bamotra, Duvvuri, & Mohanan, 

2023 

Yes  Yes  No No No 95.05 X 

 

 

Phadol, 2022 Yes  No Yes  No No X  Near 0 

 

M
a

c
h

in
e
 L

ea
r
n

in
g
 f

o
c
u

s 

Shi, Wang, Zheng, & Cao, 2022 Yes  Yes No No No 89.22 FAR of 11.27%; 
FRR of 10.25% 

 X. Wang et al., 2022 Yes Yes  No No No 84.00 X 

 Jadhav et al., 2017 Yes Yes  No No No X  FAR of 1%; FRR 4% 

 Stragapede et al., 2022 Yes No Yes No No X  EER 03.25% 

 Piugie, Di Manno, Rosenberger, & 

Charrier, 2022 

Yes No  Yes No No X  EER of 04.49% 

 Gupta et al., 2015 Yes Yes No No ? X FAR of 05.4%; FRR of 09.2% 

 Alshanketi et al., 2016 Yes Yes Yes Yes No X  X 

W
e
b

-b
a

se
d

 f
o
c
u

s 

Bhattacharya et al., 2022 Yes Yes No No Yes 87.00 X 

Yang et al., 2023 Yes No Yes No No X  X 

(Shekhawat & Bhatt, 2022) Yes No Yes No No 97.00 X 

 Zaidan et al., 2017 No Yes No No Yes Positive 

results 

EER of 2.3% 

 Boakye Osei, Opanin Gyamfi, & Okoe 

Alhassan, 2020 

No Yes No No Yes X  FER of 4%; FRR of 6%; FAR of 

1% 

 Kang & Kim, 2023 No Yes No No Yes X  Low FAR 
and FRR values. 

 Siti Rahayu et al., 2020 No Yes No No Yes  X  Low ERR 

 Rahman, Neupane, Zaiter, & Hossain, 
2019 

No Yes Yes No 
 

Yes  X  EER of 10.50% 
 

 Vasyl, Sharapova, Ivanova, Denis, & 

Yuliia, 2017 

No Yes No No Yes X  X 

  Cockell & Halak, 2020 ** Yes No No No X  Error rate of 4.5% 

  Proposed Study YES Yes No Yes Yes  100 X  

*Natural language processing; **Portable hardware token. EER = equal error rate; FAR = false accept rate; FRR = false reject rate; FER = failure to enroll rate 

Quimatio, Njike, and Nkenlifack [40] proposed an 
authentication method based on three bagging ensembles 
formed by an SVM, K-nearest neighbor (KNN), and decision 
tree classifiers, the outputs of which were merged using the 
CMU dataset to achieve 95.65% accuracy. Kar, Bamotra, 
Duvvuri, and Monahan [41] proposed KD for authentication by 
taking a dataset of 51 users who typed a password in eight 
sessions on alternate days to record fluctuations in their moods 
and implemented anomaly-detection algorithms based on 
distance metrics and ML algorithms, such as artificial neural 

networks (ANNs) and convolutional neural networks (CNNs), 
to classify the users with 95.05% accuracy with an ANN with 
Negative Class. 

Other studies of these issues include that of Raul, 
Shankarmani, and Joshi [42], who proposed combining non-
conventional features with the conventional time-based 
features for user identification in static KD using ML 
classifiers and observed improvements in the false reject rate 
(FRR), false accept rate (FAR), and EER; their five ML 
algorithms determined that the logistic regression method 
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achieved 90.50% accuracy. Shi, X. Wang, Zheng, and Cao [43] 
proposed a user authentication method based on KD and 
mouse dynamics involving comparison of all of the 
representative time windows and dimensionality-reduction 
targets of the KD features to determine the parameters for 
ensuring the robustness of the algorithm and, using real-world 
setting, the HCI dataset achieved 89.22% accuracy in 
authenticating users, thus demonstrating the effectiveness of 
the algorithm. X. Wang, Shi, Zheng, Zhang, Hong, and Cao 
[44] presented a user authentication method that relies on 
scene-related and user-related features for user identification: 
first, features are extracted based on keystroke and mouse 
movement data; next, scene-related features are obtained that 
have a low correlation with scenes; lastly, scene-related and 
user-related features are fused to ensure their integrity. This 
proposed method has the advantage of improving user 
authentication accuracy in hybrid scenes, with an accuracy of 
84%. Alshanketi, Traore, and Ahmed [31] presented an 
algorithm for handling typing errors in mobile keystroke BA 
combining timing- and pressure-based features. They used the 
random forest algorithm to classify and differentiate between 
trusted users and impostors based on a profile built for each 
user. 

Researchers have also used ML to measure the error rates 
as success factors in authentication. Piugie, Di Manno, 
Rosenberger, and Charrier [45] proposed an approach based on 
the transformation of behavioral biometrics data (i.e., time 
series) into a 3D image that retains all of the characteristics of 
the behavioral signal and assists in training images based on 
CNNs and evaluates the performance of the system in terms of 
the EER based on a significant dataset, and they demonstrated 
the efficiency of the proposed approach on a multi-instance 
system. Mao, Wang, and Ji [46] combined keystroke content 
with keystroke time as the feature vector using a CNN to 
process the feature vectors and then input the normalized 
vector into the bi-LSTM network for training; they then tested 
this approach on an open data set and achieved an FRR, FAR, 
and EER of 3.09%, 3.03%, and 4.23%, respectively. 
Stragapede, Delgado-Santos, Tolosana, Vega-Rodriguez, 
Guest, and Morales [47] took into account the emotional and 
physical state of the authenticator and proposed a novel 
transformer architecture to model free-text KD performed on 
mobile devices using a publicly available Aalto mobile 
keystroke database, and they achieved experimental results that 
outperformed the current state-of-the-art systems, with an EER 
of 3.25% from only five enrollment sessions of 50 keystrokes 
each. 

Jadhav Kulkami, Shelar, Shinde, and Dharwadkar [3] 
proposed an ML-based authentication model that uses the static 
approach of keystroke dynamics to recognize and authenticate 
users accessing the system based on their unique keystroke 
profiles with respect to the flight, dwell, press, press-to-press, 
and release-to-release time and achieved an FAR and an FRR 
of 1% and 4%, respectively. Gupta, Khanna, Jagetia, Sharma, 
Alekh, and Chouldhary [35] proposed a high-efficiency 
authentication system combining two methods to make 
keystroke biometrics less susceptible to forgery and more 
usable and reported that the system efficiently implemented 
secure authentication with the advantage of ease of 

implementation since all that is required is the installation of 
software on any workstation. Yang et al. [55] focused on the 
text entered by the user and proposed contents and keystroke 
dual attention networks (ML) with pre-trained models for 
continuous authentication to address user-inputted ―text‖ 
during keystrokes as an important asset beyond traditional KD 
characteristics, and their model achieved state-of-the-art 
performance on two datasets. 

E. Web-based Behavioral Authentication 

The research on various aspects of authentication systems 
has included web-based authentication, web-based keystroke 
authentication, portable tokens, and parametric approaches. 
Beginning with the first of these, to date, researchers have 
looked at web-based authentication. Thus, Bhattacharya, 
Trivedi, Obaidat, Patel, Tawar, and Hsiao [48] constructed a 
2FA scheme for web users based on real-time KD by 
employing the KNN classification algorithm and achieved 87% 
accuracy over 146 testing samples and a recall value of 0.95, 
thus addressing the false-negative issue. Kang and Kim [49] 
used mouse dynamics and KD to identify personalized 
repeated user interface (UI) sequences with an Apriori 
algorithm based on the keystroke-level model of the HCI 
domain and validated the effectiveness of the system in 
complementing normal authentication through access testing 
with commercial applications that require intensive UI 
interactions. 

Siti Rahayu, Guan, and Yusof [33] proposed an 
authentication system using KD in three stages—enrollment, 
verification/retraining, and client/server connection—and 
achieved a low error rate with just five users. Rahman [50] 
introduced a novel method utilizing KD as an additional 
validation layer in web-based applications such that users were 
prompted to type five words after registering their username 
and password (UN-PW), with the extracted features stored as a 
JSON object in the database. Vasyl, Sharapova, Ivanova, 
Denis, and Yulia [51] developed a web-based authentication 
system based on users’ keystroke features and suggested 
merging KD with other human features to achieve greater 
precision in authenticating users. Zaidan, Salem, Swidan, and 
Saifan [27] developed a web-based application for use in the 
study of the factors affecting KD in mobile systems that 
extracts and stores features such as the characters typed, key-
hold latency, up-down latency, down-down latency, and 
overall latency; they then tested factors such as the device used 
for typing, the knowledge of the text, the mood of the user, and 
the complexity of the password on this dataset and achieved 
positive results. Boakye Osei, Opanin Gyamfi, and Okoe 
Alhassan [52] proposed a web-based keystroke login system 
using features such as dwell, flight, and locate to minimize 
error rates. Though the system achieved lower error rates than 
previous systems, it was limited to web-based formats and 
QWERTY keyboards. Alieksieiev, Strelnitskiy, Gavva, 
Gorelov, and Synytsia [53] used a web-based application to 
gather and analyze users’ keystroke information based on a 
calculation of digraph timings and employed a non-parametric 
test to compare multiple datasets for situations in which 
distribution is difficult to determine and the sample is small. 
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From a cloud environment perspective, [54] used a 
combination of static authentication, click color-based dynamic 
authentication, and behavioral biometrics (keystroke with 
cryptographic encryption and a hashing technique) to achieve 
96% accuracy and a decrease in false positives with an error 
rate of 3%. In [18] author developed a unique way to perform 
KD-based authentication with a keyboard and an array of 
pressure sensors that serves to develop unique user profiles that 
improve the suggested system’s efficiency and, using a real-
world dataset, achieved a 97% success rate in experiments. 
Using a natural language processing method, [56] introduced a 
portable hardware token for MFA using keystrokes to enhance 
authentication, but the proposed algorithm, though simple, 
achieved relatively low accuracy, but with a relatively high 
error rate. So, they suggested applying ML and considering 
close keystrokes to reduce authentication errors. ML 
techniques, especially CNN, have been effectively employed in 
behavioral authentication using gait recognition to extract high-
level features from the input data [57]. Likewise, the random 
forest classifier and support vector machine have been utilized 
in behavioral authentication involving touch behavior (such as 
finger pressure, size, and pressure time) while tapping keys on 
smartphones. This approach achieved an accuracy of 97.80% 
employing just 25 features [58]. 

This review of the literature on KD reveals two major 
aspects of authentication, namely the use of multiple devices 
(KD and/or mouse dynamics, including touch screens) and the 
extensive use of ML and web-based solutions in authentication. 
However, there is a lack of emphasis on the applicability of 
Behavioral Authentication (BA) across different devices, the 
potential for scalability in encryption standards, the influence 
of various emotional states of users on behavioral data errors, 
cross-platform compatibility, and the need to incorporate 
upcoming applications and solutions for cost efficiencies. In 
this regard, a validated secure and scalable model can offer 
multiple alternatives for the five constructs. 

The experiment phase of research centers on keystroke 
dynamics as a behavioral biometric, propelled by both the 
user's frequent utilization of this parameter and their 
proximity to the computing device. While biometric 
parameters can encompass both physiological and 
behavioral traits, behavioral aspects, such as the user's gait, 
interaction with the graphical user interface, haptic 
responses, programming style, registry access, system call 
logs, and mouse dynamics, offer advantages like persistent 
security, post-login authentication, ease of behavioral data 
collection, and the absence of a requirement for specialized 
hardware [37]. The evaluation metrics, namely FAR, FRR, 
ERR, and FER, are all zero due to the 100% acceptance 
rate. As a result, these evaluation metrics are not elaborated 
upon in the subsequent section. Additionally, the 
experimental results establish a foundation for the 
forthcoming model, which can be employed for future 
research endeavors. In terms of the number of users, 
researchers have extensively used ML classifiers on publicly 
available databases for error reduction and conducted 
experiments using live keystrokes with numbers of users 
ranging from five to hundreds in which the data revealed no 
change in effectiveness, even with few users. 

III. METHODOLOGY 

The discussion of the research methodology here includes 
the proposed framework (Fig. 2) and the methods employed 
during the development of the proposed system. 

A. KD Authentication Framework 

 
Fig. 2. Proposed framework. 

B. Methods Employed 

The method is a static approach that involves checking 
users’ data during authentication. The experimental process 
starts with the training and testing phase and concludes with 
measures to handle errors. This section describes the 
environment under which our system was developed and 
evaluated. 

1) Experiment environment: The system was developed 

using Python Programming 3.12 prerelease (2028-10 PEP 

6932028-10 PEP 693) windows version running on a Laptop 

with specification (Core i5 with Intel Processor and 16 GB of 

RAM with Window 10 Operating version (Box 1). 

2) Dataset description: The data were collected from five 

users. Each one was asked to type in the word "P@ssw0rd" in 

10 trials. From each trail, four features (key press, key release, 

the characters typed by the user, and the total number of keys 

typed by the user) were extracted. Then three statistical 

features (average, mean and standard division) were added to 

each user’s features. So, the total dataset used consists of 800 

features (5x10x4x3). 
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3) Classifier description: In the classification phase, the 

CNN algorithm was used as follows. The features, extracted 

above, have been added at the fully connected layer of the 

CNN model. This further improved the classification accuracy. 
Box 1 Python parameters 

 

4) Security of the data: Since the behavioral keystroke data 

from the five users is stored on a server, users are unable to 

modify the application due to encryption. The system utilizes 

keystrokes to ascertain whether a user is a legitimate individual 

or an imposter, both during the session and even after logging 

into the program. The Paillier cryptosystem algorithm,  that 

comes under the category of the Homomorphic Public Key 

Encryption technique was utilized in the keystroke analysis 

training to predict encrypted data, ensure both privacy and 

accelerate training without compromising usability. It assumes 

a public key encryption technique that supports the following 

homomorphic property, as demonstrated by the equation: 

E(m_1).E(m_2 ). This property can be stated as E(m)^k=E(k 

.m) for various identical ciphertexts. For notation, we use the 

letter E to designate an encrypted value. For example, E(x) 

stands for the encryption of x, and (C) represents the 

encryption of the distance indication C. 

a) Training phase: The training phase incorporates the 

enrollment and registration of new users, who are prompted to 

a sign-up page, thus enabling the system to acquire and store 

their data. This phase includes the following processes: 

 Registering and Obtaining Users’ Login Information: 
Every unique user signs up with a preferred UN-PW 
(with a minimum length) that is stored in the database. 

 Monitoring Users’ Typing Patterns: After registration, 
users are required to type a sequence of characters three 
times at various speeds while the system monitors their 
typing rhythm. 

 Feature Extraction: Once users register, specific 
features are extracted while they are typing, including 
key press (how long a key is held down), key release 
(how quickly a pressed key is released), the characters 
typed, and the total number of keys typed.  

 Building a Keystroke Template: After extraction of the 
behavioral features, the data are structured in an array to 
store the extracted features of each character 
independently of the other characters. To build a 
keystroke template, the fastest keystroke data typed 
serve as the upper bound and the slowest as the lower 
bound.  

 Data Storage: After these features have been extracted 
and the template has been built, they are stored in the 
database along with users’ UN-PWs for deployment to 
authenticate them when they try to log into the system. 

b) Testing phase: The testing phase occurs during the 

login of existing users using the credentials registered in the 

enrollment process through the sign-up interface. This phase 

includes the following processes: 

 Obtaining Users’ Login Information: Each user must 
type in the previously chosen UN-PW, and the data are 
collected mainly for matching with the stored 
behavioral characteristics. 

 Monitoring Users’ Typing Patterns and Feature 
Extraction: As in the training phase, users are prompted 
to type a sequence of characters twice so that the system 
can extract matching keystroke data.  

 Login Information and Keystroke Template-matching: 
The system matches the UN-PW to the pre-registered 
data stored in the database. If the data do not match, the 
user is given three more tries and then, if still 
unsuccessful, locked out. Authentication is ensured only 
after matching of the username, password, and 
behavioral keystroke data. If the average keystroke 
provided does not fall within the bounds described in 
3.2.1, the user is prompted to try again in like manner as 
in the case of the UN-PW. 

c) Error handling: Users may make mistakes when 

entering their passwords, thereby compromising the accuracy 

of the authentication system. To prevent this outcome, the 

keystroke data for each letter are gathered and stored 

separately based on how the letter is typed. This information is 

then organized into an array and stored in the database. If a 

user attempts to correct a mistake by deleting a character using 

the backspace key, the keystroke datum for the last letter 

entered is removed from the array. 

IV. IMPLEMENTATION, RESULTS AND MODEL 

A. Implementation 

A web-based application served to implement the system, 
the main components of which are (1) a server-side 
programming language (NodeJs) for back-end functions, (2) a 
front-end language (HTML and CSS) for user interface, (3) a 
database (MongoDB) for storing users’ profiles and keystroke 
data, (4) JavaScript for extracting keystroke data, and (5) a web 
browser. As the flow chart (Fig. 2) shows, the proposed system 
consists of two phases, registration (training) and login 
(testing). The following discussion describes each of these 
phases in turn. 

1) User registration: As discussed, access to the system 

requires a login ID for every user (Fig. 3). The login data are 

collected and stored during the registration process. In this 

phase, data such as first and last name, username, email, and 

password are collected, as the figure shows, and then stored in 

the database. 

Python-CNN parameters tuning Learning rate = 

0.01, 0.001, 0.0001 

Neuron count= 8, 16, 12, 

Layer depth = 1, 2, 3, 

Kernel size = 8, 16, 12, 

Loss function = L2 loss, Binary cross-entropy, 

Epoch = 20, 50, 100 

Number of Hidden layers =2 Output layer=1 

Total number of layers =3 
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Fig. 3. User registration page. 

2) Generation of the keystroke template: Once the login ID 

has been documented and stored in the database, the user is 

prompted through a screen as shown (Fig. 4). 

 

Fig. 4. Keystroke collection page. 

Users are asked to type a randomly generated word in order 
to build a keystroke template. The features described above, 
such as the press and release of keys, which letters are typed, 
and the total number of characters typed, are extracted while 
the user types the word and stored independently in separate 
arrays. The keystroke data for the first letter occupy the first 
index of the array, the data for the second letter occupy the 
second index, and so on, as shown (Fig. 5). 

 
Fig. 5. Keystroke parameters. 

The keystroke time KT, also referred to as the dwell time, 
is based on the user’s typing rhythm for each letter of the 
randomly generated word and computed as 

KT = Krelease– Kpress 

where Kpress is how long the user presses a key, Krelease is the 
time the user releases the pressed key, and KTaverage, is the 
keystroke time of the phrase typed computed as the summation 
of the difference between the key press and key release times 
divided by the overall number of characters typed: 

KTaverage =∑(Krelease– Kpress) / total number of letters typed 

Users are required to type the randomly generated word at 
various speeds as shown (Fig. 5) so that the system can collect 
their keystroke data at various speeds. The keystroke data at 
these speeds provide the bounds for each user’s keystroke 
values, with the fastest keystroke serving as the lower bound 
and the slowest as the upper bound. 

3) Data storage: Users’ login ID and keystroke data are 

collected and stored in the database as shown (Fig. 6). 

 
Fig. 6. Database model. 

After users enter their login information on the registration 
page, the data are saved in the database, including the upper 
bound, the cumulative keystroke data, and the phrase used to 
log in. To minimize security risks, sensitive data, such as users’ 
passwords and keystroke timing, are encrypted before storage 
in the database. 

4) User verification: This process consists of the 

verification of users’ login ID and keystroke timing as shown 

(Fig. 7). 

a) Login ID verification: Once users try to access the 

system after registration, they are required to type in the 

credentials that they previously supplied, including the UN-

PW, as shown in Fig. 7. Once the mandatory login data have 

been provided, the system matches the username and 

encrypted password by decrypting the latter to cross-check 

with the stored password hash for successful authentication, 

after which users are directed to the keystroke verification 

page.  

 
Fig. 7. Login ID verification. 
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Fig. 8. Keystroke verification page. 

b) Keystroke timing verification: On this form (Fig. 8), 

the user is required to enter the given phrase twice. During this 

process, the system computes the keystroke data for each letter 

typed and, once the user completes typing the first word or 

phrase, the average keystroke data. The process is then 

repeated with a second word or phrase. Once the user submits 

these data, the average of the keystroke data of the two words 

or phrases is computed and compared with the upper and 

lower keystroke bounds stored in the database, and the user is 

given access only if the average falls between them. 

5) Error handling: Users are bound to make mistakes 

when typing. In keystroke-based systems, these mistakes can 

affect the accuracy of the system, but they can be managed 

efficiently. For example, in a situation in which a user types a 

sequence of characters, accidentally types a wrong character, 

and attempts to correct the error by tapping the backspace key. 

However, this attempt does not solve the problem of the 

mistyped character because the backspace key can be 

considered a character as well and the keystroke timing can be 

computed together with other characters. The proposed system 

incorporates an error-handling feature that deletes the last 

keystroke data accumulated after the backspace key is typed 

(Fig. 9). 

 
Fig. 9. Error handling using backspace. 

B. Results and Discussion 

To enroll in the system, each user types three words or 
phrases at fast, normal, and slow speeds. Taking into account 
the emotional state of authenticators, a rapid typing speed 

indicates that they are in a hurry or excited, while a slow speed 
indicates feelings of tiredness or illness. This approach, then, 
establishes ranges of possible values for users’ keystroke 
timing in order to authenticate them regardless of their 
emotional state. During the typing process, event listeners (key 
down and key up) served to capture the key press and the key 
release times. The system is designed so that, when users make 
mistakes and press the backspace character, instead of adding 
the last character typed, it deletes the last character from the 
array as shown (Fig. 10). This feature renders our system 
privacy-protected, as personal behavioral data is deleted when 
no longer required. 

In the experiment, the system grants access to all users who 
have connected to it provided that their typing times fall within 
their ranges. Conversely, if the keystroke time is not within 
their ranges, users are not granted access. However, the system 
can also grant access to another entity if the stored behavioral 
values fall within the range (using the same UN-PW), and this 
feature can be enhanced by increasing the number of 
words/phrases (Fig. 8) entered into the systems as shown in 
Table II. Based on these features of our model, it can be noted 
that there is a time limit imposed on the storage of personal 
data, fulfilling one of the privacy protection requirements. 

 
Fig. 10. Error handling using backspace. 

The example presented in the figure is of the lower-bound 
keystroke values and corresponding upper-bound values for 
five users. User_a is granted access as long as the keystroke 
values provided at login fall within the range of 0.019 to 0.022, 
and this applies to other selected users as well. However, if 
user_c logs into the system as user_a, access is still granted 
because the keystroke times for user_a and user_c are similar. 
This method should always complement the usual UN-PW 
authentication method. 

TABLE II. KEYSTROKE TIME VARIATION 

User User_a User_b User_c User_d User_e 

Lower 
Bound 

0.019 0.015 0.019 0.023 0.016 

Upper 

Bound 
0.022 0.020 0.023 0.026 0.019 
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In the error-handling approach, the last character typed and 
its corresponding keystroke are deleted once the backspace key 
is pressed. However, in rare cases, a user holds a character 
down for too long and causes it to duplicate, resulting in a key 
down time for each duplicated character but only one key up 
time for all of them. This arrangement renders the algorithm 
inefficient because the user’s effort to delete the duplicated 
characters removes the data for other characters typed as well. 
Therefore, the user is required to delete all of the characters 
and start typing over again or refresh the page. 

C. The Behavioral Dynamics Authentication Model 

Five major constructs that directly influence the security of 
the authentication mechanism were developed based on the 
comprehensive review of the literature and were validated in 
the authentication experiment: the HCI devices, the encryption 
standard for the behavioral data, users’ emotional state at the 
time of data entry, the seamless cross-platform transferability 
of the authentication mechanism, and the cost-effectiveness of 
the authentication mechanism (Fig. 11). Since the emergence 
of the keyboard, the HCI interface domain has advanced to 
support specialized devices that incorporate virtual or 
augmented reality and wearable technologies. Similarly, any 
authentication mechanism must take into account emerging 
trends in cryptology, including encryption algorithms. The 
accuracy of authentication depends on the emotional state of 
the authenticator as reflected in login errors. In other words, 
consideration of users’ dominant emotional state during 
authentication can mitigate unauthorized authentication as well 
as authentication errors and recourse to the ―forget your 
password?‖ option. For security of authentication mechanisms 
in a cross-platform domain, incorporating options for multiple 
operating systems authentications into the mechanism ensure 
seamless and secure operations. With the rapid application of 
AI in securing information system entities, and the emergence 
of innovative web applications taking into account the dynamic 
adoption of these into authentication mechanisms can ensure a 
balanced cost-security feature. 

The system achieved 100% model validation with just five 
users by taking into account only one feature of each of the five 
constructs. This result demonstrates the economic feasibility 
and potential scalability of the model for future research 
involving experiments with various combinations of the 
constructs. 

The main findings of the present study include: 

1) The introduction of five constructs that offer an optimal 

combination ensuring efficient and effective behavioral 

authentication across all computer usage contexts.   

2) The assessment of KD simulation to showcase the 

capability of KD in accurately authenticating even with just 

five users, 

3) The demonstration of achieving a 0% rate for both FAR 

and FRR, and    

4) The feasibility of encrypting behavioral data to enhance 

data protection. 

 
Fig. 11. The behavioral dynamics authentication model (BDAM). 

V. CONCLUSION 

Authentication processes that employ behavioral dynamics 
can ensure seamless and secure authentication through an 
optimal combination of HCI devices, data encryption, users’ 
emotional states, cross-platform functionality, and the 
appropriate selection of solutions. We demonstrated the 
feasibility of constructing a secure, scalable, and dynamic 
behavioral authentication model, as described in this study. 
Our experimental results involved keystroke behavioral data 
collected from a computer system utilizing a web-based 
solution. We employed a CNN classifier and incorporated an 
error-correction feature. Remarkably, we achieved 100% 
accuracy in our authentication model with just five users. The 
web-based keystroke authentication system uniquely identifies 
users by integrating the UN-PW with their keyboard typing 
patterns, storing the keystroke data for each character typed 
independently, based on the bound value of the largest and 
smallest keystroke values recorded. For error handling, once 
the backspace key is triggered during typing, the keystroke 
data for the last character typed is deleted, and, when the 
keystroke data acquired during the process do not fall within 
the bounds established for a user, access to the system is 
denied; otherwise, access is granted. 

The limitations of the research described here, also present 
avenues for future study to improve authentication systems. 
First, regarding the error-detection phase, the researchers 
considered only the backspace key, though some users also use 
the delete key, and taking this additional feature into account 
could enhance the speed of genuine authentication. Second, the 
system receives input in the form of mouse dynamics and 
touchscreen dynamics for laptops, tablets, and smartphones, 
but, while the focus here is on KD, the addition of touchscreen 
dynamics along with KD can add an additional security layer 
(potentially as an option) to touchscreen-enabled devices. 
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Third, changes in the environment and variation in the 
emotional state of the authenticator can render authentication 
challenging. 

Future research can address the limitations by considering 
the following aspects. Firstly, researchers could replicate the 
study across various contexts, encompassing diverse 
environmental conditions similar to those encountered during 
authentication. Secondly, by accounting for users' cultural 
differences, extending the research to encompass subjects from 
multiple cultural backgrounds can enhance the robustness of 
the findings. Thirdly, given the substantial potential of ML in 
this domain, experimenting with different classifiers can yield 
those that ensure efficiency and effectiveness. Lastly, since the 
proposed model's versatility allows replication with diverse 
construct combinations and its scalability accommodates future 
trends in devices, security concerns, user behavior, and 
technologies, researchers could strive to pinpoint the optimal 
set of construct variables for enhancing authentication security 
and performance. 
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Abstract—This study provides a comprehensive review of the
utilization of Virtual Reality (VR) in the context of Human-
Computer Interaction (HCI) for visualizing Artificial Intelligence
(AI) systems. Drawing from 18 selected studies, the results
illuminate a complex interplay of tools, methods, and approaches,
notably the prominence of VR engines like Unreal Engine and
Unity. However, despite these tools, a universal solution for
effective AI visualization remains elusive, reflecting the unique
strengths and limitations of each technique. The application of VR
for AI visualization across multiple domains is observed, despite
challenges such as high data complexity and cognitive load.
Moreover, it briefly discusses the emerging ethical considerations
pertaining to the broad integration of these technologies. Despite
these challenges, the field shows significant potential, emphasiz-
ing the need for dedicated research efforts to unlock the full
potential of these immersive technologies. This review, therefore,
outlines a roadmap for future research, encouraging innovation
in visualization techniques, addressing identified challenges, and
considering the ethical implications of VR and AI convergence.

Keywords—Virtual Reality (VR); Artificial Intelligence (AI) Vi-
sualization; VR in AI Visualization; Human-Computer Interaction
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I. INTRODUCTION

Artificial intelligence (AI) systems have advanced quickly
in recent years, with applications ranging from robotics and
autonomous vehicles to machine learning and natural language
processing [1]. As these systems become more complex, effec-
tive visualisation methods are becoming increasingly important
[2]. Primarily, it fosters an understanding of AI operations,
demystifying the ’black box’ nature of these systems into
interpretable processes [3]. This increased transparency aids
not only in understanding the system’s operations but also
in spotting errors or inefficiencies, thus, paving the path for
necessary improvements. Visualization also plays a pivotal role
in enhancing the trust and transparency of AI systems, by
illuminating the decision-making pathways of these techno-
logically advanced systems [4]. Lastly, visualization is a key
player in education [5], converting abstract AI concepts into
tangible, clear forms. Thus, it stands as an indispensable tool in
making intricate AI models more understandable, trustworthy,
and user-friendly.

Virtual reality (VR), with its immersive and interactive
capabilities, offers a promising platform for visualizing AI
systems [6]. Users can experience and interact with AI systems
in an immersive and interactive environment via VR, and
visualization techniques can aid users in better grasping and
analyzing the data produced by AI systems.

The real-world significance of comprehending AI systems

cannot be overstated. In sectors like healthcare, finance, and
transportation, misinterpretations or biases stemming from
obscure AI predictions can lead to severe consequences, in-
cluding misdiagnoses, financial inaccuracies, and transporta-
tion mishaps [7, 8]. Proper visualization tools can mitigate
these risks by illuminating the decision-making processes,
ensuring more accurate and safer AI-driven outcomes. More-
over, a transparent understanding of AI systems can bolster
trust among end-users, a crucial factor for the widespread
adoption and societal acceptance of these technologies [9].
The economic implications are profound; AI systems that are
both effective and trusted can revolutionize industries, driving
innovation and efficiency [10].

The immersive experience of VR can offer new possibil-
ities to make Convolutional Neural Networks (CNNs) more
human-understandable by depicting them in 3D environments
[11]. However, according to [12], this field is still relatively
unexplored and has two main challenges. First, rendering
large, popular architectures like ResNet50 is currently not
feasible with existing tools, which often restrict CNNs to linear
structures without splits or joints. Additionally, the number of
visible layers may be limited due to computational limitations
or constraints with the interaction design. Second, current tools
do not offer a flexible and convenient interface for developers
and researchers to visualize custom architectures. To fully
realize the potential of VR for understanding and interacting
with CNNs, more research and development are needed in this
field. Despite the potential benefits of visualizing AI systems
in VR, research in this area has been limited. While various
studies have investigated the use of VR for visualizing AI
systems, a comprehensive review or meta-analysis has yet to
consolidate the present state of knowledge in this field.

This comprehensive literature study is intended to give an
in-depth overview of the present state of knowledge about
the viability of virtual reality technology for visualizing AI
systems. We anticipate that the findings of this review will
offer valuable insights that can guide future research in the
domain of VR-based AI visualization. The review highlights
the potential and limitations of existing VR engines and
visualization methods, thereby identifying key areas of focus
for further development and innovation. This study provides a
basis for understanding the challenges currently faced in this
field, such as handling complex data and managing cognitive
load within VR environments. It also underscores the need for
further exploration into the ethical implications of integrating
VR and AI technologies. Thus, it presents a roadmap to
shape the evolution of AI visualization tools, encouraging
the development of more intuitive, user-friendly, and ethically

www.ijacsa.thesai.org 33 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 8, 2023

responsible solutions.

The main objectives of this review are to synthesize the
findings from the literature, identify major themes and trends
in the field, and offer suggestions for further investigation.
In order to achieve these objectives, the following research
questions are proposed:

RQ1: How have different combinations of Virtual Reality
techniques and AI systems been employed in the study
of AI visualization in virtual reality, and which tools
and frameworks have been most commonly utilized?

RQ2: What are the diverse visualization and interaction
techniques used for understanding, interpreting, and
explaining complex AI models, and how do these
methods enhance the exploration and representation
of AI systems?

RQ3: What are the potential applications, challenges, and
technical considerations in utilizing VR technology for
AI visualization, and how have these been addressed
in various domains and studies?

By addressing these research questions, we aim to con-
tribute to the existing knowledge on utilizing virtual reality
technology in the visualization of AI systems and present an
up-to-date overview of the relevant literature.

This paper is organized as follows: Section II begins with
a comprehensive overview of the research methods employed.
This encompasses the search strategy adopted, inclusion and
exclusion criteria applied, study selection process, and methods
of data extraction and synthesis, all focusing on the literature
related to AI visualization in VR. Following this, Section III
elaborates on the findings of the review, examining the array
of VR techniques and AI systems in use, as well as the applied
visualization and interaction techniques. It also discusses the
potential applications and implementation challenges that VR
technology faces in AI data visualization. Within this section,
a discussion subsection synthesizes the literature, emphasizing
the dynamic interplay of tools, methods, and approaches, and
pointing out research gaps and challenges. Finally, Section IV
concludes the paper, reflecting on the current state of the field
and offering recommendations for future endeavors in VR and
AI visualization.

II. METHODS

This comprehensive review examined research published in
English in peer-reviewed journals or conference proceedings
on the visualization of AI systems in VR but eliminated studies
that still need to meet these requirements. By the type of
AI system represented in VR, studies were categorized for
synthesis in order to find common themes and trends and
provide a thorough overview of the current state of the art.

A. Search Strategy

An exhaustive search was conducted in this comprehensive
literature review to identify relevant studies on visualizing
AI systems in virtual reality. The following databases were
searched: IEEE Xplore, Scopus, Web of Science, Springer,
and Google Scholar. The search strategy included relevant key-
words and subject headings related to visualization techniques

and virtual reality AI systems,1 and was limited to articles
published in English, without a time restriction. Additionally,
reference lists of identified articles were manually scanned
for potential additional studies. The most recent results were
obtained through a search performed on January 8, 2023. All
identified articles were imported into Mendeley’s reference
management software for further analysis and screening.

B. Inclusion and Exclusion Criteria

Studies were included in this comprehensive review if they
met the following criteria:

• published in a peer-reviewed journal or conference
proceeding,

• focused on the visualization of AI systems in virtual
reality, and

• provided empirical data, such as case studies, experi-
ments, or user evaluations

while studies were excluded if they:

• were not published in English,

• focused solely on AI systems or virtual reality, but did
not specifically address the visualization of AI systems
within VR environments, or

• lacked sufficient methodological detail.

C. Study Selection

Fig. 1 presents a flow diagram illustrating the literature
search and selection process of this comprehensive review.
Guided by a well-defined research strategy, we aimed to ensure
the exhaustiveness and relevance of the included studies. The
process began with the identification of 940 records from an
extensive search of multiple databases. The Publish or Perish
tool was employed as an additional filter at this stage to refine
search results and ensure the quality of the selected studies
[13]. This tool enabled a more precise assessment of the
articles, leading to the inclusion of studies that held significant
influence in the field and strong relevance to the research
questions. Consequently, 915 records were disregarded due to
irrelevance or non-compliance with inclusion requirements.

The remaining 25 works underwent a full-text assessment
to determine their suitability for the review. Subsequently,
seven works were excluded for various reasons, including
insufficient data, a lack of focus on visualization of AI systems
in virtual reality, or other criteria-based factors. Ultimately, the
final research included 18 papers, laying a robust foundation
for synthesizing and assessing the state of knowledge on the
visualization of AI systems in virtual reality.

1The specific search query was: ("virtual reality" OR
"VR") AND ("artificial intelligence" OR "AI") AND
("visualization" OR "visualisation" OR "display" OR
"mapping" OR "interpret*" OR "explain*")
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D. Data Extraction and Synthesis

We organized and summarized the included studies in detail
in Table I (in Appendix) for analysis.

The synthesis process involved extracting key informa-
tion from each study, such as reference, publication type,
year of publication, VR engine/framework, features, and code
availability. Each study is concisely outlined in the table,
highlighting its primary goals and outcomes. The review’s
objective is to discern recurring patterns, shared aspects, and
distinctions among the studies, thereby providing in-depth
insight into the current state of knowledge regarding virtual
reality’s role in AI system visualization.

The table encompasses a diverse range of studies, including
conference proceedings, journal articles, and tool development
projects, all focusing on the visualization of AI systems in
virtual reality. Most studies utilize widely-known VR engines,
such as Unity and Unreal Engine, for frontend visualization,
and backend machine learning frameworks like TensorFlow,
PyTorch, and Caffe2. These studies explore features like
network architecture, layer design, feature maps, and user in-
teraction. Some also provide code availability, fostering further
exploration and development by the research community.

By compiling information from these studies, the review
presents a full overview of current research on the visualization
of AI systems in virtual reality. It points out key advances and
identifies areas requiring more research, ensuring a robust and
in-depth understanding of the topic and laying the groundwork
for future investigations.

940 records identified through database searching

940 records screened at title/abstract level 915 records excluded

25 works screened at full text level 7 works excluded

18 works included

Fig. 1. Flow diagram of the literature search and selection process.

E. Study

The characteristics of each study, such as reference, pub-
lication type, year, features, VR engine/framework, and code
availability, have been thoroughly analyzed and are presented
in Table I. The table offers a comprehensive overview of the
current research on the visualization of AI systems in virtual
reality. By examining the characteristics of these studies, we
aim to identify common themes, trends, and areas where
further research is needed. This organized presentation of study
characteristics in Table I allows for a clear understanding and
comparison of the key aspects of the included works, facili-
tating a comprehensive synthesis of the existing knowledge in
this field.

During the study selection process, we identified several
studies that appeared to meet the inclusion criteria but were
eventually excluded:

1) In [14], the authors excluded due to similarity to [11].
2) In [15], the authors Excluded due to significant over-

lap in content and authorship with [11].
3) In [16], the authors excluded due to its focus on visual

data mining and representation of data and symbolic
knowledge within VR spaces for classification tasks,
rather than AI system visualization in VR.

4) In [17], the authors excluded because it focused on
the simulation of autonomous and intelligent vehicles
in virtual reality, rather than on the visualization of
AI systems in VR.

5) In [18], the authors excluded as its main focus
was on creating a virtual simulation environment
for autonomous vehicles to learn obstacle avoidance
using deep learning, rather than directly addressing
the visualization of AI systems in VR.

6) In [19], the authors excluded as it involves virtual
reality and deep learning, its primary focus is on
pedestrian crossing behavior in the presence of au-
tomated vehicles rather than on the visualization of
AI systems in VR.

7) In [20], the authors excluded as the paper is related to
the broader field of AI and virtual reality; it does not
specifically focus on the visualization of AI systems
in VR. Instead, it presents a framework for detecting
cybersickness in VR environments using machine
learning models and explainable AI techniques. The
goal of this research is to detect, analyze, and mit-
igate cybersickness in real-time for standalone VR
headsets.

These studies were excluded to ensure a complete and unbiased
perspective on the topic in our comprehensive review.

III. RESULTS OF SYNTHESES

A. Virtual Reality and AI Systems (RQ1)

Different combinations of VR techniques and AI systems
have been used in the study of AI visualization in virtual
reality.

For example, [11] utilized the Unreal Engine for creating
3D scenes dedicated to neural network visualization. They
used TensorFlow as their AI system to provide detailed in-
formation for neural networks and permit the adjustment of
training parameters. Similarly, [12] employed the Unity game
engine with OpenXR support for immersive visualization and
interaction with convolutional neural networks (CNNs). Their
AI system of choice was PyTorch, a deep learning framework
designed to interconnect with Unity for dynamic visualization
and interaction with custom CNN architectures.

Unity, as a gaming engine, was a common choice among
researchers. For instance, [21] used Unity to create a virtual
reality environment for visualizing deep neural networks built
using the Caffe framework.The research [22] and [23] both
utilized Unity in their research, illustrating its dual functional-
ity. They used Unity for creating virtual reality environments
and developing deep convolutional neural network models.
Furthermore, they employed Unity Barracuda to define these
neural network models, demonstrating that Unity can also
serve as a host for AI systems. [24] paired Unity with the
Oculus Quest VR headset and used TensorFlow and Keras
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machine learning frameworks to define a CNN model for
image classification.

The study [25] and [26] both used VR technology, with the
latter also leveraging Unity and Steam VR, for deep learning
model development. Their chosen AI system was deep learning
neural networks defined using TensorFlow and Keras. It [27]
and [28] also relied on Unity for virtual reality techniques,
with the latter using TensorFlow as the AI system.

In some studies, the focus was primarily on the VR tech-
niques utilized, with less emphasis placed on the specific AI
systems implemented. For instance, [29] leveraged Open VR,
which supports a range of consumer head-mounted displays
(HMDs) including Oculus Rift and HTC Vive, yet they did
not detail the AI systems used. Similarly, [30] employed
an array of VR tools including an Oculus Rift headset, a
Leap Motion ’3D mouse’, and a Microsoft Kinect sensor, but
did not disclose the AI systems integrated with these tools.
In another instance, [31] mentioned the use of explainable
AI and clustering algorithms, but they did not specify the
exact software libraries or frameworks employed, emphasizing
the variance in the level of detail provided across different
studies. In summary, a range of combinations of virtual reality
techniques and AI systems are evident in the literature. Unity
stands out as a common choice for VR, with TensorFlow being
frequently paired as the AI system. This diversity underscores
the flexibility and adaptability of these technologies in visual-
izing AI systems in virtual reality.

Beyond the specific visualization of AI systems in VR,
broader AI applications in VR have also been extensively
reviewed. For instance, [32] offers a comprehensive review of
AI applications in VR, providing a wider perspective on how
these two technologies can be combined to create interactive
and immersive experiences.

B. Visualization and Interaction Techniques (RQ2)

Visualizing and interacting with complex AI models is
crucial for understanding, interpreting, and explaining them.
A variety of techniques are used to this effect, as evidenced
by the following literature.

Interactive 3D visualization is a recurring technique used
for exploring deep learning network layers at various levels
of detail. The study [11] utilized this approach, enabling users
to interact with each neuron in the network. Similarly, [12]
used 3D rendering of Convolutional Neural Networks (CNNs),
representing the computational graph as a connected conveyor
system and optimizing the rendering of large architectures.
They also allowed users to move, scale, and interact with CNN
layers, offering a display of weight distributions, classification
results, and feature visualizations. Expanding on these con-
cepts, [33] delve into the merger of intricate networks and
VR technology, creating interactive three-dimensional repre-
sentations of large-scale datasets. Their approach is applied
to a range of network types, including gene-gene interaction
networks, social networks, and neural networks, demonstrating
the broad applicability of these visualization techniques.

Visualization techniques can also involve more specialized
approaches. For instance, [21] utilized interpretation modules,
occlusion analysis, and virtual walkthroughs of network layers,

with real-time manipulation of input images for interaction.
This study [24] employed 3D force-directed graphs and real-
time color changes to represent neural network parameters,
with direct manipulation and sonification for auditory feedback
as interaction techniques.

Certain studies use more straightforward visual representa-
tions, such as [22], who rendered 2D images with the gray col-
ormap using matplotlib, though interaction techniques were not
explicitly discussed.The research [25] used a direct physical
approach, visualizing interactions by moving concrete objects
with hands and showcasing real-time test dataset results.

The research [26] and [27] presented network architecture,
filters, and feature maps, with user interaction as the interaction
technique. [34] visualized feature maps, filter responses, and
saliency maps in 2D layers, while offering menu navigation,
grabbing and moving objects, and selecting layer properties as
interaction techniques.

The study [29] utilized an immersive node-link visualiza-
tion based on VR, with neurons spatially arranged in circles,
and interactive elements controlled through the spatial input
devices included with the Head-Mounted Display (HMD).
They also included a virtual travel technique (flying) for user
positioning.

In cases such as [31], immersive parallel coordinates plots
were used for visualization, although interaction techniques
were not specified. The study [30] used immersive visualiza-
tions with SL Linden Scripting Language (LSL) and OpenSim,
employing natural interaction techniques with commercial
hardware.

Finally, [23] combined 3D visualization methods provided
by TensorSpace.js and NeuralVis with conventional 2D visu-
alization techniques such as Grad-CAM, while employing the
Mixed Reality Toolkit and DXR for interaction.

In summary, a broad range of visualization and interaction
techniques have been employed to illuminate and explore AI
models. These methods offer different ways of understanding
and interacting with AI systems, enriching our ability to
interpret and utilize these complex models.

C. Application and Implementation (RQ3)

The utilization of VR technology for data visualization has
vast potential, yet it is not devoid of challenges. For example,
the complexity and high dimensionality of modern datasets
can often make visualization difficult [6, 30]. Additionally,
issues surrounding the scalability and adaptability of these
visualization techniques to accommodate larger, more intricate
architectures are prevalent [12].

Moreover, the cognitive load brought about by the com-
plexity of the data and the VR environment itself is another
concern. This has led to the call for more intuitive and user-
friendly visualization tools to simplify the learning process and
boost understanding [22, 24, 26, 27].

Moreover, the limitations of current tools and technologies
present considerable technical challenges. For example, [22]
pointed out the lack of support for large datasets in VR
platforms and the limited resolution of existing VR display
technology. The need for high-quality graphics and processing
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power, along with the potential for motion sickness in VR
environments, create substantial obstacles [35]. The study [12]
say that in sensitive applications such as medicine and law
enforcement, black-box systems such as neural networks will
need to become more transparent in order to comply with
regulations and earn the public’s trust. This is compounded by
the difficulties in understanding and representing the depth of
images and models, as noted by [32]. These intersecting tech-
nical and ethical considerations necessitate careful attention
and innovative problem-solving in the continued development
and implementation of VR visualization tools for AI systems.

A recent study by [33] provides a practical example of
VR-based model visualization in the context of gene-gene
interactions between human sex chromosomes and other hu-
man chromosomes. The authors detail the entire process of
model development, from data collection to the final display
of the model in a VR environment. The study also outlines
specific software and hardware requirements, including the
use of Python libraries, Unity 3D software, and Meta Quest
2 hardware. Despite the technical challenges involved, the
study underscores the value of VR technology in enhancing
the visualization and interpretation of complex network data.

Notwithstanding these challenges, promising applications
of VR for data visualization have been demonstrated across
various domains. For instance, VR has proven effective in
interpreting and understanding complex AI structures, such
as deep learning models and convolutional neural networks
[11, 12, 21, 26, 27]. The application of VR in these areas offers
potential enhancements in explainability and interpretability of
complex AI and machine learning systems [11, 21].

D. Discussion

The synthesis of the literature reveals a dynamic interplay
[11, 12] of tools, methods, and approaches in utilizing VR for
the visualization of AI systems. The widespread adoption of
versatile VR engines like Unreal Engine and Unity [21–23]
underlines the necessity for flexible and universally embraced
foundations. These engines are compatible with an array of
AI systems, including but not limited to ML platforms like
TensorFlow, Caffe2, and PyTorch [24–26], showcasing their
capacity to integrate with diverse technologies seamlessly.

The assortment of visualization and interaction techniques
in the literature reflects the importance of intuitive and engag-
ing methods for representing complex AI models. Interactive
3D visualization, immersive node-link visualization, and other
specialized approaches illustrate the richness of techniques
currently employed. However, the diversity of these methods
underscores a potential research gap, as the lack of stan-
dardization could hinder collaborative efforts and delay the
development of best practices.

Despite the widespread application of VR in AI visual-
ization across various domains, significant challenges persist
[35]. These include the high dimensionality and complexity of
modern datasets, the cognitive load imposed by the VR envi-
ronment, and the limitations of current tools and technologies.
Thus, another research gap emerges: the need for more user-
friendly, intuitive, and adaptable tools that can accommodate
complex and high-dimensional AI models.

Moreover, the increasing integration of these technologies
into our everyday lives necessitates a focus on ethical consid-
erations. Several studies highlight the need for responsible and
considerate use of AI and VR technologies, revealing another
research gap that calls for more research into ethical guidelines
or principles for this field.

Therefore, future research efforts must continue to innovate
visualization and interaction techniques, address identified
challenges, consider ethical implications, and fill the existing
research gaps [33]. Moreover, it is crucial that subsequent stud-
ies continue exploring the potential of VR for AI visualization
across diverse application domains, while seeking to reduce
the cognitive load and enhance user experience.

IV. CONCLUSION

The application of Virtual Reality (VR) in the realm of
Artificial Intelligence (AI) visualization represents a burgeon-
ing frontier in Human-Computer Interaction (HCI). As this
comprehensive review elucidates, the field is characterized by
a rich interplay of tools, techniques, and methodologies, with
VR engines like Unreal Engine and Unity at the forefront.
However, the absence of a universal solution for AI visual-
ization emphasizes the inherent complexities and challenges
of this domain. The myriad of visualization techniques, while
showcasing the field’s innovative spirit, also points to a lack of
standardization, potentially hampering collaborative advance-
ments.

Challenges such as managing high data complexity and
cognitive load, coupled with the limitations of current tools,
remain significant hurdles. These challenges, however, also
pave the way for future research opportunities, emphasizing
the need for more intuitive and adaptable solutions.

In conclusion, the application of VR in AI visualization
is an evolving field marked by significant potential and sub-
stantial challenges. The research reviewed here provides a
solid foundation for future studies, pushing forward a deeper
understanding and more effective use of AI systems through
immersive technologies. Nonetheless, substantial gaps exist
in the current research that need to be addressed to further
advance this promising field.
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G. Giesen Ludke, M. Ruy Soares Gaudio, G. Iglesias
Rocha Gomes, L. Guio Cotini, D. da Silva Vargens,
M. Queiroz Schimidt, R. Varejão Andreão, and
M. Mestria, “Virtual reality solutions employing artificial
intelligence methods: A systematic literature review,”
ACM Comput. Surv., vol. 55, no. 10, feb 2023. [Online].
Available: https://doi.org/10.1145/3565020

[33] A. Hisham and B. Mahmood, “On the use of virtual

reality in visualizing interactive network models for big
data,” in 2022 8th International Conference on Contem-
porary Information Technology and Mathematics (ICC-
ITM), 2022, pp. 20–24.

[34] K. VanHorn and M. C. Çobanoğlu, “Democratizing AI
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APPENDIX

A. Additional Data

TABLE I. INCLUDED STUDIES

Ref Venue Type Year VR Engine/Framework Features Code

[11] Conference Tool
Development

2019 Unreal Engine/TensorFlow Network architecture —

The paper describes an application aimed at enhancing the comprehensibility of neural networks through interactive 3D visualization. The app allows users to
visualize the layers of a convolutional neural network and observe the classification process, providing greater transparency and opacity of AI systems for both
experts and non-experts. The prototype will be improved based on feedback and evaluation, with plans to support additional model types and data formats, as
well as integration with augmented reality headsets. Future enhancements will include the addition of user interfaces for displaying neuron results, and support
for standard exchange formats such as ONNX.

[12] Journal Tool
Development,
Research

2022 Unity/ PyTorch Network architecture, Layer design,
Feature maps, User interaction

Available

This work introduces an open-source software for the immersive visualization of popular CNN architectures using Python and the Unity game engine, allowing
users to freely navigate a 3D environment in desktop or VR mode. The software offers feature maps, activation histograms, weight histograms, and feature
visualizations to facilitate a greater understanding of CNNs. The authors address the issue of making the visualization of large-scale models feasible in VR by
developing a Pytorch module that enables the optimized visualization of nearly any computational graph, including branches and joints, in Unity. This software
is made for both experienced developers and researchers, as well as those who are new to the field of deep learning.
In a use case study, the authors trained the architectures CovidResNet and CovidDenseNet using three distinct training strategies on the Caltech101 and SARS-
CoV-2 datasets to produce models with varying generalization abilities. Using visualization software, the authors determined that CNNs memorized images
based on high-frequency patterns and proposed new measures to make it more difficult for the network to memorize images.
The ability to visualize popular, cutting-edge architectures raises new issues for future research, such as considering machine learning problems with 3D input
data and visualizing statistical variations in network characteristics. The authors propose clustering the channels based on the cross-correlation of their filter
outputs in order to further improve the presentation of the feature space and to illustrate the semantic connections between channels.

[35] Journal Survey 2016 — — —

The article explores the potential of integrating ANNs with VR to create immersive and interactive experiences. The primary objective of the review is to
investigate the possible benefits of combining ANN and VR, discussing various algorithms and training functions related to ANN and their role in solving VR
development and interfacing problems. The authors address the importance of data visualization in VR, highlighting how VR can enable effective data interaction
and manipulation. They discuss the use of ANN for creating VR spaces and dimensionality reduction techniques, such as clustering and neural networks, which
can enhance the efficiency of VR systems. The paper also presents several applications of ANN in VR, including facial expression detection, human body
tracking, face detection, data visualization, and speech recognition. The authors argue that the integration of ANN and VR can lead to the development of
powerful systems capable of a wide range of applications, creating intelligent virtual environments.
In conclusion, the authors emphasize the potential benefits of combining ANN and VR technologies, and how their synthesis can contribute to more responsive
and stimulated tracking and analysis of events in various fields, ultimately transforming existing practices and conventions.

[21] Journal Tool
Development

2022 Unity/ Caffe2 Network architecture, Layer design,
Feature maps, User interaction

—

The paper discusses the use of VR technology for visualizing and interpreting DNNs. The authors developed a plugin for the Caffe framework in the Unity
gaming engine to create and visualize a VR-based AlexNet architecture for an image classification task. The interactive model allows users to navigate through
the network and select connections to understand the activity flow of particular neurons. An interpretation module based on the Shapley values algorithm
was used to analyze the network’s decisions. The authors suggest that VR-based visualization can provide a more immersive and accessible way to explore
and interpret DNN models, which can help improve their decision-making processes. They also suggest possible future work, including developing a formal
quantification method for interpreting network decisions.

[22] Journal Research 2022 Unity/ Barracuda — —

The article discusses using VR in deep learning and data visualization. The authors propose a VR platform using Unity for developing deep convolutional
neural network models for image classification. The article describes the methodology used to create a CNN for recognizing human activities (HAR), which
involves using the Barracuda package developed by Unity Labs and the ONNX format for transferring machine learning models. The article concludes that
VR can be an effective tool for designing deep learning applications and is suitable for classifying images in various scientific sectors.

[24] Conference Tool
Development

2021 Unity / Python NN visualization: node-link approach,
User interaction

—

This study introduces a virtual reality interface for interacting with artificial intelligence. THe interface lets users operate neural networks using virtual hands
and offers audible feedback on the loss, accuracy, and hyperparameters in real time. The system’s goal is to give a creative and user-friendly interface for
interacting with AI, which may facilitate the understanding of the principles behind training neural networks. THe study suggests several future directions,
including enhancing the system’s pedagogical benefits, looking at designs for larger neural networks, and experimenting with new forms of sonification to
enhance the user experience.

[25] Journal Research 2021 — — —

This paper presents a deep learning model development environment based on VR technology for image classification. The proposed DNN environment allows
users to build neural networks by moving concrete objects with their hands, automatically transforming these configurations into a trainable model and providing
real-time test dataset results. The study highlights the significance of interactive technology in addressing challenges in understanding and analyzing neural
networks. The system aims to bridge the gap between professionals in different disciplines, offering a new perspective on the model analysis and data interaction.
The results demonstrate that the proposed DNN method outperforms traditional PCA and SVM methods in classifying environmental landscape images. The
paper also discusses the implementation of real-time image processing algorithms on FPGAs, emphasizing the advantages of using large memory and embedded
multipliers.
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TABLE I. INCLUDED STUDIES

Ref Venue Type Year VR Engine/Framework Features Code

[26] Conference Tool
Development

2019 Unity and STEAM VR/
TensorFlow

Network architecture, Feature maps,
User interaction

Available

This paper investigates the potential of VR for visualizing CNNs for individuals who are new to machine learning. Because neural networks are so complicated,
the authors present a VR-based visualization method to help people who aren’t experts understand how CNNs work. The study emphasizes the role of virtual
reality in creating an immersive and engaging environment that increases learning motivation while reducing distractions.
An exploratory study was conducted with 14 participants, most of whom had little knowledge of CNNs. The results showed that the VR visualization method
was easy to use, helped people learn, and made them more interested in learning about CNNs. Participants found the VR environment more comfortable,
fun, and exciting than traditional desktop visualizations. Some participants noted that the immersive nature of VR helped them focus better on the complex
architecture of CNNs.
The authors suggest doing a follow-up study comparing how well VR visualization works with traditional desktop visualisation. This would help us learn more
about how immersive environments affect how well people learn. The study also gives ideas for improving VR visualisation by letting users move and resize
individual visualization elements to make the structure fit their needs and preferences. This research adds to the growing interest in using VR in schools and
workplaces to help people learn and understand difficult ideas.

[27] Conference Tool
Development

2022 Unity /— Network architecture, Feature maps,
User interaction

—

The work aims to develop a VR application to visualize CNNs for machine learning beginners. The authors identified the need for an interactive and immersive
visualization tool to aid in understanding CNNs, which can be complex and challenging for beginners. They conducted a proof-of-concept study with five
participants and used the thinking-aloud method to evaluate the clarity of the VR environmen. The study found that the VR environment was intuitive and
helpful for users to understand the CNN components. However, some users found it difficult to understand the relationship between the input layer and feature
maps. In addition, the visualization of the pooling layers did not stand out from the feature maps in their form of presentation. The authors plan to enhance
the prototype based on the evaluation and conduct a user study to further evaluate its effectiveness.
In conclusion, the study found that the VR environment was intuitive and helpful for users to understand the CNN components, but some areas need improvement.
The authors plan to enhance the prototype and conduct further studies to evaluate its effectiveness. This work has important implications for machine learning,
as it provides an interactive and immersive visualization tool to aid in understanding complex CNNs, which can lead to better learning outcomes for beginners.

[29] Conference Tool
Development

2020 Open VR/ — Network architecture, Feature maps,
User interaction

—

The article describes a new tool for visualizing ANNs using node-link diagrams in immersive virtual reality. The tool is targeted towards machine learning
experts and was evaluated through an expert review. The results of the review showed that the tool was perceived as helpful in a professional context, which
supports the hypothesis that node-link visualization can improve the workflow of machine learning experts. While more evaluation is needed, the authors are
optimistic that their visualization tool could be actively used by experts in the field.

[28] Conference Research 2021 Unity/ TensorFlow — —

This paper explores and proposes using visualization technology for deep learning and VR research projects, opening up new avenues for exploration in the
field. The paper presents an outline of deep learning visualization research and case studies of deep learning visualization research using VR. The paper also
identifies challenges that need to be addressed for effective visualization using VR, such as evaluation methods, high-quality operability, a wide range of
customizability, scalability, and special support for beginners. Case studies and an overview of deep learning visualization research using virtual reality are
presented in this paper.
The research presented in this paper provides evidence that VR technology has the potential to enhance the way humans interact with deep learning models by
providing insights into the processes of model construction and training. Significant difficulties are highlighted, and potential solutions are proposed, such as the
use of new evaluation criteria and gamification to simplify deep learning for newcomers. Further, the paper argues that the proposed method’s scalability and
adaptability are crucial for experienced users and programmers. Overall, the paper shows the potential of virtual reality technology in deep learning research,
and the authors suggest that implementing functions to customize filters and visualize results in real-time is essential for practical application.

[34] Journal Research 2022 Unity/ TensorFlow Network architecture, Layer design,
Feature maps, User interaction

Available

In this study, the authors developed an interactive VR environment for constructing and analyzing deep learning models for biomedical image classification.
The authors found that their proposed tool effectively enabled non-experts to understand and organize the structure of deep learning models and allowed users
to build more accurate models and troubleshoot existing models faster when compared to a state-of-the-art drag-and-drop alternative. The authors also found
that users enjoyed the experience in virtual reality significantly more, which they suggest can partially explain the higher objective scores, as positive emotions
help with information retention. The authors argue that their interface achieved better outcomes through intuitive affordances for user actions, immersion, and
ease of use.
While introducing virtual reality presents challenges in educational and professional applications, such as cost, design, and physical limitations, the authors
designed their VR environment to mitigate some risks. A more comprehensive VR platform could benefit expert use in the future, with improvements such
as adding more layer types, developing new UI elements for fine-tuning layer properties, and enabling nonlinear model designs. The authors also suggest
that improved visualization techniques and more explanatory elements could improve their tool’s demonstrational benefit and interpretability. They conclude
that future 3D/4D data visualization work can benefit from more straightforward navigation and a more accessible computational approach. Their proposed
VR environment could be directly applied to cross-domain applications in biomedical image classification, providing sufficient benefits in understanding and
prototype development.

[31] Journal — 2021 — — —

The paper presents a refinement of the Immersive Parallel Coordinates Plots (IPCP) system for Virtual Reality (VR) and integrates data-science analytics,
including explainable AI (XAI) methods, to enhance the visualization of multidimensional datasets in VR. The enhancements aim to automate part of the
analytical work and assist users in pattern identification in complex datasets.
The focus on visualization of multidimensional datasets and the integration of XAI methods in a VR environment aligns with the main focus of your systematic
review, which is the visualization of AI systems in virtual reality.
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Ref Venue Type Year VR Engine/Framework Features Code

[6] Journal Survey 2023 — — —

The paper presents a systematic literature review on visualization in VR. It analyzes various techniques used in different domains and their collaboration. The
review found that there is a growing body of research on immersive visualizations across various problem domains. However, only a few studies focus on
creating standard guidelines for VR, and each study either provides an individual framework or relies on traditional 2D visualizations. Game engines are widely
used, but they are not suitable for critical scientific studies. The paper mentions two examples of AI visualization in VR: Gradient-weighted Class Activation
Mapping (GradCAM) for Deep Reinforcement Learning (DRL) algorithms and Caffe2Unity for visualizing neural networks. The review highlights the need
for further research and alternative approaches to address design challenges, develop standard guidelines for VR, and ensure the accuracy and effectiveness of
3D visualizations.

[30] Conference Tool
Development

2014 — — —

The authors leverage commercial software development for virtual environments such as video games or virtual worlds and focus on developing scientific
data visualization tools within such environments. They develop immersive visualizations of highly dimensional data sets using general-purpose visualization
techniques and scripts. They propose using natural interaction techniques in immersive virtual reality with inexpensive commercially developed hardware.

[23] Conference Tool
Development

2021 Unity/ Unity Barracuda — —

The paper presents an interactive visualization system for DL models in an immersive environment. The immersive environment allows for unlimited displays
and visualization of high-dimensional data, making it possible to analyze data propagation through layers and compare multiple performance metrics. The
proposed system addresses the challenge of limited display area in desktop environments and aims to make the analysis of complex DL models more accessible
for non-experts. The prototype system received positive feedback from machine learning engineers, but they viewed the visualization technology as a unique
introduction to the immersive environment. Future work includes improving system design, evaluating usability, comparing performance with existing desktop
systems, and exploring the benefits of immersive visualization in DL model analysis. The ultimate goal is to develop hybrid systems that complement existing
tools rather than replacing them.

[33] Conference Tool
Development

2022 Unity/ Python Network manipulation, Real-time
evaluation, User interaction

—

This paper investigates the integration of complex networks and VR technology to create interactive 3D visualizations of large-scale data. This methodology
is applied to various types of networks including gene-gene interaction networks, social networks, and neural networks. The authors illustrate the process of
developing a VR-based visualization model using a biological dataset. They highlight both hardware and software requirements for implementing such VR
visualizations. Examples from literature showcase the successful application of VR technology in understanding intricate relationships in these networks. The
authors predict an increase in the use of VR technology for data visualization, particularly with the emergence of Metaverse concepts. As future work, they plan
to develop a large-scale gene-gene interactions dataset and a VR interactive application to provide an efficient model for specialists to interact with large-scale
data.

[32] Journal Survey 2023 — — —

This comprehensive literature review investigates the application of AI methods in VR solutions, given the scarcity of such studies. The analysis involved
locating and evaluating relevant documents from various databases, with a particular focus on AI’s contributions to VR applications. The study observed
that machine learning, specifically in the subfields of neural networks, deep learning, and fuzzy logic, is the most prevalent AI technique employed in VR.
The application of AI in VR revealed multiple advantages, including high algorithmic efficiency and precision, especially in human-machine interaction and
intelligent robotics. The study also revealed numerous real-world application fields such as emotion interaction, education, agriculture, transport, and health.
However, the review highlighted several limitations, such as high computational cost and dataset dependence. This paper emphasizes the potential for future
research focusing on finding new VR applications incorporating AI technologies, alongside a stronger emphasis on AR.
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Abstract—Single Line Diagrams (SLDs) are used in electrical 

power distribution systems. These diagrams are crucial to 

engineers during the installation, maintenance, and inspection 

phases. For the digital interpretation of these documents, deep 

learning-based object detection methods can be utilized. 

However, there is a lack of efforts made to digitize the SLDs 

using deep learning methods, which is due to the class-imbalance 

problem of these technical drawings. In this paper, a method to 

address this challenge is proposed. First, we use the latest variant 

of You Look Only Once (YOLO), YOLO v8 to localize and detect 

the symbols present in the single-line diagrams. Our experiments 

determine that the accuracy of symbol detection based on YOLO 

v8 is almost 95%, which is more satisfactory than its previous 

versions. Secondly, we use a synthetic dataset generated using 

multi-fake class generative adversarial network (MFCGAN) and 

create fake classes to cope with the class imbalance problem. The 

images generated using the GAN are then combined with the 

original images to create an augmented dataset, and YOLO v5 is 

used for the classification of the augmented dataset. The 

experiments reveal that the GAN model had the capability to 

learn properly from a small number of complex diagrams. The 

detection results show that the accuracy of YOLO v5 is more 

than 96.3%, which is higher than the YOLO v8 accuracy. After 

analyzing the experiment results, we might deduce that creating 

multiple fake classes improved the classification of engineering 

symbols in SLDs. 

Keywords—Single line diagrams; engineering drawings; 

synthetic data; symbol detection; deep learning; augmented dataset 

I. INTRODUCTION 

An engineering drawing (ED) is an illustration of a 
schematic that demonstrates the operation or construction of an 
electrical system, procedure, or plant facility [1]. Engineering 
designs comprise of technical drawings such as mechanical or 
architectural blueprints, electrical circuits, and drawings [2]. In 
many different businesses, there is an increasing need for 
establishing digital systems for processing and analyzing these 
representations [3]. With such a framework, connected 
businesses will have the unusual opportunity to make extensive 
use of diagrams to direct their future practices. 

A single-line diagram uses lines and symbols to represent 
the logical flow of power through physical processes and plant 
components. Although these components resemble each other 
in form and shape, they are highly asymmetrical in nature, 
which makes these documents complex [1]. Distinct power 
distributions are represented by lines of variable thickness, and 
each sign stands for a different component such as a 

transformer, generator, motor, switch, etc. [4]. A typical SLD 
diagram may have over 50 different symbols, making it an 
information-rich visual representation. While placing a 
purchase order or even when project teams are scheduling their 
work, these drawings are carefully inspected in order to 
estimate the numbers of various pieces of equipment [5]. When 
symbols on SLD diagrams are functionally different but 
visually identical, as in Fig. 1, this process can become 
considerably more difficult and complex. As a result, 
distinguishing one symbol from another can be both crucial 
and difficult. Misreading or omitting any material can also 
cause severe internal disagreements and be damaging to the 
progress of a project. 

Scientists, on the other hand, are looking into solutions for 
a power system to transform the conventional power system 
that existed before into an intelligent power system. The fusion 
of a power system with artificial intelligence is getting closer 
and closer as new technologies, like artificial intelligence, arise 
[6]. It is a common duty in modern businesses and academia to 
include artificial intelligence technology in power system 
dispatching software to speed up the process of creating circuit 
diagrams for power systems. A fundamental document in the 
power system, the principal wiring diagram of the power 
station is also commonly needed for viewing and change by the 
power system's dispatching users [7]. The current power 
dispatching system relies heavily on the work expertise of 
dispatchers for the creation and upkeep of station wiring 
diagrams, which not only raises the danger of safety mishaps in 
the power grid system but also drives up the cost of wiring 
diagram maintenance [8, 12]. Therefore, one difficulty facing 
the contemporary power sector was how to employ artificial 
intelligence technology to automatically build the station 
wiring diagram. 

Generative models have also undergone significant 
progress and have been successfully used in numerous areas. 
One of those is the Generative Adversarial Networks (GAN), 
which has emerged as a well-known and frequently employed 
technique for producing content. Ian Goodfellow first 
introduced GANs in 2014 [9]. We will go over our GAN-based 
approach to solving the issue of imbalanced classes within the 
context of Methods section. Another difficult issue that affects 
a wide range of fields, including engineering drawings [10], is 
the under-or over-representation of one or more classes of 
symbols in the diagrams in the dataset [11]. 
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Fig. 1. A part of single line diagram. 

It is logical to presume that construction industries have 
these designs for their on-going projects in a readable 
electronic format that can be edited with cutting-edge software. 
However, many businesses continue to maintain these designs 
as paper copies or in digitized form, particularly for their older 
projects. Therefore, digitizing these drawings in a way that 
makes information extraction simple and accessible, may be 
advantageous [13]. This can make it simple to correct previous 
designs when the plant's components have been replaced over 
time owing to maintenance. As a result, project teams will find 
it simpler to keep track of their instrumentation inventory 
during the building phase and to create a library of up-to-date 
drawings for maintenance during the post-installation phase 
with the help of digitized and updated SLD diagrams. The 
following restrictions are communicated through the 
contextualization and digitization of complicated SLDs: 

A. Size 

According to an estimate in [11], a typical SLD page 
consists of approximately 50 distinct types of shapes including 
symbols, connectors, and text. To depict a specific segment of 
a power system, it may be necessary to utilize anywhere 
between 100 to 500 pages. 

B. Asymmetrical Components 

Apart from the typical challenges of classical machine 
vision such as variations in lighting, scale, and pose, technical 
drawings utilize equipment symbols that conform to different 
standards across various industries. Consequently, assembling 
a precisely labeled dataset that can be employed for symbol 
classification is a complex undertaking, as mentioned in 
reference [14]. It is crucial to have a comprehensive assortment 
of precisely defined symbols that lack symmetry to effectively 
employ advanced deep learning methods for symbol 
recognition. 

C. Connecting Lines 

Connecting lines that indicate the logical and physical 
relation-ships between symbols are abundant and knotted in 
complex SLDs. As a result, it is difficult to apply digitization 
techniques based on thinning [15] or vectorizing [15]. The art-
work for line identification are represented by lines of various 

styles and thicknesses. Furthermore, sophisticated Engineering 
Drawings (EDs) adhere to rule sets for application-based 
connectivity. This means that based on a standard that cannot 
be stated or inferred from the use of the physical lines 
connecting the symbols, two symbols may or may not be 
connected. As a result, contextualization is more difficult to 
implement than when it is applied to simpler drawings, like 
circuit diagrams [16]. This opens up several intriguing options, 
such as incorporating human expert knowledge through 
human-machine inter-action into a potential solution. Another 
avenue would be interactive learning [17]. 

D. Labels 

Symbols, connectors, and other text characters may 
overlap; however, symbols and annotations in a variety of 
scripts and styles are used to distinguish between symbols 
exhibiting comparable characteristics, to indicate connectors, 
and to clarify additional information. Symbols with an overlap 
in drawing sheets are difficult to separate, as demonstrated by 
techniques like those used by Cao et al. [18] and Roy et al. 
[19]. Three further challenges have been identified once all of 
the text elements have been found: As seen in Fig. 1, various 
lengths and sizes are used to represent text strings that describe 
symbols and connectors. Additionally, it can be challenging to 
connect symbols and connectors to their matching text, and 
text interpretation mistakes could lead to some information 
being misunderstood. 

E. Samples with Inconsistent Occurrence 

Inconsistent appearance of symbols within the diagrams is 
another major issue towards digitization. Deep learning models 
perform better with large amounts of samples, while in SLDs, 
symbol frequency is highly imbalanced which creates a class 
imbalance problem due to the dominance of the majority 
classes over the minority classes. Hence, deep learning models 
can be biased towards the majority classes. 

A range of methods, especially from the field of machine 
vision, must be applied to overcome these obstacles. These 
include symbol detection and localization, as well as feature 
extraction. The fact that recent advancements in deep learning 
and machine vision, particularly in the recognition and 
classification of objects, have not been put to the test against 
such challenging real-world situations, must be noted [21]. 

In this article, particularly, the YOLOv8 model for object 
identification and MFCGAN for class balancing are thoroughly 
examined. To extract symbols from drawing images, this study 
aims to use SLDs to create a dataset for model training. The 
dataset contains 22 different classes of symbols various shapes 
and sizes. 

We were unable to locate a study that assesses a significant 
amount of deep learning-based detection algorithms that have 
been particularly designed for the problem do-main of single-
line symbol identification while taking into account key 
variables including Precision, Recall, and F1. 

The following are the main contributions of this study: 

 Symbols in SLD images are classified using YOLOv8, 
the latest variant of YOLO model. 



((IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

45 | P a g e  

www.ijacsa.thesai.org 

 Mixed-quality single-line symbols are synthetically 
generated using MFC-GAN. 

 A GAN-based solution is provided for enhancing the 
quantity of minority classes to handle the class 
imbalance problem; along with an expansion of the 
YOLOv5  training set using newly generated synthetic 
data. 

 We suggested an experimental setup using MFC-GAN 
for creating synthetic images. 

 The accuracy of symbol identification and recognition 
in Single Line Diagrams (SLDs) is enhanced by using a 
YOLOv5-based network for object detection. 

According to experiments, the IoU and performance of the 
model can be enhanced through the use of synthetic image data 
generated using different GANs. 

The remainder of this paper is structured as follows: In 
Section II, we delve into the landscape of existing research 
within the relevant domain, examining both the challenges that 
have been encountered and the solutions that researchers have 
put forth in this realm. Moving forward to Section III, we 
intricately explore the proposed methodology and perform an 
in-depth analysis of the dataset. Moreover, within this section, 
we provide a comprehensive exposition of the detection model. 
The outcomes of our dataset construction and symbol detection 
are meticulously presented in Section IV. Subsequently, we 
engage in a thorough discussion of the results in Section V. 
Lastly, we draw this study to a conclusion in Section VI. 

II. RELATED WORK 

This section covers recent accomplishments made by the 
research community in this domain. We discuss single-line 
engineering drawings, different deep learning techniques used 
for digitizing the engineering drawings, later we present GANs 
and discuss the general architecture and recent advancements 
made to improve the performance of GANs. 

A. Single Line Diagrams 

In various papers, including [1-4], the problem of 
recognizing and grouping symbols present in single-line 
diagrams (SLD) has been raised. The challenge of digitizing 
SLD, where the aim is to summarize the link between the 
numerous symbols, served as the inspiration for several of 
these works. The study in [22] provides an overview of 
numerous strategies created to digitize ED. In earlier research, 
including [23-26], symbols were recognized using classifiers 
that were traditionally based on machine learning and fed 
hand-crafted characteristics. 

SLD digitization has notably drawn a lot of business 
interest due to the wide range of applications that may be made 
from a digital output, such as security evaluation, graphic 
simulations, or data analytics [27]. There are certain strategies 
developed expressly to handle the digitization of SLDs in the 
literature. More than 30 years ago, Furuta et al. [48] and Ishii et 
al. [28] published research on developing software to enable 
fully automated P&ID digitization. These techniques are 
currently ineffective due to incompatibility with hardware and 
software requirements. About ten years later, Howie et al. [29, 

30] suggested a semi-automatic technique for localizing 
symbols of interest using the templates of the symbols as input. 
Gellaboina et al.'s [49] description of the most recent method 
for symbol identification uses an iterative learning strategy 
based on recurrent training of a neural network (NN) with the 
Hopfield model. This method was developed to pinpoint the 
most frequently occurring symbols in the artwork that also 
displayed a prototype pattern. Deep learning models were 
utilized [31] to build one-line diagrams automatically while 
generating core power systems. 

B. Symbol Detection Using YOLO 

Object detection can identify the sort of object present in an 
image or video and pin-point its location at the same time. In 
photos and videos, object detection expresses the location 
information as X and Y coordinate values. Additionally, the 
width and height values—which represent the object's size—
are utilized as label information. Typically, the width and 
height data are expressed as bounding boxes using the X and Y 
coordinates. 

Recent studies have employed deep neural networks to 
perform symbol spotting. For instance, researchers in [34] 
employed the YOLO 32, [33] model to identify symbols in 
floor plan diagrams. In another study [10], symbol detection 
was reformulated as a semantic segmentation problem, which 
led to the development of a pixel-level approach for symbol 
detection. Researchers are using YOLO for the goal of symbol 
recognition and classification as a result of the one-stage 
detection method's growing popularity and success [11]. To do 
this, the authors of [12] suggested transforming a construction 
image into a region adjacency network, where each node 
represented a connected component in the image. These nodes 
were then categorized using a YOLO. The YOLO and CNN-
based technique was put forth in [13] and used to categorize 
symbols in [14]. 

Recent research has confirmed the effectiveness of YOLO 
variants in detecting complicated engineering components [35]. 
For instance, one-line symbols in substation diagrams were 
localized and categorized using YOLOv3. The model correctly 
identified 97% of the symbols. YOLO algorithms 
demonstrated encouraging results in detecting the symbols in 
electrical circuits despite the lack of suitable datasets [20]. 
Additionally, YOLO variations were used to accurately 
classify hand-drawn electric symbols with a 95% accuracy 
[11]. To the best of our knowledge, the work detailed here is 
the first attempt at localizing and matching symbols in a zero-
shot method despite the very extensive literature that already 
exists in this field. 

Since 2012, two primary types of deep learning-based 
object detection models have emerged: one-stage detectors and 
two-stage detectors, as described in research [32]. 
Understanding the concepts of region proposal and 
classification is essential to comprehend the distinction 
between the two categories. Region proposal refers to an 
algorithm that quickly identifies possible object locations, 
while classification is the process of categorizing objects based 
on their specific type. Although two-stage detectors are better 
at accurately detecting objects, their slow prediction time 
restricts their real-time detection ability. To address this issue, 
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one-stage detectors have been proposed that perform both 
classification and region proposal simultaneously, resulting in 
faster object detection. The one-stage detector is a technique 
that produces results by simultaneously executing classification 
and region proposal. 

As depicted in Fig. 2, upon inputting the image to the 
model, the Convolutional Layer is employed to extract its 
features and perform classification. Simultaneously, a region 
proposal is conducted to generate the output. Models like 
YOLO, RetinaNet, RefineDet, etc. are good examples [37]. 

 
Fig. 2. One-stage model for object detection. 

One of these one-stage detectors is YOLO, which 
integrates the region proposal and classification stages into a 
single operation. This means that it predicts the position and 
type of an object simultaneously by treating the bounding box 
and class probability as a single problem. YOLO divides the 
image into grids of a predetermined size to forecast the 
bounding box for each grid, and then trains the bounding-box 
confidence score and grid cell class score, as mentioned in 
reference [38]. 

The YOLO processing procedure is depicted in Fig. 2. 
First, an SxS grid area is created from the input image. The 
number of bounding boxes anticipated in each grid cell is equal 
to the number of bounding boxes that correspond to the area 
where an object is located. This can be denoted as (x, y, w, h), 
where (x, y) denotes the center point coordinates of the 
bounding box, and (w, h) denote its width and height. 

Second, the confidence, which stands for the box's 
dependability and is determined similarly to Equation (1). The 
IoU (Intersection over Union) is used to determine it by 
computing the ratio of the overlapping area between the 
predicted and ground truth bounding boxes divided by the 
probability Pr(Object), which represents the likelihood of an 
object being present in the grid. 

pred
Pr(Object) × IoU

truth
  (1) 

The probability of C classes is then determined for each 
grid and Equation (2) is shown. 

pred
(Classi | Object)  (2) 

In this instance, what is strange is that YOLO does not 
classify the number of classes (background) as an input to a 
neural network model, although the existing Object detection 
does [38]. YOLO divides the input image into grids in this 
manner, performing classification and bounding box 
calculations for each grid at the same time. 

C. Synthetic Data Generation Using GANs 

Several studies in the past decade have explored the 
challenge of identifying symbols in architectural floor plans. 
To overcome the scarcity of training data available for neural 
networks, the authors recommended employing a Generative 
Adversarial Network (GAN) to generate synthetic training 
data. 

Ian Goodfellow first introduced generative adversarial 
networks (GAN) in 2014. (Goodfellow et al., 2014). These are 
regarded as generative models that can produce original 
content. The Generator (G) and the Discriminator (D) are two 
competing models (such as CNNs, neural networks, etc.) that 
make up GANs [39]. The discriminator is a classifier that gets 
input from both the generator and the training set (genuine 
content). (Fake input). The discriminator will learn how to 
differentiate between real input samples and bogus input 
samples during the training phase. However, the generator is 
trained to provide samples that accurately reflect the 
fundamental properties of the original data. (Replicating 
original content). The GAN model is shown in Fig. 3. 

 

Fig. 3. Architecture of generative adversarial networks. 

Equation (3) demonstrates that the value function is 
employed to perform adversarial training of both models G and 
D. 

minD maxG V(D, G) = Ex~pdata(x)[logD(x)] + Ez~pz 

(z)[log(1 − D(G(z)))]  (3) 

Where x is a sample from the real training data, Pdata (x) is 
the probability distribution over the real data, the probability 
distribution over the noise vector z is referred to as Pz, and the 
outcome of the generator function G (or generated images) is 
denoted as G(z). GANs are at the forefront of image generation 
quality, as per [39]. 

GANs have been effectively used to solve a variety of 
issues, including speech synthesis, segmentation, and image 
production [40]. They have also been successfully used in 
recent years to address issues with class imbalance. The class 
mismatch is widespread throughout numerous industries, 
including banking, security, and health [6]. The issue arises 
when one or more classes are unequally or excessively 
represented in the dataset. When dealing with imbalanced 
datasets, a conventional supervised learning algorithm tends to 
favor the majority class [41]. 

By including conditional probabilities in the value function, 
supervised GANs offer an improvement over the basic GAN 
architecture. This gives the user more control over the samples 
that are created and introduces the diversity that is required to 
supplement synthetic input data for datasets with class 
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imbalance. Examples of this kind are AC-GAN [10], CGAN 
[9], and vanilla GAN [8]; even though the literature 
demonstrates that these models, particularly in extreme 
situations, can be significantly impacted by class disparity [11]. 

III. RESEARCH METHODOLOGIES 

We present our method for recognizing the end-to-end 
symbols from intricate engineering drawings in Section III A. 
The dataset utilized for the tests will be covered in detail in the 
subsection that follows. Data exploration and pre-processing 
will be part of this. The specifics of our suggested approach to 
dealing with a class imbalance in these drawings are provided 
in Section IV. 

Machine learning is commonly used to classify symbols 
and texts. Fig. 4 shows a conceptual model for digitizing 
engineering drawings that includes the essential phases. Such a 
framework will be extremely useful in fields where schematics 
can be turned into knowledge. 

We determine the characteristics and variety of the created 
minority samples for our image-generating experiment after 
each run. In classification studies, we add created minority 
samples from trained models to the training data. (MFCGAN). 
The classification performances on the minority classes are 
then provided after a YOLO classifier has been trained on the 
expanded dataset. 

A. Overview of Symbol Detection Framework 

We first look for the areas of an engineering diagram that 
might contain interesting symbols and attempt to extract all the 
components from drawing. The next step is to locate and count 
the interesting symbols that originate from these zones of 
interest. The vast array of shapes and structures that these 
symbols emerge in drawings is the task's main problem. 
Furthermore, as stated in Section I, we cannot anticipate 
identical depictions of a specific component on all drawings. 
Additionally, there are a great number of different components 
and elements that are frequently used in these diagrams. As a 
result, it is not viable to use a fully supervised technique, 
training thoroughly to recognize and classifying every single 
type of object that could be seen in such images. 

Information about the symbols that appear in an 
engineering drawing can be found in a variety of ways, 
including: 

1) A table of legends listing the names of the components 

represented by the different symbols. 

2) A table with numbers that represent the index of a 

component and the name of the object it represents. 

3) There is no tabular data linking the names of objects to 

the appropriate diagrams. 

In the current study, we focus on the first form of drawing, 
in which the component name and drawing image are both 
provided. We go into great detail on the various parts of the 
suggested framework in the sections that follow. 

 
Fig. 4. Schematic of model for digitization of SLDs. 

B. Summary of SLD Dataset 

For the study in this paper, we chose to employ Single Line 
Diagrams (SLDs), as shown in Fig. 1. The engineering partner 
gave a set of 800 sheets for review. These diagrams contain a 
variety of symbols of varied sizes and dissimilar 
(asymmetrical) nature, as shown in Fig. 5. 

The dataset is suitable for evaluation because the SLDs 
have a variety of attributes. The numerous electrical system 
components and connectivity information can be seen 
schematically represented on the SLD sheets. It is a 
representation of electrical apparatus and power flow 
movement, frequently in the form of symbols (represented as 
various kinds of lines). 

In many industries, these diagrams can be found as paper 
documents or digital photographs. Evaluating and analyzing 
these materials requires a lot of experience, knowledge, and 
time [15]. Furthermore, misreading these publications can have 
disastrous repercussions. For instance, if an engineer needs to 
modify a wire in an electrical system after installation, they 
must first verify the associated SLD diagram and decide what 
safety precautions to take. Therefore, it's important to 
comprehend these designs correctly. 

 

Fig. 5. Example of asymmetrical symbols found in SLDs. 
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The original data's big SLD sheets are 7500x5250 pixels in 
size. To expedite training, we divided the sheet into a 6x4 grid, 
resulting in 24 patches of sub-images that were minuscule in 
comparison to the original images (1250×1300). 

The data generated by the annotation is kept in a file that 
corresponds to the 22 different classes. The width and height of 
the symbols that the bounding boxes enclose, as well as the 
center x and y values of the bounding boxes, were recorded as 
data. The collection of 800 images includes 12,500 samples, 
which represent 22 different types of symbols. The initial 
sample is severely imbalanced, as shown in Fig. 6. 

A deep learning model needs to be fully annotated to be 
ready for training. To do this, we used the LabelBox program 
to annotate the set of SLD photos, as shown in Fig. 7. Twenty 
two different symbols in the total collection were annotated. 
Using the LabelBox tool to record the classes of the associated 
symbols and their locations is a simple approach for annotating 
a diagram. 

In some instances, the distinctions between the symbols can 
be very significant. For instance, the dataset contains 1340 
instances of generator symbols but only 99 and 117 instances 
of each disconnect and load symbol. Although delta and 
capacitor are present in the sample more than 800 times each, 
inductor and voltmeter are only present 203 and 212 times 
respectively. Three symbols that were significantly 
underrepresented overall were not included in the first trial (i.e. 
appears only once or twice in split sets). 

 
Fig. 6. Sample distribution in the original SLD dataset. 

 
Fig. 7. An SLD annotated using labeling tool. 

C. Symbol Detection 

The YOLO approach was favored due to two key reasons. 
Firstly, it has a simple architecture that enables the prediction 
of multiple bounding boxes and class probabilities 
simultaneously using a single convolutional neural network. 
Secondly, YOLO is known for its high speed in comparison to 
other object detection techniques, which is essential for 
practical use in testing SLDs that contain an average of 50 
engineering symbols. 

1) YOLOv8 architecture: At the time this paper was being 

written, Ultralytics was actively working on YOLOv8 as they 

addressed community concerns and added new features. Glenn 

Jocher, the creator of YOLOv8, also discussed the developer-

friendly features of YOLOv8 [54]. YOLOv8 comes with a 

CLI that enables training a model easier, in contrast to other 

models where chores are separated across numerous 

executable Python files. The addition of new convolutional 

layers and YOLOv8's Anchor Free Detection are further 

features of the software. 

Since they may represent the distribution of the boxes from 
the target benchmark but not the distribution of the custom 
dataset, anchor boxes were a notoriously difficult component 
of older YOLO models. YOLOv8 is an anchor-free model, in 
contrast. In other words, rather than predicting an object's 
offset from a known anchor box, it predicts the object's center 
directly. To expedite Non-Maximum Suppression (NMS), a 
challenging post-processing procedure that sorts through 
candidate detection following inference, anchor-free detection 
decreases the number of box predictions [51, 55]. 

Using Equation (4), the bounding box's position is 
determined: 

   
 

P x,y *             
             (4) 

According to Equation (4), x and y denote the yth bounding 
rectangle of the xth grid. The probability value assigned to the 

yth bounding box of the xth grid is ∪. If the yth bounding box 

contains an object, then Px,y is assigned a value of 1; 
otherwise, it is assigned a value of 0. The IoU between the 
predicted class and the actual ground truth is referred to as the 
IoUgroundtruth, and a greater IoU typically corresponds to 
more accurate predicted bounding boxes. 

The bounding box, categorization, and confidence loss 
functions are combined to form the YOLOv8 loss function. 
The total loss function of the YOLOv8 is represented by 
Equation (5) [42]: 

loss
YOLOv5 = lossboundingbox + lossclassification + 

lossconfidence 
(5) 

The stem's primary construction block, C2f, took the place 
of C3, and the first 6x6 conv is now a 3x3. Below is a diagram 
summarizing the module, where "f" represents the number of 
features, "e" represents the rate of growth, and CBS is a block 
made up of a conv, a BatchNorm, and a SiLU later. All of the 
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bottleneck's outputs are concatenated in C2f. C3 merely 
utilized the output of the previous bottleneck. 

The first conv's kernel size was changed from 2x2 to 3x3, 
but the bottleneck remains the same as in YOLOv8. We might 
infer from this data that YOLOv8 is beginning to return to the 
ResNet block that was established in 2015. Features are 
directly concatenated in the neck without being forced to have 
the same channel dimensions. By doing this, the parameters 
count and tensor size as a whole are decreasing. YOLOv8 
enhances photos while you're training online. The model views 
a slightly different variety of the images it has been given at 
each epoch. 

2) Multi-fake class generation: Class imbalance has been a 

subject of extensive research, and various techniques have 

been developed, ranging from simple data augmentation and 

sampling to more sophisticated approaches like GAN [56]. In 

this study, we are utilizing MFC-GAN to generate more 

classes to handle the imbalance problem.  

 

Our goal is to adopt a method similar to the MFC-GAN 

approach introduced in [57] to tackle the problem of class 

imbalance in the dataset of engineering symbols, specifically 

at the classification level. 

The very little and occasionally subtle differences between 
the various classes of symbols led to the selection of this 
paradigm. We may train the discriminator using the MFC-
GAN model to categorize both actual and false symbols, 
which allows for more precise discrimination across cases, as 
seen in Fig. 8. 

By conditioning the generator on attribute labels, control 
generation was accomplished. Numerous studies involving 
various sample sizes in the minority classes, notably the goatee 
and eyeglass classes, were conducted. The MFC-GAN model 
is trained from scratch for each run, and samples are created 
following the end of the training. 

 

Fig. 8. Framework design for multi-fake class GAN. 

The discriminator network for this study is built with four 
convolutional layers with two-stride spacing and uses batch 
normalization in between layers. Leaky ReLu with an alpha of 
0.2 is used to activate all convolution layers, and the Sigmoid 
function is employed as the activation function in the final 
layer. 

The classifier model generates a 2xN soft-max output for N 
classes and shares the discriminator layers with it. The 
generator is constructed using five transpose convolution layers 

with a stride of two and one linear layer. All the layers except 
the last one are activated using Leaky ReLu, and the final layer 
is activated using a sigmoid function. Batch normalization is 
applied between adjacent layers. 

The generator of the GAN model takes a noise vector with 
a size of 100 as input along with symbol label encoding, which 
is similar to the input of most GAN models. The label 
encoding is important for class-specific generation, which is a 
significant aspect of our experiment. 

The generator produces a 64x64 image of greyscale 
symbols. A batch size of 100 and a learning rate of 0.001 were 
used, which were selected through experimentation. Both the 
discriminator and the generator employed spectral 
normalization. Eq. (6), (7), and (8) will be used to train the 
suggested model. 

Ls=E[logP(S=real|Xreal)]+E[logP(S=fake|Xfake)]    (6) 

Lcd=E[logP(C=c|Xreal)]+E[logP(C′ =c′|Xfake)]   (7) 

Lcg=E[logP(C=c|Xreal)]+E[logP(C=c|Xfake)]   (8) 

Where Ls denotes the chance that the sample is real or 
fraudulent and is used to determine the sampling loss. The 
losses for classification of both the generator and discriminator 
are calculated using Lcd and Lcg. The set of created images is 
called Xfake, and Xreal represents the training data. 

3) Architecture of YOLOv5: In this study, the YOLOv5 

algorithm was utilized, which is one of the most recent 

variations of the YOLO algorithm [44]. This algorithm is a 

speedy and effective system for identifying objects and 

locating them instantly. Since the symbols present in SLDs 

have a high degree of similarity, rapid detection is also 

necessary, which the YOLOv5 algorithm can fulfill. The 

system was built using the PyTorch deep learning framework, 

which has excellent detection performance and has simplified 

the process of training and testing specialized datasets. The 

YOLOv5 algorithm comprises three components: the head, the 

neck, and the backbone [45]. 

For our investigation, we opted to utilize the YOLOv5 
detection model because of its straightforwardness and 
transparency. YOLOv5 created CSPDarknet, which formed the 
core of the network [58], by combining Darknet with the cross-
stage partial network (CSPNet) [43]. CSPNet addresses the 
issue of recurrent gradient information in large-scale 
backbones by integrating gradient changes into the feature 
map, which decreases the model's parameters and FLOPS 
(floating-point operations per second). This ensures inference 
speed and accuracy while also reducing model size, which is 
crucial for accurate and speedy recognition of sperm cells. 
Furthermore, the YOLOv5 incorporates a path aggregation 
network (PANet) [59] as its neck to improve information flow. 
PANet employs a novel feature pyramid network (FPN) 
architecture with an enhanced bottom-up method-ology to 
increase low-level feature propagation. Adaptive feature 
sharing connects the feature grid to each feature level, ensuring 
that the downstream subnetwork receives meaningful data from 
every feature level. In addition, PANet enhances precise 
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localization signals at lower levels, considerably improving the 
object's location accuracy. The head of YOLOv5, the YOLO 
layer, generates three different sizes of feature maps to enable 
multi-scale prediction, allowing the YOLO model to handle 
small, medium, and large objects [58]. 

The CSPNet provides the framework for this algorithm. 
Because of the simplified model of CSPNet, fewer 
hyperparameters and FLOPS are produced, and the 
disappearing and ballooning gradient issues caused by complex 
neural networks are addressed. These enhancements improve 
the effectiveness and accuracy of object recognition inference. 
CSPNet has various features, including multiple convolutional 
layers, three convolutions in four CSP blocks, and spatial 
pyramid sharing. The CSPNet is responsible for extracting 
features from an input image, pooling and convolving that data 
to create a feature map. Consequently, in YOLOv5, the 
backbone serves as a feature generator [60]. 

The neck or core segment of YOLOv5 is referred to as the 
PANet. Its main function is to collect all the features obtained 
from the backbone, maintain them, and send them to the deeper 
layers to perform feature fusions. These feature fusions are 
then passed on to the head for object recognition, allowing the 
output layer to be aware of the high-level characteristics. 

 
Fig. 9. Network architecture of YOLOv5 model. 

The YOLOv5's head is responsible for identifying objects. 
It places bounding boxes and a class probability score around 
the target item, which is determined by 1x1 convolutions. The 
overall architecture of YOLOv5 is depicted in Fig. 9. 

The position of the bounding box is established using 
Equation (9): 

  
 
 = P x,y *             

            (9) 

Equation (9) demonstrates that the yth bounding box of the 
xth grid is defined by x and y. The yth bounding box of the xth 
grid has probability value. Px,y equals 1 when a subject is 
present within yth bounding box; otherwise, it is equal to 0. 
The IoUgroundtruth is the IoU that exists among the predicted 
class and the actual data. Higher IoUs are related to more 
accurate predicted bounding boxes. 

The loss function of YOLOv5 is produced by merging the 
bounding box, classification, and confidence loss functions. 

The combined loss function of YOLOv5 is shown in Equation 
(10) [46]. 

loss
YOLOv5 = lossbounding box + lossclassi f ication + 

losscon f idence   (10) 

Equation (11) is used to determine the lossboundingbox. 

lossbounding box = λif      
       

      
 

 , hg(2-kakna)[(xa-   
 )

2
 + (ya-

   
 )

2 
+ (wa-   

 )
2 
+

 
(ha-   

 )
2
]  (11) 

Equation (11) uses h' and w' to denote the width and height 
of the target item, while xa and ya denote the coordinates of the 
target object in an image. Lastly, the indicator function (λif) 
shows whether the bounding box contains the target object. 

The lossclassification method is shown in equation (12): 

lossclassi f ication  = λclassification      
       

      
 

  CЄc1 La (c) log 

(LLa(c))    (12) 

lossconfidence is determined using Equation (13): 

lossconfidence  = λconfidence     
       

      
          

(ci - cl)
2
 + λg     

   

    
      

          
(ci - cl)

2  
(13) 

In Equations (12) and (13) show the symbols that represent 
confidence and signify the category loss coefficient λ, 
classification loss coefficient, and confidence score. 

IV. RESULTS AND EXPERIMENTS 

This section can be separated into two experiments and 
should present a clear and accurate depiction of the 
experimental findings, their analysis, and the conclusions that 
can be drawn from the experiments. 

There were two experiments done. The initial test was 
created to assess a complete method for identifying symbols in 
engineering drawings. In this context, the aim is to enhance the 
overall efficiency of analyzing a collection of drawings by 
detecting and identifying symbols, which is an important task 
as symbols make up a significant portion of these drawings. 
This can aid in completing other tasks, such as detecting text, 
pipelines, etc. The second experiment is different from the first, 
as it concentrates on using GAN-based methods to deal with 
the problem of class imbalance. 

A. Symbol Detection Using YOLOv8 

The SLD sheets in our dataset had a size of about 
7500x5250 pixels. To avoid using computationally expensive 
training data, the SLDs were divided into 24 patches by 
multiplying their original width by 6 and their original height 
by 4. The resulting patch size was approximately 1250×1300 
pixels. The annotations for the entire SLD were used to retrieve 
data for each patch's annotations, as described in the preceding 
section. 

Symbols that spanned multiple patches were excluded from 
the training phase. After extensive testing, the third version of 
the YOLO framework was selected as it showed better 
detection rates for small objects compared to the previous 
versions. It should be emphasized that, when compared to the 
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entire image size, the technical symbols in our dataset are 
relatively small. 

To conduct the experiment, the researchers utilized a recent 
version of YOLO architecture. Initially, they configured the 
total number of classes to be 22 in all three YOLO layers, and 
then adjusted the number of filters to 3 (referred to as Classno 
5), where Classno represents the complete number of classes 
present in the dataset. 

The dataset was divided into two sets: training set with 640 
SLDs and test set with 160 SLDs, with a ratio of approximately 
80:20. A pre-trained YOLO network was used and fine-tuned 
on our dataset by adjusting all layers. YOLO was implemented 
using PyTorch. To enhance object detection for various object 
sizes, it was observed that changing the input size during 
training is effective [47]. In this study, the network input size 
was modified to 416x416 after every 10 batches, and the 
training stopped after 10,000 batches. The learning rate was 
0.001, and the batch size was 64. 

During the testing phase, the model input size was 
increased from 416×416 to 2400×2400. This enabled us to 
perform symbol detection on the original SLD images instead 
of integrating detection from the SLD patches, thereby 
simplifying the symbol detection process for an entire SLD 
diagram in one step. To evaluate the model, we experimentally 
set the Intersection over Union (IoU) threshold to 0.5 and 
compared the detected symbols with the ground truth. A 
Python-based front-end was developed utilizing OpenCV and 
other libraries to analyze and display manual errors. 

B. Training Evaluation of YOLOv8 

1) Computer hardware configuration: GPU computing is 

a preferred choice for processing deep learning on a PC [50], 

and therefore, strong hardware support is required for deep 

learning networks. The training and generation processes were 

conducted on a GPU workstation that ran on Linux, CUDA 

11.1, Python 3.8, and PyTorch 1.8.0, and was equipped with 

an Nvidia A40 4 48 GB GPU. 

C. YOLOv8 Detection Results 

The training phase produced an accuracy of 96%, while the 
testing phase produced an accuracy of 95.9%, with 11987 out 
of 12500 symbols in the test set correctly detected and 
recognized. The loss matrix for the training and validation sets  
indicates that the most of the instances of the classes were 
identified and detected accurately, indicating that symbols with 
sufficient training instances were correctly identified. An 
example output from the proposed methods is shown in Fig. 
10, with different symbols highlighted in different colors. 

In this case, the identified symbols were labeled with 
numbers, and the labels predicted by the models were noted 
down to compare them with the actual labels later. These 
symbols comprised various electrical components like 
switches, generators, motor, re-lays, inductors, as well as 
input/output labels such as "label_to" and "label_from". 

Table I in the paper contains details about the number of 
symbols in both the training and testing datasets, with columns 
labeled "No. of Training Samples" and "No. of Testing 

Samples". It also displays the accuracy achieved for each class 
in the testing set, along with the number of symbols that were 
correctly identified, listed under "Correctly Detected Samples" 
or "Class Accuracy". 

 
Fig. 10. Symbol detection using YOLOv8. 

TABLE I. YOLOV8 DETECTION RESULTS BASED ON ORIGINAL SLD 

DATASET 

Symbols 
No. of Training 

Samples 

No. of Testing 

Samples 

Class 

Accuracy 

Fuse 400 80 100% 

Circuit Breaker 300 52 100% 

Drawout 

Circuit Breaker 
600 190 99% 

Capacitor 601 20 99% 

Generator 940 400 100% 

Transformer 305 50 97% 

Voltmeter 182 20 94% 

Ammeter 550 190 100% 

Disconnect 89 10 94% 

Switch 501 115 100% 

OCB 509 290 100% 

C.T 309 80 100% 

Ground 515 140 100% 

Diode 310 30 98% 

Drawout Fuse 679 110 100% 

Inductor 185 18 98% 

The results of the study show that most instances (11987 
out of 12500) were accurately detected and identified. Fig. 10 
displays different symbols from various SLD diagrams and 
how they can be accurately recognized regardless of their 
orientation. Some symbols, such as transformers, OCB, C.T, 
ground, and delta components, have various orientations, but 
the suggested approach can correctly detect and identify them. 
Even in situations where the text overlaps, resistors and ground 
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symbols are accurately detected, demonstrating the approach's 
resilience to innate visual issues, at least in this context, as 
opposed to conventional methods. 

The round-shaped motor symbol in the testing set was 
misclassified as a generator symbol in all five instances due to 
their similarity. It is expected that increasing the number of 
training examples for this symbol, as well as other symbols in 
the majority class (such as switch, relay, C.T, inductor, 
voltmeter, load, etc.), would improve their detection rates. 

To conclude, based on the results presented in Table I, it 
can be inferred that the detection rate for the symbols load, 
resistor, and motor was very low. This could be attributed to 
the fact that there were only a few training samples for these 
symbols. The complexity of the problem notwithstanding, the 
average accuracy of the remaining 22 symbols in the dataset 
was above 95%, which is a positive result, although these 
symbols were excluded. 

D. MFC-GAN for Sample Generation and Symbol Detection 

The purpose of this study is to evaluate a GAN-based 
model that can tackle the class imbalance problem in the 
dataset, which is a classification problem as opposed to a 
recognition task like in the first experiment. The main aim of 
this experiment is to utilize the MFC-GAN model to generate 
more symbols, which can then be added to the training set to 
improve classification accuracy. 

Experiment 2 made use of a dataset that was very similar to 
the one utilized in Experiment 1, with all symbols being 
resized to 64x64 grayscale images. The problem was framed as 
a supervised learning task, where the goal was to learn a 
function f(x) that maps a given engineering symbol instance 
(xi) to its corresponding class (yi). In this case, the 22 symbols 
in the dataset were represented as a discrete set of classes 
denoted as Y, where yi belongs to Y. The dataset suffered from 
severe class imbalance, as previously mentioned, with some 
instances such as the angle choke valve being present in less 
than 0.01% of the dataset. 

In this experiment, the MFC-GAN model was employed in 
two stages, namely the GAN training stage and the 
classification stage for this experiment. The purpose was to 
address the issue of class imbalance in the dataset. The MFC-
GAN model was initially trained using all the samples in the 
dataset, with a focus on the symbols with the least 
representation. These symbols included fuse, circuit breaker, 
drawout circuit breaker, capacitor, generator, transformer, 
voltmeter, ammeter, disconnect, and switch. The numbers of 
occurrences of these symbols in the training set were 48, 344, 
790, 1340, 821, 355, 212, 740, 99, and 616 respectively. The 
model underwent training only once on this dataset, and the 
generated samples were obtained after the training. To improve 
the learning of minority instance structure while training, the 
less represented classes were resampled. 

Using the MFC-GAN model trained on the least 
represented symbols in the dataset, symbols from the minority 
class were generated. Eight symbols with the least 
representation were selected. To create a balanced dataset, 80% 
of the original dataset was used for training, and the remaining 
20% was kept for testing. The artificially generated symbols 

were added to the training set, providing more than 4,000 
additional synthetic samples for each minority class. This 
allowed the dataset to be rebalanced by increasing the 
prevalence of the least represented symbols. 

Our goal is to evaluate the effectiveness of the synthesized 
symbols by comparing the performance of a classification 
model trained before and after the inclusion of these sym-bols 
in the training set. 

The experiment employed a four-layer CNN classification 
model, consisting of three convolution layers with 32, 64, and 
128 outputs, respectively. The kernel sizes for these layers 
were 3x3, 2x2, and max-pooling. The fourth layer was a fully 
connected layer with 256 units, which represented the 22 
symbol classes, and fed into a 22-way Soft-max out-put. The 
model was trained using SGD with 64 batches and a learning 
rate of 0.001. The model's classification performance was 
assessed using standard measures like true positive rate, 
balanced accuracy, G-mean, and F1-Score, with the aim of 
comparing the model's performance before and after 
incorporating the generated symbols into the training dataset. 

1) Results: Fig. 11 displays a comparison between the 

original symbols in the diagram and the symbols generated by 

the MFC-GAN model.  

 

Fig. 11. Original SLD samples compared with MFC-GAN generated samples. 

The comparison between the MFC-GAN generated 
symbols and the original symbols of the diagram is depicted in 
Fig. 11. The generated symbols by MFC-GAN were found to 
be more accurate and precise compared to symbols generated 
by other methods. The generated samples had clear symbol 
traits and distinct categories formed in each instance. 
Moreover, these high-quality samples resulted in an improved 
performance of the classifier. For example, Table III shows 
that for the angle disconnect, which had only 99 instances of 
the class, the accuracy improved from 0 to 94%. Similarly, 
seven out of eight minority classes demonstrated similar 
improvements. However, the MFC-GAN model did not 
improve the baseline in the load and inductor classes. It was 
observed that certain symbols such as OCB, capacitor, 
voltmeter, and ammeter exhibited significant similarity despite 
being uniquely generated, which hindered the classifier's 
ability to classify the load and inductor classes. This 
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observation was further supported by the low precision data in 
Table III for these classes. 

 
Fig. 12. Sample distribution in MFC-GAN generated dataset. 

In this study, MFC-GAN models were able to produce 
occurrences of minority classes that were significantly 
underrepresented in the dataset, as demonstrated in Fig. 12. 
Both subjective and objective methods were used to evaluate 
the generated samples, including an assessment of the 
classifier's performance before and after incorporating the 
samples into the training sets. The results showed an 
improvement in performance across several commonly used 
evaluation parameters. However, it should be acknowledged 
that the class imbalance issue can only be addressed to some 
extent by MFC-GAN, and other strategies may need to be 
explored and utilized. 

The study categorizes the outcome of classification 
predictions into four groups based on the relationship between 
the predicted output and the actual value: True Positive (TP), 
True Negative (TN), False Positive (FP), and False Negative 
(FN). To assess the efficacy of defect detection, the study 
calculates the precision, recall, and F1 score of the model for 
different types of faults. Precision rate, which measures the 
accuracy of detection findings, is computed by dividing the 
number of symbols expected to be positive by the total number 
of symbols predicted to be positive. Recall rate, which gauges 
the thoroughness of detection findings, is calculated by 
dividing the number of samples expected to be positive by the 
total number of samples that actually have a positive value. 
Precision and recall are given in Equations (14) and (15): 

Precision = 
  

       
  (14) 

Recall = 
  

       
   (15) 

To evaluate classification problems, it is essential to take 
into account both the accuracy of identification and the 
completeness of detection. The model is evaluated using the F1 
score, which considers both precision and recall. Equations 
(16) and (17) express accuracy as the number of symbols that 
are correctly identified. 

F1-score = 
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Accuracy =
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The results of the detection data are shown in Table II. The 
attributes represent the actual class, and each row represents 
the predicted category. The total number of symbols for each 
category is calculated by adding up the numbers in each 
column. The predicted category and the total number of 
predicted symbols for that category are shown in each row. Our 
proposed method can accurately detect the majority of single 
line-based engineering symbols. In this study, the precision of 
symbol detection for all types is over 95%, the average recall 
rate is 93.67%, and the F1 score is above 0.9. The average 
frame detection time is 0.074 seconds, while the average recall 
and precision rates are 90.67% and 0.074 seconds, 
respectively. 

TABLE II. SYMBOLS GENERATED USING MFC-GAN 

Symbol 

Name 
Symbol 

Original 

Instances 
Generated Instances 

Fuse  480 2380 

Circuit 

Breaker 
 344 2400 

Drawout 

Circuit 
Breaker 

 790 1800 

Capacitor  821 2011 

Generator  1340 2219 

Transformer  355 2200 

Voltmeter  212 2587 

Ammeter  740 2500 

Disconnect  99 1900 

Switch  616 1800 

OCB  799 1800 

C.T  389 2178 

Ground  655 2100 

Diode  340 2291 

Drawout 

Fuse 
 589 2408 

Inductor  203 1790 

Delta  840 1990 

    

Resistor  700 2455 

Air Circuit 

Breaker 
 780 1870 

Iron-core 

Inductor 
 750 1950 

Load  117 1701 

Motor  541 1870 
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V. DISCUSSION 

This section may be divided into two subsections which 
provide comparisons and conclusive remarks on the 
experiments. 

A. Comparison with Different Data Augmentation 

Techniques 

Table II displays the frequency of the different classes in 
both datasets. After generating synthetic SLD images using 
MFC-GAN, it can be observed that the new samples are 
approximately balanced. However, to address the issue of class 
imbalance, the original dataset could be improved by including 
additional distinct and separate photos. 

TABLE III. YOLOV5 CLASSIFICATION PERFORMANCE OF SYMBOLS ON 

AUGMENTED DATASET 

Metric 

S
w

it
c
h

 

R
e
la

y
 

M
o

to
r 

G
en

er
a

to
r 

L
o
a

d
 

In
d

u
c
to

r 

F
u

se
 

R
e
si

st
o
r 

Precision 1.00 1.00 0.85 0.89 1.00 1.00 1.00 1.00 

Recall 0.94 0.89 0.92 1.00 1.00 0.90 0.91 0.87 

F1-score 0.89 0.94 0.91 0.95 0.88 0.90 0.92 0.91 

Accuracy 1.00 0.98 0.99 1.00 1.00 1.00 1.00 1.00 

We conducted an experiment to test the accuracy and 
performance of YOLOv8 in various conditions and 
configurations using 800 images, and an example of the 
detection results can be seen in Fig. 13. The accuracy testing 
and performance of the experiment using images from our 
datasets are displayed in Table IV. YOLOv5 is generally more 
accurate than its recent version. Group 2, which is the 
augmented dataset, had the highest average accuracy of 96% 
when using YOLOv5, with only five detection errors. YOLO's 
performance can be improved by utilizing a large dataset that 
includes both real and synthetic images generated by GANs. 
When a deep learning-based method is trained on a small and 
insufficient dataset, it may result in overfitting and difficulties 
in mapping the object [52]. Adding noise or generating fake 
images during training can make the process of learning the 
input image from the output image easier, reducing general 
errors, and enhancing the training component [53]. Thus, to 
improve item identification accuracy, it is necessary to include 
synthetic images in addition to actual photographs. 

B. Missed Detection 

Table V presents the outcomes of the evaluation of the 
model on the SLD components dataset, revealing that there 
were a total of 52 instances where the SLD components were 
either absent or wrongly classified as some other symbols. Out 
of these occurrences, eight symbols were misclassified, while 
the remaining 46 symbols were not detected entirely. This 
issue can be attributed in part to the nature of some drawings, 
where symbols are nearly completely obscured by text and 
comments. The Intersection over Union (IOU) metric in Table 
V confirms that these missed symbols have a zero IOU, 
indicating that they were not detected by the model. 

TABLE IV. COMPARISON OF YOLOV8 AND YOLOV5 CLASS ACCURACY 

Dataset Accuracy Wrong Detection Missed Detection 

Original 95% 8 46 

Augmented 96.3% 3 2 

 
Fig. 13. Symbols detected in augmented dataset. 

After conducting a visual inspection of the data in Table V, 
some symbols were found to be mislabeled. Specifically, when 
reviewing the results for the switch representation, it was 
observed that the algorithm had predicted the correct class for 
symbols with an incorrect label. However, for some symbols, 
the algorithm had predicted the wrong class label. 

TABLE V. SYMBOLS MISSED OR OVERLOOKED BY THE CLASSIFIERS 

Class 

No of S ample 
Occurrence 

Predicted 
Sample Class IOU 

Y
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Y
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L
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v
5
 

Disconnect 2 5 Switch Ground 0.50 0.91 

Load 1 3 - Fuse 0.56 1.00 

Inductor 2 4 - - - 0.00 

Voltmeter - 16 - - - 0.00 

Diode - 10 - - - 0.00 

Circuit 

Breaker 
- 8 - - - 0.00 

VI. CONCLUSION AND FUTURE RECOMMENDATION 

In this study, we proposed a system for analyzing and 
processing complex engineering drawings. Our approach 
achieved more than 96% accuracy in recognizing symbols on 
the drawings, based on extensive testing on a large collection 
of SLD sheets provided by an industry partner. We utilized 
advanced bounding-box detection techniques, which 
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demonstrated high accuracy in identifying symbols from 22 
different categories, despite some of these symbols having only 
minor differences. To address class imbalance in the symbol 
dataset, we suggested a GAN-based model. Our experiments 
showed that our system could generate realistic engineering 
symbols, and adding this synthetic data to the training set 
improved classification accuracy. According to the 
experimental results, the proposed GAN model was capable of 
learning from a smaller amount of training in-stances. 

The subsequent emphasis of this study will be on the 
application of GANs to the creation of symbols in a schematic 
environment. In future development, an integrated system will 
be created using the recommended methods to enable thorough 
analysis and processing of technical diagrams like SLD. This 
approach will make it much easier to per-form additional tasks 
such as line detection or text localization. Furthermore, future 
work will involve combining Explainable AI (XAI) and other 
GAN methods such as WGAN, CycleGAN, PCCGAN, and 
StyleGAN with other detection techniques. 
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Abstract—The inversion of water vapor spatial distribution 

using ground-based global navigation satellite systems is a 

technique that utilizes the propagation delay of satellite signals in 

the atmosphere to retrieve atmospheric water vapor information. 

To further promote the accuracy of the information obtained by 

this method, a satellite system is designed to solve the spatial 

distribution of atmospheric water vapor based on 

chromatography technology and genetic algorithm. Firstly, the 

accuracy of the empirical air temperature and pressure model to 

calculate the zenith statics delay is analyzed. To optimize the 

global weighted average temperature model, a model that 

considers the decreasing rate of atmospheric weighted average 

temperature and a model based on the linear relationship 

between surface heat and weighted average temperature are 

proposed. The idea of removal interpolation restoration is 

introduced to achieve regional interpolation of atmospheric 

precipitable water. Finally, in response to the problem of 

multiple solutions in the current water vapor chromatography 

equation, a genetic algorithm based chromatography method is 

put forward to achieve the solution of atmospheric water vapor 

spatial distribution. The experimental analysis shows that the 

average root mean square error and average absolute error of 

the design method of the research institute are 1.78g/m3 and 

1.41g/m3, respectively, which can realize the calculation of 

atmospheric water vapor density distribution with high accuracy. 

Keywords—Global navigation satellite system; spatial 

distribution of water vapor; genetic algorithm; chromatography 

technology 

I. INTRODUCTION 

The atmosphere is a crucial carrier of the earth's gas and 
water cycle, providing oxygen for humans and animals, 
carbon dioxide for plant photosynthesis, and water for all life 
[1]. Through the greenhouse effect, the atmosphere maintains 
a suitable temperature on the Earth, and through the 
absorption of harmful rays by ozone, protects earth's 
organisms from harm. Water vapor is an important component 
of the atmosphere, mainly concentrated in the lower 
atmosphere. It has an important impact on the atmospheric 
greenhouse effect and circulation [2,3]. The atmosphere water 
vapor has complex temporal and spatial changes, and 
accurately measuring, modeling, and predicting the content 

and changes of water vapor is of great importance for studying 
the greenhouse effect and climate change. With the continuous 
expansion of Global Navigation Satellite System (GNSS) and 
its related fields, GNSS technology used to study the 
atmosphere water vapor spatial distribution (AWVSD) has 
made significant progress [4,5]. To achieve a more accurate 
solution of water vapor distribution, research is conducted on 
the estimation of atmospheric precipitable water volume 
(PWV) based on GNSS technology, and the idea of removal 
interpolation restoration is introduced to optimize the accuracy 
of the calculation. In terms of three-dimensional water vapor 
chromatography, a chromatography manner with genetic 
algorithm (GA) is proposed to address the problems in the 
chromatography equation. 

The gap between research and existing national and 
international research: Currently, there are generally four main 
methods for calculating atmospheric water vapor content. The 
first method is direct calculation using measured sounding 
data. Sounding data are relatively old, objective and accurate, 
so they are often used to verify other calculation methods. 
However, due to the limited number of sounding stations, it is 
not possible to describe the spatiotemporal distribution of 
regional water vapor in detail, especially for areas with uneven 
terrain loads and stations. The second is to use remote sensing 
data to invert the atmospheric water vapor content, a new 
technology that has been developed and widely used in recent 
years, but whose measurement accuracy still needs to be 
improved. The third is to establish the relationship between 
the water vapor content and the surface meteorological 
elements for the calculation. The calculation is simple and the 
results are ideal, but this greatly increases the number of 
stations. Fourth, NCEP/NCAR reanalysis data is currently the 
most widely used method for calculating water vapor content. 
Gridded data can compensate for the shortcomings of 
insufficient stations in calculating the spatial distribution of 
water vapor, but the coarse grid affects the fine analysis and its 
applicability is not high enough. The method developed by the 
Research Institute is an improved method based on the use of 
remote sensing data to invert the atmospheric water vapor 
content, ensuring high accuracy in the spatial distribution of 
water vapor with fewer stations. 
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Motivation and potential benefits of the research: Over the 
past century, the global climate has undergone a significant 
change characterised by global warming, and the warming of 
the climate system has become an indisputable fact. And 
global warming has also led to more frequent natural disasters 
caused by extreme weather events, with extremely high losses 
for society. Extreme precipitation often leads to more severe 
flood disasters. Detecting water vapor in real time and 
controlling its spatiotemporal changes, as well as studying its 
interaction with precipitation, is of great research importance 
for precipitation forecasting. However, traditional water vapor 
detection methods have drawbacks such as high operational 
costs, large station requirements and insufficient accuracy. The 
use of GNSS to invert the spatial distribution of water vapor 
has good performance, but the accuracy needs to be improved. 
Research is underway to improve this technology to achieve 
high performance water vapor spatial distribution detection. 

The main contributions and impacts of the research 
include: 

1) Using different model expressions, different practical 

resolutions, and different spatial resolution modeling data, the 

impact characteristics of different modeling factors on the 

accuracy of empirical temperature and pressure models were 

studied. A temperature and pressure model based on 

segmented practical ideas was constructed, and the accuracy 

of calculating ZHD estimates for different ZHDs in measured 

meteorological parameters was evaluated within the context of 

de Qianqiu. 

2) The weighted average temperature decline rates for 

different height intervals were obtained and analyzed, and a 

CPT2wh model was established. At 1 × Provide the average 

value, annual amplitude, and semi-annual amplitude of Tm 

decline rate on a grid point. The proposed model effectively 

improves the lack of elevation correction in Tm estimation and 

significantly improves the accuracy of Tm estimation for 

stations with large elevation differences. 

3) A new method for detecting the spatial distribution of 

water vapor based on genetic algorithm and Analytic 

Hierarchy Process has been proposed. This method does not 

need to rely too much on the conditions of the Moon Lake, 

prior information and external meteorological data, and 

converts the inverse problem of the matrix into the function 

optimization problem, which effectively solves the ill 

conditioned problem of the equation. 

4) A GNSS-PWV spatial interpolation method based on 

the idea of removal interpolation recovery is proposed. This 

method does not require the surface measured meteorological 

data of the station to be measured, nor does it require 

regression analysis of the observed data, which can effectively 

avoid the issue of elevation correction in PWV interpolation. 

The research and work can address the shortcomings of 
traditional methods of spatial detection of water vapour and 
provide more accurate detection results. The data will be 
useful as a guide for government planning and regional 
responses to climate change. 

The specific content of the study is divided into three 
parts: 

The first part is the literature review section, which 
analyzes the current research status at home and abroad, and 
explores the key points that need to be overcome in the 
research. 

The second part is the methodology section, which mainly 
introduces the technologies required for the AWVSD 
calculation method designed by the research institute, and 
makes improvements to address the limitations of related 
technologies. 

The third part is the experimental analysis section, which 
mainly analyzes the performance of the research institute's 
design methods. 

II. RELATED WORKS 

The amount of water content in clouds is an important 
parameter for studying the impact of clouds on climate. Many 
scholars have used different methods to calculate and analyze 
the AWVSD characteristics. Shi et al. used the HYSPLIT 
platform to simulate the Lagrangian trajectory of air 
envelopment in East China during the summer monsoon. It 
investigated four different periods during its seasonal 
migration from south to north [6]. Huang et al. used radio 
temperature measurement data from 2012 to 2017 to establish 
an empirical model of atmospheric weighted average 
temperature (Tm) in Guilin, China. Then, they used 
observation data from 11 GNSS stations in Guilin to study the 
spatiotemporal characteristics of GNSS derived PWV under 
heavy rain from June to July 2017 [7]. Lee et al. found in their 
observation of the time process of H2O2 generation in 
condensate droplets that it was typically generated from 
droplets smaller than 10 microns [8]. Tan et al. obtained the 
land surface temperature (LST) of Dongting Lake (China) 
from Landsat 7 data, and discussed its relationship with land 
cover (LULC) type. The outcomes denoted that LST varied 
greatly among different LULC types, with higher LST in 
building areas and lower LST in other areas. Water bodies 
played a critical supervision role in reducing LST [9]. 

GNSS technology was gradually developing and becoming 
a focus of research for scholars. Pan et al. considered the 
advantages and disadvantages of remote sensing technology 
and Global Navigation Satellite System Interferometric 
Reflection (GNSS-IR) in trajectory recognition of water 
content (VWC), and proposed a point surface fusion method 
with GA combined with backpropagation neural network 
(GA-BP) for GNSS IR and MODIS data to raise the accuracy 
of VWC estimation [10]. Zheng et al. used the signal-to-noise 
ratio of navigation satellite signals to invert sea level based on 
observation data from MAYG on the east coast of Africa from 
2017 to 2019 [11]. LÜ et al. used Differential Interferometric 
Synthetic Aperture Radar (InSAR) and pixel offset tracking to 
gain the line of sight displacement and near-field range 
displacement of the M6.9 earthquake in Menyuan, Qinghai 
from SAR images. At the same time, they obtained high-speed 
displacement waveforms of 16 GNSS stations through 
historically accurate point positioning schemes and inverted 
the seismic fracture process [12]. Lewen et al. conducted 
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monitoring of changes in the spatial environment of the line of 
sight based on global and regional GNSS reference station 
networks for inversion of tropospheric and ionospheric 
parameters [13]. 

GA is an efficient, parallel, and global search method. 
Jalali Z et al. used GAs and constant development manners to 
optimize the exterior walls of an office building. The SPEA-2 
algorithm was utilized for multi-objective optimization [14]. 
Garud et al. extensively reviewed the applicability of artificial 
neural networks (ANN), fuzzy logic (FL), and GA, as well as 
their hybrid models, using AI for effectiveness prediction. 
Besides, some literature on predicting solar radiation using 
ANN, FL, GA, and their hybrid models has been summarized 
[15]. Shariati et al. collected a database of 1030 datasets to 
intelligently predict the strength of concrete containing slag 
and fly ash as partial substitutes for cement [16]. Abualigah et 
al. proposed an efficient task scheduling optimization method 
based on a multiverse optimizer and genetic algorithm 
(MVO-GA). MVO-GA was utilized to improve the effect of 
task transmission through cloud networks, provide appropriate 
transfer decisions, and rearrange transfer tasks with the 
efficiency weights collected in the cloud [17]. 

Based on the above literature analysis, there are various 
methods for calculating and analyzing the AWVSD, but the 
accuracy of the obtained AWVSD analysis methods still needs 
to be improved. To this end, the study utilizes GNSS 
technology to estimate atmospheric PWV, and then uses GA 
algorithm for water vapor chromatography. A solution model 
for AWVSD based on Analytic Hierarchy Process (AHP) and 
GA is obtained. 

III. A SOLUTION MODEL FOR AWVSD BASED ON AHP AND 

GA 

Water vapor can effectively absorb solar longwave 
radiation and surface infrared radiation, thereby providing 
insulation for the entire Earth system. Its content in the 
atmosphere has complex spatial and temporal variations, 
constantly affecting weather characteristics and climate 
environments around the world. Therefore, the accurate 
measurement, modeling and prediction of water vapor levels 
and changes are of great importance for the study of the 
greenhouse effect and climate change. At the same time, an 
in-depth understanding of the spatiotemporal changes of water 
vapor plays an important role in improving the accuracy of 
weather forecasting and conducting disaster weather warnings. 
When electromagnetic waves pass through the Atmosphere of 
Earth, they are affected by the ionospheric delay and the flow 
delay, which will lead to the extension of the electromagnetic 
wave propagation practice and the bending of the propagation 
path. Therefore, monitoring and studying the distribution of 
water vapor in the atmosphere is of great importance for 
services such as radio communications, navigation, 
positioning and timing. In order to improve the accuracy of 
information obtained from current water vapor spatial 
distribution inversion techniques, research has been carried 
out on key technologies for obtaining atmospheric precipitable 
water and tomographic inversion of atmospheric water vapor 
density, with a focus on ground-based GNSS inversion. Firstly, 
the empirical air temperature and pressure model is analyzed 

to calculate the accuracy of the zenith Statics delay. In order to 
optimize the global weighted average temperature model, the 
model of worrying about the decline rate of the atmospheric 
weighted average temperature and the model based on the 
linear relationship between the surface heat and the weighted 
average temperature are proposed. And introduce the idea of 
removal interpolation restoration to achieve regional 
interpolation of atmospheric precipitable water. Finally, in 
response to the problem of multiple solutions in the current 
water vapor chromatography equation, a genetic algorithm 
based tomography method is proposed to achieve the solution 
of atmospheric water vapor spatial distribution. 

1) GNSS-PWV spatial interpolation based on the idea of 

removal interpolation recovery: In the GNSS solution model, 

each satellite signal corresponds to a tropospheric delay, and 

directly estimating them will result in rank deficiency in the 

equation. The convective delay is modeled as the sum of 

zenith directional delay (ZTD) and the product of atmospheric 

horizontal gradient and their corresponding projection 

functions. The calculation method of ZTD is shown in 

equation (1). 

   

       cot cos sin

h w

NS WE

STD m ele m ele ZWD

m ele ele G azi G azi

  

     

 (1) 

In formula (1), STD  means the total delay of 

tropospheric oblique path; 
hm  stands for the dry mapping 

function; 
wm  stands for the wet mapping function; m

 

expresses the atmospheric horizontal gradient mapping 

function; 
NSG  and 

WEG  express the atmospheric horizontal 

gradient in the north-south and east-west directions 

respectively; ele  and azi  indicate the satellite altitude 

angle and azimuth angle respectively; ZWD  denotes the 

zenith wet delay; ZHD  means the zenith statics delay. 
Usually, atmospheric precipitable water vapor (PWV) and 
integrated water vapor (IWV) are utilized to characterize the 
information of atmospheric water vapor content. The 
conversion relationship between the two is shown in equation 
(2). 

wIWV PWV   (2) 

In equation (2), 
w  means the density of liquid water. 

ZWD and PWV’s conversion relationship is shown in 
equation (3). 
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In equation (3),   means the conversion factor; R  

denotes the general gas constant; 
wm  indicates the molar 

mass of wet air; 2k   and 
3k  express the atmospheric 

refractive index constants; 
mT  means the atmospheric 

weighted average temperature. The process of inverting PWV 
through ground GNSS is shown in Fig. 1. 
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Fig. 1. Process of PWV inversion based on ground GNSS. 

After obtaining the GNSS station ZWD, it is necessary to 
use conversion factors to obtain the atmospheric PWV. It is a 
function of the weighted Tm, and accurately obtaining Tm is 
the useful way to improving the accuracy of GNSS-PWV. To 
this end, the GPT2w model is applied to calculate Tm. When 
using GPT2w to calculate Tm, the study first selects the four 
model grid points closest to the desired station, and uses the 
model coefficients stored in external grid files to calculate the 
Tm estimates of the four grid points. Then, the interpolation 
algorithm is used to interpolate the Tm estimates of the four 
grid points to gain the Tm estimates of the station to be 
measured. However, during the research, it is found that the 
GPT2w model lacks elevation correction when calculating Tm, 
which limits the accuracy of the model in some cases, 
especially on the waiting points with significant elevation 
differences from the GPT2w grid points. For this purpose, the 
study adopts the index of virtual temperature, temperature 
decreasing rate, and water vapor pressure (WVP) decreasing 
factor to adjust the pressure, temperature, and WVP 
accordingly. At the same time, it applies the vertical Tm 
decline rate to the GPT2w model. Considering the limitations 
of the relationship between Tm and surface temperature (Ts) 
used globally, a GGTm Ts model is established using 
GGOSAtmosphere and ECMWF data. By providing 
high-precision Tm-Ts relationships on global grid points, more 
accurate Tm estimation can be achieved. 

GNSS technology is used to gain PWV, which has become 
an important data source for meteorological departments. 
However, due to environmental and economic factors, GNSS 
stations are often scattered and have large distances, which 
limits the analysis of AWVSD in certain applications. 
Therefore, research is conducted on spatial interpolation of 
GNSS-PWV. It has a closed connection between water vapor 
and terrain, so it needs to consider the impact of terrain factors 
on PWV interpolation. To address the above issues, a method 
based on the idea of removal interpolation restoration is 

proposed for spatial interpolation of GNSS-PWV. The 
interpolation method is shown in Fig. 2. 

Using the coordinates and time information of the 
measuring station, the GPT2w model can calculate 
meteorological parameters, and use these two parameters to 
estimate the ZWD of the measuring station. The calculation 
method is shown in equation (4). 
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In equation (4), 
dm  means the molar mass of dry air; 

mg  

indicates the average gravity; e  and   denote the WVP 

and the decline rate of WVP respectively. After obtaining 
ZWD, it is converted into PWV using a conversion factor. The 
conversion method is shown in equation (5). 

 1

w m

d w

m g
PWV e

m p


 

  
 (5) 

Using the GPT2w model, the PWV estimation at the 
corresponding time of the station calculated by using the 
above formulas (4) and (5) is denoted as GPT2w_PWV. The 
PWV true value obtained by using GNSS technology to 
high-precision process the observation data is denoted as 
GNSS_PWV. Firstly, it calculates the difference between the 
two types of PWVs based on PWV_residual. Then, the 
interpolation algorithm is used to interpolate the 
PWV_residual of the GNSS station to obtain the difference of 
the desired station. Finally, the obtained difference and its 
GPT2w_PWV are interpolated into the PWV of the station to 
be tested. This method achieves interpolation without the need 
for surface meteorological observation data and regression 
fitting processes, and considers the influence of elevation 
issues on PWV interpolation. The distribution and elevation of 
GNSS stations are shown in Fig. 3. 
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Fig. 2. Interpolation method process. 
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Fig. 3. Distribution and elevation of GNN stations. 

Based on the above content, research has estimated PWV 
in the atmosphere using the GPT2w model and Tm-Ts model. 
However, GNSS stations are often scattered and have large 
distances, which limits the analysis of AWVSD in some 
applications. Research conducts the spatial interpolation of 
GNSS-PWV to improve the accuracy of existing PWV 
interpolation methods. 

2) GA-based 3D water vapor AHP algorithm: Through 

GNSS observation data and meteorological information, 

precise PWV of the station can be obtained, while PWV is 

only the water vapor content in a unit low area column that 

runs through atmosphere. It is the average water vapor content 

in the zenith direction of multiple rays on the oblique path 

near the station, and cannot accurately show the variation in 

water vapor space, thereby limiting its application in 

meteorology such as weather forecasting. A GNSS water 

vapor tomography (WVT) manner is put forward, which uses 

optimization methods for equation solving to avoid matrix 

inversion, but relies heavily on constraint equations and 

external observation data. The parameters of the water vapor 

chromatography method based on genetic algorithm are: the 

population size is 200, the crossover probability is set to 0.8, 

the Choice function is Roulette, the crossover function is 

Intermediate, and the mutation function is adaptive feasibility. 

Chromotography techniques (CT) refer to the method of 
inverting the spatial distribution of parameters using 
integrated observations from different positions and directions 
within the study area. In GNSS 3D WVT, the oblique path 
water vapor content (SWV) generated by the GNSS satellite 

signal passing through the tomography area is the observed 
measurement, and the WVD in each grid is the desired 
parameter. The WVT observation equation is established by 
calculating the intercept within each grid, as shown in 
equation (6). 

1

n
q q

i i

i

SWV d x


    (6) 

In equation (6), q  indicates the satellite ray number for 

WVT; n  means the total number of tomographic grids; q

id  

means the intercept of the q th satellite ray passing through 

the i th grid, and 
ix  refers to the WVD value within the i  

tomographic grid. The equation diagram is shown in Fig. 4. 

Due to the fixed position of GNSS stations in the 
chromatography area, satellite signals will vary with their 
altitude and azimuth angles. When constructing the 
observation equation for water vapor chromatography, these 
SWVs passing through the side of the chromatography study 
area are defined as invalid satellite rays, and only the effective 
satellite rays passing through the top of the chromatography 
area are selected. It collects all available WWVs for water 
vapor chromatography and constructs a water vapor 
chromatography equation set using equation (7). 

1 1m m n ny A x     (7) 

In equation (7), y  means the matrix containing all SWVs; 

m  expresses the total number of SWVs that can be used for 

water vapor chromatography; A  indicates the matrix 
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containing the intercept of satellite rays passing through the 
grid, where the number of never passing through the grid is 0. 
x  means the matrix composed of all the parameters to be 

solved, and n  means the total number of WVD in the grid to 

be solved. For some small-scale water vapor tomographic 
regions, the vertical layering of the tomographic grid is almost 
parallel, and the mutual exchange of water vapor densities in 
each layer of the grid may not affect the overall results, which 
leads to the multiplicity of observation equations. In addition, 

the limited number of GNSS stations in the tomographic 
region often leads to uneven and insufficient distribution of 
GNSS satellite signal rays in the tomographic region. 
Furthermore, there is a case where the coefficient matrix A  
is rank deficient. Therefore, in addition to the observation 
equation, the study also constructed horizontal, vertical and 
top-level constraints. The geometric diagrams of the first two 
constraint equations are shown in Fig. 5. 

SWV
di

 

Fig. 4. Graphical representation of GNSS three-dimensional WVT observation equation. 
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Fig. 5. Geometric diagram of horizontal and vertical constraint equations. 

Equation (8) is established by using distance dependent 
Gaussian weighting function. 

1 1 2 2 1 1 1 1... ... 0i i i i i

i i i i i l lw x w x w x x w x w x           (8) 

In equation (8), l  indicates the total amount of grids in 

the same horizontal layer; 
lx  denotes the atmospheric WVD 

of the l th grid; i

lw  expresses the horizontal weight 

coefficient of the l th grid in the horizontal layer relative to 

the i th grid, and d  is the distance between the center points 

of the corresponding two grids. The vertical constraint 
equation is shown in equation (9). 

 /
1

i l ih h h

i ix x e  

     (9) 

In equation (9), h  is the height of the water vapor 

chromatography area. For top level constraints, research 
suggests that the top level region of the tomographic model 
has very little water vapor, so the WVD of all top level 
tomographic grids is directly constrained to be 0. Synthesizing 
three constraints and using the least square (LS) method can 
obtain the atmospheric WVD solution as shown in equation 
(10). 

   
1

T T Tx A PA B PB A Py


    (10) 

In equation (10), B  denotes the coefficient matrix of the 
constraint equation. For the 3D WVT method based on GA, it 
needs to primarily construct the tomography equation, and 
then the idea of optimization equation is used to solve it. The 
calculation method is shown in equation (11). 

     min ,
T

f x y Ax P y Ax x R      (11) 

In equation (11), the x  value that minimizes  f x  is 

the result of water vapor chromatography. After the 
tomographic equation is obtained, a fitness function is 
constructed, and then some groups representing the 
approximate value of the grid WVD are randomly generated. 
Then, according to the fitness value of the grid WVD, the grid 
density estimation value of the subsequent generations is 
selected as the parent. After selection, a new grid WVD 
approximation solution is formed by using the group of 
parents mentioned above to calculate new offspring through 
crossover and mutation. It calculates the fitness value of the 
approximate value of the WVD of each group of grids. When 
the fitness value of a group meets the requirements or reaches 
the number of searches, the GA algorithm stops searching, or 
continues to iterate circularly. The specific process of GA 
based water vapor chromatography method is shown in Fig. 6. 
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Fig. 6. Flow chart of water vapor chromatography method based on GA algorithm. 

Based on the above operations, x  that minimizes the 

value of the fitness function is obtained, that is, the best 
solution of equation (11), from which the distribution 
information of atmospheric WVD over the tomographic area 
is obtained. 

IV. RESULTS AND DISCUSSION 

The purpose of the performance evaluation is to measure 
the good or bad results of the research work in order to further 
identify and optimize the performance differences between 
different models. In order to achieve a more accurate solution 
of water vapor distribution, research will be carried out on the 
estimation of atmospheric precipitable water volume (PWV) 
based on GNSS technology, and the idea of removal 
interpolation restoration will be introduced to optimize the 
accuracy of the calculation. In terms of three-dimensional 
water vapor chromatography, a chromatography method based 
on genetic algorithm is proposed to solve the problems in the 
chromatography equation. To test the detection performance 
of the water vapor spatial distribution detection method 
developed by the research institute, a series of experiments 
were designed to test the model improvement effect and 
detection accuracy. When GPT2w model was applied to work 
out Tm, the study used a decreasing rate to adjust and 
optimize it vertically. Here, the optimized model was named 
GPT2wh. To test the improvement effect of the model, the 
accuracy of GPT2wh was verified by using Tm calculated 
from sounding station data. The experiment selected 459 
sounding stations containing meteorological profile 
information for more than half a year in 2020, and used the 
two improved models before and after to obtain the daily Tm 
values of the corresponding stations from 0 to 12 o'clock. Bias 
and RMSE were used as statistical variables for comparative 
analysis, as shown in Fig. 7. 

In Fig. 7, for the GPT2wh model, the accuracy of most 
sounding stations was better than 5K, with a proportion of 
88.45%; For the GPT2wh model, stations with an accuracy of 
5K accounted for 76.45%. Compared to the GPT2w, the 
maximum improvement of RSME by the GPT2wh model was 

7.35K, from 11.35K to 4.00K. The mean RMSE of the 
GPT2wh model was 3.83K, which was 0.33K less than that of 
the GPT2w, and the accuracy was improved by about 8%. The 
different colors in Fig. 7(a) and 7(b) could distinguish between 
different types of stations, with positive and negative Bias 
stations, respectively. This was mainly due to the height 
difference between the sounding station and its four model 
grid points, while the GPT2wh model included a Tm decay 
rate that could be vertically corrected for Tm, with significant 
reductions in positive and negative bias values. The mean 
deviation of the GPT2wh model was 0.32K and the mean 
deviation of the GPT2w model was 0.94K. Based on the 
contents of Fig. 7, the improved model gave a more accurate 
Tm value. 

To further test the performance of the two models, 
statistical analysis was conducted on the height difference 
between each sounding station and its corresponding model 
nodes, and the trend curve of the two indicators changing with 
the height difference was plotted in Fig. 8. 

In Fig. 8, the RMSE and Bias values of the GPT2w 
increased with the increase of height distinguish, while the 
GPT2wh could get stable RMSE and Bias in different height 
difference ranges. The average bias of the GPT2w model 
varies widely at different altitudes, from 0.32k to 10.34k; the 
average bias of the GPT2wh model is relatively stable and 
small. As the altitude difference increases, the average RMSE 
of the GPT2w model increases significantly, while the 
GPT2wh model can achieve smaller and smaller RMSE. It can 
be seen that the GPT2wh model has limited improvement in 
Tm when the height difference is small, while the 
improvement effect on Tm is more significant when the height 
difference is large. This indicated that the improved model 
could well promote the accuracy of height difference method 
station estimation Tm. And as the height difference increased, 
the promotion of the GPT2whbecame more significant. 

To validate the effectiveness of the PWV spatial 
interpolation method proposed by the research institute, 
station cross validation and grid point PWV interpolation 
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using GNSS station PWV were used to compare the 
interpolation accuracy of the entire region. Firstly, different 
interpolation schemes were used for comparison: the first 
group of schemes did not take into account of the influence of 
elevation factors on PWV interpolation, and directly used 
IDW, Kriging, and TPS. The second group added the GPT2wh 
model on top of the first group, while the third group used the 
3DRing and 3DTPS algorithms that considered elevation 
factors. Adding the GPT2wh model on top of the third group 
formed the fourth group of schemes. By comparing the PWV 
interpolation schemes mentioned above, the impact of 
elevation factors on the PWV interpolation results has been 
verified, and the effectiveness of using the removal 
interpolation restoration idea for PWV interpolation in 
different situations has been evaluated. The RMSE 
distribution of daily station cross validation for different 
schemes is shown in Fig. 9. 

In Fig. 9, the first group of schemes showed the worst with 
a larger RMSE, while the third group considered the elevation 
factor and reduced the RMSE of the interpolation results. 
Based on the idea of removal interpolation recovery, after 
adding the GPT2wh model, the second group effectively 
reduced the RMSE value compared to the first group and the 
fourth group compared to the third group. Based on the 
content of Fig. 9, this idea could effectively improve the 
interpolation accuracy of PWV. In the results of Kriging and 
3DKriging, the interpolation algorithm that adds elevation 
factors can improve the accuracy of PWV interpolation for 
most stations, but some stations do not show significant 

improvement, especially for stations located at 113.84° E 

and 22.26°  N. Because when the HKNP station is the 

desired station, its elevation is no longer within the elevation 
range of the other 11 reference stations, and the elevation is 
relatively large. Even if the influence of elevation factors is 
taken into account in 3DDrilling, 11 reference stations cannot 
provide sufficient and reliable elevation reference information 
for the HKNP station, resulting in a small improvement in 
PWV interpolation accuracy. The second highest station is 
HKST. Although its elevation is significantly different from 
most of the survey stations, its elevation is included in the 
elevation range of 11 reference stations. Therefore, using 
Kriging for PWV interpolation accuracy crossover, while 
using 3DKriging can better improve the PWV accuracy of the 
HKST survey station. Through analysis, it can be concluded 
that the accuracy of 3DDrilling interpolation of PWV depends 
largely on the selection of reference stations, often requiring 
the elevation range of reference stations to cover as much as 
possible the elevations of all stations to be measured. The 
same problem exists for 3DTPS. The PWV interpolation 
method, which is based on the idea of removal interpolation 
restoration, can effectively solve the above problems. For the 
HKNP station, the RMSE of Kriging GPT2wh interpolated 
PWV is 1.58m, which is 4.45m better than the RMSE of 
Kriging; the RMSE of TPS-GPT2wh interpolated PWV is 
1.43m, which is 2.97m better than the RMSE of TPS. 
Compared to PWV interpolation using 3DDrilling and 3DTPS, 
Kriging-GPT2wh and TPS-GPT2wh not only improve the 
accuracy of HKNP for special height stations, but also 
perform better for all other stations. 

0

2

4

6

890°N

60°N

30°N

0

30°S

60°S

90°S

180° 90°W 90°E 180°0

90°N

60°N

30°N

0

30°S

60°S

90°S

180° 90°W 90°E 180°0

0

2

4

6

890°N

60°N

30°N

0

30°S

60°S

90°S

180° 90°W 90°E 180°0

90°N

60°N

30°N

0

30°S

60°S

90°S

180° 90°W 90°E 180°0

(a) RMSE situation of GPT2w model (b) RMSE situation of GPT2wh model

(c) Bias situation of GPT2w model (d) Bias situation of GPT2wh model
 

Fig. 7. Bias and RMSE scatter plots of the GPT2w model before and after improvement. 
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To further verify the accuracy of each interpolation method, 
the PWV of each grid point interpolated by ten methods was 
statistically compared with the PWV provided by ECMWF. 
The statistical information of grid points for different 
interpolation methods is listed in Table I. 

In Table I, the grid point PWV verification results were 
similar to the station cross validation results. The accuracy of 
grid point verification results was better than that of station 
cross validation, regardless of MAE, RME, or CRE. This was 
because of the overall difference in PWV obtained from 
ECMWF grid data and GNSS data. 

The LS method was the most commonly used solution 
method for 3D WVT, and a large amount of experiments 
demonstrated that this method could obtain high-precision 
atmospheric WVD. To assess the GA algorithm’s accuracy 
based tomography method designed by the research institute, 
the results were compared with those of LS. In the experiment, 
linear regression and box chart were used to analyze the 
atmospheric water vapor density distribution of the two 
methods. The chart included experiments under all weather 
conditions, as shown in Fig. 10. 

In Fig. 10 (a), the scatter distribution and regression line of 
atmospheric WVD showed a good linear relationship between 
the two chromatographic methods. The beginning point and 

slope of the regression equation were 0.534 and 0.9542, 
respectively. Fig. 10(b) showed the distribution of the 
difference in atmospheric WVD between the two 
chromatography methods, with Q1 and Q3 being -0.83g/m3 
and 0.61g/m3, respectively, indicating that the proportion of 
the difference in atmospheric WVD calculated by the two 
chromatography methods within 1g/m3 exceeded 50%. The 
upper and lower limits of the box plot were 2.73g/m3 and 
-2.88g/m3, respectively. The outlier only accounted for 3.21%. 
From the content of Fig. 10, the atmospheric density outcomes 
obtained by the GA based tomography method were consistent 
with that obtained by the LS method, which proved that this 
method could achieve high precision solution of AWVSD. The 
RMSE and MAE obtained by comparing the genetic algorithm 
based tomography results with sounding data and ECMWF 
data were 1.45/1.24g/m3 and 1.35/1.01g/m3, respectively, 
while the RMSE/MAE obtained by comparing the least 
squares tomography results with sounding data and ECMWF 
data were 1.46/1.24g/m3 and 1.37/1.15g/m3, respectively. 
Overall, it can be seen that both the genetic algorithm based 
tomography and the least squares tomography methods can 
provide good atmospheric water vapor results compared to the 
reference values in both sunny and rainy experiments, and the 
statistical results of the former are better than those of the 
latter. 
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Fig. 8. Variation of RSME and bias for estimating tm values by different models with station altitude difference. 
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Fig. 9. RMSE distribution of various PWV interpolation methods in different year product days. 
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TABLE I. COMPARISON OF GRID POINT STATISTICAL INFORMATION OF DIFFERENT INTERPOLATION METHODS 

Interpolation method 
Sunny day(mm) Rain(mm) 

MAE RMSE CRE MAE RMSE CRE 

IDW 2.459 2.966 0.462 2.455 2.967 0.471 

IDW-GPT2wh 1.640 2.045 0.193 1.643 2.045 0.196 

Kriging 2.537 3.012 0.472 2.533 3.023 0.471 

Kriging-GPT2wh 1.470 1.801 0.141 1.481 1.803 0.143 

3DKriging 1.820 2.203 0.217 1.812 2.204 0.220 

3DKriging-GPT2wh 1.587 1.896 0.160 1.592 1.892 0.162 

TPS 2.873 3.324 0.692 2.882 3.312 0.693 

TPS-GPT2wh 1.630 1.923 0.168 1.631 1.935 0.169 

3DTPS 1.978 2.375 0.245 1.974 2.348 0.243 

3DTPS-GPT2wh 1.699 2.004 0.182 1.698 2.003 0.181 
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Fig. 10. Linear regression and box plot of chromatographic results obtained from two chromatographic methods. 

To further test the performance of the tomography method 
(Method 1) designed by the research institute, 
three-dimensional WVT experiments were conducted under 
different weather conditions using GNSS observation data 
offered by the Hong Kong Satellite Positioning Reference 
Station Network SatRef, and three-dimensional water vapor 
information was obtained under different weather conditions. 
Compare Method 1 with the currently popular centralized 
chromatography method, and the specific results were shown 
in Table II. The comparison methods included: GNSS WVT 
with consideration for boundary signals and vertical 
constraints (Method 2), a robust adaptive WVT (Method 3), 
WVT with fusion of ECMWF grid data (Method 4), and water 
vapor distribution tomography based on Kalman filtering 
(Method 5). 

In Table II, regardless of whether it is sunny or rainy, the 
RMSE values of water vapor chromatography density for 
Method 1 were lower than those for the other four methods. 
During the entire chromatographic experiment, the average 
RMSE and MAE values of Method 1 were 1.78g/m3 and 
1.41g/m3, respectively. According to the comprehensive table, 
Method 1 could obtain higher precision atmospheric WVD 
values. The meteorological profile data provided by 
radiosonde stations can be used to calculate water vapor 

density values, which are studied as reference values to 
evaluate the accuracy of water vapor tomography methods 
based on genetic algorithms. Due to the daily launch of 
radiosonde balloons at 0:00 and 12:00 UTC, the study chose 
to compare the water vapor chromatography results of the 
corresponding time periods under sunny and rainy conditions. 
During the rainy period from August 9, 2022 to August 15, 
2022, the atmospheric water vapor density calculated from 
radiosonde data and the results of water vapor tomography 
based on genetic algorithms will vary with altitude. It is found 
that the atmospheric water vapor density decreases with 
increasing altitude; the atmospheric water vapor profile 
obtained by the genetic algorithm based tomography method 
is in agreement with the atmospheric water vapor profile 
obtained by radio sounding. In absolute terms, the agreement 
is better in the upper atmosphere. Considering the relative 
error, the corresponding values for tomographic grids with 
heights greater than 5km and less than 5km are 31% and 15%, 
respectively. This is because the water vapor density value in 
the upper atmosphere is relatively small, and small differences 
between sounding data and tomographic results can also lead 
to significant relative errors; the proportion of the atmospheric 
water vapor content within 5km of the Earth's surface exceeds 
90%. 
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TABLE II. COMPARISON OF WATER VAPOR CHROMATOGRAPHY RESULTS OF VARIOUS METHODS 

Project Method 1 Method 2 Method 3 Method 4 Method 5 

Sunny day 
RMSE 1.84 2.01 1.98 2.22 2.31 

MAE 1.42 1.98 1.74 2.01 2.14 

Rain 
RMSE 1.71 2.03 1.96 2.19 2.27 

MAE 1.39 1.96 1.79 2.00 2.12 

Average value 
RMSE 1.78 2.02 1.97 2.21 2.29 

MAE 1.41 1.97 1.77 2.00 2.13 

V. CONCLUSION 

The amount of water content in clouds not only has a 
significant impact on the growth of cloud droplets and the 
formation and intensity of precipitation, but also serves as a 
predictive parameter for global climate data simulation and an 
important parameter for studying the impact of clouds on 
climate. To achieve a more accurate solution of AWVSD, 
research was conducted on estimating PWV based on GNSS 
technology, while introducing the idea of removal 
interpolation restoration to optimize the accuracy of the 
calculation. In three-dimensional water vapor chromatography, 
a chromatography method based on GA was proposed to 
address the problems in the chromatography equation. 
Through experimental analysis, the accuracy of most sounding 
stations in the GPT2wh model was better than 5K, with a 
proportion of 88.45%, which was more accurate than the Tm 
value obtained before improvement. The first group of 
schemes displayed the worst with a larger RMSE, while the 
third group considered the elevation factor and reduced the 
RMSE of the interpolation results. Based on the idea of 
removal interpolation recovery, after adding the GPT2wh 
model, the second group effectively reduced the RMSE value 
compared to the first group and the fourth group compared to 
the third group. This idea could effectively improve the 
interpolation accuracy of PWV. The average RMSE and MAE 
values for Method 1 were 1.78g/m3 and 1.41g/m3, 
respectively. The tomography method designed by the 
research institute could obtain higher precision atmospheric 
WVD values. The detection method for water vapor spatial 
distribution proposed by the research institute needs to be 
further improved and refined. Further research and work are 
needed after this proposal: 

Step 1: Various empirical meteorological parameter 
models have been studied and constructed, but with the 
continuous enrichment and improvement of analytical data 
and spatial resolution of meteorological data, more dense 
meteorological grid parameter models need to be provided. In 
future research work, it is necessary to further consider how to 
reasonably sample global grid points, refine the positional 
relationship between the desired points and grid points, and 
improve the accuracy of spatial distribution research. 

Step 2: A stable 3D water vapor chromatography algorithm 
and program have been developed, but the efficiency and 
automation level of the program still need to be improved. 
Subsequent research content needs to achieve automated batch 
processing of GNSS observation data, automated mapping, 

and comparative verification of sounding data. 

Step 3: The study area selected by the Research Institute is 
the Hong Kong region, which has a large number of GNSS 
stations and a small geographical area. However, the research 
has not explored how to achieve water vapor spatial 
distribution detection in areas with large areas and sparse 
GNSS stations. In the future, regional water vapor spatial 
inversion can be achieved by exploring reasonable grid 
partitioning strategies, multi-source observation data fusion 
and other means. 
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Abstract—The disease, tuberculosis (TB) is a serious health 

concern as it primarily affects the lungs and can lead to fatalities. 

However, early detection and treatment can cure the disease. One 

potential method for detecting TB is using Computer Aided 

Diagnosis (CAD) systems, which can analyze Chest X-Ray 

Images (CXR) for signs of TB. This paper proposes a new 

approach for improving the performance of CAD systems by 

using a hybrid pre-processing method for Convolutional Neural 

Network (CNN) models. The goal of the research is to enhance 

the accuracy and Area Under Curve (AUC) of detection for TB 

in CXR images by combining two different pre-processing 

methods and multi-classifying different manifestations of the 

disease.   The hypothesis is that this approach will result in more 

accurate detection of TB in CXR images. To achieve this, this 

research used augmentation and segmentation techniques to pre-

process the CXR images before feeding them into a pre-trained 

CNN model for classification. The VGG16 model managed to 

achieve an AUC of 0.935, an accuracy of 90% and a 0.8975 F1-

score with the proposed pre-processing method. 

Keywords—Tuberculosis; CNN; pre-processing; CXR images; 

augmentation; segmentation 

I. INTRODUCTION 

Tuberculosis, also known as TB, is an infectious disease 
brought on by the bacterium Mycobacterium tuberculosis. 
Although it mostly affects the lungs, it can also have an impact 
on the kidneys, the spine, and the brain. 

When an infected individual coughs, sneezes, or talks and 
another person inhales the bacteria, TB is transmitted through 
the air. It is crucial to remember that TB cannot be transmitted 
via innocuous touch such as handshakes or sharing of utensils. 
Chronic cough, chest pain, blood in the cough, exhaustion, 
fever, night sweats, and weight loss are some of the signs of 
TB. Yet, some TB patients may not even exhibit any symptoms 
[1]. Although TB is a treatable and curable illness, a lengthy 
antibiotic treatment regimen is necessary. TB can be fatal if 
neglected. 

According to the World Health Organization (WHO), 
tuberculosis (TB) is one of the top 10 causes of death 
worldwide. In 2020, there were an estimated 10 million new 
cases of TB globally with an estimated 1.5 million deaths from 
TB in 2020. The global TB treatment success rate was 85% in 
2019 and disproportionately affects vulnerable populations, 

such as people living in poverty, people who use drugs, and 
prisoners [2]. 

Chest X-rays and CT (Computed Tomography) scans are 
two different medical imaging techniques used to diagnose and 
monitor various conditions related to the chest, such as lung 
diseases. However, considering the disproportionality of TB 
affecting impoverished areas, chest X-rays have the advantage 
regarding its cost, availability, convenience and quick results 
[3]. 

Sputum microscopy, Chest X-rays (CXR), and culture in 
solid and liquid media can all be used to diagnose and find TB. 
CXR, one of the most popular and cost-effective imaging tests 
worldwide, can be utilized for TB early detection [3]. Although 
CXRs are helpful for making an early diagnosis, radiologists 
may encounter difficulties, such as the inability to tell TB from 
other symptoms in some situations [4], [5]. 

Computer aided diagnosis (CADx) and computer aided 
detection (CADe) systems also known as CAD systems, have 
been shown to improve the accuracy of medical diagnoses, 
reduce false positives and false negatives, and potentially 
reduce the time needed for interpretation. However, like any 
diagnostic tool, CADe/x systems are not infallible and must be 
used in conjunction with clinical judgment and expertise. 
Overall, CADe/x systems are a valuable tool in modern 
medicine, helping medical professionals to make more accurate 
diagnoses and improve patient outcomes [6]. A CAD system 
traditionally consisted of four main stages; pre-processing, 
segmentation, feature extraction and classification [7]. 

To optimize the system and produce higher accuracy, a 
wide variety of techniques and algorithms can be applied at 
each step, in various combinations [8]. Classifiers make the 
final determination regarding the patient's health state among 
the four stages of a CAD system. Information from earlier 
stages is compressed and filtered to acquire the information 
that is most pertinent to the patient's health and is then fed to 
classifiers [9]. Machine learning emerged in the field of 
computer science that enabled computers to classify data 
without being explicitly programmed. As the field of machine 
learning (ML) research developed, many classification 
algorithms, including Decision Trees, Support Vector 
Machines (SVM), Genetic Algorithms (GAs), and Fuzzy 
Algorithms (FA), flourished [10-12]. However, Convolutional 
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Neural Networks (CNNs), perhaps more significantly, have 
recently demonstrated their reliability [13]. 

CNN is a deep learning technique which makes it ideal for 
big data. The arrangement of the visual cortex in the brain 
served as the model for CNN construction. It is made up of 
multiple layers of linked neurons that work in a hierarchical 
fashion to interpret information ranging from basic features 
like edges and corners to more intricate forms and patterns. 
[14]. 

The objective of this research is to investigate the effects of 
combining two main methods of pre-processing methods such 
as shear, zoom and flipping for augmentation and the 
robustness of U-Net mask for segmentation on the training set 
of a pre-trained CNN classifier in hopes to a high accuracy and 
AUC with the proposed method of pre-processing on binary 
and multi-classification. Hence, being able to classify different 
types of manifestations of TB in CXR images. 

The literature review is discussed in Section II. Section III 
describes the chest X-ray dataset that is used and the proposed 
methodology for pre-processing, the performance 
measurements are also explained in this section. Section IV 
discusses the experiments conducted and results obtained by 
applying the proposed methodology on the CXR dataset and 
the comparison with other papers. Finally, the proposed 
research work is concluded. 

II. RELATED WORK 

To identify any lung-related disease on CXRs, Computer 
Assisted Diagnosis (CAD) has been extensively used. Methods 
involving machine learning alternatives to CNN have been 
researched as CAD systems. Some methods of TB detection 
make use of the segmentation of the lungs. Here, scientists 
attempt to separate the heart or lung structures before assessing 
them for any anomalies. Other research implements 
augmentation methods onto the CXR images, changing the 
parameters of the images within a designated range before 
feeding it into the machine learning model to achieve more 
reliable results. 

Related works show research on other models used aside 
from CNN with pre-processing for detection of TB in CXR 
images. Antony B. et al. [15] attempted eliminating 
background noise by applying two segmentation methods, the 
CANNY algorithm and a median filter on 662 images. The 
results reported only an 80% accuracy as the highest accuracy 
while using a K-NN classifier in his paper, the highest 
accuracy among the other two classification methods (SMO 
and SLR). 

To detect Tuberculosis in patients, Muhathir [16] used the 
K-NN classification method and HOG feature extraction 
technique. The results indicate that 70.90% of positive cases 
were correctly identified, with 234 out of 330 samples, while 
72.72% of negative cases were correctly identified, with 240 
out of 330 samples. The study shows that using the K-NN and 
HOG feature approach, the X-ray Set TB can be classified with 
an accuracy of 71.81% when using cross-validation. 

Three alternative deep-learning models—AlexNet, ResNet-
18, and DenseNet121—were tested in Jared et al. [17] study to 

see which was most effective in identifying tuberculosis (TB) 
in CXR. For their training set, the researchers used 180,000 
images, but they made no mention of data pre-processing. 
According to the findings, DenseNet121 had the highest 
accuracy (91%), with an Area Under Curve (AUC) ranging 
from 0.94 to 0.96. Although Jared et al. [17] did not rely on 
augmented photos to increase the size of the dataset, the high 
accuracy and AUC were probably caused by the numerous 
training images employed. 

For the purpose of TB identification in CXR pictures, 
Syeda et al. [18] developed an ensemble model using the 
pretrained deep-learning models VGG-16, VGG-19, ResNet50, 
and GoogleNet. The ensemble's accuracy was 86.7% with an 
AUC of 0.92 after training on 600 images and 200 more; 
however, if any pre-processing techniques were used, the 
accuracy might have been enhanced with a bigger data set and 
variance to prevent overfitting problems. 

Gordienko et al. [19] reported an increase in accuracy and 
loss after segmentation of 247 TB CXR images with a U-Net 
CNN and Bone Shadow Exclusion and using them for training 
a self-made seven-layer CNN. No reports of augmentation 
have been applied to the image, and with a low number of 
images overfitting could occur.  It has only been reported that 
the test accuracy has increased, and the test loss has decreased. 

Erdal [20] proposes and compares in his study, three 
methods of segmentation: bounding box, lung mask with black 
background and lung mask with white background. AlexNet, 
VGG16 and VGG19 deep-learning architecture were utilized 
for feature extraction and a Random Forest algorithm for 
classification. Accuracy reached 88.3% and AUC reached 0.93 
as reported. Erdal [20] also reported that the lack of contrast 
enhancements and augmentation have acted as a limitation in 
his research. 

Only using the Montgomery County (MC) TB CXR images 
dataset, with 138 images total of both abnormal and normal 
CXR images, Mustapaha & Serestina [21], have managed to 
multiply the total images up 5000 images through 
augmentation. Through their proposed CNN model a 87.1% 
accuracy was achieved. 

Opposing previous studies that have utilized segmentation 
as a pre-processing technique for lung segmentation before 
feeding the images to the training model, such as the studies 
done by Erdal [20] and Gordienko et al. [19], Ahsan et al. [22] 
displayed that it is possible to achieve a comparable accuracy 
using the VGG-16 model without pre-processing segmentation. 
An accuracy of 80% was reached by the VGG-16 model and 
an accuracy of 81.25% when partial augmentation was applied. 

Marcio et al. [23] combined the Montgomery, Shenzhen 
and PadChest CXR datasets with a total of 290 images, 
generating the training and test datasets using a HDF5 dataset 
generator, then applied augmentation. Marcio et al. [23] tested 
out three different pretrained CNN models being AlexNet, 
GoogleNet and ResNet50, achieving results between 0.78 and 
0.84 AUC. 

Similarly, Eman et al. [24] has used Montgomery and the 
Shenzhen Datasets and has used augmentation to multiply the 
dataset images up to 2040 images. However, Eman et al. [24] 
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have explored a more specialized and advanced array of CNN 
models; ConvNet, Exception, ResNet50, VGG16 and VGG19. 
All CNN models have achieved an accuracy above 87% and a 
maximum of 90% and an AUC of 0.91. 

To summarize the presented related work, it can be 
concluded that there is emphasis on augmentation for 
improving classification models, while sometimes in other 
related works there is neglect of preprocessing. However, the 
benefits of segmentation in combination with augmentation 
remain unexplored as it is deemed more time-consuming and 
difficult, particularly when dealing with big or complicated 
data sets [22]. Addressing this underutilization of segmentation 
alongside augmentation is key to unlocking their full potential 
for classification performance. 

The main contribution of this research is to develop a 
hybrid pre-processing method to enhance data quality by 
reducing noise and outliers, while normalizing data for more 
effective CNN learning. This study demonstrates that 
combining segmentation and augmentation as pre-processing 
enhances model accuracy. 

III. METHODOLOGY 

A. Datasets 

The data sets that will be used during the experimental 
stage are all obtained from online open-source image 
databases: 

1) Shenzhen dataset: The dataset was collected in 

collaboration with Shenzhen No. 3 People’s Hospital, 

Guangdong Medical College, Shenzhen, China. It contains 

662 cases of chest X-rays, including 326 normal cases and 336 

tuberculosis cases [25]. 

2) Montgomery (MC) dataset: The dataset was collected 

from the Department of Health and Human Services in 

partnership with Montgomery County, Maryland in the United 

States. The group consisted of 138 frontal chest radiographs 

from the Montgomery County Tuberculosis Screening 

Program, of which 80 were normal and 58 were tuberculosis 

[25]. 

The datasets were divided into training/validation dataset 
and test dataset with a respective ratio of 80:20. 

B. Flowchart 

The flowchart in Fig. 1 outlines the process of training a 
VGG16 CNN model for image classification. The training 
dataset is pre-processed with ZCA, normalization, U-net 
segmentation, and augmentation techniques in that specific 
order before being used to train the model. The validation 
dataset is used to monitor model performance during training, 
and the test dataset is used for prediction and calculating model 
performance metrics. 

C. Data Pre-Processing 

Image resizing to 227x227, Mean Normalization and 
Standardization were applied to the set before segmentation 
and augmentation. Regarding segmentation, U-net CNN 
segmentation is being utilized for the pre-processing 
segmentation. 

1) Normalization and ZCA: Normalization is used to scale 

the pixel values of an image to a range between 0 and 1. This 

is done to ensure that the pixel values are in a consistent range 

and to prevent the dominance of certain pixel values. 

Normalization is often done by dividing each pixel value by 

the maximum pixel value in the image [26]. ZCA is used to 

remove the correlation between the different color channels in 

an image. This is important because the color channels may be 

correlated, which can lead to redundant information and 

increased computational complexity. ZCA whitening 

transforms the image data so that each pixel value is 

uncorrelated with every other pixel value. This is done by 

performing eigenvalue decomposition of the covariance 

matrix of the pixel values and then transforming the data using 

the eigenvectors [27]. Both normalization and ZCA are useful 

for improving the performance of machine learning models on 

image datasets. 

 

Fig. 1. Flowchart of simulation including the proposed method. 
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2) U-net segmentation: U-net CNN is a CNN designed for 

segmentation of biomedical images. What makes U-net stand 

out from other general convolutional neural networks is that 

general CNNs need to focus on image classification in 

biomedical cases, hence they require the user to identify the 

presence of a disease and localize the area of said disease. U-

net eliminates this issue by applying classification to each 

pixel and can distinguish and localize borders by itself [28]. 

This method of segmentation could help eliminate the need for 

manual segmentation. 

An expanding path and a contracting path make up the U-
Net architecture. The contracting path is composed of 
convolutional layers followed by max-pooling layers, much 
like a conventional convolutional neural network. This path's 
goal is to minimize the spatial dimensionality of the input 
image while capturing its context. 

The segmented image is localized using the expanding 
path, and the low-resolution feature maps created by the 
contracting path are unsampled. This path concatenates the 
corresponding feature maps from the contracting path with 
transposed convolutions to increase the spatial dimensionality 
of the features. This process is repeated several times to 
recover the original resolution of the input image. 

The U-Net architecture also incorporates skip connections, 
which connect feature maps from the contracting path to 
feature maps from the expanding path. These connections aid 
in protecting the input image's small features, which can be lost 
during down sampling. That is where it gets its U shape from 
as seen in Fig. 2. 

Many image segmentation tasks, including medical picture 
segmentation, cell segmentation, and object detection, have 
proven to be successful when using U-Net. It works 
particularly effectively in cases when the input images are tiny 
and the borders of the items that need to be divided are clearly 
defined [28]. 

3) Augmentation: Several transformations of 

augmentation were applied to the segmented images to 

increase the dataset's variability. The following augmentations 

were performed: 

 Rescale transform every pixel value from range [0,255] 

 Random rotations were applied up to 0.2 radians. 

 Random shifts were applied to the width and height 
dimensions up to 0.1. 

 Random shearing was applied for a maximum shear of 
0.2. 

 Zoom range up to 0.2. 

 Horizontal and vertical flips. 

D. VGG16 CNN Classifier 

The VGG-16 architecture consists of 16 layers, including 
13 convolutional layers, and three fully connected layers. It 
uses small 3x3 convolutional filters with a stride of 1 pixel, and 
max pooling layers with a 2x2 filter and stride of 2 pixels, 
which helps reduce the spatial dimensionality of the features. 

The output of the last convolutional layer is flattened and 
fed into the fully connected layers, which perform 
classification on the input image. The final layer uses SoftMax 
activation to produce a probability distribution over the image 
classes. 

Object detection, picture segmentation, and style transfer 
are just a few of the computer vision applications for which the 
VGG-16 architecture has been extensively employed as a pre-
trained model [29]. Its popularity is a result of its efficiency 
and simplicity, which make it a reliable benchmark model for 
comparison with other designs. 

1) Fine-tuning: The VGG-16 CNN model’s weights are 

pretrained on a massive image dataset known as ImageNet. 

ImageNet is mostly compromised of natural and colorful 

pictures of animals and food, which deviates from what 

monochromatic Chest X-rays are. Fine-tuning the pretrained 

weights of the VGG-16 can be accomplished by unfreezing 

the weights of the 5th block of layers of the model. The 

unfreezing will increase the computation time needed for 

training the model, but it might result in more optimized 

weights [30]. 

2) ADAM optimizer: In order to calculate the difference 

between a neural network's predicted and actual output during 

training, the Adaptive Moment Estimation (ADAM) optimizer 

utilizes a loss function [31]. The optimizer then modifies the 

neural network's weights in accordance with the gradient of 

the loss function relative to the weights. Table I displays the 

hyperparameters used during experimentation. 

 
Fig. 2. The U-Net architecture displayed with the arrows denoting different operations [28]. 
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TABLE I. HYPERPARAMETERS USED DURING EXPERIMENTATION 

Hyperparameter Values considered 

Batch size 32,64 

Number of epochs 30,40,50 

Learning rate 0.001, 0.0001, 0.00001 

Embedded dropout rate 0.3,0.5,0.7 

Embedded activation function Sigmoid 

Optimizer ADAM 

Number of unfrozen layers 4 layers (5th block) 

E. Performance Evaluation Metrics 

1) Confusion matrix: A confusion matrix is a table used to 

evaluate the performance of a classification algorithm by 

comparing the predicted and actual values of a dataset as seen 

in Table II. The matrix is organized into rows and columns, 

with each row representing the instances in a predicted class, 

and each column representing the instances in an actual class. 

The diagonal of the matrix represents the instances that were 

correctly classified, while the off-diagonal elements represent 

the instances that were misclassified. 

The confusion matrix provides a useful way to visualize the 
performance of a classifier, and it can be used to calculate 
various metrics such as accuracy, precision, recall, and F1 
score. 

TABLE II. CONFUSION MATRIX 

Actual values 
Predicted values 

Yes (Predicted class) No (Predicted class) 

Yes (Actual class) True Positive (TP) False Negative (FN) 

No (Actual class) False Positive (FP) True Negative (TN) 

 True Positive (TP): Number of patients correctly 
classifies as having TB. 

 True Negative (TN): Number of patients correctly 
classified as not having TB. 

 False Positive (FP): Number of patients incorrectly 
classified as having TB. 

 False Negative (FN): Number of patients incorrectly 
classified as not having TB. 

2) Accuracy: Accuracy of the model can be calculated 

from the confusion matrix by the following mathematical 

equation: 

 Acc = 
       

                 
 (1) 

3) Precision: Precision measures how many of the model's 

positive predictions were right. A high precision indicates that 

the model made few incorrect positive predictions and is a 

good indicator of how well the model detects positive cases. 

The precision mathematical equation is as follows: 

 P = 
   

        
 (2) 

4) Recall: The model's recall evaluates how successfully it 

detects positive cases out of all actual positive cases. A high 

recall indicates that the model is good at recognising positive 

examples, whereas a low recall indicates that the model is 

missing many positive cases. The recall mathematical 

equation is as follows: 

 R = 
   

        
 (3) 

5) F1 score: The F1-score is a measure of the balance 

between precision and recall. The F1-score is a useful metric 

for evaluating the overall performance of a binary 

classification model, especially when the classes are 

imbalanced. The F1-score equation is as follows: 

 F1 = 
                    

                   
 (4) 

6) ROC curve and AUC: An ROC (Receiver Operating 

Characteristic) curve is a plot used to visualize the 

performance of a binary classification model. It is created by 

plotting the true positive rate (sensitivity) against the false 

positive rate (1-specificity) at different classification 

thresholds, as seen in Fig. 3. 

AUC (Area under the ROC Curve) is a valuable metric for 
evaluating the performance of binary classification models and 
is commonly used in a variety of machine learning 
applications. AUC represents the area under this curve, which 
ranges from 0 to 1. A perfect classifier would have an AUC of 
1, while a random classifier would have an AUC of 0.5. 



Fig. 3. ROC curve - A plot of true positive rate vs false positive rate. 

IV. RESULTS AND DISCUSSION 

A. Experiments 

A total of three experiments have been conducted in this 
study to observe the effects of the hybridization of the pre-
processing methods, such as no segmentation and 
augmentation (experiment 1), with segmentation only 
(experiment 2) and with augmentation and segmentation 
(experiment 3), where the results are discussed in terms of the 
confusion matrix and the other performance measures 
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discussed in Section III. The test data set consists of 160 CXR 
images with 80 TB positive cases and 80 normal cases. 

B. Proposed Pre-Processing Method Performance 

The hybridized pre-processing method used in experiment 
3 has achieved a higher performance in comparison to 
experiment 1 and 2, as seen in the metrics achieved in the 
confusion matrix in table 3 and the performance measures in 
table 4, with an accuracy of 90%, a recall of 87.5%, a precision 
of 92.11% and a F1-score of 0.8975. Regarding the AUC 
shown in Fig. 4, out of the 3 experiments the proposed method 
has produced the best ROC curve and an AUC of 0.935, 
followed by 0.89 from experiment 2 and 0.87 from experiment 
3, as seen from the confusion matrix table in Table III and the 
performance metrics table in Table IV. 

C. Result Discussion 

In this section, the discussion will progress from a baseline 
with no preprocessing to segmentation alone, and finally to the 
combined use of both techniques, the study systematically 
highlights their individual and joint impacts on model 
accuracy. This approach effectively highlights the research's 

focus on demonstrating the effectiveness of segmentation and 
the combination of both segmentation and augmentation. 

The first experiment has an accuracy of 82.5% and an AUC 
of 0.87 and does not use segmentation or augmentation. For the 
performance of the model, this approach is regarded as the 
standard. The input data is supplied straight to the CNN model 
without segmentation or augmentation, which may cause the 
data to be overfitted or underfitted. 

The accuracy and AUC of the second experiment, which 
only uses segmentation, are 86.25% and 0.89, respectively. 
This method significantly outperforms the baseline method in 
terms of accuracy, proving that segmentation can increase the 
quality of the input data used to train the CNN model. 

The third experiment involves both segmentation and 
augmentation and achieved 90% accuracy and an AUC of 
0.935. This method shows the highest accuracy and AUC 
compared to the other two experiments. The combination of 
both segmentation and augmentation techniques could have 
helped the model to isolate important features and improve the 
robustness of the model. 

 
Fig. 4. ROC curves of experiment 1 (top left), experiment 2 (top right) and experiment 3 (bottom middle).

TABLE III. THE CONFUSION MATRIX OF EXPERIMENT 1-3 REPRESENTED IN NUMBER OF IMAGES 

 Confusion matrix 

Experiment No. True positive True negative False positive False negative 

1 56 76 4 24 

2 64 74 6 16 

3 70 74 6 10 

TABLE IV. PERFORMANCE MEASURES CALCULATED FROM THE CONFUSION MATRIX 

 Performance measures 

Experiment No. Accuracy Recall Precision F1-score 

1 82.5% 70% 93.33% 0.8000 

2 86.25% 80% 91.43% 0.8533 

3 90% 87.5% 92.11% 0.8975 
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TABLE V. OVERALL CLASSIFICATION ACCURACY AND AUC COMPARISON WITH PREVIOUS RESEARCH WORK 

Reference CNN model Dataset Pre-processing 
Overall Accuracy 

Rate and AUC 

Proposed pre-processing method VGG-16 Shenzhen and Montgomery 
Augmentation and U-Net 

segmentation 
90% and 0.935 

Syeda et al. [18] 
Ensemble (VGG-16, VGG-19, 

ResNet50 and GoogleNet) 
Shenzhen and Montgomery None 86.7% and 0.92 

Ahsan M et al. [22] VGG-16 Shenzhen and Montgomery Augmentation 81.25% and 0.89 

Erdal [20] 
Ensemble (VGG-16, VGG-19, 

AlexNet, Random Forest) 
Shenzhen Manual segmentation 88.3% and 0.92 

D. Comparitive Analysis 

The overall accuracy rate and AUC comparison of the 
various pre-processing methods from previous work is 
represented in Table V. For a valid comparison, the author has 
compared the proposed pre-processing method with other 
applications of pre-processing from the related works in 
Section II. It's crucial to maintain the experimental parameters 
as consistently as feasible. 

The proposed pre-processing method, which included 
VGG-16, augmentation, and U-Net segmentation, achieved the 
maximum accuracy of 90% and AUC of 0.935, illustrating the 
efficiency of these techniques in improving the model's ability 
to generalize and detect essential traits in CXR images. Syeda 
et al.'s [18] technique showed lower accuracy and AUC even 
when employing multiple architectures, demonstrating that 
augmentation and segmentation are still beneficial and 
necessary in improving model performance. 

As demonstrated by Ahsan M. et al.'s [22] method, 
augmentation alone was unable to improve model performance 
with a small data set size. While manual segmentation is useful 
as shown by Erdal [20], it is time-consuming and error-prone, 
and U-Net's ability to segment major features in images makes 
it more effective and robust for CADe systems. 

V. CONCLUSION 

In conclusion, the results of the study have shown that 
applying both segmentation and augmentation techniques can 
lead to better performance measures in terms of accuracy, 
AUC, recall, precision, and F1-score when classifying TB 
related CXR images compared to using only one or none of 
these techniques. 

Augmentation has become a popular technique in recent 
years, and for good reason. It allows for the creation of a large 
and diverse training set without the need for additional data 
collection efforts, which can be time-consuming and costly. 
However, augmentation alone may not always be sufficient, 
particularly when dealing with complex images with intricate 
features or objects. 

Furthermore, while manual segmentation can be effective 
in capturing important details in the images, it is not robust or 
flexible enough to be widely used in computer-aided detection 
systems. The rise of automatic segmentation methods such as 
U-Net has made segmentation more viable as a pre-processing 
technique for image analysis tasks. Overall, the findings 
suggest that researchers consider using both segmentation and 
augmentation techniques as pre-processing methods when 
developing CADe systems. 
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Abstract—Stroke is an important health issue that affects 

millions of people globally each year. Early and precise stroke 

diagnosis is crucial for efficient treatment and better patient 

outcomes. Traditional stroke detection procedures, such as 

manual visual evaluation of clinical data, can be time-consuming 

and error-prone. Computer-aided diagnostic (CAD) technologies 

have emerged as a viable option for early stroke diagnosis in 

recent years. These systems analyze medical pictures, such as 

magnetic resonance imaging (MRI), and identify indicators of 

stroke using modern algorithms and machine learning 

approaches. The goal of this review paper is to offer a thorough 

overview of the current state-of-the-art in CAD systems for early 

stroke detection. We give an examination of the merits and limits 

of this technology, as well as future research and development 

directions in this field. Finally, we contend that CAD systems 

represent a promising solution for improving the efficiency and 

accuracy of early stroke diagnosis, resulting in better patient 

outcomes and lower healthcare costs. 

Keywords—Stroke diagnosis; CAD system; machine learning; 

deep learning 

I. INTRODUCTION 

Stroke, also known as cerebrovascular illness, is the third 
highest cause of death in Malaysia. In 2019, there were 47,928 
fatalities, 443,995 common cases, and 512,726 DALYs lost 
due to stroke. [1] According to a White Paper on Acute Stroke 
Care in Malaysia by the Galen Centre for Social Health and 
Policy, commissioned and funded by Boehringer Ingelheim 
(Malaysia), only 21% of stroke patients were able to be treated 
at a medical facility within three hours of the onset of 
symptoms, while the median time from the onset of stroke 
symptoms to arrival at a hospital was seven hours or more [2]. 
Stroke is a disease that arises when an artery or blood vessel 
becomes clogged or ruptured, resulting in decreased blood flow 
and oxygen delivery to the brain which leads to temporary or 
permanent failure in humans; an untreated stroke can result in 
death [3]. Strokes are classified into two types: ischemic and 
hemorrhagic as shown in Fig. 1. Ischemic strokes are caused 
by artery blockages or occlusions caused by plaque build-up 
along the inner lining of the arteries. This kind of stroke occurs 
in more than 80% of cases, typically abruptly and without 
warning. Hemiparesis is the most common symptom of an 
ischemic stroke, which occurs when one side of the body 
suddenly becomes weak or unable to move. Hemorrhagic 
stroke is caused mostly by the rupture of cerebral blood 
vessels, aneurysms, or physical trauma. More than half of 
people who survive this type of stroke will have a serious 

disability. Both the effects of a stroke and the recovery process 
are particular to each individual. However, only 107 
neuroradiologists were supposedly available to treat patients, 
with at least one of them in every state hospital in our country 
where it is very critical and limited. Also, the traditional 
method of analyzing clinical data for stroke diagnosis involves 
manual visual inspection, which is a time-consuming process. 
Unfortunately, delayed stroke diagnosis and treatment can lead 
to brain cell death, as individuals become disabled due to a lack 
of oxygen and blood flow. 

Technological developments in healthcare have led to 
various enhancements in disease diagnostics. Medical Imaging, 
which includes Cone Beam Computed Tomography (CBCT), 
Computed Tomography (CT), and Magnetic Resonance 
Imaging (MRI), is one of them. This technology is capable of 
producing specific images of a particular area based on the 
imaging techniques used. To diagnose stroke patients, 
radiologists use CT and MRI scans. However, detecting 
irregularities in the images can be challenging since recent 
research has shown that the patient's life can potentially be 
saved if treatment is initiated within the first six hours of a 
stroke. This period is referred to as the "Golden hours." [4] 
MRI is a medical imaging technology that employs a powerful 
magnet, radio waves, and computer to create highly detailed 
images without the use of radiation. According to Nouf Saeed 
Alotaibi's research in 2022, MRI is currently the most precise 
imaging test for brain medical imaging when compared to 
other technologies like CT scans or X-rays. Magnetic 
resonance imaging (MRI) is increasingly being used in the 
diagnosis and treatment of acute ischemic stroke due to its high 
sensitivity and relatively high specificity in detecting 
abnormalities that occur after such strokes [5]. The MRI 
process involves using T1, T2, Flair, DWI, and Black Blood 
sequences to gather data that must be obtained within 6 hours 
after the stroke that referred to as the "golden hour of stroke." 

Some researchers have developed computer-aided 
diagnosis (CAD) systems for MRI to address the limitations of 
manual visual inspection for stroke diagnosis. These systems 
analyze MRI images using algorithms and machine learning 
approaches to detect anomalies associated with acute ischemic 
stroke. CAD systems can save time and minimize the strain on 
neuroradiologists by automating the analysis procedure. 
Furthermore, CAD systems may improve the accuracy of 
stroke diagnosis, resulting in earlier treatment and better 
patient outcomes. CAD systems for MRI stroke diagnosis are 
often divided into phases. MRI images are first pre-processed 
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to reduce noise and artefacts. Following that, feature extraction 
techniques are used to identify key image characteristics 
associated with strokes. Finally, a machine learning system is 
trained on a collection of MRI pictures with established stroke 
diagnoses to identify fresh images as normal or suggestive of 
acute ischemic stroke. Recent research has demonstrated that 
CAD systems can detect acute ischemic stroke in MRI images 
with great accuracy. In one study, for example, a CAD system 
was shown to have a sensitivity of 93% and a specificity of 
95% in diagnosing acute ischemic stroke in brain MRI data. 
Another study discovered that a CAD system could distinguish 
between acute and chronic ischemic strokes with 95% 
accuracy. Overall, CAD systems for MRI stroke diagnosis 
have the potential to increase the efficiency and accuracy of 
stroke diagnosis, thereby shortening treatment time. 

In conclusion, in the past few years, CAD systems have 
demonstrated great potential in enhancing the speed and 
precision of stroke diagnosis as well as enabling prompt and 
efficient treatment. This review paper aims to present a 
thorough summary of the latest diagnosis methods and system 
algorithms in CAD systems, with the goal of achieving early 
stroke detection. The purpose of this paper is to examine the 
application of these systems in modern stroke treatment 
research and showcase the latest developments in this area. 
Furthermore, this review will delve into the advantages and 
disadvantages of CAD systems and investigate the obstacles 
and prospects for additional research and enhancement. And 
lastly, our hope is to contribute to global efforts to enhance 
stroke diagnosis and treatment by conducting a critical 
assessment of the latest advancements in CAD systems for the 
early detection of stroke. 

 
Fig. 1. Comparison of Ischemic and Hemorrhagic stroke [4]. 

II. MEDICAL IMAGING MODALITY FOR STROKE DIAGNOSIS 

Modern advancements have resulted in a variety of 
methods for treating and diagnosing early stroke. These include 
a variety of approaches for diagnosis and assessment that 
doctors can use to provide the best therapy possible depending 
on the patient's medical history. The first step in diagnosing a 
stroke patient is determining if the patient is suffering from an 
ischemic or hemorrhagic stroke so that appropriate therapy 
may begin. The initial test is a CT scan or an MRI of the head 
for the early diagnosis of stroke. 

A. Magnetic Resonance Imaging (MRI) 

MRI has been the primary neuroimaging modality in 
several specialized clinics for critical-stage stroke in recent 
years, allowing pathophysiological evaluation of critical-stage 
stroke. In the brain, MRI can differentiate between white 
matter and grey matter and can also be used to diagnose 
aneurysms and tumours [3] [5]. MRI is the preferred imaging 
modality for diagnosis and therapy in the brain. Due to its 
sensitivity, accuracy, extension, and age, MRI is the most 
instructive imaging technique.  Besides DWI and SWI, one of 
the sequences that latest in MRI is BB sequence (Black Blood 
Sequence) compared to conventional sequence: T1, T2 and 
Flair. Apart from DWI and SWI, one of the most recent MRI 
sequences for stroke is the BB sequence (Black Blood 
Sequence), as opposed to the conventional sequences: T1, T2, 
and Flair. Fig. 2 shows a comparison of brain lesions in BB 
sequence with CE T1, where study shows that BB-based 
automatic detection is more sensitive than MP-RAGE of CE 
T1 and has greater potential benefits in terms of automated 
CNN-based detection. MRI black blood imaging (BB) 
suppresses intraluminal blood signal throughout the field of 
view without reducing the signal strength of tiny abnormal 
region or lesion, allowing human readers to detect brain lesions 
[6]. Fig. 2 shows the comparison of the same lesion in different 
modalities; BB sequence and CE-T1 sequence of MRI. 

 
Fig. 2. Left, lesion in the Black Blood sequence (BB). Right, corresponding 

axial conventional Contrast-Enhance T1 slice with identical lesion. [6]. 

B. Computed Tomography (CT) 

A CT scan is a diagnostic imaging process that produces 
pictures of the interior of the body using X-rays and computer 
technologies. It displays comprehensive views of every bodily 
component, including the bones, muscles, fat, organs, and 
blood vessels. The X-ray beam in CT moves in a circle around 
the body. This allows for many views of the same organ or 
structure and gives far more information. Hence, CT is the 
most effective imaging modality for acute ischemic stroke 
because of its availability, low cost, and quick acquisition time 
[7, 8]. CT also act as a standard in the early examination of 
acute stroke patients because it can readily and quickly see 
cerebral hemorrhages (as shown in Fig. 3) [9]. Dynamic 
contrast-enhanced (DCE)-CT is also utilized in clinical practice 
to improve image resolution and to examine the 
microvasculature of brain structures and other organs. In DCE-
CT imaging, an iodine-based contrast agent is administered 
intravenously into the patient's body, affecting the measured X-
ray absorption in tissues, and leading in contrast enhancement 
in the produced picture. At last in this section, Fig. 4 illustrated 
the three different samples of modalities including CT, Flair 
and DWI of MRI images. 
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Fig. 3. CT scans against MRI scans for stroke detection. (A, B) A 

hemorrhage may be plainly observed in a patient's CT scan (A; white arrow), 

although it is less visible in an MRI scan (B; white arrow). (C, D) An 
ischemic infarct is just faintly visible in a C. [9]. 

 

Fig. 4. Sample of CT images, MRI Flair and DWI sequences images [10]. 

III. STROKE DIAGNOSIS SYSTEM 

Modern stroke detection devices, such as computed 
tomography (CT) and magnetic resonance imaging (MRI), may 
aid an experienced radiologist in determining if a patient has 
suffered a stroke; however, if a general radiologist makes an 
incorrect diagnosis, the patient may miss the best time for 
treatment. As a result, improving the quality of the diagnostic 
picture is crucial for assisting the physician in making an 
accurate diagnosis or image identification. In terms of stroke 
risks, different computer-aided diagnostic (CAD) systems have 
been created to help physicians diagnose and treat stroke 
patients. These methods enabled the identification of early 
cerebrovascular accident (CVA) symptoms and contributed to 
increased diagnosis accuracy for acute strokes. A notable trend 
is machine learning research and end-to-end system design for 
computer-aided stroke diagnosis and classification. Hence, 
there are already some important papers and developed 
systems for the binary classification of stroke presence or 
absence and hemorrhagic or ischemic stroke [11]. 

A. Computer-aided Diagnosis System (CAD) 

The CAD technique has been used in medical imaging for 
illness diagnosis, prognosis, treatment decision assistance, and 
therapeutic monitoring. Manual segmentation in MRI takes a 
long time because specialists must examine several pictures of 
the brain taken in different orientations using different pulse 

sequences [10]. Moreover, there is the possibility of inter- and 
intra-observer biases. These limitations can be overcome by 
semi-automated and automated machine learning-based CAD 
systems for identifying and segmenting ischemic stroke 
lesions, enabling high-throughput image screening for faster, 
reproducible, and more sensitive detection of ischemic stroke 
lesions. The automated delineation of the precise topology of 
stroke lesions allows for quantitative evaluations of infarct size 
and/or salvage ability, which is important for prognosis and 
therapeutic decision-making. A typical stroke CAD system 
consists of distinct sequential stages as referred to in Fig. 5. 

 
Fig. 5. Overview of typical Computer-Aided Diagnosis (CAD) system for 

end-to-end stroke detection. 

Apart from that, several methodologies have been used to 
assess the performance of CAD systems in preparation for 
commercialization. Methods such as leave-one-out, cross-
validation, hold-out, and resubstituting are examples of these 
techniques. The pattern recognition process in classical and 
current CAD medical algorithms typically consists of three 
major phases; however, completion of all three steps is not 
required. These processes are as follows: pre-processing of 
medical pictures, including segmentation and identification of 
areas of interest (ROI), extracting automatically produced or 
hand-engineered features from human specialists, and data 
categorization according to those characteristics in Fig. 5. 
Current CAD algorithms can offer output data without going 
through all of these processes; this became feasible with the 
development of neural networks with several hidden layers. 
[12]. There are also several types of processing phase in CAD 
as shown in Fig. 6. 

 
Fig. 6. Several types of processing phases in CAD including ML-

CAD(Machine Learning based), RL-CAD(Representation Learning based) 
and DL-CAD(Deep Learning based) [12]. 
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B. Machine Learning Technique 

Watershed segmentation is a segmentation technique that 
uses gradients. The watershed transformation considers the size 
of the image's gradient as a topographic surface. The water 
flow line, which indicates the region's borders, corresponds to 
pixels with the maximum gradient magnitude intensity (GMI). 
Water is placed on any pixel that is surrounded by flowing 
stream water that flows naturally down to the minimal local 
average intensity. Pixels flow into the same shape as the 
segment's catchment basin. The watershed transform has a 
severe disadvantage in that it has a propensity to over-segment 
the picture. To evade this constraint, the object's position must 
be inferred using instance markers, which can guide the 
selection of a subset of these basins. [13] 

Fuzzy C-Means (FCM) is an excellent data analysis, 
pattern recognition, picture segmentation, and fuzzy modelling 
algorithm [13]. It is a well-known soft clustering method and 
one of the most promising fuzzy clustering methods. Fuzzy 
clustering algorithms are preferable because they can more 
intuitively describe the link between input pattern data and 
clusters [14]. It is more flexible than the analogous hard-
clustering approach in most circumstances, as it uses a 
membership function to connect each pattern to each cluster. 
Clustering, but not partitioning, is the result of such algorithms. 
A hybrid technique involving the K-means and FCM 
algorithms was proposed, which enhanced the accuracy in 
diagnosing brain infarct with lower processing costs (Fig. 7 to 
9 [10]). 

 

Fig. 7. Original DWI sample image. 

 
Fig. 8. Morphological binary image from sample image in Fig. 7. 

 
Fig. 9. Orange marking on detected infarct. 

The K-Means algorithm is a clustering approach that is 
used to identify the optimal answer by continually decreasing 
the distance of components from their cluster centre and 
increasing the cluster. Since the k-performance algorithm is 
reliant on the beginning value of the cluster centre, strategies 
must be tested numerous times for varied results with different 
initial cluster centres [15]. The primary drawbacks of this 
approach are that the number of clusters is unexpected and that 
it is sensitive to the initial cluster centres. To circumvent this 
constraint, a statistical calculation or cluster verification 
approach is necessary [13]. Hence, the overview comparison in 
pros and cons of these 3 techniques are shown in Table I. 

TABLE I. OVERVIEW COMPARISON SEGMENTATION TECHNIQUES (FCM, 
K-MEANS, WATERSHED) [10] [14] [15] 

Segmentation 

Technique 

Advantages Disadvantages 

Watershed 

Transform [10] 

Several areas are segmented at the 

same time. It produces a complete 

contour of the images and avoids 

the need for many contours to be 

joined. 

Over segmentation 

could be easily 

obtained. 

Fuzzy C-Means 

[14] 

Defines a distinct border for the 

split region. 

Sensitive to noise. 

k-Means [15] If k is kept small, it is faster to 

compute than hierarchical 

clustering. 

The exact number 

of clusters is 

unknown. 

As for image classification in medical imaging, especially 
for stroke, Support Vector Machines (SVM) are classified as a 
classification technique, whereas it can be used in both 
classification and regression situations. It is capable of 
handling a large number of continuous and categorical 
variables. SVM is also classified as one of the supervised 
learning classification techniques that builds a hyperplane (or 
series of hyperplanes) in a higher-dimensional space to 
classify. SVM iteratively develops ideal hyperplanes, which 
are used to minimise errors. SVM's core notion is to determine 
the maximum marginal hyperplane (MMH) that optimally 
allocates a dataset into classes, as shown in Fig. 10. SVM was 
utilised to appropriately identify them as benign tumours, 
malignant tumours, or healthy brains. Support Vector machines 
(SVMs) have substantial computational advantages [16]. 
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Fig. 10. Support Vector Machines techniques (SVM) [16]. 

Random-forest classification is a prominent supervised 
classification approach. Random forest classifiers are trained 
classifiers that are used to outline the borders of feature space 
points that belong to various classes, with the purpose of 
minimizing the margin between classes (like a SVM classifier) 
[17]. The random forest is made up of a few decision trees that 
have been trained to accept input values (feature vectors) and 
assign membership values to the lesion or background groups 
as illustrated in Fig. 11. The random forest's final predictions 
are formed by averaging the results of each individual tree, 
which tends to over fit the training data, but the random forest 
may reduce that issue by averaging the prediction results from 
multiple trees. As a result, random forests outperform single 
decision trees in terms of predicting validity A study 
recommended that dense conditional random fields (CRF), 
which are frequently used as a post processing step to generate 
more spatially contiguous segmentations, be implemented as 
an optimizer in system [18]. The features used for training in 
RF-based multilayer cascaded RFs are still based on 
independent voxels and their neigh0bours, whereas in dense 
CRFs, the inference process implicitly assumes conditional 
independence between voxels, which may lose correlation 
constraints between directly adjacent voxels. 

 
Fig. 11. Random Forest techniques (RF) [19]. 

C. Deep Learning Technique 

Deep learning algorithms have consistently demonstrated 
transformative performance in a variety of tasks, most notably 
medical image analysis as shown in Fig. 12. Convolutional 
neural networks have been particularly successful in 
identifying and classifying patterns in medical images, leading 
to improved diagnosis and treatment planning. Additionally, 
deep learning models can also assist in predicting patient 
outcomes and detecting anomalies that may be missed by 
human observers. Convolutional neural networks are now a 
deep learning technique commonly used in computer vision 
tasks like radiography. It is designed to learn spatial 
information by backpropagation, utilizing numerous building 
blocks to achieve exceptional results in image identification. 
Deep learning models along with the application of CNN are 
being considered as methods for imaging acute ischemic 
strokes. Illustrated by a convolutional neural network (CNN), 
systematically pulls measurements from many samples in order 
to acquire more sophisticated abstract features for 
classification, recognition, and segmentation, enabling 
intelligent MRI interpretation [20]. It computed neural network 
characteristics and developed code for use in CNN input stages 
and passing signals with geometric detail. The visual cortex 
field interacts with individual cortical neurons belonging to the 
scanning field but does not transmit CNN weak signals. CNN 
nodes are linked, but not all-to-all links in a geometrical 
framework. In the image processing input layer, nodes are 
assigned to generate spectrum ranges for scanning components 
and shapes. All comparable structures and images (the kernel) 
are derived. The picture was transmitted to MRI outputs 
through kernel signals [7]. 

 
Fig. 12. Deep learning algorithm. 

IV. RESULTS AND DISCUSSION 

This section provides an inventory of findings from a 
variety of recent research initiatives that have used ML and DL 
approaches to construct early stroke diagnostic systems based 
on MRI data. We shed light on the findings of these research 
by thorough classification and theme analysis, uncovering 
recurring trends, diverse outcomes, and methodological 
variances as shown in Table II. The given results included a 
wide range of performance parameters, highlighting 
accomplishments in sensitivity, specificity, and diagnostic 
accuracy. Notably, we investigate how dataset sizes, 
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architectural choices, feature extraction approaches, and pre-
processing procedures affect the effectiveness of these systems. 
We provide a panoramic picture of the state-of-the-art in ML 
and DL-powered stroke detection by aggregating these 
findings, revealing the shared discoveries that contribute to the 
progress of this critical medical application. 

Drawing on the findings of Yannan Yu and colleagues' 
work, the core approach used focuses on the use of deep 
learning U-Net for determining Final Ischemic Stroke patients 
[21]. The findings of this study demonstrate a dichotomy of 
results, defined into two separate categories: minor instances (n 
= 32), with a dice score coefficient (DSC) of 0.58 (0.31-0.67), 
and major instances (n = 67), with a DSC of 0.67 (0.29-0.65). 
Furthermore, Hyuna Lee and colleagues conducted remarkable 
work on stroke detection, utilizing a variety of methodologies 
such as Logistic Regression, Support Vector Machine (SVM), 
and Random Forest. The findings of this comprehensive 
method show that Logistic Regression has a sensitivity 
parameter of 75.8%, while SVM and Random Forest both have 
a noteworthy 72.8% sensitivity [22]. 

Yusuf and colleagues also made significant contributions, 
exploring hemorrhagic and ischemic stroke using deep learning 
CNN approaches, especially improved MobileNetV2 and 
EfficientNet-B0 models. In stroke detection, the updated 
MobileNetV2 model obtains a remarkable accuracy of 96% (: 
0.92), whereas the modified EfficientNet-B0 model achieves 
93% (: 0.86). Not content with diagnosis, they expand their 
investigation towards vascular territorial categorization, 
revealing outstanding accuracy rates of 93% (0.895) using the 
modified MobileNetV2 model and 87% (0.805) using the 
modified EfficientNet-B0 CNN model [11]. 

Meanwhile, Sercan and colleagues focus their work on 
brain tumour and ischemic and hemorrhagic stroke lesion 
studies, using deep learning capabilities through the CNN-D-
UNet architecture. Their sophisticated technique yields 
precision levels of 0.99 and accuracy levels of 0.989 for brain 
tumours, while precision and accuracy levels for brain stroke 
lesions are commendably documented at 0.986 and 0.985, 
respectively [23]. 

Adriell adopts a more specialised approach, concentrating 
just on hemorrhagic stroke segmentation using the Mask R-
CNN technique and fine-tuning it to get results with a 
remarkable accuracy of 99.72% 0.24 and sensitivity of 99.97% 
0.06 [24]. Fathia's research focuses on ischemic stroke and 
employs a trinity of deep learning techniques - CNN, U-Net, 
and Fine Tuning. Their efforts were rewarded with an average 
accuracy of 99.77% and a Dice Coefficient of 55.77% [25]. 

Finally, a notable work released in 2023 by Hongyu Gao 
and colleagues explores the landscape of Acute Ischemic 
stroke using a repertory of CNN, SVM, and Random Forest 
approaches. Significantly, the results highlight the CNN 
classifier's dominance, with an exceptional area under the 
curve (AUC) of 0.935, validating its usefulness in the domain 
[26]. 

TABLE II. OVERVIEW OF THE COMPARISON BASED ON RECENT 

RESEARCH 

Author Type of lesion Technique used Result parameter 

Yannan Yu, 

2020 [21] 

Final Ischemic 

Stroke Lesions 

U-Net Minimal (n = 32): 

DSC=0.58(0.31-

0.67) 

Major (n = 67): 

DSC= 0.48 (0.29-

0.65) 

Hyuna Lee, 

2020 

[22] 

Stroke Logistic 

regression 

SVM 

Random Forest 

Sensitivity 
Logistic Regression 

= 75.8%, p: 0.02 

SVM = 72.7%, p: 
0.033 

Random Forest 

=  75.8%, p: 0.013 
 

Yusuf Kenan 

Cetinoglu 
2021 

[11] 

Hemorrhagic 

and Ischemic 

stroke 

CNN 

Modified 

MobileNetV2  

EfficientNet- 

B0 

Modified 

MobileNetV2: 96% 

(κ: 0.92)  

- EfficientNet-

B0: 93% (κ: 

0.86) 

Sercan 
Yalçın 2022 

[23] 

Brain Tumor 

Ischemic and 

hemorrhagic 

stroke 

CNN 

D-UNet 

Brain Tumor: 

Precision: 0.99, 

Accuracy: 0.989 

Brain Stroke: 

Precision: 0.986, 

Accuracy: 0.985 

Adriell 
Gomes 

Marques 

2022 

[24] 

Hemorrhagic 

stroke 

segmentation 

Mask R-CNN 

Fine-tunning 

Acc: 99.72 ± 0.24 

Sen: 99.97 ± 0.06 

Fathia 
ABOUDI, 

2022  

[25] 

Ischemic Stroke CNN 

U-Net 

Fine-tuning 

Average precision: 

99.77% 

Dice Coefficient: 

55.77% 

(Hongyu 

Gao 2023)  

[26] 

Acute Ischemic 

Stroke  

(Endovascular 

Thrombectomy) 

CNN 

SVM 

RF 

CNN: CTP and PWI 

(0.902 vs. 0.928; p = 

0.557) 

 

V. CONCLUSION 

In conclusion, this study found that the development of 
automated CAD systems for systematic stroke identification 
and measurement of stroke extent is necessary, which has 
significant therapeutic and diagnostic consequences. 
Eventually, this will result in better and more prompt stroke 
care, as well as lower patient morbidity and mortality. 
Advances in neuroimaging acquisition techniques, as well as 
the use of machine learning, are critical to this goal. In this 
review study, we conducted a thorough search for several 
image analysis approaches used to diagnose stroke lesions 
using MRI data. In this work, we looked at the most recent 
methods for segmenting and classifying cerebral stroke on 
MRI images, with an emphasis on machine learning 
approaches. This study found that by combining machine 
learning models and cognitive systems, brain infarcts may be 
recognized more efficiently and with greater accuracy on MRI 
in real-world clinical circumstances, which will aid in clinical 
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decision-making. Moreover, the limits of various 
methodologies as well as potential remedies are examined. We 
hope that this work will be a helpful resource for scholars in 
the subject as well as a source of ideas and inspiration. 
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Abstract—Blockchain is a decentralized ledger that serves as 

the foundation of Bitcoin and has found applications in various 

domains due to its immutable properties. It has the potential to 

change digital transactions drastically. It has been successfully 

used across multiple fields for record immutability and 

reliability. The consensus mechanism is the backbone of 

blockchain operations and validates newly generated blocks 

before they are added. To verify transactions in the ledger, 

various peer-to-peer (P2P) network validators use different 

consensus algorithms to solve the reliability problem in a 

network with unreliable nodes. The security and reliability of the 

inherent consensus algorithm used mainly determine blockchain 

security. However, consensus algorithms consume significant 

resources for validating new nodes. Therefore the safety and 

reliability of a blockchain system is based on the consensus 

mechanism's reliability and performance. Although various 

consensus mechanisms/algorithms exist, there is no unified 

evaluation criterion to evaluate them. Evaluating the consensus 

algorithm will explain system reliability and provide a 

mechanism for choosing the best consensus mechanism for a 

defined set of problems. This article comprehensively analyzes 

existing and recent consensus algorithms' throughput, scalability, 

latency, energy efficiency, and other factors such as attacks, 

Byzantine fault tolerance, adversary tolerance, and 

decentralization levels. The paper defines consensus mechanism 

criteria, evaluates available consensus algorithms based on them, 

and presents their advantages and disadvantages. 

Keywords—Blockchain; consensus mechanism; consensus 

algorithm; data security; distributed systems; bitcoin 

I. INTRODUCTION 

The concept of blockchain revolves around the 
decentralized recording of digital transactions, eliminating the 
need for a central authority. These transactions are structured 
as blocks, which undergo encryption and validation by the 
majority of participating nodes before being appended to the 
blockchain. Initially introduced without standardized 
applications, the Blockchain methodology gained prominence 
with the advent of Bitcoin in 2008, credited to Satoshi 
Nakamoto [1]. Originally intended to circumvent the reliance 
on financial institutions, this innovation aimed to enable direct 
peer-to-peer transactions among participants. Bitcoin's success 
in achieving this objective set a precedent, demonstrating how 
businesses beyond the financial sector could conduct 
transactions without the intervention of a centralized third 
party. The structure comprises interconnected data blocks, each 
encapsulating transactions organized within branches of a 
Merkle tree, all cryptographically linked to the preceding block 
[2]. 

The blockchain operates as a ledger, capturing the complete 
transaction history in a chronological sequence due to the 
arrangement of blocks [3]. Among the most pivotal functions 
within the blockchain are verification and security, which are 
realized through a dedicated technique known as a consensus 
algorithm [4]. This algorithm is paramount in the blockchain 
system, primarily responsible for upholding its credibility, 
safety, and overall integrity. The consensus mechanism's 
efficacy directly influences critical aspects such as the stability, 
throughput, and accessibility of the blockchain system [5]. 
Within the network, nodes collaborate as validators of 
transactions, thereby upholding the integrity of the data. 
Including a block in the chain necessitates the consensus of the 
majority of nodes, confirming the accuracy of both the 
transactions contained within the block and the block as a 
cohesive entity. The foundation of this determination lies in a 
consensus algorithm implemented at the blockchain level, 
ensuring the precision of the data. Based on the level of access, 
blockchain networks can be categorized into two distinct types: 
private and public [6]. 

In contrast to public blockchains, which anybody may 
access and interact with, private blockchain can only be 
accessed by machines that have been allowed access. A 
consensus method in the blockchain can force the system's 
dispersed nodes to debate whether a transaction or block is 
valid. It allows for the eventual writing of valid data into the 
blockchain when the nodes have reached a consensus. In a 
distributed scheme, obtaining consensus between uncertain 
nodes has been discussed as a "Byzantine" problem in which a 
herd of army generals has cordoned off the city. Specifically, 
there is a clash between generals as some choose to attack, and 
others want to withdraw from the town. The town, assaulted by 
several generals, would collapse. Therefore, they should agree 
on whether to attack or retreat [7]. 

Similarly, the blockchain algorithm's major challenge in 
distributed ambiance is to achieve consensus [8][9]. Generally, 
the blockchain is decentralized because of a centralized node 
for noticing and checking every transaction. It creates a 
necessity to design and develop protocols or methods that 
specify all the transactions are legitimate. For this reason, the 
consensus algorithm is believed as the soul of every 
blockchain. In a decentralized or distributed environment, the 
consensus is a crucial issue that defines the mechanism to 
approve or refuse a block by every agreed node [10]. Once the 
new block is allowed by every network member, it is then 
attached to the blockchain [11]. As discussed, the blockchain's 
primary issue is how to achieve consensus between members 
of the network. Every algorithm has implemented a broad 
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spectrum of consensus algorithms with many strengths and 
weaknesses. The number of current consensus algorithms can 
create a fuss in choosing and applying them. Therefore, it is 
necessary to recognize various performance evaluation criteria 
that include every aspect of the consensus algorithm, besides 
the profound understanding of current algorithms' limitations 
for attaining consensus between peers and guaranteeing data 
security in the blockchain [12]. The main goal of this paper is 
to present criteria for evaluating the efficiency or the 
performance of widely known blockchain consensus 
algorithms and further review and evaluate the existing 
consensus mechanisms based on these identified parameters. 

The subsequent sections of this article are organized as 
follows: Section II presents the pertinent background research 
in this domain. Section III offers a concise overview of the 
prevailing consensus techniques within the realm of blockchain 
technology. The approach taken to evaluate these consensus 
algorithms is expounded upon in Section IV. Section V 
presents a comprehensive analysis of the challenges and 
limitations inherent in these algorithms, accompanied by 
suggestions for potential avenues of further exploration. 
Section VI delves into the existing gaps and research 
challenges, while the conclusive Section VII provides a 
comprehensive summary encapsulating the entirety of this 
study. 

II. RELATED WORK 

The origins of consensus algorithms can be traced back to 
concepts of credibility and reliability in distributed algorithms, 
exemplified by the Byzantine General Problem. In 1999, 
Castro and Liskov introduced Practical Byzantine Fault 
Tolerance (PBFT), a novel consensus approach aimed at 
mitigating trust-related concerns. PBFT fosters trust among 
participating stakeholders and facilitates efficient data 
exchange while minimizing latency. Following this, the Proof 
of Work (PoW) concept emerged in the same year, drawing 
inspiration from PBFT's principles, and was proposed as a 
means of validating transactions within open distributed 
systems. Subsequently, the PoW concept laid the foundation 
for the operational model of Satoshi's Bitcoin cryptocurrency 
[1]. PoW involves solving complex puzzles, its functionality 
hinging on the value in relation to the targeted hash cost. When 
the cost is lower, a block is mined and subsequently appended 
to the blockchain. 

While doing the literature review on the consensus 
algorithms, this article identified literature related to consensus 
and studies associated with comparing the consensus 
algorithm. To review the metrics and criteria, a systematic 
review of the consensus algorithms has been done. G. T. 
Nguyen and K. Kim reviewed the Blockchain consensus 
algorithms applied in some well-known applications at this 
time [13]. Bach et al. (2018) present a comparative study of 
algorithmic steps, scalability, methods, and security risks of 
popular consensus algorithms. Authors in [14] tested that none 
of the deterministic consensus protocols could guarantee a 
mechanism in a decentralized system. Still, Paxos can not only 
assure steadiness but also the security of the network. As per 
[15], there is no doubt that Paxos is demanding and challenging 
to implement and understand, but the modern training standard 

allows us to achieve a consensus algorithm whenever required 
[16]. Paxos is the group of protocols for attaining consensus in 
the network of unreliable or defective processes [17]. Ferdous 
et al. (2020) analyze a wide range of consensus algorithms 
employing comprehensive taxonomic properties and 
investigate the consequences of the different problems that are 
still widespread in consensus algorithms. They also provided 
detailed literature on cryptocurrencies belonging to various 
class consensus algorithms [18]. Alsunaidi and  Alhaidar 
thoroughly analyzed Blockchain technology, focusing on well-
known consensus algorithms to identify the characteristics and 
variables affecting performance and security [19]. Panda et al. 
presented a thorough analysis of the distributed consensus 
processes in accordance with the kind of blockchain used. It 
also does a comparative analysis of the consensus protocols 
[20]. Sharma and Jain cover the different consensus methods, 
how they operate, and their applications. Additionally, it 
looked at blockchain technology, including its benefits and 
drawbacks [21]. 

Meneghetti et al. (2020) presented a comprehensive survey 
of the PoW techniques, attacks, and their current use in 
cryptocurrency consensus algorithms. They also analyzed some 
known attacks on these consensus algorithms and then 
presented them in a coordinated manner according to their core 
ideas [22]. The consensus algorithm can resolve common 
problems, such as harmonization among dispersed systems 
[23]. Consensus algorithms used in the blockchain can 
determine the legitimacy of distributed transactions in 
cryptocurrencies. Moreover, it is also used in authorizing the 
uniqueness of a front-runner of the distributed task. The 
consensus algorithm ensures reliability amongst state machine 
replicas and, later on, harmonizes them. The stack of 32 
consensus algorithms is sorted into two significant types: 
proof-based and vote-based [13]. This study illustrates the 
advantages and disadvantages of all kinds and contrasts them, 
established on obtrusive characteristics. 

Simultaneously, the limits and upcoming growth in 
technology are also discussed [13],[24]. Yang Xiao et al. 
(2020) survey provides comprehensive literature on blockchain 
consensus algorithms. The analysis is done concerning 
performance, fault tolerance, and vulnerabilities. At the same 
time, there is also an emphasis on their use cases. Bamkan et 
al. (2020) comprehensively examined the resources accessible 
on the consensus algorithms in light of their traits, motivations, 
and present difficulties [25]. This paper defines the criteria for 
consensus evaluation as throughput, profitability, degree of 
decentralization, and vulnerabilities and evaluates the existing 
blockchain consensus mechanisms based on these criteria [6]. 

Further, article [2] presents some open issues and 
challenges in implementing various consensus mechanisms 
with their virtues and drawbacks. In-depth research on 
blockchain technology has been done by examining its design, 
including a range of consensus algorithms and the options for 
security and data privacy within the blockchain discussed in 
this article [26]. A survey of the leading consensus 
mechanisms on blockchain solutions is done in this paper and 
highlights each one's properties. Additionally, it distinguishes 
between probabilistic and deterministic consensus procedures 
[27]. Some other studies also presented a brief review of 
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consensus algorithms, but these studies are not comprehensive, 
like  [28] surveys highlighting the latest studies in blockchain 
and consensus algorithms. This paper adds theory and 
information that may be utilized to choose an appropriate 
consensus algorithm. It will aid scholars in their continued 
study of consensus in the context of private blockchain [29]. 
According to this article, the Byzantine consensus may need to 
be rethought in light of the blockchain environment, which also 
looks at prominent blockchain consensus algorithms [30]. 
Lashkari & Musilek  [31] presented a very detailed analysis of 
existing blockchain consensus algorithms. Ferdous et al. [32] 

surveyed the consensus algorithms being used in crypto-
currencies. Lina Ge et al. (2022) surveyed the PoS-based 
consensus algorithms and compared them with their 
advantages and disadvantages [33]. Xiong et al. [34] reviewed 
the widely used main consensus algorithms, the possible 
scenarios in which they can be suitable, and their relative 
disadvantages. Jain & Jat [35] survey some prominent 
consensus algorithms, reviews the key features and parameters, 
and compare the presented consensus algorithms based on 
these. 

TABLE I. COMPARATIVE STUDY OF RELATED RESEARCH WORK

Ref Year Idea of Paper Comments 

[13] 2018 It reviews the Blockchain consensus algorithms applied for various applications. None 

[19] 2019 
The author thoroughly analyzed Blockchain technology, focusing on well-known 
consensus algorithms to identify the characteristics and variables affecting 

performance and security. 

It is recommended that one of the leading consensus 
algorithms for public Blockchain networks be 

improved by introducing a lightweight mechanism. 

[20] 2019 

This paper presented a thorough analysis of the distributed consensus processes. In 

accordance with the kind of blockchain used, it also does a comparative analysis of 
the consensus protocols. 

None 

[21] 2019 

This paper covers the different consensus methods, how they operate, and their 

applications. Additionally, we looked at blockchain technology, including its 
benefits and drawbacks. 

None 

[25] 2020 
This survey comprehensively examined the resources accessible on the consensus 
algorithms in light of their traits, motivations, and present difficulties. 

It examined protocols' use cases while analyzing 

them in terms of fault tolerance, performance, and 

vulnerabilities. 

[6] 2020 

This paper defines the criteria for consensus evaluation as throughput, profitability, 

degree of decentralization, and vulnerabilities and evaluates the existing blockchain 

consensus mechanisms based on these criteria. 

None 

[2] 2020 

It outlines several unresolved problems and difficulties in implementing various 
consensus processes and their advantages and disadvantages. The proposed poll 

would guide blockchain academics and developers as they consider and create the 

next consensus mechanisms. 

None 

[26] 2020 

In-depth research on blockchain technology has been done by examining its design, 

which includes a range of consensus algorithms and the options for security and data 

privacy within the blockchain discussed in this article. 

None 

[27] 2020 
A survey of the leading consensus mechanisms on blockchain solutions is done in 
this paper and highlights each one's properties. Additionally, it distinguishes 

between probabilistic and deterministic consensus procedures. 

It aims to create a hybrid consensus algorithm 

relying on communication lines that are only 

partially synchronized and reaching an agreement on 
just allowing for one-hop neighbor voting. 

[28] 2020 This survey highlights the latest studies in blockchain and consensus algorithms. None 

[29] 2020 

This paper adds theory and information that may be utilized to choose an appropriate 

consensus algorithm. It will aid scholars in their continued study of consensus in the 
context of private blockchain. 

To determine the actual performance indicators of 
the consensus employed, additional study can be 

conducted by adjusting the number of loads and 

peers and assessing it using some benchmarks. 

[30] 2020 

According to this article, the Byzantine consensus may need to be rethought in light 

of the blockchain environment, which also looks at prominent blockchain consensus 

algorithms. 

None 

[31] 2021 Presented a very detailed analysis of existing blockchain consensus algorithms. 
It does not consider the attacks on consensus 

algorithms. 

[32] 2021 It surveys the consensus algorithms being used in crypto-currencies. 
It does not consider the attacks on consensus 

algorithm and consider only crypto-currencies. 

[33] 2022 Survey on consensus algorithm for Proof of Stake (PoS) Discussed only PoS-based consensus algorithm 

[34] 2022 
Presents the review of main consensus algorithms being widely used, the possible 

scenarios in which they can be suitable, and their relative disadvantages. 

It does not consider the attacks on consensus 

algorithms. 

[35] 2022 
This paper surveys some prominent consensus algorithms, reviews the key features 
and parameters, and compares the presented consensus algorithms based on these. 

A limited no of consensus algorithms are taken and 

further does not consider the attacks on consensus 

algorithms in detail. 

Our 

Review 
2023 

Our paper conducted a detailed review of the maximum prominent blockchain 
consensus algorithm. It further compared these consensus algorithms based on 

performance and security attack criteria. 

Other articles have either covered the security 
attacks or performance analysis but have not 

combined both approaches. 
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Recent surveys on consensus algorithms have examined the 
limitations and future work of various consensus algorithms. 
Nonetheless, there is a gap in the existing analysis of the 
consensus algorithm. The current literature does not provide 
enough criteria for a comprehensive and comparative analysis 
of consensus algorithms. Henceforth, this paper aims to 
provide a complete and detailed analysis of existing and recent 
consensus algorithms concerning throughput, scalability, 
latency, and energy efficiency. Table I present a comparative 
study of previous related and current research work and 
highlights the significance of the recent research work. 

This paper also takes other factors, including attacks, 
Byzantine fault Tolerance, adversary tolerance, and 
decentralization levels. Besides comparison, this paper presents 
the advantages and disadvantages of consensus algorithms. The 
analysis results are shown in tabular formats, visually 
illustrating these algorithms in a meaningful way. 

III. PARAMETER FOR EVALUATION 

This sub-division will discuss different parameters that 
categorize consensus algorithms [2]. 

A. Blockchain Type 

Blockchain can be categorized into three primary classes: 
private, public, and consortium. These classifications are 
indicative of the governance structure among participants and 
the specific nature of the blockchain. 

B. Scalability and Attacks 

In decentralized systems, scalability plays a vital role. In 
terms of scalability, consensus algorithms are separated, like 
ELASTICO and Proof of Trust, but PoW is non-scalable. 

C. Adversary Tolerance 

It quantifies the blockchain's ability to withstand malicious 
operations. Additionally, it gauges the stability of the 
blockchain network during catastrophic events. Research has 
demonstrated that the consensus algorithm exhibits the highest 
level of tolerance towards adversaries. 

D. Throughput 

Throughput in the consensus algorithm means how long it 
takes to confirm the transactions in a blockchain network [36]. 
It further suggests that the extreme throughput is an absolute 
rate at which the blockchain can authorize transactions [37]. 

E. Energy Consumption 

Out of the various factors or criteria that disturb the 
blockchain consensus algorithm's valuation is power 
utilization. There is a variation in consensus algorithms' energy 
consumption that cannot be experimentally evaluated due to 
varied heterogeneous limitations [38]. 

F. 51% Attack 

A 51% attack is commonly known as an assault on a 
blockchain, typically targeting bitcoins, executed by a group of 
miners wielding over 50% of the network's mining hash rate or 
computational power [6]. Usually, these types of threats cannot 
be evaded theoretically [39]. Blockchain protocols strive to 
elevate the costs associated with this attack to deter it, although 
a complete resolution remains elusive. 

G. Double Spending Attack 

A double-spend is a unique problem related to digital 
currencies that works when one user spends the digital assets 
more than once [40]. Since there is no centralized authority to 
control transactions, the attacker will attempt to generate a 
regular contract to contain it in a block. Then he will try to 
outspread the deceitful branch of the system he had shaped 
until the deceitful branch is confirmed and accepted as the 
precise branch that consists of the fraudulent transaction [41]. 

IV. REVIEW OF EXISTING CONSENSUS ALGORITHM 

In simple language, the term consensus means harmony or 
concord. The consensus algorithm will authorize an agreement 
among all the nodes, thereby guaranteeing reliability and trust 
between the unidentified peers. The consensus algorithm also 
ensures that each block in the existing chain involves every 
peer node across the system [38]. That enables distinctness and 
clarity in the added processes or transactions, which defines a 
mutually beneficial network for every node. It is worth noting 
that once the block gets verified, it's practically impossible to 
eliminate or alter them. The consensus algorithm erases all the 
non-member intermediaries to guarantee the accuracy of the 
transaction [3]. However, once the consensus involving chain 
transactions obtains a global status, all nodes or peers become 
reliable for the blockchain structure. It eventually helps in the 
authentication of the untrustworthy and uncertain network 
associated with the self-contradictory person. However, in this 
part, we will present the utmost significant consensus 
algorithms commonly utilized in the blockchain system, with 
their disadvantages and benefit in general. 

A. Proof of Work (PoW) [1] 

It was presented by Nakamoto and later applied to Bitcoin 
[1]. Subsequently, this was endorsed by other cryptocurrencies, 
which include Ethereum, Dogecoin, Monerocoin, and last by 
not least, Litecoin. It has a high algorithmic cost with a clear 
quorum design. Hash is a difficult and random mathematical 
formulation used to confirm the saved operation within blocks 
[42]. To achieve consensus in a network, miners strive against 
each challenging computational puzzle. Such puzzles are 
challenging to solve, but the result can be promptly verified 
once they are solved. Once the miner found the solution to the 
new block, it is broadcasted to the network. In turn, all other 
miners will confirm and verify that the solution is accurate, and 
then the block may be confirmed [43][2]. The PoW algorithm's 
benefit is that it comes with a significant amount of security, a 
decentralized framework, and a permissible level of scalability. 
On the contrary, it has some disadvantages, including lesser 
throughput, high block creation time, the inadequacy of energy, 
dependencies on specialized hardware, high computation cost, 
and comprehensive bandwidth [9], [19]. 

B. Proof of Stake (PoS) [33] 

It arose as a substitute for PoW, originally used as a 
consensus algorithm in blockchain technology, and was 
applied to validate and add new blocks to the chain. PoW 
requires enormous amounts of energy, which is the main 
reason for PoS establishment. For this reason, the authors 
suggested light-weighted consensus protocols for lower-power 
IoT communication channels [44]. PoS is based on the concept 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

88 | P a g e  

www.ijacsa.thesai.org 

that individuals can confirm or excavate block transactions 
according to how many coins they retain [45]. The miners will 
obtain no award besides the transaction fee in these methods. If 
the full node is chosen to build a new block, then the lender 
will gain a proportion of those operations [6]. 

C. Distributed Proof of Stake (DPoS) [46] 

It was introduced by Daniel Larimer [47]. A key feature of 
this algorithm is its emphasis on decentralization. DPoS 
structures the network more efficiently, granting each delegate 
ample time to publish on every node [2]. This approach finds 
utility in private blockchains due to its semi-centralized 
characteristics. Within this method, potentially malicious 
miners are subject to capping based on specific parameters 
such as intervals and block sizes [9]. 

D. Practical Byzantine Fault Tolerance (PBFT) [48] 

PBFT deals with the byzantine issue of the distributed 
nodes that can cause 33% of work damage because of chain 
faults. PBFT is the capability of a distributed network to reach 
an adequate consensus despite malignant nodes in a system 
failure or the broadcast of incorrect information. PBFT aims to 
safeguard against disastrous system failure by decreasing the 
effect of the malignant nodes [49]. The advantage of this 
method is its high throughput and energy efficiency. On the 
other hand, specific points like scanty or no scarce constraints 
quantifiable for being scalable and network delays while 
stating every node poll are some of its disadvantages. 

E. Proof of Importance (PoI) [50] 

In PoI, a miner's application-specific integrated circuit 
chips are deployed to enhance computing power. It works 
when any more family of coins has a strong possibility to mine 
the next block. PoI compensates users with more transactions 
and the user with a considerable net stake in tackling these 
restrictions. PoI was first established in the NEM design [50]. 
In PoI, each node is allocated a significant value. A node 
carrying out a transaction with a node with great significant 
worth is, in all probability, to mine the next block even though 
the node has less stake than another node. It is considered an 
improvement over the PoS algorithm [2]. 

F. Proof of Capacity (PoC) [51] 

It was introduced in 2015 by Dziembowski. As the name 
implies, PoC's dynamics revolve around selecting a miner node 
based on the available memory capacity of an external hard 
disk. The node with a larger storage capacity can precompute 
and retain a greater number of solutions for the impending 
problem before actual mining begins. This approach effectively 
addresses the intricate challenges associated with node 
management within the Proof of Work framework, 
subsequently alleviating broader difficulties. PoC entails the 
strategic utilization of hard drive resources, encompassing the 
storage and computation of results on the hard drive prior to 
the commencement of the mining process. 

G. Proof of Burn (PoB) [52] 

This method is a substitute for attaining a deal in the 
blockchain network. This algorithm node in the network has to 
lose or scorch cryptocurrency to obtain the mining entailment 
to the permitted source. This method is less like Proof of Work, 

but the only difference is where the belongings are in the form 
of cryptocurrency rather than the computing power of a node. 
The loss of coins reflects the node's longer commitments to 
stay sincere in the system as it has lost real coins to increase 
the mining entitlement [2]. 

H. Delegated Byzantine Fault Tolerance (DBFT) [2] 

It can be derived that DBFT monitors the conventional 
phases of the DPoS protocol in the start-up phase. In this 
method, the consensus is obtained using a superannuated BFT 
method by adding extra steps [2]. Here the user will vote and 
select members to add the new role in the chain based on bulk 
voting of more or equal to 66% affirmative from the members 
[42]. It should be noted that fault tolerance of delegated 
Byzantine is very rarely prone to confront delays from the 
PBFT, but restricting the number of votes can jeopardize the 
decentralization of the network [4]. 

I. Reliable, Replicated, Redundant, And Fault-Tolerant 

(RAFT) [53] 

This method is a Substitute for the Paxos protocol. This 
method is more straightforward and, at the same time, provides 
safety and privacy with add-on features[2]. The consensus in 
this method is reached by choosing a delegate, and then this 
delegate will be accountable for copying the logs every time 
the latest user accesses the network. Heartbeat notes will 
operate as an interfering signal for marking the presence of the 
forerunner [2]. Each node will have a time-out for the signal's 
arrangement if it will not get the message before its lapse. After 
this, there will be a process of selecting the new leader, or else 
time will reset. 

J. Proof of Activity (PoA) [54] 

One more consensus algorithm, PoA, was developed by 
Bentov et al. in the year 2014 [55]. The authors mentioned this 
algorithm as a union of PoS and PoW. It is a safer algorithm 
countering Bitcoin's potential assaults and has even ignorable 
sanctions concerning the network communication and storage 
area. Nevertheless, through PoS structured protocols, 
shareholders may engage in downward price spirals; for that 
reason, the coins that they maintain will produce revenue 
commensurate to real commerce taking place [2]. 

K. Proof of Authentication (PoAH) [56] 

It is a consensus algorithm aimed at a lightweight and 
sustainable blockchain for building a lightweight decentralized 
security system to circumvent central dependencies. PoAH is a 
cryptographic verification mechanism that is a replacement for 
the PoW algorithm. This consensus algorithm is appropriate for 
private and permissible blockchain and makes blockchain 
application-specific. Besides securing the system, PoAH 
maintains sustainability and scalability. 

L. Proof of PUF-Enabled Authentication (PoP) [57] 

It is a comprehensive algorithm that effectively manages 
both data and device security aspects. This innovative approach 
combines the utilization of physical unclonable functions 
(PUF), which serve as integral hardware security components. 
These PUFs contribute to the system's ability to offer 
advantages in terms of latency, scalability, and energy 
consumption. The mechanism involves incorporating a 
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cryptographic hash of all previously processed data along with 
the involvement of any device incapable of generating the PUF 
key in a uniquely generated manner within the PUF module. 
This integrated approach ensures the robust handling of both 
data and security keys. In comparison to Proof of Work (PoW), 
PoP demonstrates a notable increase in speed, while in contrast 
to Proof of Authority and Hashpower (PoAH), it exhibits a 
slightly elevated latency. 

M. Rock-Scissors-Paper (RSP) [58] 

To achieve consensus and avoid attacks by the malicious 
participant, this algorithm uses three balance variables: Rock, 
scissors, and Paper. RSP does not directly address the problem 
of variable difficulty; instead, it proceeds with the consensus 
based on the device's specification. Furthermore, computations 
can be performed quickly and easily using a high specification 
of computing devices. This consensus algorithm reduces the 
power utilization that is required to limit the maintenance and 
processing cost. 

N. Proof of Research (PoR) [18] 

It is a hybrid consensus algorithm that combines Proof of 
Stake (PoS) with Proof of BOINC (Berkeley Open 
Infrastructure for Network Computing). This innovative 
approach is facilitated by Gridcoin, a cryptocurrency that 
individuals can acquire through the contribution of their 
computational resources to the BOINC project. PoR bears 
similarities to PoS, allowing individuals to become investors 
by possessing a designated quantity of Gridcoin and engaging 
in the minting process.  

O. Proof of Stake Velocity (PoSV) [18] 

It is an innovative consensus algorithm crafted to address 
the challenges encountered within the Proof of Stake 
framework. PoSV introduces a hybrid approach that integrates 
seamlessly with conventional PoS algorithms. The fundamental 
premise of PoSV lies in the concept of stake velocity, which 
mirrors the concept of money velocity in economics. The core 
principle driving stake velocity is the augmentation of stake 
circulation during the PoS consensus process. Investors can 
actively enhance this stake flow by engaging in the consensus 
mechanism, thereby staking their cryptocurrency as a dynamic 
alternative to passively holding it offline. This strategic 
involvement substantially enhances the security measures and 

mitigates the issue of inadequate participant engagement often 
observed in conventional PoS systems. 

P. Proof of Familiarity (PoF)[59] 

This consensus algorithm is designed to integrate various 
healthcare stakeholders' medical conclusions. PoF guarantees 
stakeholders' medical results' privacy and integrity by utilizing 
previously-stored results using blockchain. Proof of familiarity 
uses a two-layer security measure to preserve the identity of 
stakeholders. It first stores stakeholders' identities locally, and 
then the hash of these are stored in the blockchain. 

Q. Proof of Trust (PoT) [60] 

Consensus protocol integrates a confidence dimension to 
satisfy the service sector's practical criteria, i.e., fixing the 
unfaithful activities that exist so frequently in a transparent, 
public service network, together with the reward steps. PoT 
consensus utilizes random logic algorithms to maximize block 
node unpredictability using time signs and digital signatures. A 
credibility evaluation of the crowdsourcing membership 
involved will be done automatically by the improved 
algorithm. The validity, equity, and stability can be obtained by 
the PoT. 

R. Proof of Luck (POL) [61] 

PoL is a blockchain consensus algorithm that uses a 
random number generator on a trusted execution environment 
(TEE) platform to select a consensus leader. This allows for 
fair mining while also enabling quick transaction validation, 
deterministic confirmation times, and low energy consumption, 
among other benefits. 

S. Leased Proof of Stake (LPoS) [61] 

It represents a variant of the PoS consensus mechanism. 
Notably employed within the Waves platform, this distinctive 
PoS approach facilitates token holders in "leasing" their tokens 
to complete nodes, thereby earning a share of the rewards. On 
conventional PoS networks, individual nodes contribute new 
blocks to the blockchain. Within the LPoS framework, users 
have the flexibility to actively operate a full node or 
alternatively lease their stake to a full node. This engagement 
in the LPoS ecosystem yields rewards for the participants. 

Table II illustrates the comparison of various consensus 
algorithms on defined parameters. 
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TABLE II. ANALYSIS OF CONSENSUS ALGORITHMS 

Consensus 

Algorithms 

Byzantine 

fault 

Tolerance 

Adversary 

tolerance 

Decentralizatio

n level 
Node identity 

Throughp

ut(tps) 
Scalability Latency 

Energy 

efficiency 
51% Attack 

Double 

spending 

Attack 

Trust 

PoW [62] 50% <25% Decentralized Permissionless Low High High No Vulnerable Vulnerable Untrusted 

PoS [33] 50% <51% Semi-Centralized Permissionless Low High Medium Yes Vulnerable Difficult Untrusted 

DPoS[46] 50% <51% Semi-Centralized Permissioned High High Medium Yes Vulnerable Vulnerable Trusted 

PBFT[48] <=33% <33% Decentralized Permissionless High Low Low Yes Safe Safe 
Semi-

trusted 

PoI[50] 50% N/A Decentralized Permissionless Low High Medium Yes Safe Safe Untrusted 

PoC[51] NA NA Decentralized Permissioned Low High High Fair Vulnerable Vulnerable 
Semi-

trusted 

PoB[52] NA <25% Decentralized NA Low Low High No Vulnerable Vulnerable Untrusted 

DBFT[2] NA <33% Semi-Centralized Permissionless High High Medium Yes Vulnerable Vulnerable 
Semi-

trusted 

RAFT[53] >50% <50% Decentralized Permissionless High High Low Yes NA Safe Trusted 

PoA[54] >50% N/A Decentralized Permissionless High High Low No Vulnerable Vulnerable Trusted 

PoAh[56] N/A N/A Decentralized Permission-based N/A High low low 
No known 

attacks 

No known 

attacks 
Trusted 

PoP[57] N/A N/A Decentralized Permissioned N/A high low low 
No known 

attacks 

No known 

attacks 
Trusted 

PoR[18] 50% <51% Semi-Centralized Permissionless Medium low medium medium Vulnerable difficult Untrusted 

PoSV[18] 50% <51% Semi-Centralized Permissionless high medium low low Vulnerable difficult Untrusted 

RPS[58] N/A N/A Decentralized Permissioned N/A N/A N/A low 
No known 

attacks 

No known 

attacks 
Trusted 

PoF[59] N/A 75% Decentralized Permissioned medium high  low 
No known 

attacks 

No known 

attacks 
Trusted 

PoT[60] >50% N/A Decentralized Permissioned high high low medium safe safe trusted 

PoL[61] N/A <25% Decentralized N/A high high low yes safe safe trusted 

LPoS[61] N/A <51% Decentralized Permissioned high high high yes 
No known 

attacks 

No known 

attacks 

Semi-

trusted 

V. ANALYSIS OF CONSENSUS ALGORITHM 

The foundation of blockchain rests on a secure and 
dependable architecture that stems from consensus 
mechanisms. Different consensus algorithms are applied to 
specific applications due to the unique demands of each 
domain. For instance, some domains require swift transaction 
processing, while others prioritize minimal computational 
power consumption. The consensus algorithm assumes a 
pivotal role within the blockchain framework. It operates on 
the premise that consensus is crucial to achieving unanimous 
agreement among network nodes during the process of block 
authentication [63]. The consensus algorithm strives to strike a 
balance among miners, assigning them equal weight to 
facilitate arriving at a resolution or decision by the majority of 
miners. 

However, while this approach suits controlled 
environments, it proves inadequate for public blockchains as it 
exposes vulnerabilities to Sybil attacks. These attacks involve 
an individual creating multiple identities to manipulate the 
blockchain's functioning. In a decentralized ecosystem, a single 
block's addition is the responsibility of a single participant. The 
user selection process can be either random or based on 
specific criteria. Nevertheless, relying on random selection 
leaves the system susceptible to potential breaches. 

Since blockchain is a decentralized network, no single node 
can handle the entire network. That is why blockchain has 

endorsed a distributed consensus method to implement the 
data's uniformity and trustworthiness [64]. PoW [62] is based 
on the idea that nodes are less likely to attack the network as 
long as they invest a significant amount of computational 
effort. In a PoW blockchain, miners must perform 
computationally intensive tasks to add a block, making it 
nearly impossible for Sybil attacks to occur. PoW operates 
through a process called mining, where nodes perform 
calculations until the correct result is found. In the case of 
Bitcoin, the mining process involves searching for a random 
number, or nonce, that generates the correct hash for a block 
header. Therefore, the miners should be able to carry out 
specific tasks to calculate the figure. Once the miner 
overcomes the issue, all the other nodes are responsible for 
confirming that the response is accurate. Because of the more 
utilization of energy in PoW, its rendering becomes ineffective 
in the lower-powered application. Moreover, the nodes that 
take part in the block's authentication shall not correspond to 
enhancing the transactions of a block that makes PoW non-
scalable [65]. 

PoS-Proof of Stake creates division among its users based 
on stake [33]. Any node with a definite volume of stake in their 
blockchain could be the miner. This algorithm also reassumes 
that any extra stack user will be less susceptible to a network 
attack. When any node turns out to be a miner, it will assign a 
particular quantity of its stack; therefore, a network holds this 
volume to ensure the user is trustworthy and permissible to do 
the mining. PoS needs significantly less computing energy, so 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

91 | P a g e  

www.ijacsa.thesai.org 

Proof of Stake has a very low power utilization than PoW. The 
only problem with PoS is that the mining procedure always 
aims at its richest member because they own a more significant 
stake over the rest of the nodes. DPoS, or Delegated Proof of 
Stake, is an additional consensus method projected to improve 
PoS [46]. In this method, only limited members are 
accountable for validating the blocks rather than only 
transferring this responsibility to stakeholders. The main 
advantage of DPoS is quick transactions because fewer nodes 
participate. Moreover, the selected nodes are capable enough to 
fine-tune the size of the block and the intervals. Fraudulence 
can be dealt fastly since substituted nodes are replaced with 
ease. One more type or alternative of PoS is TaPoS 
(Transaction as Proof of stake) [66]. Contrary to PoS, in which 
only a limited number of nodes can assist the security of a 
network, in TaPoS, each node secures the network. The 
disadvantage of PoS is the accumulated stack age, although the 
node is not linked to the network. PoA is projected to 
compensate nodes based on what activity does and their 
network ownership [67]. 

PBFT is projected to aim at asynchronous situations to help 
in solving BG (byzantine general) problems [48]. This method 
presumes that beyond two-thirds, all nodes are genuine, and 
beneath this are malevolent. A front runner gets selected by 
every block of the family, and then this front runner or leader's 
job is to validate a block. Another alternative to the BFT is 
Delegated BFT (DBFT), which works like a DPoS in which 
only a few nodes are accountable for authenticating and 
generating the block. One more protocol that is quite similar to 
PBFT is SCP (Stellar Consensus Protocol). SCP is carried out 
based on a method or algorithm named FBA (Federated 
Byzantine Agreement) [68]. The only alteration between PBFT 
and PCA is that PBFT entails a contract from widely held 
nodes, whereas SCP depends on a subsection of the nodes, 
which are considered very important. Table III below presents 
a concise comparison based on their respective advantages and 
disadvantages.

TABLE III. COMPARISON OF CONSENSUS ALGORITHMS BASED ON THEIR ADVANTAGES AND CHALLENGES

Consensus Algorithms Advantages Challenges 

PoW [62] 
*Extensive  power of decentralization *Extra protected 
network 

*High drafting power (expensive) * High electricity utilization 

PoS[66] 
*Energy efficient & faster processing * Improved  rewards 

& more significant stakes 
*Less decentralization than PoW *Less security than PoW 

DPoS[46] 
*accelerated processing than PoW and PoS * Enhanced 
recompenses allocation and energy efficient 

*More prone to attacks and is less decentralized 
*Affluent people control the network 

PBFT[48] 
*Capable of doing transactions devoid of confirmation 
*Substantially reduce energy 

*Elevated volume of connection between nodes 

*Difficult in the message's authenticity and is prone to Sybil 

assaults. 

PoI[50] 
*Quick and power-efficient *no particular hardware is 

required for mining. 
N/A 

PoC[51] *larger drive sizes N/A 

PoB[52] 

*PoB enforcement can be tailored *The power of burnt 

coins diminishes fractionally every time a fresh block is 
mined 

*Source waste (the burnt coins are lost) *Huge risk protocol, no 

coin retrieval assurance 

DBFT[2] *Provides perfect decisiveness *Quick transaction delivery *Prone to 51% attack *Still believed centralized 

RAFT[53] 
*Could endure catastrophe of up to half of the nodes 

*Structure clarity and robustness 
*Present execution can ensure liveness for one Byzantine failure 

PoA[54] 
*High security & low transaction fee *Eliminates 51% 

attack in the blockchain network 

*Requires a significant number of assets in the mining phase 

*Participants can double-sign transactions 

PoAh[56] 
*Appropriate for private as well as permissioned 

blockchain *Maintains system sustainability and scalability 
N/A 

PoP[57] 
*PoP is highly scalable *Runs noticeably faster, consumes 

fewer resources and uses less energy. 
N/A 

PoF[59] 
*The integrity of a medical conclusion.*Privacy of 

participants 
N/A 

PoSV[18] 
*Raise the overall security of the system *Counter the lack 

of participant issues in PoS 
*Less decentralization than PoW 

PoR[18] *Faster and Energy efficient *Less security than PoW 

RPS[58] 
*Efficient power consumption and economical 
maintenance cost.*Fast processing time 

*Specification of devices can result in the polarization of the 
computing devices. 

PoT[60] 
*highly scalable*ensures the performance and consistency 

of the consensus process. 
N/A 

PoL[61] 
*Extensive power of decentralization.*low-latency 
transaction validation. 

*Attacker may confront a limited number of TEEs 

LPoS[61] 
*Energy efficient & faster processing *Improved  rewards 

& more significant stakes 
*Less decentralization than PoW *Less security than PoW 
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VI. OPEN ISSUES AND RESEARCH CHALLENGES 

Some of the open issues and research challenges are 
emphasized in this section. 

A. Overhead 

Blockchain introduces significant overhead in terms of 
traffic, encompassing factors such as storage size, heightened 
implementation costs, legal compliance considerations, and 
deficits in information and organization. It presents a 
substantial challenge, particularly with regard to escalating 
energy consumption. 

B. Cross-compliant Hybrid Alternative (CHA) 

Although many providers favor creating consensus 
solutions based on particular use case requirements, consensus 
mechanisms still need to handle various requirements. As a 
result, the CHA class is anticipated to witness a large variety of 
consensus mechanisms [31]. 

C. Hybrid Consensus Algorithms 

A single particular type of consensus algorithm frequently 
has more restrictions in practical application scenarios. 
Examples include the PoW algorithm's resource consumption 
issue and the PBFT algorithm's difficulty applying only to 
consortium and private chains, not public ones. The goal of 
maximizing strengths and avoiding weaknesses can thus surely 
be achieved by combining the advantages of multiple 
algorithms into one. Additionally, this offers a fresh concept 
and point of reference for advancing consensus algorithms in 
the future [34]. 

VII. CONCLUSION 

Recent surveys on consensus mechanisms have analyzed 
the performance and application set-ups, limitations, and future 
work of various consensus algorithms. Nonetheless, there is a 
gap in the existing analysis of the consensus algorithm. This 
paper provides a complete and detailed analysis of current and 
recent consensus algorithms based on throughput, scalability, 
latency, and energy efficiency. Further, this paper also 
evaluates the consensus algorithms based on 51% attacks, 
Byzantine fault Tolerance, adversary tolerance, and 
decentralization levels. Besides comparison, this paper presents 
the advantages and disadvantages of consensus algorithms to 
understand existing research challenges clearly. This 
comparison also highlighted the resource requirements for 
choosing a suitable consensus algorithm for a resource 
constraint environment. The analysis results have been 
presented in tabular formats, visually illustrating these 
algorithms in a meaningful way. These evaluations reflect that 
PoAh, PoP, PoT, and PoI are promising approaches that have 
high Byzantine fault Tolerance, and no known attack has been 
reported till now against these consensus mechanisms. This 
article has further highlighted the open issues and research 
challenges affecting the consensus mechanism. These open 
issues and research challenges can be further researched in 
detail for future research. 
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Abstract—Poetry can be defined as a form of literary 

expression that uses language and artistic techniques to evoke 

emotions, create imagery, and convey complex ideas in a 

concentrated and imaginative manner. It is a form of written or 

spoken art that often incorporates rhythm, meter, rhyme, and 

figurative language to engage the reader or listener on multiple 

levels. There is no automated system that can identify figures of 

speech (FsoS) in poetry using Natural Language Processing 

(NLP) methods. In this research paper, the authors categorized 

four types of FsoS            (Type of alliteration), 

          (Type of alliteration),           (Rhyme), and        

(Repetition) using two custom algorithms, Koshur and Awadhi 

(KA and AA), developed specifically for three different language 

corpora of poems (Koshur (K), Awadhi (A), and Hindi (H)). To 

evaluate the effectiveness of these algorithms, the authors 

conducted tests on three languages using four distinct 

approaches: with stopwords without optimization, with 

stopwords with optimization, without stopwords without 

optimization, and without stopwords with optimization. Authors 

have put lots of effort into identifying FsoS in not only one single 

language but in three Devanagari scripted languages. This 

research work is the first of its kind. The average accuracy 

without stopwords was not up to the mark. The authors then 

optimized both algorithms and again tested them on the same 

corpora with or without stopwords, resulting in a significant 

increase in accuracy. 

Keywords—Figures of speech (FsoS); natural language 

processing (NLP); Koshur;  Awadhi 

I. INTRODUCTION 

India is renowned for its rich cultural heritage and vast 
literary traditions. With twenty-two scheduled languages, the 
country boasts a remarkable diversity of literature, and poetry 
stands out as one of its prominent forms of expression. Indian 
poetry, rooted in ancient times, has flourished through the 
ages, reflecting the myriad influences of its diverse regions 
and communities. 

Poetry is characterized by its unique use of language, 
employing words and phrases chosen for their sound, texture, 
and connotation, as well as their literal meaning. Poets often 
strive to capture the essence of an experience or emotion, using 
vivid imagery and metaphorical language to paint a picture or 
evoke sensory impressions. While poetry can take many forms 
and styles, ranging from traditional structures like sonnets and 
haikus to free verse and experimental formats, it is united by its 
emphasis on creative expression, aesthetic beauty, and the 
power of words. It explores themes such as love, nature, human 
experiences, social and political issues, and the mysteries of 
existence. To acquire a deeper knowledge of a given poetry, we 

might focus on numerous elements. These aspects include 
Emotion (Rasa), voice, diction, imagery, figures of speech, 
syntax, sound, rhythm, and verse meter [1]. These unfold the 
poem's actual theme, meaning, or feelings. The figure of speech 
(FoS) is one such element that creates a mesmerizing effect and 
produces magic. They are considered the ornaments used for 
the beautification of the poems. 

This is a maiden attempt by the authors of this research 
paper to identify four different forms of figures of speech 

(FoS), namely            ‗Type of alliteration‘,           ‗Type 

of alliteration‘,            ‗Rhyme‘  and          
‗Repetition‘ (which is an implicit type of alliteration) on three 
different language corpora Koshur, Awadhi, and Hindi, 
implemented in two different algorithms Koshur and Awadhi 
algorithm (KA and AA) and later optimized with and without 
stopwords. All three languages, Koshur Awadhi, and Hindi 
are based on the Devanagari script. 

Kashmiri or commonly referred to as ‗Koshur‘, is a branch 
of the Indo-Aryan language in the linguistic landscape of India 
spoken by about seven million people from the state of Jammu 
and Kashmir, India. The Perso-Arabic script, the Sharda script, 
and the Devanagari script are the three main scripts used to 
write Koshur [2,3]. The Perso-Arabic script is considered the 
official script of Koshur, and Devanagari is used by Kashmiri 
Hindus for literature purposes [4]. The pioneers of literature, 
the Kashmiri poets, brought freshness and sweetness to the 
poems using this script [5]. The corpora considered in this 
research paper were Koshur poems written in Koshur 
Devanagari script. 

Awadhi is spoken in twenty districts of India and eight 
districts of Nepal [6]. Awadhi is a language spoken in the 
Awadh region of Uttar Pradesh and some parts of north India. 
Awadhi is one of the dialects of Hindi, and it has 38 million 
native speakers [7]. But very less research work has been 
performed on the Awadhi language. Prominent texts like 
Ramcharitmanas, one of the most important religious texts in 
the world, is written in Awadhi. The Epic Ramcharitmanas is 
traditionally divided into several major kaandas or books, that 
deal chronologically with the major events in the life of 
Rama—Bala Kaanda, Ayodhya Kaanda, Aranya Kaanda, 
Kishkindhaa Kaanda, Sundara Kaanda, Lanka Kaanda, and 
Uttara Kaanda. Ramcharitmanas has seven Kaanda such as the 
other text like Hanuman Chalisa and Padmavat are also 
written in Awadhi. [8][9][10]. Today, the world is rapidly 
heading towards digitization. e-Books are easy to publish, 
handle and promote. All the important ancient books and texts 
are being digitized. 
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Hindi is the official language of India and holds a 
significant place in the country's cultural and literary heritage. 
Hindi belongs to the Indo-Aryan language family and shares 
roots with other languages, such as Sanskrit. Poetry in Hindi is 
a rich and diverse art form that has flourished for centuries. It 
encompasses various forms and styles, including Bhakti poetry, 
Ghazals, Doha, and Geet. Each form has its unique structure, 
rhythm, and thematic focus. 

Automated identification of four types of FsoS in 
Devanagari scripted three major languages, Koshur, Awadhi, 
and Hindi, are first of its kind, and hybridization of two 
separate algorithms further improved the performance. No 
such work, as per authors‘ best-known knowledge, is seen 
with special reference to three languages. The author‘s 
contribution to this research covers the following items: - 

 Identification of four different FsoS, using two 
different algorithms and their implementation on three 
different language corpora. 

 Optimization of algorithms with and without 
stopwords. 

 Comparison of both KA and AA algorithms 
considering accuracy and execution time taken by each 
algorithm. 

The remaining sections of the paper are organized as 
follows: Section II gives a detailed literature review of the 
work. Section III explains the methodology used along with 
the algorithms. Section IV shows the interpretation of the 
results. Section V concludes the work and discusses its future 
scope. 

II. LITERATURE REVIEW 

A thorough literature review was done to gather 
information about the present state of the research effort in the 
field of Natural Language Processing (NLP) which is a branch 
of Artificial Intelligence and Machine Learning, and work 
done in FoS in poetry. Research in poetry and nearby 
segments like poetry generation, sentiment analysis, text 
classification, meter classification, etc., has been seen in many 
Indian and foreign languages like Marathi, Punjabi, Hindi, 
Arabic, Chinese, Persian, etc., but still, many Indian regional 
languages are either completely absent or badly represented 
on the NLP map. Although authors can find some work in the 
Hindi language, but Koshur and Awadhi language are ones in 
which very little or no study has been done. 

According to Chopra et al. [11] NLP is a field of study in 
computer science, artificial intelligence, and linguistics that 
investigates how computers interact with human or natural 
languages. NLP is primarily concerned with human-computer 
interaction. NLP was also felt necessary because computers 
could access much information recorded or stored in natural 
language. Saini and Kaur [1] worked on poetry characteristics 
such as diction, rhyme, and rhythm, setting it apart from other 
genres of literature. These factors were experimented with, to 
attempt an automatic system for categorizing poetries based 
on emotional states tested to develop a system for categorizing 
poetries based on the Indian concept of 'Navrasa.' Kushwah 
and Joshi [12] investigated Hindi poetry based on ‗Chhand‘, 

one of the properties of Hindi poems. They created an 
algorithm that detects the presence of ‗Rola Chhand‘ in any 
poem provided as input. A few poems are available in digital 
form, but their poetic properties are not aimed at, and their 
algorithm focuses on one such property. 

Audichya and Saini [13] worked on producing automatic 
metadata for ‗Chhand‘ based on the stanzas of the poems. They 
also provided superior techniques for metadata creation and 
procedures for ‗Muktak Chhands‘. It was the first time that not 
only rules of the ‗Chhands‘ were identified but also were 
confirmed and modelled from the standpoint of computational 
linguistics. Audichya and Saini [14] worked on identifying 
three Hindi figures of speech using NLP. They also created a 
systematic structure of types and sub-types of Hindi FoS. 
Bafna and Saini 

The study [15] recovered tokens from two corpora using 
two different methodologies. To count and contrast extracted 
tokens, BaSa, and Zipf's law were employed. Further token 
comparison between the two approaches is accomplished. 
They used both Hindi and Marathi poems and prose. To 
demonstrate that Hindi and Marathi behave similarly for NLP 
operations, common tokens from corpora of Marathi and 
Hindi poetry and prose were identified. It was established that 
BaSa outperforms Zipf's law. Kaur and Saini [16] worked on 
creating a content-based classifier for Punjabi poetry. After 
going through the pre-processing layer, more than 2,034 
poems and 31,938 tokens were separated and weighted using 
the term frequency (TF) and term frequency-inverse document 
frequency (TF-IDF). 

Pal and Patel [17] classified poetry based on nine different 
types of Rasas like Shringar, Hasya, Rudra etc., and used a 
mix of part-of-speech and emotion-based features to classify 
poems into different types. In research by Lone et al. [18], a 
Kashmiri-to-English Machine Translation System was 
presented, as well as it highlighted various features of the 
Kashmiri language. Their method was built on machine 
intelligence, and it can learn various translation rules from a 
series of translated input words by employing Long Short-term 
Memory (LSTM) architecture for deep sequence learning. 
The paper also reports difficulties and challenges associated 
with the work. Mir and Lawaye [19] worked on Word Sense 
Disambiguation (WSD) System for Kashmir Language; they 
designed Sense Annotated Corpus for Kashmiri Language and 
WSD Data Set. Ahmad and Syam [20] developed a Parts-of-
Speech tagger (POS) in Perso-Arabic scrip for the Kashmiri 
language with an accuracy of 80.64%. Rasool et al. [21] 
opened the doors to the creation of a powerful multilingual 
machine translation system that includes Kashmiri as one of 
the languages. The aim of the researcher here is to 
incorporate Kashmiri into UNL (Universal Networking 
Language) framework. In this work, a selected Kashmiri 
corpus is analysed to UNL using IAN, and subsequently, 
Kashmiri expressions are generated from UNL expressions 
using EUGENE. Gilkar et al. [22] proposed a POS rule-based 
tagger for Kashmiri written in the Nastaliq script. The 
authors tried to create an automatic tagger for Kashmiri 
corpora using a rule-based and stochastic (hybrid) tagging 
approach. Aabid et al. [23] presented an Automatic Recognition 
System (ARS) that allows computers to understand natural 
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speech for recognizing Kashmiri digits zero (sefar) to nine 
(nov) spoken in isolation by different male and female speakers. 
In study by Ramakrishna et al. [24] Kashmiri palatalized 
consonants were examined, which were related to, the i-
matra vowel and palatalized in Kashmiri phonology. For 
the purpose of analysing Kashmiri voice data. 

Firdaus et al. [25] explained that poem writing is a 
way to express ideas, thoughts, and feelings using artful 
language. Writing poetry is a skill that is taught in schools. 
There are hardly any students who are interested in poetry. 
Less appealing is the poetry writing process used in schools. 
As a result, the purpose of this study is to demonstrate an 
original way to write poetry using the "Atafora" technique 
by fusing students' sensory experiences with a metaphorical 
figure of speech. Malik et al. [26] discussed the figures of 
speech in the songs from Rose's album "R". The study's 
objective was to characterize four different types of figures of 
speech used in the two-track lists of the R album: (a) 
comparative figures of speech, (b) contradiction figures of 
speech, (c) affirmation figures of speech, and (d) satirical 
figures of speech. This study used a qualitative research design 
and an analytical framework. The -R- album's two songs with 
the title "On the Ground and Gone" that use figure of speech 
are the study's source of data. Krisna et al. [27] stated that 
poets frequently use figurative language to convey their 
thoughts and emotions. Poetry that captures the attention of 
the readers will be enhanced by figurative language. Paradox 
is frequently used in figurative poetry to emphasize the poem's 
message. This study focuses on the implications of paradox in 
the poem by Rudyard Kipling. The authors used the 
descriptive qualitative method to examine Rudyard Kipling's 
chosen poems' figure of speech. The study discovered 17 
paradoxes, including seven rhetorical paradoxes, seven social 
paradoxes, two logical paradoxes, and one philosophy of 
science contradiction. Maula et al. [28] identified the figurative 
language in Lady Gaga's album titled ―Always Remember Us 
This Way‖ using descriptive qualitative research. Wati et al. 
[29] discussed the comparative figurative language in the 
poems from Emi Suy's poetry collection titled Ibu Menanak 
Nasi hingga Matang Usia Kami. The anthology was published 
in 2022, served as the study's data source. Heuristic reading, a 
first-level semiotic reading technique, and Hermeneutic 
reading, a second-level structuralism-semiotic technique, was 
used for data collection and data analysis purpose, respectively.  
Naaz et al. [30] discussed different tools such as Text2Matr, 
RPaGen, and FoSCal. The Text2Matr tool offers a chanda- 
related observation, including chanda type detection and 
classification, rhythm determination, chanda correctness 
verification, etc. For an input Hindi poetry, the RPaGen tool 
provides rhyme pattern(s). The tool FoSCal, used for generating 
alankara scores, and the tool‘s FoSCal uses the pattern created 
by RPaGen for alankara rating. Mahdi et al. [31] explained that 
poets use a wide range of writing strategies when creating new 
poems. This paper discussed the use of personification, 
symbolism, and figure of speech such as Simile and Metaphor 
in British love poems and lyrics. Nidi et al. [32] discussed the 
personification figure of speech and its general meaning. The 
two varieties of personification FsoS prosopography and 
prosopopoeia are used. The author has used the poems by 
Robert Frost. 

Setiani et al. [33] stated that poetry is a literary form that 
includes stanzas, lines, rhythms, and rhymes. Denotative and 
connotative meanings are frequently utilized in poetry. 
Denotative means emotional feeling of the word, and 
connotative means figurative language. Hutauruk et al. [34] 
mentioned the importance of figures of speech. The 
personification and apostrophe create pictures in the mind of 
reader or listener, and pictures help to convey the message 
faster than words. Sayakhan et al. [35] Figurative language is 
used frequently in ordinary conversation, popular music, 
television, and commercial topics as well as in classic works 
like Shakespeare and the Bible. The author has specially 
discussed two figures of speech such as personification and 
apostrophe. A person is just mentioned in an apostrophe, 
whereas with personification, inanimate objects are given 
human characteristics. 

While performing the literature review the authors found 
few papers on FoS but no papers were found in Koshur and 
Awadhi. 

Therefore, the gap with the authors was huge, the reason 
behind this gap is mainly that the languages are highly 
resourceless, it is tedious to work with such resourceless 
languages and researchers have to face lots of difficulties as 
no initial work has been carried out before. 

 To address this significant gap, the authors have embarked 
on developing FoS algorithms. The research question then 
becomes: How can the development of FoS algorithms 
alleviate the challenges posed by the lack of resources in these 
languages and contribute to narrowing this gap? 

For the above mentioned research question authors have 
worked on the objectives like development, optimization and 
implementation of FoS algorithms for Devanagari scripted 
languages. 

III. METHODOLOGY 

To identify FsoS in three different languages, authors 
developed the logic represented in Fig. 1. The input to the 
flowchart was the poems in all three languages. The entered 
poems then need to be tokenized on the basis of sentences, 
words, and letters, and accordingly, rules were applied as per 
the type of FoS identified. 

 
Fig. 1. Logical representation. 
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TABLE I. SUMMARY OF FOS, TRANSLITERATION, TRANSLATION,        DEFINITION, AND EXAMPLE 

FoS- N T RST D H E K A 

व्रत्या अनुप्रास 

Vrity 

Anupras 

(VA) 

Type of 
Alliteration 

consonant word 

repeats more than 

once. 

चारुचंद्र की चंचल 

ककरणें, खेल रही ंहैं जल 

थल में| 

Serve Fast food 
with fast speed 

कय छु म्योन वतन कय छ् 

चोन वतन 

बंदउ गुरु पद 

पदुम परागा 

सुरुकच सुबास 

सरस अनुरागा 

छेकानुप्रास 
Cheka 
Anupras (CA) 

Type of 
Alliteration 

The same letter used 

repeatedly but only 

2 times 

फूले फले राष्ट्र  कदन-रात 

मेरा 

My country, my 
nation is blooming 

वदुन ररवुन पॅकतम कत 

बार याद छुम में याद 

छुम 

जो सुकमरत 

कसकध होइ गन 

नायक कररबर 

बदन 

अन्तत्यानुप्रास 

Anantya 

Anupras 

(AA) 

Rhyme 
Rhyming pattern at 
the end of lines 

बंुदेले हरबोलो ं के मुुँह 

हमने सुनी कहानी 

थी।खूब लङी मदाानी वह 

तो झाुँसी वाली रानी थी 

On the fifteenth of 
May, in the jungle 

of nool, In the heat 

of the day, in the 
cool of the pool 

सुमरन पनन्य 

कदचॉनम, लोलुक 

कनशान वॆकसये।रॅछरुन 

तोगुम न रोवुम, 

ओसुम न बान वेकसये 

एकह महुँ रघुपकत 

नाम उदारा। 

अकत पावन 

पुरान शु्रकत सारा 

पुनरुक्ति 

अलंकार 
Punrukti (PU) Repetition 

one word used twice 

consecutively 

without changing its 

meaning 

मीठा-मीठा रस टपकता 

milky-milkey 
chocolate, covered 

with coffee beans. 

कजंदगी हंद मोदुर-

मोदुर फरागथ. 

बार बार रघुबीर 

सुँभारी। तरकेउ 

पवनतनय बल 

भारी॥ 

Legends- FoS N-FoS Name,, T-, Transliteration , RST-Roman Scripted Translation, D-Definition, H Hindi, ,E-English-Koshur ,A-Awadhi 

TABLE II. METADATA OF THREE DIFFERENT LANGUAGE POEMS 

S.No. Attributes Koshur Awadhi Hindi 

1 CT DA RAM ABV 

2 NoP 17 7 17 

3 CS 341 340 353 

4 ExT 2096 2819 1716 

5 ExSW 510 264 862 

Legends-Corpus Type- CT, DA-Different Authors, RAM-Ramcharitmanas, ABV-Poems of Shri Atal Bihari Vajpayee, NoP-Number of Poems, CS-Corpus Size, ExT-Extraction of tokens, ExSW-Extraction of Stop 
Words. 

To detect or identify the figures of speech in Koshur, Hindi, 
and Awadhi, authors need detailed descriptions of all four 
types of FsoS and their rules. Table I shows the definitions and 
examples of FsoS in all four languages. 

The Table II above shows the details of corpus used. Well-
known poems from three different languages were taken. 
Awadhi poems were extracted from different kaand of epic 
Ramcharitmanas where one kand represents one section. 
Throughout the paper, the authors used the word section in 
place of kand. For Hindi, poems of Shri. Atal Bihari Vajpayee 
ji had been taken, and poems of different authors were extracted 
for Koshur. The selection of Koshur poetry was made in order 
to include a variety of poems, including those about love, 
nature, patriotism, and other topics. For the implementation of 
the algorithm, lines of the poems were considered as Units of 
Measurement (UoM). In Awadhi, 40-50 lines were taken from 
each section. For Hindi and Koshur, seventeen poems were 
considered having 353 and 341 lines, respectively. 
Tokenization is a process of breaking sentences into words. 
After applying the tokenization process, the extracted words 
were 2819, 1716, and 2096 for Awadhi, Hindi, and Koshur, 
respectively. In NLP, stopwords are words that have less 
relevance and do not carry valuable information. The authors 
extracted 264, 862, and 510 stopwords in Awadhi, Hindi, and 
Koshur. Awadhi and Koshur are low-resource languages, and 
there are various challenges, such as the non-availability of 
linguistic documents like dictionaries, wordnet, thesaurus, 

stopwords list, POST etc. So, the extraction of stopwords was 
also a challenge for the authors. 

As all three languages support the Devanagari script, the 
Hindi stopwords list has been taken as the benchmark. To 
identify Koshur stopwords, the authors have considered three 
lists of stopwords from three different languages (Hindi, 
English, and Punjabi). Some new words were also added to the 
list that were fetched from credible sources. For the 
identification of Awadhi stopwords, the authors have referred 
list of Hindi stopwords and modified them according to the 
Awadhi language. The authors also contributed new words 
from the literature of Awadhi. 

IV. RESULT AND DISCUSSION 

The authors developed two different algorithms, one for 
the Koshur language and another for Awadhi. Both algorithms 
were then implemented and tested on the corpus with stopwords 
and without stopwords. Optimization of algorithms was also 
done to improve the performance. Algorithms developed for the 
Koshur language were implemented in Hindi and Awadhi, and 
the algorithms developed for the Awadhi language were 
implemented in both Koshur and Hindi. 

The performance of the Koshur and Awadhi algorithms on 
a corpus with stopwords and without optimization is shown in 
Table III. Table IV shows the performance of both algorithms 
with  stopwords and with optimization. 
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TABLE III. IMPLEMENTATION OF KOSHUR AND AWADHI FOS ALGORITHMS IN THREE LANGUAGES WITH STOPWORDS WITHOUT OPTIMIZATION 

 KA AA 

Fo S K E T A E T H E T K E T A E T H E T 

V A 85.71 0.09 83.33 0.12 80.00 0.03 100.00 0.02 97.60 0.03 80.00 0.01 

C A 93.33 0.08 86.66 0.25 94.11 0.06 96.40 0.01 97.10 0.04 94.80 0.02 

A A 92.30 0.15 94.11 0.60 94.11 0.06 73.90 0.01 90.30 0.02 74.10 0.01 

P U 91.66 0.15 92.30 0.60 92.30 0.06 96.10 0.03 100.00 0.01 100.00 0.01 

Av g 90.75 0.12 89.10 0.39 90.13 0.05 91.60 0.02 96.25 0.03 87.23 0.01 

Legend-ET-Execution Time 

TABLE IV. IMPLEMENTATION OF KOSHUR AND AWADHI FOS ALGORITHMS IN THREE LANGUAGES WITH STOPWORDS AND WITH OPTIMIZATION 

 KA AA 

Fo S K E T A E T H E T K E T A E T H E T 

V A 100.00 0.66 90.00 0.65 100.00 0.12 100.00 0.02 95.20 0.02 90.00 0.01 

C A 93.33 0.70 100.00 0.83 94.11 0.15 98.30 0.05 98.80 0.04 96.80 0.03 

A A 92.30 0.71 92.85 1.67 94.11 0.40 74.80 0.01 98.63 0.02 75.30 0.02 

P U 91.66 0.70 80.00 1.67 93.30 0.40 96.20 0.02 100.00 0.01 100.00 0.01 

Av g 94.32 0.70 90.71 1.21 95.38 0.27 92.33 0.03 98.16 0.02 90.53 0.02 

TABLE V. IMPLEMENTATION OF KOSHUR AND AWADHI FOS ALGORITHMS IN THREE LANGUAGES WITHOUT STOPWORDS WITHOUT OPTIMIZATION 

 KA AA 

Fo S K E T A E T H E T K E T A E T H E T 

V A 83.33 0.12 83.00 0.27 80.00 0.15 87.50 0.02 100.00 0.02 100.00 0.01 

C A 53.33 0.12 86.66 0.36 58.82 0.15 98.76 0.01 97.25 0.02 100.00 0.01 

A A 92.30 0.32 92.85 0.75 92.30 0.32 100.00 0.01 98.70 0.02 100.00 0.01 

P U 91.66 0.31 80.00 0.74 92.30 0.31 85.71 0.01 77.78 0.01 83.33 0.01 

Av g 80.16 0.22 85.63 0.53 80.86 0.23 92.99 0.01 93.43 0.02 95.83 0.01 

TABLE VI. IMPLEMENTATION OF KOSHUR AND AWADHI FOS ALGORITHMS IN THREE LANGUAGES WITHOUT STOPWORDS WITH OPTIMIZATION 

 KA AA 

Fo S K E T A E T H E T K E T A E T H ET 

V A 100.00 0.14 83.33 0. 06 100.00 0.06 87.50 0.02 100.00 0.01 100.00 0.01 

C A 93.33 0.15 94.11 0.13 94.11 0.11 97.93 0.01 99.09 0.01 100.00 0.01 

A A 92.30 0.31 94.11 0.12 94.11 0.11 100.00 0.01 99.34 0.02 100.00 0.01 

P U 91.66 0.30 92.30 0.12 92.30 0.12 85.71 0.01 77.78 0.01 83.33 0.01 

Av g 94.32 0.23 90.96 0.11 95.13 0.10 92.79 0.01 94.05 0.01 95.83 0.01 

The performance of the Koshur and Awadhi algorithms on 
a corpus without stopwords and without optimization is shown 
in Table V and Table VI shows performance without 
stopwords with optimization. 

Fig. 2 shows the average accuracy of two algorithms with 
stopwords, with and without optimization. Fig. 4 show the 
result of the Koshur and Awadhi algorithms without stopwords, 
with and without optimization. The dark shades represent the 
result of Koshur algorithm and light shades represent the 
result of Awadhi algorithm. 

The authors‘ observation on Fig. 2 is that both algorithms 
have increased the performance after optimizing the existing 

code and removal of the extra loops and unwanted instructions 
from the code. Fig. 3 displays the time taken by the 
algorithms. 

There are four types of approaches considered by the 
authors the names are WSWWO-With Stopwords With 
Optimization, WSWWOO-With Stopwords Without 
Optimization, WOSWWO-Without Stopwords With 
Optimization, WOSWWOO-Without Stopwords Without 
Optimization. The graph shows the relation between ET and 
the approaches. The time taken by the algorithms before 
optimization was little high than the time taken after 
optimization. The orange colour line shows with stopwords 
with optimization, and blue colour represents with stopwords 
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without optimization. 

 
(a) Without optimization. 

 
(b) With optimization. 

Fig. 2. (a,b) Koshur and Awadhi algorithm accuracy with stopwords. 

 
Fig. 3. ET taken by algorithms with stopwords. 

The observation related to Fig. 4 is that after removing the 
stopwords, the accuracy reduces noticeably. The stopwords are 
words that do not make semantic sense and are unwanted for 
processing. As we know that poets use figurative language for 
writing poems and create a magical effect, but when we remove 
the stopwords, this effect breaks the rhythm of the poem, and 
hence code is not able to catch the particular FoS. So our 
contribution is improvised algorithms that increased the 
accuracy of the previous algorithms without stopwords up to a 
great extent. Fig. 5 displays the execution time taken by both 
the algorithms. 

The algorithms after optimization showed the difference in 
timing. The optimized algorithms were taking less time than the 
algorithms without optimization. 

Fig. 6 show the accuracy of individual FoS named VA, 
CA, AA, and PU. The blue, pink, and green colours represent 

Koshur, Awadhi, and Hindi languages. The Koshur algorithm 
with stopwords was giving 100% accuracy in Hindi and Koshur 
languages for VA FoS. The same algorithm was giving 100% 
accuracy in Awadhi in CA FoS. The accuracy for AA and PU 
FoS in Hindi was 94.11% and 93.30, which was the highest 
among all three languages. The same algorithm, when used on 
corpus without stopwords, was giving 100% results in Koshur 
and Hindi for VA FoS. The CA and AA FoS scored 94.11 % 
accuracy in Awadhi and Hindi. The 92.30% accuracy was 
received in Awadhi and Hindi languages for PU FoS. 
 

 
(a) Without optimization. 

 

 
(b) With optimization. 

Fig. 4. (a,b) Koshur and Awadhi algorithm accuracy without stopwords. 

 
Fig. 5. ET taken by algorithms without stopwords. 
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(a) VA 

 
(b) CA 

 
(c) AA 

 
(d) PU 

Fig. 6. Application of Koshur algorithm for four FsoS. 

 
(a) VA 

 
(b) CA 

 
(c) AA 

 
(d) PU 

Fig. 7. Application of Awadhi algorithm for four FsoS. 
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Similarly, Fig. 7 show the individual accuracy of FoS 
named VA, CA, AA, and PU. The dark red, voilet and orange 
colours are used for Koshur, Awadhi, and Hindi. While 
implementing the Awadhi algorithm on corpora with 
stopwords, the authors recorded 100% accuracy in VA and PU 
FoS in Koshur, Hindi, and Awadhi languages, respectively. 
For CA and AA, the accuracy was 98.80 % and 98.63% in 
Awadhi. The Awadhi algorithm without stopwords provided 
100% accuracy in VA in Awadhi and Hindi. The same 
algorithm gives 100 % results in Hindi for CA and AA FoS. 
For the Koshur language, 85.71% accuracy was scored in PU 
FoS. 

After analyzing the results the authors derived that the 
initial implementation of both algorithms performed less 
accurately on datasets without stopwords compared to datasets 
that included stopwords. The disparity in accuracy was quite 
noticeable. However, after applying optimization techniques 
to both the KA and AA algorithms, there was a significant 
enhancement in accuracy for both types of datasets – with and 
without stopwords. The optimization process played a crucial 
role in enabling the authors to achieve higher accuracy levels 
for their algorithms, even when stopwords were removed from 
the text. This underscores the effectiveness of the optimization 
in improving the algorithms' performance across different 
types of textual data. 

V. CONCLUSION AND FUTURE SCOPE 

The Koshur, Awadhi, and Hindi corpora were used by the 
authors of this research study to identify four different forms of 
figures of speech. Two algorithms, KA and AA, were applied 
by the authors on a corpus with and without stopwords. 
Authors then improved the algorithms' performance and 
applied them again on a corpus with and without stopwords. 

Both the algorithms before optimization, when 
implemented on corpora without stopwords, showed low 
accuracy compared to corpora with stopwords. The difference 
in the accuracy was quite noticeable. After implementing 
optimized algorithms (both KA and AA), a significant 
increase in accuracy can be seen on the corpus without 
stopwords and with stopwords as well. Optimization helped 
authors to increase the accuracy of algorithms even after 
removing the stopwords. 

This accomplishment offers a tangible solution to the stark 
resource limitations these languages confront. The optimized 
algorithms exhibit a capacity to extract meaningful insights 
from text, compensating for the lack of extensive linguistic 
resources. Consequently, the development of these FoS 
algorithms not only provides a means to navigate the 
complexities of resource-scarce languages but also contributes 
significantly to narrowing the existing accuracy gap between 
corpora with and without stopwords. 

In the future, the work will be extended for other 
Devanagari scripted languages, and the identification of more 
FoS can be explored and tested. 
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Abstract—Natural Language Processing (NLP) has recently 

gained significant attention; where, semantic similarity 

techniques are widely used in diverse applications, such as 

information retrieval, question-answering systems, and sentiment 

analysis. One promising area where NLP is being applied, is 

personalized learning, where assessment and adaptive tests are 

used to capture students' cognitive abilities. In this context, open-

ended questions are commonly used in assessments due to their 

simplicity, but their effectiveness depends on the type of answer 

expected. To improve comprehension, it is essential to 

understand the underlying meaning of short text answers, which 

is challenging due to their length, lack of clarity, and structure. 

Researchers have proposed various approaches, including 

distributed semantics and vector space models, However, 

assessing short answers using these methods presents significant 

challenges, but machine learning methods, such as transformer 

models with multi-head attention, have emerged as advanced 

techniques for understanding and assessing the underlying 

meaning of answers. This paper proposes a transformer learning 

model that utilizes multi-head attention to identify and assess 

students' short answers to overcome these issues. Our approach 

improves the performance of assessing the assessments and 

outperforms current state-of-the-art techniques. We believe our 

model has the potential to revolutionize personalized learning 

and significantly contribute to improving student outcomes. 

Keywords—Natural language processing; short text; answer 

assessment; BERT; semantic similarity 

I. INTRODUCTION 

Semantic similarity is a technique used to determine 
whether two separate texts have the same meaning. It is a 
crucial task in natural language processing (NLP) and can be 
applied to a range of downstream applications, such as text 
classification, summarization, and question-answering systems 
(QAS). In the early days of text similarity research, the 
emphasis was often on comparing lengthy texts, such as news 
articles, large corpora, and documents. Compared to lengthy 
writings, short texts have unique characteristics that pose 
challenges to traditional approaches for measuring similarity. 
First, short texts have a shorter form, which means that 
traditional approaches such as knowledge-based, and corpus-
based which rely on examining common terms in two texts to 
determine similarity often lack statistical evidence to support 
them [1]. Second, short writings frequently use colloquial 
language and contain numerous typographical and grammatical 
errors. Third, due to the huge volume of short messages 
produced, they tend to be ambiguous and noisy [2]. 
Consequently, it is difficult to use traditional text similarity 

methods for short texts. There are three main methods for 
calculating the similarity of short texts. The first method is 
word-level semantic-based, which looks at the words in the 
texts and finds pairs of similar words. It then calculates the 
similarity of the whole text based on the similarity of these 
word pairs. The second method is semantic modeling-based, 
which looks at the overall structure of the texts and compares 
the two models to see how similar they are. The third method is 
deep learning-based, which converts the short texts into "word 
embeddings" and calculates how close the words are to each 
other using cosine similarity [3]. Other approaches such as 
convolutional neural networks (CNN) and recurrent neural 
networks (RNN) can take a long time to train due to their 
sequential processing of information. However, most of the 
supervised work in NLP is done using a human-annotated 
corpus. This approach involves two steps: first, candidate 
phrases are extracted using a heuristic method, and then a 
classification model is trained to determine whether the phrase 
is from an answer or a sentence [4-5]. Other deep learning 
approaches such as pre-trained sentence transformers, like 
GPT-1, BERT, XLNet, Roberta, and ELECTRA, have been 
incredibly successful because they can learn a universal 
language representation from vast amounts of unlabeled text 
data. Moreover, the transformer learning model has led to a lot 
of progress in machine learning. It uses a sequence-to-sequence 
architecture and an attention mechanism to determine the 
significance of words in a sequence. This mechanism imitates 
the way humans read and think. Transformer-based models use 
a feature extraction technique that creates a vector for each 
word in the sequence based on its relevance to the other words. 
The aim of this study is to evaluate students’ short subjective 
answers with the help of a multi-head attention transformer 
learning model based on the BERT language model, which is a 
promising method for improving the accuracy of student 
assessment. Student assessment is a crucial aspect of classroom 
instruction, involving evaluating students' knowledge, 
understanding, and skills to inform instruction and support 
student learning. Various forms of assessment, including 
quizzes, exams, projects, and presentations, serve to measure 
student progress and identify areas where additional support is 
needed [6-7]. By providing feedback to both students and 
teachers, effective assessment practices can help ensure that 
students are meeting learning goals and enable teachers to 
tailor instruction to meet the needs of individual students. 

The key contributions of this study are: 
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1) To develop a BERT-based transformer learning model 

that utilizes multi-head attention to accurately identify and 

assess students' short answers in personalized learning. 

2) To evaluate the effectiveness of the proposed 

transformer learning model in improving the accuracy of 

assessments compared to current state-of-the-art techniques. 

3) To investigate the challenges of assessing short answers 

using machine learning methods, such as transformer models 

with multi-head attention, and propose solutions to overcome 

these issues. 

4) To contribute to the field of NLP and personalized 

learning by developing an advanced technique for 

understanding and assessing the underlying meaning of short 

text answers. 

The paper is structured as follows:  

Section II provides a comprehensive review of the related 
literature, Section III elaborates on the proposed method, 
Section IV presents the results and corresponding discussions, 
and presents the implications and suggested solutions, and 
Section V concludes the paper.  

II. RELATED WORK 

The purpose of the literature review is to examine the 
various machine learning methods and techniques that are 
utilized in short text semantic similarity. In order to achieve 
this objective, we have meticulously analyzed 20 studies to 
provide a comprehensive overview of the related work. 

The field of natural language processing (NLP) is 
experiencing an increasing use of deep learning techniques. 
Various attention-based neural network models, including 
Convolutional Neural Networks (CNN), Recurrent Neural 
Networks (RNN), and Bidirectional Encoder Representations 
from Transformers (BERT), have captured the attention of 
numerous researchers. In the domain of short text semantic 
similarity (STSS), Wang et al. [8] conducted a study in the 
field of short text semantic similarity. They utilized a 
Convolutional Neural Network (CNN) to classify short text 
and identify related words. The authors also used external 
knowledge and Jaro-Winkler similarity to understand the 
conceptual meaning of words and detect grammatical errors in 
sentences, respectively. The research conducted by Shih et al. 
[9] resulted in the development of a short answer grading 
system that utilizes a Convolutional Neural Network (CNN). 
Their CNN model operates as a text classifier to interpret 
Chinese language responses submitted by students. The 
authors' use of binary classification methods enabled the 
grading of answers as either correct or incorrect with relative 
accuracy. This system has the potential to revolutionize the 
grading process of short answer responses in the Chinese 
language. 

Furthermore, the DE-CNN model introduced by Xu et al. 
[10] represents a significant advancement in the area of short-
answer comprehension. By utilizing multiple embedding 
layers, the authors were able to gain a deeper understanding of 
the context and underlying concepts within short answers. The 
attention embedding layer further enabled the extraction of 
concept representations, enhancing the model's accuracy and 

effectiveness. These findings have implications for the 
development of future deep-learning models designed for 
short-answer comprehension. Moreover, the CNN model 
proposed by Perera et al. [11] represents a significant 
contribution to the field of web-based question-answering 
systems. By focusing on factoid questions with short answers, 
the authors were able to develop a model that effectively 
identifies irrelevant answers. However, it is worth noting that 
the model's inability to answer the complete factoid question 
set highlights a need for continued research in this area. Future 
studies may consider building on this work to enhance the 
accuracy and effectiveness of web-based QAS models. The 
character-level CNN developed by Surya et al. [12] also 
represents a promising approach to short-answer 
comprehension. By relying solely on character-level data, the 
model can learn to identify key information without any prior 
knowledge of language or semantics. Nevertheless, the 
challenges faced by the authors in scoring short answers 
highlight the need for continued research in this area. Future 
studies may consider developing novel tools and strategies to 
enhance the effectiveness of short-answer scoring in the 
context of character-level CNNs. The approach proposed by 
Liu et al. [13] represents a novel approach to mining and 
comprehending global features from a short text. By combining 
the strengths of both CNN and LDA, the authors were able to 
develop a method that effectively captures both local and 
global features. This approach may have significant 
implications for natural language processing tasks, particularly 
in the context of short text comprehension. The SVMCNN 
model developed by Hu et al. [14] represents a promising 
approach to short-text classification. By combining the 
strengths of both CNN and SVM, the authors were able to 
develop a more robust model capable of accurately classifying 
short text data. Moreover, by training the model on the Twitter 
social platform using TensorFlow, the authors demonstrated 
the applicability of their method to real-world scenarios. This 
study may have important implications for the development of 
more effective short-text classification methods. 

Moreover, the LSTM model proposed by Yao et al. [15] 
represents a novel approach to short text similarity calculation. 
By utilizing cosine similarity and backward propagation, the 
authors were able to develop a more accurate and robust model 
capable of measuring the similarity between short texts. This 
method may have important implications for various natural 
language processing tasks, such as information retrieval and 
question-answering systems. The approach taken by Zhou et al. 
[16] represents an innovative method for short-text 
classification using both RNN and CNN. By combining 
semantic features extracted from both types of neural networks, 
the authors were able to develop a more comprehensive and 
effective model for Chinese short-text classification. This study 
may have important implications for various natural language 
processing tasks, such as sentiment analysis and document 
classification. The study conducted by Hassan et al. [17] sheds 
light on the challenges involved in measuring similarity among 
short texts and proposes a potential solution using RNN and 
Tf-IDf vectors. The findings of this research could be 
beneficial for improving the performance of short text 
classification and similarity tasks in various fields, such as 
social media analytics, customer service, and content analysis. 
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The use of RNNs to generate vector representations of short 
text is a promising approach for improving the accuracy and 
efficiency of natural language processing tasks. The evaluation 
of the model on a standard benchmark dataset like DSTC 
provides a reliable way to assess its performance and compare 
it with other models. The research conducted by Lee et al. [18] 
contributes to the ongoing efforts to develop effective and 
scalable solutions for processing short text in various domains, 
such as social media, e-commerce, and customer service. 

Furthermore, Mozafari et al. [19] introduced a BERT-based 
answer selection model (BAS) to capture both the syntactic and 
semantic information in short question-answer pairs. The 
model employs pre-trained BERT embeddings to encode the 
input text and utilizes a binary classification approach to 
predict whether a given answer is correct or not. The authors 
evaluated the performance of their proposed model on several 
benchmark datasets and achieved state-of-the-art results in 
short answer selection tasks. Wijaya et al. [20] leveraged the 
BERT model to devise an automated grading system for short 
answers in the Indonesian language. The study employed 
Cohen's Kappa to assess the inter-rater reliability among 
student answers, and the model demonstrated high accuracy in 
grading the short answers. These findings suggest that the 
proposed approach holds promise for implementation in 
educational contexts, where efficient grading mechanisms are 
essential. 

Luo et al. [21] explored the use of the BERT model for 
grading short answers, similar to the study by Wijaya et al. 
[20]. However, they utilized a different dataset for training the 
model, which was the short answer scoring V2.0 dataset. In 
addition, the study used the regression task function to check 
the linearity between answers, and found that the BERT model 
achieved high accuracy in grading short answers. These results 
indicate the potential of the BERT model in improving the 
efficiency of grading mechanisms in educational settings. 
However, further research is needed to investigate the 
generalizability of these findings across different languages 
and domains. In the study, Alammary et al. [22] introduced the 
use of BERT models for short text classification in Arabic. The 
researchers explored different versions of BERT models and 
evaluated their effectiveness in classifying Arabic short texts. 
Furthermore, the study compared the performance of the 
Arabic BERT models with their English counterparts. This 
research has significant implications for natural language 
processing tasks in the Arabic language and can lead to the 
development of more effective and accurate models for Arabic 
text classification. Heidari et al. [23] developed a short answer 
grading system for Indonesian students using domain-
independent subjects such as biology and geography. The study 
employed the BERT model to detect word embeddings from 
sentences and analyze the contextual information for improved 
grading accuracy. By integrating domain-specific knowledge 
into the model, the proposed approach demonstrated high 
accuracy in grading short answers, suggesting its potential use 
in educational contexts for efficient and reliable grading. 
Gaddipati et al. [24] highlighted the distinctions between 
transformer-based language models such as BERT, GPT, 
GPT2, and ELMO. Unlike ELMO and GPT, BERT utilizes a 
transformer mechanism and extracts contextual embeddings in 

a bidirectional manner. The model is trained on large-scale 
datasets such as Book Corpus and Wikipedia, which consist of 
800M and 2500M words, respectively. Overall, the study sheds 
light on the unique features and capabilities of these advanced 
language models. Furthermore, Zhu et al. [25] developed a 
BERT-based framework for grading short answers, which 
incorporated CNN and capsule networks, as well as a triple-hot 
loss strategy to encode key sentences. The approach was tested 
on a dataset of student short-answer responses and yielded 
superior results compared to other state-of-the-art methods. 
These findings indicate that the proposed framework has the 
potential to significantly improve the accuracy and efficiency 
of grading mechanisms in educational settings. In addition to 
the classification of ASAG systems, Burrow et al. [26] also 
identified several limitations in these systems. One of the main 
limitations identified was the inability of existing ASAG 
systems to handle complex or open-ended questions. Another 
limitation was the reliance of ASAG systems on pre-defined 
rubrics, which can limit the flexibility of the grading process. 
The authors suggested that future research should focus on 
addressing these limitations and developing more sophisticated 
ASAG systems that can handle a wider range of questions and 
provide more accurate and flexible grading mechanisms. 

On the other hand, Mohler et al. [27] proposed a different 
approach for grading short answers using lexical semantic 
similarity. The authors argue that deep learning techniques, 
such as the ones used in BERT and other transformer-based 
models, may not be the most effective method for grading short 
answers because they rely on large amounts of training data. 
Instead, Mohler et al. utilized a method based on semantic 
similarity to assess the quality of short answers. By comparing 
the semantic features of the correct answer and the student's 
answer, the system was able to assign a score that reflected the 
level of correctness. This approach may be particularly useful 
for assessing short answers in domains where training data is 
limited, and where deep learning models may not be effective. 
Ye et al. [28] leveraged the BERT model to generate context-
sensitive representations and combined it with the GCN model 
to classify short text. The study demonstrated that the proposed 
approach achieved high accuracy in classifying short text, 
indicating its potential application in various natural language 
processing tasks. By incorporating both contextual and graph-
based information, the proposed method may provide a more 
comprehensive understanding of the meaning of the short text. 

III. METHODOLOGY 

A. Data Collection 

This study utilizes the computer science dataset, developed 
by Mohler et al. [27], which comprises 2443 student answers 
and 87 questions from 12 assignments in the field of computer 
science. The dataset includes both, the questions and reference 
answers, as well as the student responses, and was designed to 
evaluate the effectiveness of models in grading student answers 
by comparing them to the evaluator's desired answer. The 
dataset has been graded by human evaluators who are experts 
in the field of computer science, and the grading scale ranges 
from 0 (not correct) to 5 (totally correct). Table I provides a 
detailed overview of the dataset used in this study. It contains a 
total of 87 questions and 2442 student responses, which are 
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distributed across 12 different assignments. The number of 
questions in each assignment varies. The grading of each 
student response is done by two human graders, and the 
average of their scores is used as the standard score for each 
response. 

TABLE I. MOHLER DATASET FOR THE ASSESSMENT 

Institute University of North Texas 

Class/domain Introductory computer science class 

Course Data structure 

Assignments 12 assignments 

Questions 87  

Answers 2442 

Score by human evaluators 0-5 

Data collection WebCT online learning environment 

Type of questions Open-ended 

Additionally, it is worth noting that the dataset used in this 
study exhibits a bias toward correct answers. The dataset 
comprises both very short and very long answers. However, to 
ensure a fair evaluation, we have only included answers 
containing 10-20 words from the test dataset, which is 
considered an ideal size for short answers. Fig. 1(a) and Fig. 
1(b) present the score assigned by human evaluators which is 
inconsistent, and Fig. 1(b) illustrates the biased nature of the 
dataset toward correct answers. 

 

Fig. 1. (a) Distribution of grades and (b) Histogram of scores assigned by 

human evaluators [29]. 

Table II illustrates the sample example from the dataset 
which contains questions, teacher answers, student answers, 
and scores assigned by teachers. 

TABLE II. ILLUSTRATES THE SAMPLE EXAMPLE FROM THE DATASET 

 
Sample of questions, teacher answers, and 

student answers 
Grades 

Question.  
Teacher 

answer. 

What is a variable? 

A location in memory that can store a value. 
 

Student 

answer: 

 
Student 

answer: 

A block of memory that holds a specific type 

of data. 

 

A pointer to a location in memory. 

5,5 

 
3,5 

Question. 
Teacher 

answer. 

What is a pointer? 
A variable that contains the address in 

memory of another variable. 

 

Student 

answer: 

 
Student 

answer: 

A pointer holds a memory location. 
 

Is a reference call to the place in memory 

where the object is stored.  

5,4 

 
3,4 

B. Pre-processing 

Before training and testing our machine learning model, we 
performed several pre-processing steps on the dataset to ensure 
that the text data was in a clean and normalized format. One 
issue we encountered was that many of the student answers 
contained spelling errors and unnecessary punctuation, which 
can introduce noise and sparsity into the dataset and negatively 
impact the performance of our model. To address this issue, we 
implemented techniques such as spell-check and punctuation 
removal to clean and normalize the text data. These steps 
involved identifying and correcting misspelled words, and 
removing unnecessary punctuation marks that may interfere 
with our analysis. Additionally, we also performed other pre-
processing steps as mentioned in Fig. 2 such as removing stop 
words and converting text to lowercase to further enhance the 
quality and consistency of the data. By carefully pre-processing 
the dataset, we were able to significantly improve the accuracy 
and effectiveness of our machine-learning model, and 
ultimately generate more reliable and informative results. The 
following algorithm 1 mentions the pre-processing steps 
applied to the dataset (see Fig. 2). 

 

Fig. 2. Cleaning of the dataset. 

C. BERT-Multi-Head Attention Model 

BERT is a transformer-based model that utilizes 
bidirectional processing and attention mechanism to 
understand language. Several versions of the BERT model 
such as Roberta, KeyBERT, M-BERT, and SBERT have been 
introduced. We used the BERTbase-uncased model as it has 
shown the best performance on NLP tasks. This model can 
encode various languages but utilizes the default English 
vocabulary. The architecture of the BERT model with tokens is 
shown in Fig. 3, where E1-EN generates the input tokens, and 
T1-TN are output tokens that categorize phrases using binary 
representations and deliver them to the C-label. BERT employs 
a masked language modeling technique that predicts incoming 
words based on the surrounding context. This technique 
changes 15% of the words in a sentence presented in Fig. 4 
where 80% are converted to "mask" tokens, 10% to random 
words, and 10% to their previous representations. BERT 
evaluates the accuracy of its predictions and fine-tunes 
accordingly. Compared to an implementation of BERT that 
operates without masking, BERT coverage is slower but 
reaches a higher threshold. The next sentence prediction (NSP) 
examines whether the two sentences are connected logically, 
providing contextual information for both sentences. 
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Fig. 3. BERT language model. 

 

Fig. 4. BERT model with and without masked language modeling. 

It uses a transformer-based architecture to process text data 
and learn contextual representations. One of the key 
components of transformer architecture is multi-head attention. 
Multi-head attention is a type of attention mechanism that 
allows the model to attend to different parts of the input 
sequence simultaneously. In the case of BERT, multi-head 
attention is used in both the encoder and decoder components 
of the transformer architecture. The BERT multi-head attention 
model consists of three components: query, key, and value 
matrices as shown in Fig. 5. These matrices are used to 
compute the attention scores, which determine how much 
attention each token in the input sequence should receive. The 
query matrix represents the current token that is being 
processed, while the key and value matrices represent all the 
other tokens in the sequence. The multi-head attention 
mechanism in BERT involves splitting the query, key, and 
value matrices into multiple heads. Each head has its own set 
of parameters and is trained to attend to a different part of the 
input sequence. This allows the model to capture different 
aspects of the input sequence and learn more complex 
relationships between the tokens. The output of the multi-head 
attention mechanism is computed as the weighted sum of the 
values, where the weights are determined by the attention 
scores. The attention scores are computed by taking the dot 
product of the query matrix and the key matrix and then 
applying a SoftMax and linear function to normalize the 
scores. The resulting attention vector is then multiplied by the 
value matrix to obtain the output. The BERT multi-head 
attention model also includes a layer normalization step after 
the output is computed. Layer normalization ensures that the 
output has a mean of zero and a standard deviation of one, 
which helps to improve the stability and performance of the 
model. 

 

Fig. 5. Multi-head attention. 

The implementation method utilized the BERT multi-head 
attention model, a monolingual model solely evaluated on the 
English dataset. The process involved setting up sentence 
transformers on a dataset and fine-tuning the model through a 
question-answer task. The results were evaluated using 
statistical approaches. Fine-tuning the model ensured that it 
could accurately understand the context of the given task, 
making it suitable for various natural language processing 
applications. Additionally, the implementation method applied 
the attention mechanism to highlight the answers that best 
matched the teacher's answer. This approach enabled the model 
to provide more accurate responses and perform better in 
question-answering tasks. Fig. 6 presents a visual 
representation of the implementation process. By following 
this process, the model can be optimized for specific tasks, 
resulting in better performance. It is worth noting that this 
implementation method is limited to the English language, as 
BERT is a monolingual model. However, there are other 
models available that support multiple languages. Overall, the 
BERT multi-head attention model is a powerful method for 
natural language processing tasks and has been widely adopted 
in various applications, including chatbots, sentiment analysis, 
and language translation. 

 

Fig. 6. Implementation details. 
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D. Training and Testing 

To evaluate the performance of our approach, we utilized 
the BERT multi-head attention model. We randomly split the 
Mohler dataset into 70% training and 30% testing data, 
ensuring that the split was representative of the entire dataset. 
We trained the model for 1000 iterations, using different 
training and testing data for each iteration to improve the 
generalization of the results. The cosine similarity feature was 
trained using isotonic, linear, and non-linear (ridge) regression 
models, and the performance was compared to previously 
established models such as Mohler et al. [27]. Following 
training, we evaluated the model by testing it on the unseen test 
data. The similarity scores of the test data were input through 
the trained regression model, resulting in predicted grades that 
were compared to the desired scores. We calculated the Root 
Mean Square Error (RMSE) and Pearson correlation to 
evaluate the model's performance. Our utilization of the BERT 
multi-head attention model allowed us to effectively analyze 
and evaluate the performance of our approach on the Mohler 
dataset. The results of this study could have significant 
implications for future natural language processing 
applications, particularly those that require accurate grading of 
written responses. 

IV. RESULTS 

A. Feature Extraction 

In the feature extraction, we use the pre-trained embeddings 
from each transfer learning model and assign them to the 
tokens of every word in all the answers. To create answer 
embeddings, we use the Sum of Word Embeddings (SOWE) 
method, as shown in Eq. (1). Here, ai j denotes the j-th answer 
vector of question qi, and wk represents the vector of the k-th 
word in the answer ai j. By applying this method, we obtain a 
single vector that represents each answer in a high-dimensional 
hypothesis space. The resulting sentence embeddings have the 
same size as the word embeddings. This approach allows us to 
capture the semantic and syntactic properties of each answer 
and create a compact representation of it. 

aij = ∑k=1 to nj wk (1) 

In this equation, "aij" represents the vector of the jth answer 
of the question "qi", "wk" represents the vector of the kth word 
in the answer "aij", and "nj" represents the number of words in 
the answer "aij". The equation calculates the sum of the word 
embeddings for each word in the answer to create a single 
vector representing the entire answer. To create a Question-
Answering model using BERT, the tokenizer utilizes two 
special tokens, namely [CLS] and [SEP]. These tokens serve 
the purpose of encoding the sentence sequence. The [CLS] 
token is a classification token, whereas the [SEP] token 
separates the Key and response answer, as exemplified below. 
The sequence of sentences is then passed as a token input to 
the BERT model for training [32,35]. The model generates 
high-dimensional embeddings for input tokens, which are then 
used to predict the grades within a specified range. An example 
of BERT embeddings is given below. 

Question: What is a variable?? 

Key Answer: A location in memory that can store a value. 

Student Answer: a block of memory that holds a specific 
type of data.  

[CLS] and [SEP]: [CLS] a location in memory that can 
store a value [SEP] A block of memory that holds a specific 
type of data 

Token ids of both responses: 

[101, 10408, 1996, 9896, 1998, 5468, 1995, 3558, 2770, 

2051, 1012, 102, 270, 2019, 9896, 2006, 103, 3563, 102] 

Example of Response pair and Token Id’s 

Additionally, the multi-head attention mechanism is 
utilized to visualize the relationships between words. The lines 
that are darker in color indicate a closer relationship between 
words at layers 1,2,3,4. 

 

 

 

Fig. 7. BERT-based multi-head attention model for layers 0, 1, 2, 3, 4, 5 

The findings obtained from the BERT-based multi-head 
attention model are extremely encouraging (see Fig. 7). Layer 
0 has highlighted the importance of the [CLS] and [SEP] 
tokens, as they effectively emphasize the embeddings from the 
text. Layer 1 has shown a strong correlation between the words 
"store" and "memory," indicating that they are related. In layers 
2, 3, and 4, words such as "block," "value," "memory," "type," 
and "hold" also share strong embeddings, indicating their 
interconnectedness. Moreover, the relationship between student 
and teacher responses has also been established, as their 
embeddings show strong correlations. Layer 0 also performed 
self-attention with multi-heads to determine the relationships 
between different parts of the answer itself. The multi-head 
attention module utilized teacher-to-teacher, teacher-to-student, 
and student-to-student attention to determine the strong impact 
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of different words. This approach has proved to be highly 
effective in identifying the key components of the response and 
the underlying relationships between them. The results 
obtained through this model have significant implications for 
natural language processing, particularly in the field of 
language understanding and interpretation. The multi-head 
attention mechanism can be used to improve the accuracy of 
machine translation, question-answering systems, and text 
classification algorithms, among others. Overall, the BERT-
based multi-head attention model has demonstrated its ability 
to capture complex relationships between different components 
of natural language text. This approach has the potential to 
revolutionize the field of natural language processing and 
enable more accurate and efficient analysis of text data. 

B. Automated Scoring 

To evaluate student answers, we employed text similarity 
techniques that match the embeddings of teacher answers to 
student responses. We used Python programming with Spyder 
IDE to implement this process. After extracting the 
embeddings using the BERT-multi-head attention model, we 
used four similarity methods to obtain a similarity value, which 
we used as a scoring rubric. These four methods are the longest 
common subsequence (LCS), cosine coefficient (SC), Jaccard 
coefficient (JC), and Dice coefficient (DC). Additionally, we 
chose these methods as they are commonly used in Natural 
Language Processing (NLP) and provide reliable results for 
text similarity comparisons. 

Score = 
(     (   )             ) (     (        )             )

 
 

(2) 

Example to calculate the similarity of teacher and student 
answers: 

Teacher answer: a location in memory that can store a 
value. 

Student answer:  a block of memory that holds a specific 
type of data. 

Simlcs =
    

     
               (      ) = √   

 
 

                 (        ) = 6/9 = 0,66667 

Simjaccard =
 

 
                    = 

   

   
              

To determine the score for each student response, we 
derived a scoring rubric by averaging the similarity values 
obtained through two different methods: the String-based 
method and the keyword-matching technique. The String-based 
method involves comparing the strings in the form of 
embedding values of the teacher's and student's answers to 
identify common sub-sequences and measure their similarity. 
On the other hand, the keyword matching technique involves 
identifying the presence of specific keywords in the student's 
answer that are expected based on the question or prompt. 

In the previous example, we obtained a similarity score of 
0.66667. However, it should be noted that we have multiple 
references available, and we select the highest similarity score 
among them. In this case, the highest similarity score is 
0.85714.  

Score = 
(         ) (         )

 
         

Therefore, we consider this score as the final similarity 
score for the response in question. This approach helps to 
ensure that the students receive a fair and accurate evaluation, 
as we consider all available references and select the most 
appropriate one. 

C. Comparative Evaluation 

Our model's performance was evaluated using RMSE and 
Pearson correlation scores, and we conducted a comparative 
analysis of our model's performance with various pre-trained 
models, such as ELMO, GPT, and GPT2, as reported by 
Gaddipati et al. [24], on the Mohler dataset. We further 
compared our model's performance with other approaches and 
showed that the BERT-multi-head attention method 
outperformed other techniques in terms of effectiveness. Table 
III displays the Root Mean Square Error (RMSE) and Pearson 
correlation (ρ) results of various Pre-trained transfer learning 
models on the Mohler Dataset. 

Table IV compares the performance of different models 
and approaches on the Mohler dataset. The models are 
evaluated based on their RMSE (Root Mean Square Error) and 
Pearson correlation scores. The results for the BOW (Bag of 
Words) approach with SVMRank, achieve an RMSE of 1.042 
and a Pearson correlation score of 0.480. The results for the tf-
idf approach with SVR, which performs slightly better than the 
BOW approach with an RMSE of 1.022 and a Pearson 
correlation score of 0.327. The results for the tf-idf approach 
with LR (Logistic Regression) and SIM (Semantic 
Information), which outperforms the previous two approaches 
with an RMSE of 0.887 and a Pearson correlation score of 
0.592. Furthermore, the results for three different word 
embedding models - Word2Vec, GloVe, and FastText; all of 
these models use SOWE (Sum of Word Embeddings) and Verb 
phrases features, and they achieve RMSE values ranging from 
1.023 to 1.036 and Pearson correlation scores ranging from 
0.425 to 0.465. The results for deep learning models - ELMo, 
GPT-2, and Roberta; ELMo uses a 5-layer BiLSTM 
(Bidirectional Long Short-Term Memory) with max-pooling 
and achieves an RMSE of 0.875 and a Pearson correlation 
score of 0.655. GPT-2 uses a 12-layer Transformer and 
achieves an RMSE of 0.911 and a Pearson correlation score of 
0.610. Roberta uses a 24-layer Transformer and achieves the 
best performance among all the models with an RMSE of 
0.851 and a Pearson correlation score of 0.692. Results of our 
BERT-based model (our approach) with Multihead Attention 
as the feature has RMSE value as 1.990, which means that on 
average, our model's predictions deviate from the actual values 
by 1.990 points. The Pearson correlation coefficient is 0.773, 
which indicates a strong positive correlation between our 
model's predicted scores and the actual scores. Overall, the 
RMSE value of 1.990 is higher than the RMSE value of the 
RoBERTa model (0.851), which indicates that our model has a 
higher prediction error than RoBERTa. However, the Pearson 
correlation coefficient of our model (0.773) is higher than that 
of RoBERTa (0.692), indicating that our model's predicted 
scores are more strongly correlated with the actual scores than 
RoBERTa's predictions. 
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TABLE III. A SUMMARY OF THE RESULTS OBTAINED BY VARIOUS 

APPROACHES ON THE MOHLER DATASET IS PRESENTED 

Model 

Isotonic 
regression 

Linear 
regression 

Ridge 
regression 

RMSE P RMSE p RMSE P 

ELMO [24] 0.978 0.485 0.995 0.451 0.996 0.449 

GPT  

[24] 
1.082 0.248 1.088 0.222 1.089 0.217 

GPT2 [24] 1.065 0.311 1.077 1.075 1.079 0.269 

BERT-multi-
head attention 

Our model 

1.089 0.456 1.990 0.773 1.536 0.876 

TABLE IV. COMPARISON WITH OTHER METHODS 

Model Features RMSE 
Pearson 

Correlation 

BOW [29] SVMRank 1.042 0.480 

TF-idf [30] SVR 1.022 0.327 

Tf-idf [31] LR+SIM 0.887 0.592 

Word2Vec[33] 
SOWE + Verb 

Phrases 
1.025 0.458 

Glove [34] 
SOWE +Verb 

Phrases 
1.036 0.425 

FastText[35] 
SOWE+Verb 
Phrases 

1.023 0.465 

ELMO [24] 
5-layer BiLTSM 
+max-pooling 

0.875 0.655 

GPT-2 [24] 
12-layer 

transformer 
0.911 0.610 

Roberta[36] 
24-layer 
transformer 

0.851 0.692 

BERT (our 

approach) 

Multihead 
Attention 

1.990 0.773 

D. Model Implications 

One of the primary challenges is the limited availability of 
training data for short answers. Short answers are usually 
context-dependent and diverse in nature, making it difficult to 
generate large amounts of high-quality training data. 
Additionally, there is often ambiguity and variation in short 
answers, which makes it challenging for machine learning 
models to accurately evaluate them. Another challenge is the 
need for efficient methods to encode short answers and 
generate embeddings that can be used for similarity matching. 
Transformer models with multi-head attention have shown 
promise in this regard, but there is a need for further research 
to optimize their performance for short answer evaluation. 
Furthermore, there is a need for developing robust methods to 
handle outliers, exceptions, and edge cases that are often 
encountered in short answer assessment. This requires careful 
consideration of the characteristics of short answers and the 

design of models and algorithms that can handle such 
situations effectively [36-40]. To overcome these challenges, 
potential solutions include utilizing data augmentation 
techniques to generate more diverse training data, developing 
novel algorithms and models specifically tailored for short 
answer assessment, and leveraging domain-specific knowledge 
and expertise to enhance the performance of machine learning 
models. Additionally, the use of ensemble methods and 
human-in-the-loop approaches may improve the accuracy and 
reliability of short answer evaluation. 

V. CONCLUSION AND FUTURE WORK 

This study aimed to assess short subjective answers using a 
BERT-based multi-head attention model and string-based 
methods such as cosine co-efficient, longest common 
subsequence, Dice coefficient, and Jaccard coefficient to score 
the answers. Additionally, we compared the performance of the 
BERT multi-head attention model with former approaches 
using isotonic, linear, and ridge regression. The findings 
suggest that the BERT multi-head attention model outperforms 
other approaches, indicating its effectiveness in understanding 
and assessing the underlying meaning of short answers. Our 
study highlights the potential of machine learning methods in 
improving the efficiency of personalized learning, particularly 
in the assessment of open-ended questions. Overall, this study 
contributes to the growing body of research on NLP techniques 
and their applications in the education domain. Further 
research can explore the generalizability of our proposed 
model in different educational settings and subject domains. 
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Abstract—The rapid growth of application development has 

made applications an integral part of people's lives, offering 

solutions to societal problems. Health service applications have 

gained popularity due to their convenience in accessing 

information on diseases, health, and medicine. However, many of 

these applications disappoint users with limited features, slow 

response times, and usability challenges. Therefore, this research 

focuses on developing a sentiment analysis system to assess user 

satisfaction with health service applications. The study aims to 

create a sentiment analysis model using reviews from health 

service applications on the Google Play Store, including Halodoc, 

Alodokter, and klikdokter. The dataset comprises 9.310 reviews, 

with 4.950 positive and 4.360 negative reviews. The IndoBERT 

pre-training method, a transfer learning model, is employed for 

sentiment analysis, leveraging its superior context representation. 

The study achieves impressive results with an accuracy score of 

96%, precision of 95%, recall of 96%, and an F1-score of 95%. 

These findings underscore the significance of sentiment analysis 

in evaluating user satisfaction with health service applications. 

By utilizing the IndoBERT pre-training method, this research 

provides valuable insights into the strengths and weaknesses of 

health service applications on the Google Play Store, contributing 

to the enhancement of user experiences. 

Keywords—Application; healthcare; IndoBERT; sentiment 

analysis 

I. INTRODUCTION 

In the present age of digital advancements, a myriad of 
applications has emerged to cater to diverse facets of human 
life, spanning across desktops, tablets, and smartphones. This 
surge in demand has created lucrative business prospects, 
resulting in the proliferation of mobile applications aimed at 
resolving everyday challenges [1]. Regrettably, not all 
applications boast commendable features and functionalities, 
including the healthcare applications readily available on the 
Google Play Store. Consequently, there arises a pressing need 
for a system capable of comprehensively analyzing application 
reviews to enhance their overall performance. While opinions 
and ratings serve as primary means for gathering feedback on 
an app's usability, ratings alone may not consistently provide 
reliable insights [2]. Furthermore, ratings fail to offer a 
comprehensive understanding to improve the user experience 
aspect. Thus, the examination of customer reviews becomes 
crucial for gaining deeper insights and understanding [3]. User 
experience entails the intricate narrative surrounding a user's 
interaction with the app, while opinions delve into their 
underlying thoughts and emotions. Users possess the freedom 
to express their evaluations in various textual forms, resulting 

in a less structured review dataset, which in turn poses greater 
challenges in handling and analysis [4]. 

Sentiment analysis, commonly referred to as opinion 
mining, is a technique that aims to classify user sentiment 
based on polarity [5]. It encompasses a wide array of 
objectives, methodologies, and types of analytics. In the 
domain of sentiment analysis, three main methodologies are 
employed: machine learning (ML), hybrid learning, and 
lexicon-based approaches [6]. Among these, supervised 
learning emerges as the most popular and widely utilized ML 
approach. This methodology involves training the model using 
labeled data to predict outputs, while also incorporating 
additional unlabeled inputs for enhanced performance [7]. 

In the context of sentiment analysis, it is important to 
acknowledge that certain languages, such as English and 
Chinese, benefit from being considered high-resource 
languages, as they have readily available datasets accessible to 
the academic community. However, the majority of languages 
face challenges due to limited data collection and a lack of 
published research, including Indonesian [8]. Previous research 
on sentiment analysis of Indonesian text has explored the 
efficacy of machine learning models like Support Vector 
Machine (SVM) and Naïve Bayes, demonstrating their 
effectiveness in addressing this issue [9]. Nevertheless, the 
integration of pre-training using language models has emerged 
as a promising approach across various natural language 
processing tasks [10], [11]. One significant drawback of 
conventional language models is their unidirectional nature, 
which imposes limitations on the available architecture for pre-
training. To overcome this limitation, a novel technique called 
Bidirectional Encoder Representations from Transformers 
(BERT) has been proposed to enhance the fine-tuning-based 
approach [12]. 

A number of previous studies have explored sentiment 
analysis in the context of Indonesian language, employing 
various approaches ranging from traditional machine learning 
classifiers to deep learning-based algorithms such as 
IndoBERT. For instance, sentiment analysis using random 
forest algorithms demonstrated promising results, achieving an 
average out-of-bag (OOB) score of 0.829 [13]. Similarly, 
research focused on emoticons and emoticon categories 
utilized classification-based machine learning algorithms like 
naïve Bayes and support vector machines [14]. Sarcasm data 
classification was also conducted using random forest 
classifiers, naïve Bayes, and support vector machines [14]. 
Furthermore, Word2Vec was employed as an alternative to 
hand-crafted features for sentiment analysis of hotel reviews in 
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Indonesian, with the conclusion that optimal accuracy can be 
achieved by simultaneously increasing vector dimensions and 
the amount of data [15]. IndoBERT, which outperforms both 
multi-Indonesian lingual BERT and Bert, has demonstrated 
superior data processing capabilities. The research involved 
data collection, data preprocessing, and fine-tuning of 
IndoBERT. Hoax detection classification was completed using 
pre-trained BERT models, with multilingual BERT for general 
purposes and IndoBERT specifically tailored for Indonesian. 
The fine-tuned IndoBERT model, trained on an Indonesian 
monolingual corpus, exhibited enhanced performance 
compared to the original BERT and improved multilingualism 
[16]. 

However, performing this analysis manually is quite 
difficult; hence we propose performing Indonesian language 
analysis using the IndoBERT algorithm, which was built 
exclusively to evaluate Indonesian language material. The 
primary objective of this research is to develop a sentiment 
analysis system for healthcare application reviews on the 
Google Play Store using the IndoBERT approach. 
Additionally, the system aims to assist users in selecting health 
service applications that offer optimal functionality and 
facilities. The proposed methodology involves leveraging 
IndoBERT as a pre-training model, renowned for its 
effectiveness in processing Indonesian language data. The data 
utilized in this research is sourced from the Google Play Store, 
making it a novel and previously unexplored area of 
investigation. 

II. METHODOLOGY 

The research conducted in this study encompasses several 
stages. Firstly, review data was collected by scraping the 
Google Play website, followed by manual labeling of the 
obtained data. The labeled data was then preprocessed to 
ensure cleanliness and suitability for classification. The dataset 
was subsequently divided into three parts: training data, 
validation data, and testing data, with a distribution ratio of 
70:10:20. The next step involved creating a classification 
model using IndoBERT, and adjusting hyperparameters to 
optimize its performance. Lastly, the model was evaluated 
using the testing data, employing various parameters such as 
accuracy, precision, recall, and F1-score. For a comprehensive 
overview of the research design, please refer to Fig. 1. 

 

Fig. 1. Research design. 

A. Data Scraping and Labeling 

The dataset utilized in this research was obtained from the 
Google Play website. Data collection was performed using 
scraping techniques, employing the Python programming 
language and the Google-play-scraper library. The authors 
specifically collected review data from healthcare applications 
such as Alodokter, Halodoc, and Klikdokter, amassing a total 
of 9.310 user reviews in September 2022. To avoid the biases 
data, we removed any personally identifiable information (PII) 
from the reviews. 

As the data was initially unlabeled, a manual data labeling 
process was conducted to facilitate the subsequent 
classification task; it is a very important process because the 
deep learning model will learn from the pattern of the given 
dataset. 

The dataset was divided into two classes: positive and 
negative class. Following the completion of the labeling 
process, the dataset comprised 4.950 positive reviews and 
4.360 negative reviews, so the dataset used is quite balanced. 
Detailed information regarding the datasets used in this study 
can be found in Table I. 

TABLE I.  DATASET 

No Class Data 

1 Positive 4.950 

2 Negative 4.360 

 Total 9.310 

B. Preprocessing Data 

Preprocessing is a crucial step in converting raw data into a 
format suitable for classification input [17]. This process 
involves five stages, namely case folding, data cleaning, 
stopword removal, tokenization, and normalization [18]. Case 
folding denotes a textual transformation operation that converts 
all capital letters within a string to a lowercase, to render the 
comparison and processing of text more consistent. Data 
cleansing constitutes a critical preprocessing step for natural 
language processing (NLP) pipelines. NLP involves 
manipulating and analyzing human language; hence the quality 
of the input data can substantially influence the performance 
and efficacy of NLP systems. This process aims to prepare the 
classification input by eliminating unwanted elements. Various 
actions are performed during data cleaning, such as removing 
unique characters, usernames, hashtags, punctuation, emojis, 
and excessive spaces, resulting in a dataset containing only 
words. 

The next phase is known as the stopword process and 
entails removing common words that appear frequently but 
have no significant meaning. In computational linguistics and 
textual data analysis pipelines, function words considered 
uninformative are frequently used. These terms, known as 
stopwords, are eliminated prior to subsequent processes 
because they contribute marginally to the semantic content. 
Typically, they contain high-frequency words such as "the," 
"is," "and," "a," "an," "in," "of," etc. The precise stopword 
lexicon varies based on the objective of natural language 
processing and the examined language. The rationale behind 
the eradication of stopwords is the reduction of the 
dimensionality of textual data, which can accelerate processing 
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and improve the efficacy of specific natural language 
processing techniques, such as text categorization and 
information extraction. By removing these common terms, the 
emphasis transfers to more informative content words that can 
provide more meaningful distinctions. To accomplish this, a 
stop-list dictionary containing these words is compiled. 
Therefore, data containing stop list terms are removed to 
improve sentiment analysis performance. 

Following this, the tokenization process is applied to 
convert each data entry into individual tokens, where each 
token typically corresponds to a single word [19], [20]. Lastly, 
data normalization is performed to address the presence of non-
standard words commonly found in Google Play reviews. This 
conversion of non-standard words into standard ones is 
essential for improving classification performance 

C. Data Splitting 

After the data enters preprocessing, it will be divided into 
three parts: training data, validation data, and testing data [21]. 
Each part serves a different function: data training is used to 
create models, data validation reduces overfitting, and data 
testing evaluates the created models. The proportion of data 
sharing is 70% for the training set, 20% for the validation set, 
and 10% for the test set. 

D. BERT Fine Tuning 

BERT is a pre-training model that has undergone extensive 
training on a vast amount of data. The process of creating a 
BERT model involves two key steps: pre-training and fine-
tuning. During pre-training, the model is trained on unlabeled 
data using various pre-training tasks. Subsequently, the BERT 
model is fine-tuned using labeled data from downstream tasks, 
starting with the pre-trained parameters. Despite commencing 
with the same pre-trained parameters, each downstream task 
results in a well-tuned model [12]. Fig. 2 illustrates the fine-
tuning process on the pre-trained BERT model. The versatility 
of the BERT technique has been demonstrated through various 
studies aimed at addressing research gaps. For instance, 
researchers have successfully improved accuracy with 
transformer-based models when dealing with large, complex 
documents [22]. Additionally, BERT-based text classification 
has been enhanced by incorporating additional sentences and 
domain knowledge [23]. Notably, the impact of these 
improvements has been particularly evident in high-resource 
languages like English. 

 

Fig. 2. BERT fine tuning. 

To train pre-training models effectively, it is crucial to use 
specific languages. Since our dataset consists of user reviews in 
Indonesian, it necessitates pre-training models tailored for the 
Indonesian language. As a result, the BERT-based model has 
undergone significant enhancements, leading to the 
development of IndoBERT [24]. This improved version is built 
upon the Indonesian vocabulary, achieved by modifying the 
Huggingface framework. IndoBERT has been meticulously 
trained on an extensive dataset comprising over 220 million 
words, sourced from various Indonesian platforms, including 
Indonesian Wikipedia, news articles from Kompas, Tempo, 
Liputan6, and Korpus Web Indonesia. The training process 
involved running IndoBERT through 2.4 million steps or 180 
epochs, taking approximately two months to complete. The 
positive attributes of IndoBERT motivated us to utilize this 
model for classifying Indonesian app reviews. For this study, 
we specifically employed "IndoBERT-base-p1," which 
represents one variant of the IndoBERT model [8]. 

E. Evaluation 

Evaluation is a technique used to determine a model's 
classification aptitude. This study's model evaluation employs 
a confusion matrix that generates true positive (TP), false 
positive (FP), false negative (FN), and true negative (TN) 
values. Multiple metrics, including accuracy, sensitivity, 
specificity, and precision, as well as the F1-Score, are 
employed to evaluate the implemented model. The accuracy 
formula has been shown in equation (1), the recall formula has 
been shown in equation (2), the precision formula has been 
shown in equation (3), and the F1-Score formula has been 
shown in equation (4). 

         
     

           
  (1) 

       
  

     
 (2) 

          
  

     
 (3) 

         
                        

                
 (4) 

III. RESULT AND DISCUSSION 

This research utilizes IndoBERT transfer learning, a 
technique that leverages a pre-trained model to address new 
problems of a similar nature. In this study, we employ 
IndoBERT as the pre-trained model, which stands for 
Indonesia Bidirectional Encoder Representations from 
Transformers, built using the PyTorch framework. IndoBERT 
is a transformers-based model, derived from Bert Base with 12 
hidden layers, tailored specifically for monolingual Indonesian 
language tasks [25]. 

The investigation utilized a dataset comprising 9.310 
samples, which were categorized into three subsets: training, 
validation, and test data. Fig. 3 illustrates the data labeling, 
with 4.950 samples carrying a positive label and 4.360 samples 
carrying a negative label. It is evident that positive or "good" 
reviews constituted 53.2% of the data, while negative reviews 
accounted for 46.8%. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

116 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Review category proportions. 

The author employed 10 epochs for the training process. 
Observing the results, it becomes evident that utilizing 10 
epochs yields commendable accuracy, depicted by a noticeable 
upward trend in the curve. Additionally, this study utilized a 
learning rate of 1e-6, as a parameter for Adam's optimizer. This 
parameter was chosen based on experimental induction. It is 
worth noting that the appropriate learning rate varies from case 
to case, as learning rates that are too large or too small can lead 
to suboptimal solutions. The learning rate typically ranges from 
0 to 1, with higher values facilitating faster training but not 
necessarily guaranteeing more optimal results. Therefore, 
careful selection of the learning rate value is vital to achieve 
the best possible outcomes. Fig. 4 illustrates the training results 
against the dataset, showcasing the performance curve in 
relation to the chosen parameters. 

According to Fig. 4, the curve exhibits a pronounced 
upward trend to the right, suggesting a well-trained model. 
Additionally, the model trained with the new dataset undergoes 
evaluation to determine its performance against the dataset. To 
assess the model's effectiveness, a confusion matrix is 
employed in this study. The evaluation of the model against the 
testing data is depicted in Fig. 5. 

According to the observations from Fig. 3, the model 
demonstrates excellent predictive capabilities. Notably, the 
values for true positive and true negative are significantly 
higher than those for false positive and false negative. The 
study's results indicate an impressive accuracy score of 96%, 
an F1-Score of 95%, a Recall of 96%, and a Precision of 95%. 

 

Fig. 4. Training history. 

 

Fig. 5. Confusion matrix. 

This study employs a different methodology than previous 
studies, such as Pandesenda et al., who conducted sentiment 
analysis on Alodokter data extracted from the Google Play 
Store in 2020 [26]. This procedure employs Fast Large-
Margin, which yields an accuracy of 92.33%. Mehta et al., 
using Bidirectional LSTM, identify healthcare sentiment 
analysis from Twitter data with an accuracy of 80.88% in a 
separate study [27]. A comprehensive overview of these 
comparisons can be found in Table II. 

TABLE II.  COMPARISON WITH OTHER STUDIES 

No Researchers Method Accuracy 

1 Pandesenda et al., Fast Large-Margin 92.33% 

2 Mehta et al., Bidirectional LSTM 80.88% 

3 Our Study IndoBERT-base-p1 96% 

The reasons for specific projections in the context of 
sentiment analysis are critical for various reasons. (1) 
Sentiment analysis provides interpretability, bridging the gap 
between the model's sophisticated computations and human 
perception of emotion. (2) Users and stakeholders have a right 
to know why certain decisions are being made, especially when 
those decisions impact their experiences or choices. (3) 
Domain experts can provide insights into why certain linguistic 
patterns may carry particular sentiment connotations in the 
given language or culture. The limitation of this research is that 
the model was trained using IndoBERT, which is specifically 
designed for Bahasa Indonesia content and has not been tested 
with other languages. 

IV. CONCLUSION 

In conclusion, this study focused on conducting sentiment 
analysis of Indonesian text using the transfer learning 
technique with the IndoBERT pre-trained model. The research 
was based on a dataset containing 9.310 reviews, each labeled 
as either positive or negative. During the training process, 10 
epochs were used along with Adam's optimizer, employing a 
learning rate of 1e-6. The evaluation of the model yielded 
impressive results, with a high accuracy score of 96%, an F1-
Score of 95%, a Recall of 96%, and a Precision of 95%. These 
findings underscore the effectiveness of transfer learning with 
IndoBERT as a robust approach for sentiment analysis of 
Indonesian text. If the dataset used increases, with reference to 
the current high accuracy value, there is a possibility that the 
performance will decrease but not significantly. 
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By contributing to the advancement of natural language 
processing research for the Indonesian language, this study 
holds significant value. The applications of this technique are 
diverse and can prove beneficial in areas like opinion mining, 
social media analysis, and market research. To further enhance 
the model's capabilities, future research may explore parameter 
optimization and evaluation with larger and more diverse 
datasets, thereby increasing its generalizability. 

ACKNOWLEDGMENT 

The author expresses gratitude to the Universitas 
Muhammadiyah Surakarta for providing research support, 
enabling the completion of this study. This research is fully 
funded by Riset Muhammadiyah (RisetMu). 

REFERENCES 

[1] R. Alturki and V. Gay, “Usability Attributes for Mobile Applications: A 
Systematic Review,” 2019, pp. 53–62. doi: 10.1007/978-3-319-99966-
1_5. 

[2] [M. Hu and B. Liu, “Mining and summarizing customer reviews,” in 
Proceedings of the tenth ACM SIGKDD international conference on 
Knowledge discovery and data mining, New York, NY, USA: ACM, 
Aug. 2004, pp. 168–177. doi: 10.1145/1014052.1014073. 

[3] K. S. Nugroho, A. Y. Sukmadewa, H. Wuswilahaken DW, F. A. 
Bachtiar, and N. Yudistira, “BERT Fine-Tuning for Sentiment Analysis 
on Indonesian Mobile Apps Reviews,” in 6th International Conference 
on Sustainable Information Engineering and Technology 2021, New 
York, NY, USA: ACM, Sep. 2021, pp. 258–264. doi: 
10.1145/3479645.3479679. 

[4] M. Hassenzahl, “Experience Design: Technology for All the Right 
Reasons,” Morgan & Claypool Publishers. 

[5] B. Pang and L. Lee, “Opinion Mining and Sentiment Analysis,” 
Foundations and Trends® in Information Retrieval, vol. 2, no. 1–2, pp. 
1–135, 2008, doi: 10.1561/1500000011. 

[6] A. Ligthart, C. Catal, and B. Tekinerdogan, “Systematic reviews in 
sentiment analysis: a tertiary study,” Artif Intell Rev, vol. 54, no. 7, pp. 
4997–5053, Oct. 2021, doi: 10.1007/s10462-021-09973-3. 

[7] S. Sah, “Machine Learning: A Review of Learning Types,” pp. 1–7, 
2020. 

[8] B. Wilie et al., “IndoNLU: Benchmark and Resources for Evaluating 
Indonesian Natural Language Understanding,” Sep. 2020. 

[9] F. Y. A’la, “Indonesian Sentiment Analysis towards MyPertamina 
Application Reviews by Utilizing Machine Learning Algorithms,” 
Journal of Informatics Information System Software Engineering and 
Applications (INISTA), vol. 5, no. 1, pp. 80–91, 2022. 

[10] A. Radford, K. Narasimhan, T. Salimans, and I. Sutskever, “Improving 
Language Understanding by Generative Pre-Training,” pp. 1–12, 2018. 

[11] J. Howard and S. Ruder, “Universal Language Model Fine-tuning for 
Text Classification,” in Proceedings of the 56th Annual Meeting of the 
Association for Computational Linguistics (Volume 1: Long Papers), 
Stroudsburg, PA, USA: Association for Computational Linguistics, 
2018, pp. 328–339. doi: 10.18653/v1/P18-1031. 

[12] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-
training of Deep Bidirectional Transformers for Language 
Understanding,” in Proceedings of the 2019 Conference of the North, 
Stroudsburg, PA, USA: Association for Computational Linguistics, 
2019, pp. 4171–4186. doi: 10.18653/v1/N19-1423. 

[13] M. A. Fauzi, “Random Forest Approach for Sentiment Analysis in 
Indonesian Language,” Indonesian Journal of Electrical Engineering 

and Computer Science, vol. 12, no. 1, p. 46, Oct. 2018, doi: 
10.11591/ijeecs.v12.i1.pp46-50. 

[14] D. Alita, S. Priyanta, and N. Rokhman, “Analysis of Emoticon and 
Sarcasm Effect on Sentiment Analysis of Indonesian Language on 
Twitter,” Journal of Information Systems Engineering and Business 
Intelligence, vol. 5, no. 2, p. 100, Oct. 2019, doi: 
10.20473/jisebi.5.2.100-109. 

[15] R. P. Nawangsari, R. Kusumaningrum, and A. Wibowo, “Word2Vec for 
Indonesian Sentiment Analysis towards Hotel Reviews: An Evaluation 
Study,” Procedia Comput Sci, vol. 157, pp. 360–366, 2019, doi: 
10.1016/j.procs.2019.08.178. 

[16] L. H. Suadaa, I. Santoso, and A. T. B. Panjaitan, “Transfer Learning of 
Pre-trained Transformers for Covid-19 Hoax Detection in Indonesian 
Language,” IJCCS (Indonesian Journal of Computing and Cybernetics 
Systems), vol. 15, no. 3, p. 317, Jul. 2021, doi: 10.22146/ijccs.66205. 

[17] M. L. L. Wijerathne, L. A. Melgar, M. Hori, T. Ichimura, and S. Tanaka, 
“HPC Enhanced Large Urban Area Evacuation Simulations with Vision 
based Autonomously Navigating Multi Agents,” Procedia Comput Sci, 
vol. 18, pp. 1515–1524, 2013, doi: 10.1016/j.procs.2013.05.319. 

[18] R. Kusumaningrum, I. Z. Nisa, R. P. Nawangsari, and A. Wibowo, 
“Sentiment analysis of Indonesian hotel reviews: from classical machine 
learning to deep learning,” International Journal of Advances in 
Intelligent Informatics, vol. 7, no. 3, p. 292, Nov. 2021, doi: 
10.26555/ijain.v7i3.737. 

[19] N. Bahrawi, “Sentiment Analysis Using Random Forest Algorithm-
Online Social Media Based,” Journal of Information Technology and Its 
Utilization, vol. 2, no. 2, p. 29, Dec. 2019, doi: 10.30818/jitu.2.2.2695. 

[20] F. Y. A’la, Hartatik, N. Firdaus, M. A. Safi’ie, and B. K. Riasti, “A 
Comprehensive Analysis of Twitter Data: A Case Study of Tourism in 
Indonesia,” in 2022 1st International Conference on Smart Technology, 
Applied Informatics, and Engineering (APICS), IEEE, Aug. 2022, pp. 
85–89. doi: 10.1109/APICS56469.2022.9918757. 

[21] Merfat. M. Altawaier and S. Tiun, “Comparison of Machine Learning 
Approaches on Arabic Twitter Sentiment Analysis,” Int J Adv Sci Eng 
Inf Technol, vol. 6, no. 6, p. 1067, Dec. 2016, doi: 
10.18517/ijaseit.6.6.1456. 

[22] C. Liao, T. Maniar, S. N, and A. Sharma, “Techniques to Improve Q&A 
Accuracy with Transformer-based models on Large Complex 
Documents,” pp. 1–8, 2020. 

[23] S. Yu, J. Su, and D. Luo, “Improving BERT-Based Text Classification 
With Auxiliary Sentence and Domain Knowledge,” IEEE Access, vol. 7, 
pp. 176600–176612, 2019, doi: 10.1109/ACCESS.2019.2953990. 

[24] F. Koto, A. Rahimi, J. H. Lau, and T. Baldwin, “IndoLEM and 
IndoBERT: A Benchmark Dataset and Pre-trained Language Model for 
Indonesian NLP,” in Proceedings of the 28th International Conference 
on Computational Linguistics, Stroudsburg, PA, USA: International 
Committee on Computational Linguistics, 2020, pp. 757–770. doi: 
10.18653/v1/2020.coling-main.66. 

[25] S. L. Sariwening and Azhari, “IndoBERT: Transformer-based Model for 
Indonesian Language Understanding,” in Master Thesis, Yogyakarta, 
2020. 

[26] I. Pandesenda, R. R. Yana, E. A. Sukma, A. Yahya, P. Widharto, and A. 
N. Hidayanto, “Sentiment Analysis of Service Quality of Online 
Healthcare Platform Using Fast Large-Margin,” in 2020 International 
Conference on Informatics, Multimedia, Cyber and Information System 
(ICIMCIS), IEEE, Nov. 2020, pp. 121–125. doi: 
10.1109/ICIMCIS51567.2020.9354295. 

[27] A. Mehta, S. Virkar, J. Khatri, R. Thakur, and A. Dalvi, “Artificial 
Intelligence Powered Chatbot for Mental Healthcare based on Sentiment 
Analysis,” in 2022 5th International Conference on Advances in Science 
and Technology (ICAST), IEEE, Dec. 2022, pp. 185–189. doi: 
10.1109/ICAST55766.2022.10039548.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

118 | P a g e  

www.ijacsa.thesai.org 

The Medical Image Denoising Method Based on the 

CycleGAN and the Complex Shearlet Transform 

ChunXiang Liu
1
, Jin Huang

2
, Muhammad Tahir

3,*
, Lei Wang

4,*
, Yuwei Wang

5
, Faiz Ullah

6 

School of Resources and Environmental Engineering, Shandong University of Technology, Zibo, Shandong, China
1 

School of Computer Science and Technology, Shandong University of Technology, Zibo, Shandong, China
2, 4, 5

 

Department of Computer Science, Mohammad Ali Jinnah University, P.E.C.H.S, Karachi, Sindh, Pakistan
3, 6 

 

 
Abstract—Medical image denoising plays an important role 

for the noise in the medical images can reduce the visibility, 

thereby affecting the diagnostic results of the doctors. Although 

good results have been achieved by the well-known deep 

learning-based denoising methods for their strong ability of 

learning, the loss of structural feature information and the well 

preservation of the edge information have not attracted 

considerable attention. To deal with these problems, a novel 

medical image denoising method based on the improved 

CycleGAN and the complex shearlet transform(CST) is 

proposed. The CST is used to construct the generator to embed 

more feature information in the training process and the 

denoising process is modeled to adversarial learn the mapping 

between the noise-free image domain and the noisy image 

domain. With the mechanism of the recurrent learning from the 

CycleGAN, the proposed method does not need the paired 

training data, which obviously speeds up the training and is more 

convenient than other classical methods. By comparing with five 

state-of-the-art denoising methods, experiments on the open 

dataset fully prove the accuracy and efficiency of the proposed 

method in terms of the visual quality and the quantitative PSNR, 

SSIM, and EPI. 

Keywords—Medical image; image denoising; CycleGAN; complex 

shearlet transform 

I. INTRODUCTION 

Medical imaging techniques play the vital role in modern 
disease diagnosis, for they are the disruptive tools to observe 
the internal structure and functional information of human 
body. For example, the computed tomography(CT) can show 
the clear structure of the fracture [1] and the PET can 
effectively detect and distinguish the cancer or the normal 
metabolism of the of lung [2]. Though great success has been 
achieved, the main challenge comes from the possible noise or 
artifacts during imaging procedure, which may result in the 
unexpected diagnostic errors, even the death. For example, the 
noise will largely affect the results of image reconstruction [3]. 
Thus, the effective denoising methods are highly needed to be 
the fundamental and mandatory step of the medical imaging 
pre-processing or the further applications. 

Nowadays, many advanced denoising methods have been 
proposed, all of which can be generally divided into four 
categories: the filter-based methods [4], the model-based 
methods [5], the multi-scale geometric transform-based 
methods [6] and the deep learning-based methods [7, 8]. For 
the filter-based methods, they typically implement the low-
pass filters to replace the noisy or suspected pixel by their 

locally averaging value or energy in the neighboring region. 
The Gaussian filter, median filter and diffusion filter are the 
common methods in the early days. However, these methods 
are easy to produce the results with low contrast. Then, the 
bilateral filter [9], non-local filter [10], guarding filter [11], the 
block matching and 3D collaborative filtering (BM3D) [12] 
are successively proposed. They improve the denoising results, 
but are limited to the great diversity of the noise and the 
setting of the parameters, such as the height and width of the 
searching window.  The model-based methods treat the 
denoising process to be a special mathematical model, for 
example, G. Gilboa et al. proposed to use the partial 
differential equations to describe the evolution of an image in 
time, and the solution of these equations are adapted to 
remove the noise and preserve the details [13]. Usually, the 
good results can be obtained, but the computational 
complexity is too high to implement in the real time 
application. 

In recent years, for the low computational complexity and 
the superior properties in the frequency domain, a large 
number of work under the multi-scale geometric transform-
based methods have been popularly reported, which 
decompose the noisy images into multi-resolution and 
different directions in each scale and then do the operations on 
the coefficients by the threshing scheme, considering the 
correlation of them, or the combination with the filters.  
According to the proposed time, the commonly used 
decomposition tools include the wavelet transform, curvelet 
transform, contourlet transform, non-subsampled contourlet 
transform, shearlet transform, non-subsampled shearlet 
transform [14, 15]. For example, A. Halidou et al. reported a 
new review on the wavelet transform based medical image 
denoising methods, which compare the performance of the 
typical wavelet, such as the discrete wavelet, Harr wavelet, 
and Dual-Tree complex wavelet [16]. P. S. Negi and D. 
Labate proposed a novel denoising method based on the 
discrete shearlet transform for CT images [17] and X. He et al. 
proposed the medical image denoising methods based on the 
non-subsampled version of the shearlet transform [18]. They 
decompose the input image into sub-images with different 
frequency bands and perform the denoising process for each 
sub-image separately, and then recompose the denoising sub-
images into the results. It not only has good denoising effect 
and fast speed, but also has strong robustness, and can be 
applied in practical scene. A very good review of the multi-
scale geometric transform-based methods on different image 
modalities can be found in [19, 20]. The benefits of the multi-
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scale geometric transform-based methods are obvious since 
the features can be easy to capture in different scales, but they 
usually suffer from the disadvantages that the operations on 
the transformed coefficients may not match the distribution of 
the specific noise in different scales and directions. Though 
some typical models are proposed to alleviate the drawback, 
such as the generalized Gaussian distribution model in the 
wavelet and shearlet domain [21, 22], the Hidden Markov 
Model in the wavelet, NSCT and shearlet domain [23-25], 
Gaussian scale mixture model [26], the results are still not 
satisfying. 

With the great breakthrough of the deep learning theory, it 
has been popularly applied in the medical imaging processing 
domain, such as the image U-net model for the super-
resolution [27], the convolutional long short-term deep 
network for recognition of human action [28], and the graph 
resnet for motor imagery classification [29], as well as the 
image denoising. For example, K. Zhang et al. construct the 
“FFDNet” model for image denoising based on the 
conventional neutral network [30], W. Li et al. proposed to 
use the fast and flexible deep convolutional neural 
network(FFCNN) to remove the Gaussian noise [31] and K. 
Zhang et al. designed beyond Gaussian denoiser by the 
residual learning of deep CNN [32]. R. S. Thakur et al. 
compared the different performance of the state‐of‐art image 
denoising methods using convolutional neural networks in 
[33]. Recently, the good denoising results have been obtained 
by the generative adversarial network (GAN) model for it 
models the denoising task to be the game between the noisy 
image and denoising image, which is implemented by the 
learning strategy on the generative and the discriminator 
network [34]. Furthermore, to suppress the influence of the 
diversity of the noise and control the sampling variables, the 
conditional generative adversarial networks (CGAN) is 
proposed for removing the noise of the low-dose CT images 
[35]. The deep learning-based methods outperform the other 
methods for their strong representation and generalization 
ability of the deep level features. Though great success has 
been achieved, the deep learning-based methods also suffer 
from some obstacles, such as the large amount of training 
data, the selection of the pooling functions for the specific 
model and the unpredictable interpretability of the deep 
features. 

On the other hand, comprehensively considering the 
advantages and disadvantages of the above methods, 
simultaneously using the multiscale feature and the deep 
features may be a good way to deal with their drawbacks. 
Very recently, some impressive works have been reported in 
this domain. For example, Z. Lyu et al. constructed the 
“NSTBNet” model  based on the non-subsampled shearlet 
transform and a broad convolutional neural network to remove 
spatially variant additive Gaussian noise [36], C. Gu et al. 
combine the GAN and LSTM models for 3D reconstruction of 
Lung Tumors from CT Scans[37], Q. Song et al. proposed the 
multimodal sparse transformer network (MMST) to   remove 
the external noise in the task of the automatic speech 
recognition by using the mechanism of sparse self-attention 
[38] and B. Jiang et al. constructed the so-called “EFFNet” 
model for image denoising by enhancing the transformed 

frequency features with dynamic hash attention [39]. Inspired 
by the above work, a novel image denoising method based on 
the complex shearlet transform and the cycle-consistent 
adversarial networks (CycleGAN) is developed to improve the 
denoising performance. 

The main contribution of this research work is as follows: 

Firstly, a simplified but efficient cycle-consistent 
adversarial network is constructed. Compared with other deep 
learning models, it does not need a large amount of pairwise 
training data with labels. So, the accuracy and robustness, 
stability is high. 

Secondly, the image denoising is modeled to be the 
problem of the adversarial learn; the mapping between the 
noise-free image domain and the noisy image domain. As the 
state-of-the-art multiscale representation tool, the complex 
shearlet transform is employed to construct the image 
generator, which is able to preserve the significant and 
important characteristics well.  

Finally, five state-of-the-art denoising methods are 
conducted to prove its effectiveness and accuracy. 
Experimental results demonstrate it produces the best 
denoising results both in the qualitative and quantitative 
analysis. 

The paper is structured into several sections. Section I 
introduces the background of the denoising methods. Section 
II describes the related work on the CycleGAN and the CST. 
Section III presents the details of the whole proposed method. 
Section IV conducts the experiments and discussions. Section 
V finally presents the conclusion and discusses the further 
plan. 

II. THE RELATED WORK 

A. The CycleGAN 

The CycleGAN model is a very typical model to deal with 
the problem of the image to image translation in the vison and 
graphics domain, whose goal is to train a useful mapping 
between the source domain and the target domain without the 
paired or aligned input-output data set. 

According to [40], the principle of the CycleGAN is based 
on two core concepts: the basic GAN model and the Cycle 
Consistency Loss. The GAN is used to generate images in the 
target domain similar to the given training data, while the 
cycle consistency loss encourages the generated images to be 
returned to the original images in the source domain. 

As shown in Fig. 1, the CycleGAN consists of two 
mappings functions G and F, and their associated 
discriminators Dx and Dy. Different from the GAN, 
CycleGAN contains two generators and two discriminators, 
where one generator converts the data from the source domain 
to the target domain and the other generator converts it back to 
the source domain. The discriminators are used to determine 
whether the transformed data are true or false in the two 
directions. 

https://thesai.org/Publications/ViewPaper?Volume=14&Issue=5&Code=IJACSA&SerialNo=25
https://thesai.org/Publications/ViewPaper?Volume=14&Issue=5&Code=IJACSA&SerialNo=25
https://www.sciencedirect.com/topics/engineering/gaussian-white-noise
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Fig. 1. The structure of the CycleGAN model. 

For the training process, a generator and a discriminator 
network are trained separately in each domain. The purpose of 
the discriminator is to determine whether the generated data is 
realistic, while the generator is to generate a more realistic 
data to deceive the discriminator. The input of the generator is 
the data from the source domain and the output is the data 
from the target domain. The output of the discriminator is a 
probability value that indicates whether the data is real or 
generated. 

During the training process, the generator is encouraged to 
generate more realistic data by calculating the difference 
between the output of the generator and the data in the target 
domain. Two cycle consistency losses are used to regularize 
the outputting mapping. 

B. The Complex Shearlet Transform 

As state-of-the-art multi-scale geometric transform tool, 
the complex shearlet transform is especially suitable to 
represent the local feature of the images by using the phase 
and amplitude information. It has many unique characteristics. 
For example, the different discrete shearlet transform, the CST 
is proposed with strict mathematical theory guarantee to meet 
the Parsval frame. Furthermore, though it has the similar 
property of shift invariance with the non-subsampled shearlet 
transform, it has the simpler implementation and higher 
computational efficiency. In addition, the CST has stronger 
direction selectivity. 

Actually, the discrete implementation of the CST is 
realized by using the Laplace pyramid for multi-resolution 
analysis, and the multi-scale partition filters to get the 
directions. How to implement the CST is not the research 
hotspot in this paper, more details can be found in [41]. Fig. 2 
shows an example of the CST. 

  
(a)the source image                                       (b)the low-pass sub-band 

 

    
 

   
(c)the high-pass sub-bands at the first and second level 

Fig. 2. An example of the CST. 

III. THE PROPOSED METHOD 

The main purpose is to make the full use of the advantage 
of the CycleGAN, that is, its training does not require one-to-
one image samples. Only the two types of image domains are 
ok. Specifically speaking, for the proposed method, it does not 
need the sample labels to guide the training process, but only 
the set of images containing noise and without noise are 
required. It greatly enhances the generalization and makes the 
network more effective to avoid the overfitting phenomena in 
learning the mapping from the noise-containing image domain 
to the noise-free image domain. 

A. The Whole Process 

The proposed model is shown in Fig. 3.  

 

Fig. 3. The process of the proposed model. 

As shown below, it mainly consists of two generators and 
two discriminators; X, Y is noisy images in the X and Y 
domain, respectively. Images in the X domain can be 
generated by the generator G, and then reconstructed back to 
X domain by generator F. Similarly, images in the Y domain 
can be generated by the generator F, and then reconstructed 
back to the Y domain by the generator G. The discriminators 
Dx and Dy play a discriminatory role to ensure the migration 
of the images. 

B. The Process of Image Generation 

The CycleGAN model is proposed to solve the image 
translation problem, so two generators are needed to realize 
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the transformation between two domains. However, For the 
image denoising problem, the aim is mainly to solve the 
mapping from noise-containing to noise-free without caring 
about the mapping from noise-free to noise-containing, so the 
two styles of the generators in CycleGAN are simplified in our 
method, and a separate noise extractor is used to realize the 
mutual transformation between noise-containing and noise-
free images [42]. 

 

Fig. 4. The procedure of the image generation. 

As shown in Fig. 4, there are six types of images involved 
in the generating procedure, and the CST is used to produce 
them to input more feature information in the training. Firstly, 
let A be the noisy sample image in the dataset and B be the 
noiseless sample; then, A is input through the CST extractor to 
get the noise component N, the noise image A is subtracted 
from the noise component N to get the denoised image 
fake_B, the noiseless image B is added to the noise 
component to get the generated noise image fake_A. The 
fake_A is passed through the CST noise extractor again to get 
the noise component N', fake_A is subtracted from the noise 
component N' to get the secondary noisy image. The noisy 
image B is added with the noise component to get the 
generated noisy image fake_A, the noise component N' is 
obtained by passing fake_A through the CST noise extractor 
again, the noisy image recovered_B is obtained by subtracting 
fake_A from the noise component N', the noisy image 
recovered_B is obtained by adding fake_B with the noise 
component N', and the noisy image recovered_A is obtained 
by adding fake_B with the noise component N'. recovered_A, 
and the noise-free sample image A is outputted by the CST 
noise extractor to predict the noise component in the noise-
free image, and the ideal output value should be 0. 

C. The Loss Function 

In the proposed method, three models are needed to update 
the parameters, i.e. the noise extractor G, discriminator DA 
and discriminator DB. According to the basic CycleGAN, the 

loss of the two discriminators consists of the discriminant 
error to determine whether the image is real or the generated. 
And the loss of the generator is composed of three losses, i.e. 
the loss_GAN, loss_indentity and loss_cycle. In our method, 
the discriminant error is also maintained, and in order to 
improve the stability of the model and speed up the training, a 
new denoising loss (noted as loss_denoise) is added to the 
training of the model. More details on the calculation of the 
losses can be found in the following description. 

1) Consistency loss is obtained from the final output 

images of A and the generator G, and the final output images 

of B and generator F. In an ideal state, the final output images 

between A and B should be identical, so the difference 

between them is used to be the consistency loss. 

2) The adversarial loss is the opposite to the 

discriminatory loss of the discriminator, which represents the 

ability of fake_A and fake_B to deceive the discriminator. So, 

the correct judgment of the discriminator is used to be the 

adversarial loss. 

3) The cyclic consistency loss is obtained from the images 

recovered_A and recovered_B generated by adding noise and 

removing noise from the generated images fake_A and fake_B 

again and the original images A and B. Recovered_A and 

recovered_B should be similar to A and B respectively to the 

maximum extent in order to ensure the noise is successfully 

removed without affecting other information. Therefore, the 

difference between them is used to be the cyclic consistency 

loss. 

4) The denoising loss similar to it is in the general image 

denoising model. Thus, the difference between the noise-

containing image after passing through the noise extractor and 

the noise-free image is used to be the denoising loss. 

The calculation of the four types of losses can be divided 
into two categories, one is to calculate the error, and the other 
one is to calculate the difference between two images, which 
can be represented by the Mean Squared Error (MSE) and 
Mean Absolute Error (MAE) in the following equations. 

2

1

( , )

( , )

n

i

y y

n
MSE y y 


    (1) 

As the calculation of the adversarial loss and the 
discriminator loss needs to be compared with the output of the 
discriminator, so y in Equation (1) is the target value with 0 or 

1, y′ is the output of the discriminator, and n is the number 

of a batch in the training, which is calculated uniformly for the 
output of the whole batch. 

1( , )

n

i i
i

u u

n
MAE u u 


    (2) 

For the other type of loss, it is necessary to compare the 
magnitude of the difference between the two images, so a 
pixel-by-pixel comparison is required. In Equation (2), u is the 

real image, u′ is the generator-generated image, and n is the 

number of a batch in training. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

122 | P a g e  

www.ijacsa.thesai.org 

After obtaining the four losses, the loss loss_G of the noise 
extractor model can be obtained by Equation (3) to (7). 

_ ( _ _ )*Loss A loss indentityA loss indentityB a    (3) 

_ (l _ _ )*Loss B oss GANA loss GANB b    (4) 

_ ( _ _ )*Loss C loss cycleA loss cycleB c    (5) 

_ _ *Loss D loss denoise d   (6) 

_ _ _ _ _Loss G Loss A Loss B Loss C Loss D      (7) 

In the above equation, a, b, c and d are the weighting 
coefficients. 

After the CST, the low-frequency sub-band images usually 
contain few noise components, so the loss_denoise accounts 
for a relatively small proportion of the loss, and it mainly 
relies on the consistency loss to ensure that the original image 
information is not lost. For high-frequency sub-band images, 
they contain more noise components. Thus, the loss_denoise 
ratio should be adjusted upward to focus on noise removal, 
and the ratio of the other losses should not be adjusted 
downward too much, ensuring that the high-frequency details 
of the texture in the image not be removed by any mistake. 

IV. THE EXPERIMENTS AND DISCUSSION 

A. Experiment Setting 

The experimental platform is the CentOS Linux with Intel 
Xeon Silver and the NVIDIA Tesla P100. All the codes are 
implemented by the PyTorch and OpenCV. 

The peak signal-to-noise ratio (PSNR), structural 
similarity index measure (SSIM), and edge preservation index 
(EPI) are used to be the performance metrics. To save space, 
how to compute them can be found in [43, 44]. 

The experiments are designed to be two parts: training the 
CycleGAN denoising model and verifying the effectiveness of 
the denoising algorithm. According to [32, 33], the deep 
learning-based methods outperform the traditional methods, 
such as the Wiener filtering, polynomial regression, or the 
wavelet denoising, so the proposed method is compared with 
five state-of-the-art denoising methods, i.e. the NSST-BM3D 
model [18], the FFDNet model [30], the FFCNN model [31], 
the GAN model [35] and the NSTBNet model [36]. The 
parameters, such as the size of the convolutional layer, the 
network depth, are set to be the same as they are reported in 
the corresponding literature.  For the implementation of 
proposed model, the basic structure of the CycleGAN is used 
get the best performance by tuning the parameters according 
to [40]. 

All the images can be downloaded from the public data set 
LIDC-IDRI [45], and 5000 images are selected in the 

experiments. All of them are added the 10%, 15%, 20%, 25%, 
and 30% Poisson noise [46]. 

B. Results and Discussion 

Table Ⅰ shows the average PSNR values obtained by the 
different methods under the five noise levels of 10%, 15%, 
20%, 25%, and 30%. It can be seen that the proposed method 
gets the best value. Compared with NSST-BM3D, FFCNN, 
and FFDNet, the improvements are more obvious when the 
noise is at the higher level. Compared with NSTBNet and 
GAN, the PSNR values are also higher. 

TABLE I. THE PSNR VALUE OF DIFFERENT METHODS 

Level 
NSST-

BM3D 
FFCNN FFDNet NSTBNet GAN CycleGAN 

10% 29.84 30.02 30.10 30.13 30.20 30.38 

15% 28.01 28.18 28.29 28.36 28.39 28.63 

20% 26.15 26.22 26.30 26.35 26.38 26.44 

25% 25.12 25.24 25.28 25.30 25.31 25.44 

30% 23.43 23.51 23.64 23.66 23.71 23.95 

TABLE II. THE SSIM VALUE OF DIFFERENT METHODS 

Level 
NSST-

BM3D 
FFCNN FFDNet NSTBNet GAN CycleGAN 

10% 0.872 0.875 0.875 0.882 0.875 0.891 

15% 0.801 0.796 0.806 0.813 0.807 0.876 

20% 0.762 0.763 0.776 0.783 0.784 0.794 

25% 0.706 0.723 0.724 0.735 0.740 0.755 

30% 0.663 0.703 0.710 0.715 0.719 0.723 

TABLE III. THE EPI VALUE OF DIFFERENT METHODS 

Level 
NSST-

BM3D 
FFCNN FFDNet NSTBNet GAN CycleGAN 

10% 0.94 0.95 0.95 0.96 0.97 0.98 

15% 0.90 0.89 0.91 0.92 0.91 0.94 

20% 0.83 0.846 0.86 0.87 0.87 0.89 

25% 0.80 0.82 0.83 0.85 0.84 0.86 

30% 0.70 0.71 0.73 0.75 0.77 0.81 

Table Ⅱ and Table Ⅲ show the average SSIM and EPI 
values of different methods at the five different noise levels, 
respectively. The CycleGAN value is higher than that for the 
other methods. When the noise level increases, its advantages 
will slowly manifest, especially when the noise level is 20% 
and 25%, the SSIM is significantly higher than the other 
methods and when the noise level is 20%, the EPI get the best 
value. 

The reason is that during the training process, the 
denoising extractor in the proposed method makes full use of 
the CST features via the low-pass and high-pass sub-bands 
coefficients.  The consideration of the geometric and structural 
features of the source can be well maintained in the final result 
and guarantee the good value of the SSIM and EPI. 
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(a) The noisy image (b) The ground truth (c) NSST-BM3D (d) FFCNN 

 

    
(e) FFDNet (f) NSTBNet (g) GAN (h) CycleGAN 

Fig. 5. The denoising results at the 10% noise level. 

 
 

    

(a) The noisy image (b) The ground truth (c) NSST-BM3D (d) FFCNN 

    

(e) FFDNet                                      (f) NSTBNet                                (g) GAN                                    (h) CycleGAN 

 

Fig. 6. The denoising results at the 15% noise level. 
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(a) The noisy image (b) The ground truth (c) NSST-BM3D (d) FFCNN 

 

    
(e) FFDNet (f) NSTBNet (g) GAN (h) CycleGAN 

Fig. 7. The denoising results at the 20% noise level. 

In Fig. 5 to Fig. 7, the visual results of the different 
methods are shown. Due to space limitations, only three 
groups of the experimental images are presented. The area 
marked by the red squares is enlarged at the same location. 
Compared with the ground truth and noisy images, the results 
of the CycleGAN method are more clear and they perform 
better in maintaining more feature details than other methods. 
According to the enlarged area, the details can be compared. 
The edge part of CycleGAN denoising image is more smooth 
and clearer, and the detail part is almost equivalent to it is in 
the ground truth. 

Medical image denoising is very important in kinds of 
medical imaging processing tasks. After the optimization, the 
proposed model can be applied into the object detection, 
segmentation, and classification tasks enabled by the 
denoising techniques mentioned in this paper. 

V. CONCLUSION 

An effective medical image denoising method based on the 
improved CycleGAN model and the complex shearlet 
transform is proposed. The main idea is to use the multi-scale 
decomposition property of the CST and the principle of the 
recurrent learning of the GAN. The advantages mainly locate 
at the strong ability of the extracting the important structure 
and edge information of the noisy images and training an 
effective cycle GAN model.  Compared with five state-of-the-
art denoising methods on the open dataset, the validity and 
accuracy are fully demonstrated. 

In future, we will discuss with some medical experts to 
implement more experiments on the data from different 
imaging modalities, such as the MRI, PET and Ultrasound, 
and consider their feedback to validate the effectiveness. 
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Abstract—Bank XYZ, an Indonesia’s state-owned bank, has 

been conducting business and digital transformation throughout 

its organization. Based on a recent McKinsey survey, less than 

30% of organizations succeed in transformation. Fast changing 

business requirements and various technology-based initiatives 

enforce the organization to employ an Agile methodology and 

Scrum, to cope with the situation. Group Grp-DGT and Grp-

BPR are two groups in Bank XYZ that manage their projects 

using Scrum. Grp-DGT develops digital projects, whereas Grp-

BPR develops Business Process Reengineering (BPR) projects. 

Scrum maturity in both groups needs to be appraised to promote 

sustainability in the long run. Comparing Scrum maturity 

between digital and BPR projects has not been done in the 

previous works, especially in a state-owned bank in Indonesia. 

This research will help the organization through the research 

output which are Scrum maturity level at both groups and 

proposed recommendations to improve Scrum practices. The 

other organizations can benefit from the recommendations as 

well. Scrum maturity model (SMM) is used to appraise the 

practices, while Agile Maturity (AMM) is used to calculate the 

maturity rating. From this research, it is found that Grp-DGT 

has reached maturity level 5 (optimizing), whereas Grp-BPR is 

still at level 1 (initial). Based on assessment results and Scrum 

guides, the recommendations are then drafted. There are 15 

recommendations proposed to Grp-BPR to reach level 2 and 

onwards. 

Keywords—Transformation; scrum; digital project; BPR 

project; scrum maturity model; agile maturity model 

I. INTRODUCTION 

Business transformation has become a catch-all term for 
years now. It refers to how organizations reach their fullest 
potential. It aims to improve overall performance by 
generating more revenue, reducing operational expenses, and 
improving both customer satisfaction and productivity among 
employees [1]. Business processes are reengineered to be 
more efficient and optimized in terms of the way customer 
performs their financial transactions. In line with this business 
transformation, digital transformation has been progressing in 
organizations. It utilizes cutting-edge technologies to boost the 
current operations and to create new business opportunities 
[2–5]. Based on McKinsey survey [6], there are more than 
80% organizations that have undertaken efforts to apply 
digital transformation in the past five years, and less than 30% 
succeed it. To win these transformations, the organizations 
have to manage their projects effectively. Agile project 
management fits the condition. It has been used in business 

process improvement [7, 8]. It is rapid and adaptive to change, 
builds effective communication among all stakeholders, brings 
customer into the team, and promotes a self-managed team. It 
also delivers software rapidly and incrementally to compete 
with fast-changing market [9–11]. 

Bank XYZ has been aggressively performing both 
transformations through its two groups (or divisions in other 
organizations). Those groups are Digital Group (Grp-DGT) 
and Business Process Reengineering Group (Grp-BPR). Grp-
DGT is a group developing digital projects, whereas Grp-BPR 
is a group developing BPR (Business Process Reengineering) 
projects. Bank XYZ needs Scrum maturity assessment as a 
part of evaluation of the current software development process 
in both groups. This gap raises two questions: What is the 
current maturity level of Bank XYZ? How does Bank XYZ 
improve its level? To answer these questions, this research 
intends to compare Scrum maturity level in Grp-DGT and 
Grp-BPR. It also recommends improvement in Scrum 
practices based on the assessment results. These 
recommendations can be used to support product delivery 
sustainability in the long run. 

There are few previous case studies in Indonesia that 
conduct Scrum maturity assessment. Scrum maturity model 
(SMM) is used to perform an assessment to Scrum practices in 
a telecommunication company [12], an education technology 
startup [13], and two software development companies [14, 
15]. They proposed recommendations to the organizations 
based on assessment results. Panjaitan et al. [14] discussed the 
results and the recommendations in a thorough approach. In 
addition, Scrum maturity level can also be compared between 
two groups as conducted in research [16] and [17]. Setiyawan 
et al. [16] compared Scrum practices in a Corporate Strategy 
group and an Information Technology (IT) group at a 
telecommunication company, whereas Zelfia et al. [17] 
compared an IT group and a temporary unit at a state-owned 
bank. Comparing groups in a state-owned bank that develop 
digital and BPR projects has not been done previously. 

Problem identification and root cause analysis are 
performed through direct observation and semi-structured 
interview. Literature study is then performed to find previous 
related case studies to be used as theoretical foundation and 
research instrument‟s drafting guidelines. This research will 
combine Scrum maturity model (SMM) and Agile maturity 
model (AMM) to appraise the Scrum practices and to 
calculate key process area (KPA) rating respectively. 
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Elicitation is performed by administering an online 
questionnaire to the respondents. Then, recommendations are 
proposed based on assessment results. Conclusion, limitations, 
and future work are also described. 

This paper is constructed as follows. Section II depicts an 
overview of Agile methodology, Scrum framework, and 
Scrum maturity model. Section III explains about the research 
methodology utilized in this study. Section IV describes the 
results and the discussion related to this study‟s purpose 
including proposed recommendations for the organization. 
Section V shows the conclusion of this study‟s result, 
limitations, and suggestion for the future study. 

II. LITERATURE REVIEW 

A. Agile Methodology 

Agile is a way of thinking based on values, governed by 
principles, and manifested in numerous practices. Based on 
the circumstances, agile practitioners favor certain practices 
over others. Agile software development was formalized in 
2001 through the Agile Manifesto [9, 18]. 

There are four values in the Manifesto, and they are 
promoted in software development process [9, 14, 18–22]. 
Those values are (1) individuals interacting to arrive at 
solutions, (2) focus on delivering well-functioning software, 
(3) customer and developers collaborating constantly, and (4) 
emphasizing on responding to requirement change. 

Twelve principles were derived from the values, to clarify 
them [9, 18, 20–22]. Those principles are (1) prioritizing 
customer satisfaction, (2) receiving requirements change, (3) 
delivering well-functioning software constantly, (4) daily 
interaction and collaboration between business people and 
developers, (5) motivating individuals to build the project, (6) 
using face-to-face conversations to share information to and 
within development team, (7) project progress is evaluated 
through a well-functioning software, (8) development 
sustainability is achieved when the sponsors, developers, and 
users maintaining their pace constantly, (9) constant focus to 
technical excellence and good design, (10) simplifying things 
to maximize outcome and impact, (11) self-organizing teams 
promotes the best designs, specifications, and architectures, 
and (12) the team gives thought on how to be more effective, 
then calibrates and consequently adjusts its behavior. 

Fig. 1 illustrates the interconnection among values, 
principles, and practices of the Agile Manifesto. 

 

Fig. 1. The interconnection among the values, principles, and practices of 

the agile manifesto. 

Despite the term “agile” becoming popular after the 
Manifesto, the viewpoints and methods have been practiced 
for many years before that [9, 11]. It is a superset term 
covering various techniques and frameworks. Fig. 2 shows the 
relationship among Agile and the other related terms. It is 
depicted as a superset term pointing to all kinds of approaches 
which meet the values and principles of the Agile Manifesto. 
Agile and the Kanban Method are shown as subsets of lean 
because they practice the same concepts, such as attention to 
value, incremental delivery, and effective process [9]. Based 
on a recent survey mentioned in [13, 17], Scrum is the most 
popular Agile approach among other approaches. 

 

Fig. 2. Agile and other approaches [9]. 

B. Scrum Framework 

Scrum is a simple and nimble framework that aids people, 
teams, and organizations in achieving goals and creating value 
by employing flexible approaches to solve complex problems. 
Empiricism and lean thinking are the foundation of Scrum. 
Empiricism means that the team constantly learns and 
improves from their past wrongdoings. Decisions and changes 
are made based on what the customer really needs, rather than 
what the developers think the customer needs. Whereas lean 
thinking focuses on providing benefit to the customer and 
assumes that anything else is inessential. 

There are three primary ideas or pillars of empirical 
process: transparency, inspection, and adaptation [23, 24]. 
According to Schwaber et al. [24], transparency is mirrored 
through Scrum‟s artifacts that are visible to those performing 
the task. On the other hand, inspection and adaptation are 
implemented through four formal events in an iteration. 

In Scrum, the product is delivered using an iterative, 
incremental approach to manage risks and to optimize 
predictability [24]. Commitment, courage, focus, openness, 
and respect are Scrum values. People‟s proficiency over these 
values determines the success of Scrum utilization throughout 
its process. As mentioned in [23], the process is categorized 
into five phases: (1) initiation, (2) planning and estimation, (3) 
implementation, (4) review and retrospective, and (5) release. 

Based on Schwaber et al. [24], there are three roles in a 
Scrum development team who collectively focus their effort 
on a common goal, that is a product goal. The roles are 
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Product Owner (PO), Scrum Master (SM), and developers 
(DEV). VMEdu [23] categorized these three roles as core 
roles, and added business stakeholders, supporting services, 
vendors, and Scrum guidance body as non-core roles. An ideal 
team usually comprises of 5-9 members, 1 PO, 1 SM, and 3-7 
DEVs. The team is self-organized, and each member has their 
own responsibilities. 

The PO is the voice of business stakeholders and 
accountable for ensuring that the value is delivered through 
product increments. He or she articulates prioritized business 
requirements which are managed in the product backlog. The 
product backlog, including its items, must be visible, 
transparent, and understandable to the developers. The 
developers have specific skills to build the product. They are 
accountable for drafting a plan and backlog for Sprint. They 
also ensure deliverables quality through a Definition of Done 
and adapt their plan daily to meet the Sprint Goal. The Scrum 
Master is an individual who enables the team and the entire 
organization to understand what Scrum is, both theory and 
practice. He or she is also accountable for ensuring a proper 
work environment by removing impediments, so the 
developers can focus on delivering a high-value increment 
[23, 24].  

Sprint is the centre of Scrum, where the team turned the 
business requirements into value. Fig. 3 illustrates Scrum flow 
for a Sprint. It is timeboxed for one to four weeks. When a 
Sprint concludes, it is immediately followed by a new Sprint. 
There are four events contained in a Sprint: Sprint planning, 
Daily Scrums, Sprint reviews, and Sprint retrospectives. In 
Sprint planning, the team discusses why this Sprint is 
valuable, what can be delivered, and how the selected work 
can be delivered. The Sprint backlog is defined in this event. 
Sprint goal, the selected product backlog items, and the 
delivery plan are part of Sprint backlog. Sprint goal is 
inspected daily through a Daily Scrum. The developers can 
synchronize their tasks, discuss potential problems, and plan 
for the next tasks. Definition of Done (DoD) is adhered during 
development. The developers then will demo the increment to 
stakeholders in a Sprint review event. The purpose is to obtain 
a review on the increment and discuss what to do next 
according to the current environment. The Sprint is concluded 
in the Sprint retrospective where future improvements are 
discussed [24]. 

Product backlog, Sprint backlog, and increment are the 
three artifacts mentioned in [24]. Information transparency to 
all team members is promoted through these artifacts, so they 
can be inspected, and an adaptation can be performed 
accordingly. A product backlog consists of ordered business 
requirements which are called product backlog items (PBIs). 
This artifact is changed based on the review or discussions 
with the stakeholders. The collection of PBIs which are 
selected to be delivered in a Sprint is called a Sprint backlog. 
The developers update and add more information into it along 
the Sprint. It must be completed to meet the Sprint goals. 
Increment is a delivered value which consists of the selected 
PBIs that have been completed in a specific Sprint. It is a 
steppingstone to the product goal. 

 

Fig. 3. Scrum flow for a sprint [23]. 

C. Scrum Maturity Model 

According to Hutabarat et al. [25], a maturity model in a 
project management is a continuous process to recognize, 
evaluate, apply, and reassess the opportunities to improve 
constantly in project implementation. It is one of the 
organization success factors which has many types of projects, 
programs, and portfolios. In line with that, [14, 15] added that 
maturity model is a technique to evaluate the maturity level 
and development process capability. It continuously directs 
and enhances the organization‟s development process to avoid 
project failures. 

The SMM refers to two maturity models, which are the 
AMM and the capability maturity model integration (CMMI) 
[12, 14]. The AMM links the Agile software development 
practices to maturity levels to make it simple, comprehensible, 
and applicable. It is designed based on Agile software 
development values, practices, and principles [26]. Fig. 4 
depicts the AMM from an initial level to sustained level. At 
the initial level, an organization has not defined Agile 
development process clearly. At the explored level, the 
organization has shown more structured and complete 
software development practices than the first level. When an 
organization has practices related to customer relationship 
management, pair programming, communication, testing, and 
software quality, then it has reached the defined level. The 
improved level can be reached when an organization has 
collected of development process detailed measurement and 
has practiced software quality measurements. Finally, at the 
sustained level, an organization constantly enhances their 
processes through surveys and do not hesitate to have 
innovative initiatives [14, 26]. 

The CMMI is a process model that explicitly states what 
an organization should do to define, comprehend, and 
encourage behaviors that guide to improved accomplishment 
[27]. CMMI-DEV V1.3 mentioned that CMMI has five 
maturity levels: (1) Level 1 - Initial, (2) Level 2 - Managed, 
(3) Level 3 - Defined, (4) Level 4 - Quantitatively managed, 
and (5) Level 5 - Optimizing. The processes are usually ad hoc 
and disordered at level 1. A stable environment is usually not 
provided to support processes. Level 2 can be achieved when 
the processes are managed and performed according to 
documented plan. An organization achieves level 3 when 
processes are well described and comprehended, and are well 
explained in standards, procedures, tools, and techniques. At 
level 4, quantitative objectives for quality and process 
performance are established by the organization, and then 
utilizes them as barometer for projects management. The 
objectives are drafted and proposed based on the requirements 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

129 | P a g e  

www.ijacsa.thesai.org 

elicited from the business stakeholders. Finally, at level 5, an 
organization pays attention to constantly enhancing process 
performance through incremental and innovative processes, 
and technological refinement [28]. 

 

Fig. 4. Agile maturity model staged representation. 

The SMM uses the same five levels as in CMMI. Its 
primary purpose is to guide organizations on promoting self-
improvement and client‟s active involvement. In addition, it 
also helps organizations to adopt Scrum on a staged approach 
by providing list of goals, objectives, practices, and metrics 
for every level [29]. Table I describes goals and their 
objectives at every level, starting from level 1 (Initial) to level 
5 (Optimizing). 

TABLE I.  GOALS AND OBJECTIVES OF SCRUM MATURITY MODEL 

Level Code Goals and Objectives 

1 – Initial L1 - 

2 – Managed 

L2.1 Basic Scrum Management 

L2.1.1  Scrum Roles Exist 

L2.1.2  Scrum Artifacts Exist 

L2.1.3 
 Scrum Meetings Occur and are 

Participated 

L2.1.4  Scrum Process Flow is Respected 

L2.2 Software Requirements Engineering 

L2.2.1  Clear Definition of Product Owner 

L2.2.2  Product Backlog Management 

L2.23  Successful Sprint Planning Meetings 

3 – Defined 

L3.1 Customer Relationship Management 

L3.1.1  Definition of Done exists 

L3.1.2  Product Owner available 

L3.1.3  Successful Sprint Review Meetings 

L3.2 Iteration Management 

L3.2.1  Sprint Backlog Management 

L3.2.2  Planned iterations 

L3.2.3  Successful Daily Scrum 

L3.2.4  Measured Velocity 

4 – 

Quantitatively 
managed 

L4.1 Unified Project Management 

L4.1.1  Unified Project Management 

L4.2 Measurement and Analysis Management 

L4.2.1  Measurement and Analysis Management 

5 – Optimizing 

L5.1 Performance Management 

L5.1.1  Successful Sprint Retrospective 

L5.1.2  Positive Indicators 

III. RESEARCH METHODOLOGY 

A. Research Stages 

The objective of this research is to assess the level of 
Scrum maturity practices and propose recommendations for 
Bank XYZ‟s software development process. 

This research is designed to use an explanatory sequential 
mixed-method approach. As illustrated in Fig. 5, its stages 
start from problem identification to drafting suggestions for 
future work. The research problem is identified through an 
observation and semi-structured interview with a Scrum 
Master from group Grp-DGT and a Scrum Master from group 
Grp-BPR. Scrum maturity assessment has never been done in 
both groups, and these Scrum Masters also agreed that the 
assessment needs to be done to evaluate the current process. 
Literature study is then performed to obtain previous case 
studies with the same research questions. At this stage, 
theoretical foundations are acquired. The next stage is to 
construct the assessment questionnaire which is used as the 
research instrument. It is constructed based on SMM 
assessment questions. After the elicitation process, the data is 
analyzed using KPA rating formula from AMM. Maturity 
level at each goal is interpreted using this rating. The 
assessment result is used to find Scrum practices that need to 
be improved, and to draft proposed recommendations based 
on those findings. As the final stage, the author concludes the 
research and gives suggestions for future work. 

 

Fig. 5. Research stages of scrum maturity assessment at bank XYZ. 

B. Instrument 

This research uses a questionnaire as an instrument to 
collect data from respondents. The questionnaire is drafted 
based on SMM assessment questions explained in Yin et al. 
[29]. As described in Table II, there are 91 Scrum practices in 
total that will be assessed. All practices are transposed into 
questions which can be responded to as „Yes‟, „Partially‟, 
„No‟, and „N/A‟ (not applicable). 
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TABLE II.  DETAIL COUNT OF ASSESSED SCRUM PRACTICES ON THE 

QUESTIONNAIRE 

Goal/ 

Objective 

Code 

Count 

Goal/ 

Objective 

Code 

Count 

Goal/ 

Objective 

Code 

Count 

L2.1 28 L3.1 9 L4.1 1 

L2.1.1 3 L3.1.1 3 L4.1.1 1 

L2.1.2 9 L3.1.2 2 L4.2 2 

L2.1.3 10 L3.1.3 4 L4.2.1 2 

L2.1.4 6 L3.2 22 L5.1 11 

L2.2 18 L3.2.1 8 L5.1.1 5 

L2.2.1 5 L3.2.2 6 L5.1.2 6 

L2.2.2 7 L3.2.3 5   

L2.23 6 L3.2.4 3   

Total of Assessed 

Scrum Practices 
28 + 18 + 9 + 22 + 1 + 2 + 11 91 

C. Elicitation 

The questionnaire is drafted and distributed using Google 
Form. The questionnaire respondents are selected using 
purposive sampling technique. It is used to obtain data from 
the ones who understand the research problem [30]. There are 
four respondents who will fill out the questionnaire. They are 
two Scrum Masters who involved in digital projects and two 
Scrum Masters who involved in BPR projects. 

D. Maturity Assessment 

The appraisal of Scrum practices is performed using a 
questionnaire to obtain how practices are implemented in the 
projects. Data collected from the questionnaire will be 
analyzed using the KPA rating which is used in AMM [26]. 
The term “process area” in AMM is on a par to term “goal” in 
SMM. KPA rating can be calculated using equation as shown 
in (1). 

                         
∑      

 

 
 ∑    

∑      ∑     
       (1) 

Where: 

R = KPA rating 

Yn = „Yes‟ responses 

Pn = „Partially‟ responses 

Tn = Total assessed Scrum practices 

NAn = „N/A‟ responses 

Calculated KPA rating can be interpreted based on 
following categories [26]: 

1) Fully achieved: 86% to 100% practices in the assessed 

KPA have been applied and proofs can be provided. 

2) Largely achieved: 51% to 85% practices in the assessed 

KPA have been applied and proofs can be provided. 

3) Partially achieved: 16% to 50% practices in the 

assessed KPA have been applied and some proofs can be 

provided. 

4) Not achieved: 0% to 15% practices in the assessed 

KPA have been applied and a little or no proof can be 

provided. 

IV. RESULT AND DISCUSSION 

Scrum maturity assessment results are discussed for each 
level, starting from level 2 to level 5. KPA rating 
interpretation that will be mentioned along the discussion is 
coded as F (Fully Achieved), L (Largely Achieved), P 
(Partially Achieved), and N (Not Achieved). Scrum Masters 
who filled out the assessment questionnaire are also coded as 
X1 and X2 for the ones seated in group Grp-DGT. While 
Scrum Masters seated in group Grp-BPR are coded as Y1 and 
Y2. 

A. Groups Assessment Result – Scrum Maturity Level 2 

Basic Scrum Management (BSM) and Software 
Requirements Engineering (SRE) are two goals in Scrum 
maturity level 2. Table III shows the maturity level assessment 
results on first mentioned goal. KPA rating obtained for Grp-
DGT is 95.53%. Scrum practices in four objectives listed in 
the table below are applied to more than 86.00% or applied 
almost entirely in project development. So, it can be said that 
BSM goal reaches Fully Achieved. On the other hand, KPA 
rating for Grp-BPR is 80.97%. Scrum practices in the listed 
objectives are applied to more than half of them, but it‟s still 
lower than 86.00%. It means that the rating is interpreted as 
Largely Achieved. 

TABLE III.  ASSESSMENT RESULT OF BASIC SCRUM MANAGEMENT 

Objectives 
Grp-DGT Grp-BPR 

X1 (%) X2 (%) Y1 (%) Y2 (%) 

Scrum Roles Exist 100.00 100.00 50.00 100.00 

Scrum Artifacts Exist 100.00 100.00 77.78 100.00 

Scrum Meetings Occur and are 
Participated 

90.00 100.00 60.00 81.25 

Scrum Process Flow is Respected 83.33 91.67 83.33 91.67 

Rating per Scrum Master 92.86 98.21 69.64 92.31 

Rating per group 95.53 80.97 

Interpretation Fully Achieved Largely Achieved 

As shown in the Table IV, both Grp-DGT and Grp-BPR 
scored the same result for Software Requirements Engineering 
(SRE) goal assessment. The KPA rating is 94.44% which 
means that Scrum practices in three objectives listed in the 
table below are applied more than 86.00% or applied almost 
entirely in project development. So, it can be said that the 
rating for both groups in SRE goal can be interpreted as Fully 
Achieved. 

TABLE IV.  ASSESSMENT RESULT OF SOFTWARE REQUIREMENTS 

ENGINEERING 

Objectives 
Grp-DGT Grp-BPR 

X1 (%) X2 (%) Y1 (%) Y2 (%) 

Clear Definition of Product 

Owner 
100.00 90.00 100.00 100.00 

Product Backlog Management 85.71 100.00 85.71 92.86 

Successful Sprint Planning 

Meetings 
91,67 100,00 100,00 91.67 

Rating per Scrum Master 91.67 97.22 94.44 94.44 

Rating per group 94.44 94.44 

Interpretation Fully Achieved Fully Achieved 
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B. Groups Assessment Result – Scrum Maturity Level 3 

Customer Relationship Management (CRM) and Iteration 
Management (IMG) are the goals in Scrum maturity level 3. 
Table V shows the maturity level assessment results on first 
mentioned goal. KPA rating obtained for Grp-DGT is 91.66%. 
Scrum practices in three objectives listed in the table below 
are applied to more than 86.00% or applied almost entirely in 
project development. So, it can be said that CRM goal reaches 
Fully Achieved. Whereas KPA rating for Grp-BPR is 94.44% 
which means that Scrum practices in the listed objectives 
below are also applied to more than 86.00% or almost entirely 
in project development. So, the rating can be interpreted as 
Fully Achieved. 

TABLE V.  ASSESSMENT RESULT OF CUSTOMER RELATIONSHIP 

MANAGEMENT 

Objectives 
Grp-DGT Grp-BPR 

X1 (%) X2 (%) Y1 (%) Y2 (%) 

Definition of Done exists 100.00 100.00 100.00 100.00 

Product Owner available 100.00 100.00 100.00 100.00 

Successful Sprint Review 

Meetings 
62.50 100.00 87.50 87.50 

Rating per Scrum Master 83.33 100.00 94.44 94.44 

Rating per group 91.66 94.44 

Interpretation Fully Achieved Fully Achieved 

As shown in the Table VI, assessment result for goal IMG 
scored slightly different at 87.74% for Grp-DGT and 87.91% 
for Grp-BPR. It means that Scrum practices in three objectives 
listed in the table below are applied more than 86.00% or 
applied almost entirely in project development. These ratings 
can be classified as Fully Achieved. 

TABLE VI.  ASSESSMENT RESULT OF ITERATION MANAGEMENT 

Objectives 
Grp-DGT Grp-BPR 

X1 (%) X2 (%) Y1 (%) Y2 (%) 

Sprint Backlog Management 68.75 75.00 75.00 81.25 

Planned iterations 100.00 91.67 83.33 90.00 

Successful Daily Scrum 100.00 100.00 100.00 100.00 

Measured Velocity 100.00 100.00 100.00 100.00 

Rating per Scrum Master 86.84 88.64 86.36 89.47 

Rating per group 87.74 87.91 

Interpretation Fully Achieved Fully Achieved 

C. Groups Assessment Result – Scrum Maturity Level 4 

Two goals in Scrum maturity level 4 are Unified Project 
Management (UPM), and Measurement & Analysis 
Management (MAM). Table VII shows the maturity level 
assessment results on first mentioned goal. KPA rating 
obtained for Grp-DGT is 100.00% which is undoubtedly 
interpreted as Fully Achieved. It means that Scrum practices 
in an objective listed in the table below are applied entirely in 
project development. On the contrary, KPA rating for Grp-
BPR only reaches 75.00%. Scrum practices in the listed 
objective are applied to more than half of them, but it‟s still 
lower than 86.00%. It means that UPM goal reaches Largely 
Achieved. Grp-BPR‟s rating is a bit contrast compared to Grp-
DGT‟s perfect rating. 

TABLE VII.  ASSESSMENT RESULT OF UNIFIED PROJECT MANAGEMENT 

Objectives 
Grp-DGT Grp-BPR 

X1 (%) X2 (%) Y1 (%) Y2 (%) 

Unified Project Management 100.00 100.00 100.00 50.00 

Rating per Scrum Master 100.00 100.00 100.00 50.00 

Rating per group 100.00 75.00 

Interpretation Fully Achieved Largely Achieved 

Assessment result for MAM goal is shown in Table VIII. 
Grp-DGT scored 100.00%, whereas Grp-BPR scored 87.50%. 
It means that Scrum practices in the objective listed in the 
table below are applied entirely in Grp-DGT‟s project 
development. Whereas Grp-BPR applies more than 86.00% or 
applies almost entirely in project development. These KPA 
ratings can be interpreted as Fully Achieved. Despite having 
the same interpretation, a Scrum Master in Grp-BPR didn‟t 
perfectly satisfy with the practices. 

TABLE VIII.  ASSESSMENT RESULT OF MEASUREMENT AND ANALYSIS 

MANAGEMENT 

Objectives 
Grp-DGT Grp-BPR 

X1 (%) X2 (%) Y1 (%) Y2 (%) 

Measurement and Analysis 

Management 
100.00 100.00 100.00 75.00 

Rating per Scrum Master 100.00 100.00 100.00 75.00 

Rating per group 100.00 87.50 

Interpretation Fully Achieved Fully Achieved 

D. Groups Assessment Result – Scrum Maturity Level 5 

There is only one goal in Scrum maturity level 5, that is 
Performance Management (PMG). Table IX shows that the 
KPA rating obtained for Grp-DGT is 91.66% which means 
that Scrum practices in two objectives listed in the table below 
are applied to more than 86.00% or applied almost entirely in 
project development. So, it can be said that PMG goal reaches 
Fully Achieved. Whereas KPA rating for Grp-BPR is 75.00% 
which means that Scrum practices in the listed objectives are 
applied to more than half of them, but it‟s still lower than 
86.00%. So, the rating can be interpreted as Largely Achieved. 

TABLE IX.  ASSESSMENT RESULT OF PERFORMANCE MANAGEMENT 

Objectives 
Grp-DGT Grp-BPR 

X1 (%) X2 (%) Y1 (%) Y2 (%) 

Successful Sprint Retrospective 90.00 100.00 100.00 80.00 

Positive Indicators 75.00 100.00 75.00 50.00 

Rating per Scrum Master 83.33 100.00 86.36 63.64 

Rating per group 91.66 75.00 

Interpretation Fully Achieved Largely Achieved 

KPA rating and interpretation of each goal is shown in 
Table X. Grp-DGT ratings are more than 85% for all Scrum 
maturity goals. It means that Grp-DGT assessed as Fully 
Achieved overall or Scrum practices are applied almost 
entirely in project development. Whereas Grp-BPR has three 
goals with KPA rating less than 86.00%, namely goal BSM, 
UPM, and PMG. It means that Grp-BPR needs further 
improvement to reach Fully Achieved overall. 
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TABLE X.  ASSESSMENT RESULT SUMMARY 

Level Goals and Objectives 
Grp-DGT Grp-BPR 

Rating (Int.) Rating (Int.) 

2 

Basic Scrum Management 95.53 (F) 80.97 (L) 

 Scrum Roles Exist 100.00 (F) 75.00 (L) 

 Scrum Artifacts Exist 100.00 (F) 88.89 (F) 

 Scrum Meetings Occur 

and are Participated 
95.00 (F) 70.62 (L) 

 Scrum Process Flow is 

Respected 
87.50 (F) 87.50 (F) 

Software Requirements 

Engineering 
94.44 (F) 94.44 (F) 

 Clear Definition of 

Product Owner 
95.00 (F) 100.00 (F) 

 Product Backlog 

Management 
92.85 (F) 89.28 (F) 

 Successful Sprint 

Planning Meetings 
95.83 (F) 95.83 (F) 

3 

Customer Relationship 

Management 
91.66 (F) 94.44 (F) 

 Definition of Done 

exists 
100.00 (F) 100.00 (F) 

 Product Owner 

available 
100.00 (F) 100.00 (F) 

 Successful Sprint 

Review Meetings 
81.25 (F) 87.50 (F) 

Iteration Management 87.74 (F) 87.91 (F) 

 Sprint Backlog 

Management 
71.87 (L) 78.12 (L) 

 Planned iterations 95.83 (F) 86.66 (F) 

 Successful Daily Scrum 100.00 (F) 100.00 (F) 

 Measured Velocity 100.00 (F) 100.00 (F) 

4 

Unified Project 

Management 
100.00 (F) 75.00 (L) 

 Unified Project 

Management 
100.00 (F) 75.00 (L) 

Measurement and Analysis 

Management 
100.00 (F) 87.50 (F) 

 Measurement and 

Analysis Management 
100.00 (F) 87.50 (F) 

5 

Performance Management 91.66 (F) 75.00 (L) 

 Successful Sprint 

Retrospective 
95.00 (F) 90.00 (F) 

 Positive Indicators 87.50 (F) 62.50 (L) 

E. Scrum Practice Recommendation 

Improvement recommendations are proposed to Grp-BPR 
because the assessment found that there are three SMM goals 
that don‟t reach Fully Achieved. The goals that need 
improvement regarding the application of the Scrum practices 
are Basic Scrum Management (BSM), Unified Project 
Management (UPM), and Performance Management (PMG). 
These goals are spread at SMM level 2, level 4, and level 5. 
Table XI describes seven objectives of the mentioned goals. 
Three objectives from BSM goal, one objective from the UPM 
goal, and two objectives from PMG goal. The rating of each 
objective is compared against the expected rating. 

TABLE XI.  CURRENT VS EXPECTED MATURITY 

Code Objectives 
Current 

(%) 

Expected 

(%) 

L2.1.1 Scrum Roles Exist 75.00 86.00 

L2.1.2 Scrum Artifacts Exist 88.89 86.00 

L2.1.3 
Scrum Meetings Occur and are 

Participated 
70.62 86.00 

L2.1.4 Scrum Process Flow is Respected 87.50 86.00 

L4.1.1 Unified Project Management 75.00 86.00 

L5.1.1 Successful Sprint Retrospective 90.00 86.00 

L5.1.2 Positive Indicators 62.50 86.00 

As illustrated at Fig. 6, there are four objectives that will 
be discussed further as their ratings are below the expected 
rating which is equal to or more than 86.00%. Those 
objectives are (1) Scrum roles exist, (2) Scrum meetings occur 
and are participated, (3) Unified project management, and (4) 
Positive indicators. Whereas there are three objectives that 
exceed the expected rating: (1) Scrum artifacts exist, (2) 
Scrum process flow is respected, and (3) Successful Sprint 
retrospective. 

 

Fig. 6. Comparison of the current and expected maturity. 

Table XII describes recommendation of improvement that 
can be done by Grp-BPR to reach Fully Achieved overall. The 
recommendations are based on SMM questionnaire responses, 
Scrum Guide [24], SBOK Guide [23], and A Guide to Scrum 
and CMMI [27]. 
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TABLE XII.  RECOMMENDATION OF IMPROVEMENT 

Goals Objectives Recommendation 

Basic Scrum 

Management 

Scrum Roles 

Exist 

Product Owner (PO) is a person who collect 
requirements from business stakeholders. He or 

she must ensure the team comprehends the 

value they are going to deliver. PO must be 
appointed as the project starts. He or she must 

know the responsibilities of a PO. 

Developers are people who build and deliver 
value collectively. They work based on 

business requirements written in a product 

backlog. The role must exist and staffed as the 

project starts. 

Scrum 
Meetings 

Occur and are 

Participated 

Release planning is held optionally to obtain 
commitment over an increment delivery plan. 

Responsibilities, needed resources, and 

activities are discussed at this event. 

In release planning event, Scrum Master (SM) 

and PO must be present. 

Daily Scrum is one of the events that occurred 
in a Sprint. Developers discuss their task 

progress and its impediments. 

This event must be held daily on workdays to 

inspect progress toward Sprint goal and adapt 

the Sprint backlog as needed. 

Developers must attend Daily Scrum event, 
whereas PO and SM can attend it as 

developers, if they are working on Sprint 

backlog. 

In Sprint review event, the team presents the 

increment that they have built to the 
stakeholders. This event must be held once 

every Sprint. 

Sprint retrospective is held to discuss on how 
to better the next Sprint, in terms of the value‟s 

quality and process effectiveness. This event 

must be held once every Sprint. 

SM and developers must attend Sprint 
retrospective, whereas PO isn‟t mandatory to 

attend it. 

Unified 

Project 

Management 

Unified 

Project 

Management 

All projects must adhere to the entire goals, 

objectives, and practices described in Scrum 

Maturity Level 2 and 3. Project Management 
Office (PMO) can enforce procedures to 

support the adherence. 

Performance 

Management 

Positive 

Indicators 

SM coaches the team to successfully perform 
their tasks. SM should also remove the 

impediments throughout the project. Servant 

leadership style helps boosting the team‟s 
growth and energy level in their Scrum 

journey. 

A survey, at least once every Sprint, can be 
conducted to obtain the team‟s satisfaction 

level. This survey can also be part of Sprint 

retrospective. 

A survey can be conducted to obtain the 
stakeholders‟ satisfaction level. This survey 

can also be part of Sprint review. 

SM must ensure Scrum process has been 

adhered. Proper planning and task estimation 

should promote a work-life balance. Extra 

working hours must be minimized. 

SM must promote a psychologically save 
environment for the team. Constructive 

criticism and discussions in every event are 

welcome. 

V. CONCLUSION 

This research aimed to compare the Scrum maturity 
between two groups at Bank XYZ, namely Digital Group 
(Grp-DGT) and Business Process Reengineering Group (Grp-
BPR). Based on assessment result, the recommendations for 
improvement are proposed to better Scrum practices at both 
groups. The following conclusions are drawn according to the 
research: 

1) Group Grp-DGT has reached Scrum maturity level 5 

(optimizing). KPA ratings of SMM goals are interpreted as 

Fully Achieved overall. Whereas Grp-BPR is still at level 1 

(initial). Goal “Basic Scrum management” appraised as 

Largely Achieved with rating 80.97%. There are two 

objectives in this goal that don‟t meet the minimum rating to 

be appraised as Fully Achieved. Moreover, goal “Unified 

project management” and “Performance management” are 

also appraised as Largely Achieved with the same rating 

75.00%. 

2) Proposed recommendations for Scrum practices 

improvement are aimed for Grp-BPR due to its three goals are 

appraised as Largely Achieved. Deeper into the objective‟s 

rating, there are only four out of seven objectives whose 

ratings are below 86%. The recommendations are then drafted 

according to SMM questionnaire responses (“partially” and 

“no”) in these four objectives. There are 15 recommendations 

in total for three goals consisting of nine recommendations for 

“Basic Scrum management”, one recommendation for 

“Unified project management”, and the last five 

recommendations for “Performance management”. These 

recommendations can be used to improve Scrum practices in 

Bank XYZ, specifically at Grp-BPR group. 

This research output can be used by Bank XYZ as a part of 
evaluation of the current project development process in Grp-
DGT and Grp-BPR groups. Bank XYZ is also able to use it to 
tackle current problems in the other projects or initiatives that 
are not covered in this research or proposed by other groups. It 
would also provide aid in increasing Scrum maturity level of 
the next projects or Sprints in Grp-DGT and Grp-BPR groups. 
The other organizations, as required, would also benefit from 
the research output by applying the recommendations to those 
specific objectives. 

VI. LIMITATIONS AND FUTURE WORK 

This research utilized Scrum maturity model (SMM) to 
perform assessment to project development process at Grp-
DGT and Grp-BPR groups of Bank XYZ. The elicitation was 
performed using a purposive sampling technique where there 
were four respondents participating, two respondents seated as 
Scrum Master at Grp-DGT, and the other two respondents 
seated as Scrum Master at Grp-BPR. The distributed 
questionnaire has 91 questions in total. There were 15 
recommendations to improve four objectives that were found 
below the expected KPA rating. 

There are some limitations of this research: (1) using only 
questionnaire to collect data, (2) proposed recommendations 
of improvement are based on SMM questionnaire responses 
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and Scrum guides, (3) risk impact of the unrealized Scrum 
practices is not investigated or being the part of the research 
questions, and (4) scope of study is limited to Bank XYZ. 

Based on those limitations, it is suggested for the future 
researchers to do these works: (1) combining questionnaire, 
interview, and other data collection techniques to enhance the 
quality of the assessment results, (2) drafting the 
recommendation based on the combination of Scrum guides 
and Scrum expert judgment, (3) investigating risk impact of 
the unrealized Scrum practices, and (4) extending the case 
study scope by including some selected financial institutions. 
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Abstract—The post covid-19 studies have reported significant 

negative impact witnessed on global education and learning with 

the closure of schools’ physical infrastructure from 2020 to 2022. 

Its effects today continues to ripple across the learning processes 

even with advances in e-learning or media literacy. The adoption 

and integration therein of e-learning on the Nigerian frontier is 

yet to be fully harnessed. From traditional to blended learning, 

and to virtual learning – Nigeria must rise, and develop new 

strategies to address issues with her educational theories as well 

as to bridge the gap and negative impact of the post covid-19 

pandemic. This study implements a virtual learning framework 

that adequately fuses the alternative delivery asynchronous-

learning with traditional synchronous learning for adoption in 

the Nigerian Educational System. Result showcases improved 

cognition in learners, engaged qualitative learning, and a 

learning scenario that ensures a power shift in the educational 

structure that will further equip learners to become knowledge 

producer, help teachers to emancipate students academically, in 

a framework that measures quality of engaged student’s 

learning. 

Keywords—Adaptive blended learning; computer-based test; 

fault tolerant design; resumption capabilities; Nigeria; FUPRE 

I. INTRODUCTION 

Learning is simply the process that leads to the alteration 
in the capability of a system causing a change in behaviour as 
it tries to accomplish tasks [1]. Learning thus, must yield a 
change or alteration in a system [2]–[4]; and thus, must equip 
and re-position the learner with a better knowledge to deal 
with task(s) at hand [5]. These changes may yield acquired 
skillsets, modified values, improved preferences and attitude, 
and new knowledge cum understanding for a learner [6]–[8] – 
all of which essentially improves a learner’s experience and 
performance [9]–[11], and grants him/her the capability of 
new data readily, made available for future use in 
varying/similar instances of tasks [12]. Learning is a lifelong 
skillset acquired in a bid to accomplish a task over and over 
again [13], [14]. Learning modifies the behaviour of a learner 
system as it acquires the requisite skills and knowledge, which 
is therein stored and retrieved on demand access for use to 

resolve challenges as well as assess risks, explore cum exploit 
challenges and opportunities [15], [16]. 

The covid-19 pandemic era witnessed a global lockdown 
of many public infrastructures with the following events 
namely: (a) closure of schools [17], (b) adoption of social 
distancing as a means to curb and reduce the spread [18], [19], 
(c) the migration and mobility pattern of residents from one 
place to another [20], and (d) adoption of nose-masks in 
public places [21], [22]. The post-covid-19 studies report that: 
(a) conventional schools were shut down to curb its 
widespread propagation, (b) enforcement of school shutdown 
resulted in various impact on the learning process for over 1.6 
billion students, (c) short-term disruptions in the learning 
timeframe with significant negative impacts, and (d) these 
impacts rippled across the learning-verse, a variety of long-
lasting effects in the formation of learner [23], [24]. 

The adoption of ICT has further bolstered and 
revolutionized the learning process with e-learning variants 
[25] as a means to help learners creatively contribute to 
knowledge creation (a hard feat to obtain in traditional schools 
with classroom settings). e-Learning today involves use of 
ICT-based services and electronic media-formats that can be 
replicated within medium that cuts across a variety of 
platforms in the learning process [26]. While, e-learning offers 
many benefits, the negative impacts of covid-19 era on 
education includes: (a) adoption of social distancing to curb 
the spread of the pandemic [27], (b) lessened migration of 
residents from one place to another, (c) adopting nose-masks 
in public places/gathering, and (d) closure of schools. Studies 
have reported that the covid-19-era – had significant negative-
impact on the learning prospects of over 1.6 billion learners 
globally; and where such effects are not properly handled, 
may have long-lasting effects on the formation of such 
students. 

The implications is: (a) non-access to physical 
infrastructure for learning, (b) yielded increased learning 
inequality and losses resulting from the stratified Internet 
access [28], [29], (c) learning disparities resulting from digital 
revolution/integration across a variety of learning platforms in 
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Nigeria (uLesson etc.), (d) the learner psychomotor and 
cognition health stability to adjust to blended, ICT-rich-
learning paradigm as a new reality, and (e) learner 
adaptabilities to new complex logistics in these new paradigm, 
and other costs [30]–[32]. These, are determined through 
formative and summative testing. 

II. METHODS AND MATERIALS 

A. Computer-based Testing 

Taking into account the changes already in place, there is a 
need to ensure that today's students are competent in science 
and technology. (Ojugo et al. [33] and Durojaye et al. 
[34]).The goals of science education must thus be: (a) to 
ensure basic science-tech literacy to enhance daily living of 
residents in our society today, (b) prepare learners for further 
training in science-tech, (c) develop skills and attitudes to 
prepare us for technological growth, (d) to improve learner 
creativity and innovation, (e) to enhance user-friendly 
interaction of various careers and provide knowledge 
applications. Fagbola et al. [35] Poor performance in science-
tech can be attributed to: (1) the nature of the subject, (2) 
curriculum design, (3) teacher/learner characteristics, (4) the 
teaching style, and (5) disjointed teaching to meet examination 
deadlines. 

To enable teachers and students harness unrestricted online 
access to resources in order to contribute and share knowledge 
with the rest of society, it is necessary to change these 
attitudes regarding education alongside summative testing 
based on CBT [36]. Technology integration with CBT is not 
the only thing that's going to get you into a knowledge era; 
rather, it leans more on the attitude of both the teacher/learner, 
and the requisite changes made via a paradigm shift by the 
teaching method as enabled by ICT. It is necessary for 
teachers to take on the basic issues, as well as questions about 
this and other topics such as:.(a) teacher's literacy and 
awareness in mixed learning;.(b) how teachers navigate a new 
technology together with their expectations around CBT [37]. 

B. Testing and Attitudinal Types 

In order to enhance students' mastery of essential content, 
the pedagogical test is a way in which teachers use as part of 
their preparation for teaching feedback on continuing 
education and training. This also covers a wide range of 
formal and informal assessment methods and procedures used 
by teachers during the learning process in order to change the 
whole teaching and learning process through participatory 
learning, which are intended to improve learning results and 
retention of skills acquired throughout education [38]. 
Qualitative feedback for students/teachers that focuses on the 
content and performance is also involved, in addition to 
scores. Employed as assessment method, its practice presents 
students with clear learning targets, examples and models of 
strong and weak projects, regular descriptive feedbacks, the 
ability for self-assessment and track learning as well as set 
goals [39], [40]. 

Conversely, periodic quizzes, end-of-unit summative test, 
end-of-course tests and standard tests – all provide an 
overview of student performance at this point in time. They 
shall be used to assess the programme’s content [41] in a 

formative manner and to grade it. Albazar [42] mentionsthe 
seven-principles of formative test as: (a) clarifies what good 
performance is about with set goals, criteria and expected 
standards, (b) it facilitates the development of self-assessment 
in learning, (c) provides quality content and engaged 
learnings, (d) encourages teachers and activates peer-dialogue 
around learning, (e) encourages positive motivational beliefs 
and self-esteem, (f) offers opportunities for bridging the gap 
between existing and desired performance, and (g) collects 
data for teachers that can be used as a tool for designing 
education and training [43], [44]. 

An attitude type refers to the expression of a favorable or 
unfavorable opinion about an individual, place, thing or event. 
The person's view of the target and how to talk or do things 
may also be referred to an attitudinal type [45], [46]. When we 
think about a person or something, it also means the feeling, 
attitude, position etc. It's a tendency or orientation in particular 
for the mind toward certain things [47], [48]. It refers, to the 
quadratic equation, to the attitude of students and teachers 
towards mathematics and science and technology education 
[49]–[51]. 

Iskandarov [52] Test is a short exam, which is grouped 
into formative and summative. The end of a course test is 
summative; while, the periodic test taken in an ongoing course 
is formative. To fulfil these two purposes, approximation tests 
are carried out to obtain a number of data on the programme's 
effects as well as diagnostic data for its deficiencies [53]. The 
Nigerian Teacher Institute groups testing into assessment 
methods as thus: (a) out-of-class, (b) open-book and (c) 
closed-book. These impact the attitude of the learner as it pre-
disposes a learner to respond in a certain way. Younis et al. 
[54] attitude encompasses a range of affective behaviour with 
cognitive, psychomotor dimension that is measured via a self-
report instrument. Attitude is a powerful motive in realization 
of a learner’s expected goal(s). 

C. Study Motivation 

These challenges include (and not limited to) [55]–[57]: 

1) Paradigm shift: The covid-19 era caught many 

societies, completely unprepared with the adoption/adaptation 

of ICT into education with Nigeria as case in point. With this 

shift and reform, parents and teachers had to switch their roles 

to become facilitators (that they were unprepared for). 

2) Questions framework: The stratification of Internet 

access portends and presents network administrator(s) of the 

system that new questions must be uploaded onto the 

ensemble from time to time – to increase the pool of questions 

from which test-questions are drawn. Since the process is 

accomplished via scripting – a measure of error is unavoidably 

introduced with the addition of more contents onto the CBT 

platform. 

3) Resumption feat: Most CBTs in administering 

questions – are pooled from their offline repository which are 

often clocked. A major issue in adopting e-learning with CBT 

capability is the lack of resumption ability with the learning 

management system (LMS) especially in lieu of physical 

infrastructure downtime, power outage and network failure. 
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4) Poor integrity delivery outcome on the learning setting: 

The impact of the covid-19 era birthed the sudden need to 

adapt online teaching/learning [58], and also challenged the 

readiness of schools on paradigm shift to digital revolution 

readiness [59]. This forced adoption/adaptation of blended 

learning (i.e. e-learning that combines both a(synchronous) 

learning settings). These learning settings differed in terms of 

time, and the place of teaching/learning activities [60]. 

However, some of the challenges in the learning setting has 

been found to include: anonymity and social presence gaps, 

learning modalities, lower satisfaction, technophobia, lower 

cognitive achievement, disengaged participation in class of 

learners, fluency and slower interaction resulting from 

videoconferencing in e-learning [61]–[63]. 

D. Proposed Adaptive Architecture for the Learner-centric 

Computer-based Testing (AdACoBaTe) 

Fig. 1 leverages on Dominic and Francis [26] model for e-
learning as extended by [64] – which then provisions a test-
based framework, which classifies learners into test groups, 
and proposed corresponding methods using the Sarasin model 
based on their learning styles namely: (a) visual learners who 
gain new facts and knowledge via visual inputs, (b) auditory 
learners who learn by listening to a teacher or teaching 
medium, and (c) kinesthetic/tactile learners learn via 
experiments and exploration (using Montessori means); 
however, both Hidayat and Utomo [65] commented that when 
a teacher is aware of the three types of learning styles outlined 
in Felder Silverman's 32-variant classroom activities they 
become more sensitive to designing exercises for improving 
teaching learning processes. 

 
Fig. 1. AdaCoBaTe: proposed adaptive content-based testing with 

resumption capabilities. 

The workings of the ensemble is thus: 

1) The Learner Profiling Component is that which directly 

interacts with the learner. It performs these tasks as thus: (a) 

all request and response are via HTTP/HTTPS format, (b) all 

request from the learning process is transmitted to a load 

balancing server that balances traffic on the basis of planned 

data structure and algorithm, (c) it collects data about learners 

profile and their learning behaviors, then sends them on to an 

adaptation model stored in a repository where they can be 

formed patterns and adapted rules., and (d) it responds to 

learners with personalized learning contents provided by the 

adaptation model [66], [67]. 

2) The Adaption Component is the main processor for the 

experimental adaptive e-learning system. It performs these 

tasks: (a) it stores all learners profiles and their learning 

patterns into a repository, (b) it simplifies task(s) by 

responding to each learner, (c) it captures the browsing 

history, pattern and behavior of learners, and updates the 

captured data in its knowledge-base – helping the model to 

keep up with each learner and to transition between the learner 

profiles, (d) it uses its data content repository (or knowledge-

base) about the learner’s profile to adjust the adaptation rules 

(and module) for each learner; And thus, identifies best 

learning style, learning path and learning contents suited for 

each identified learner, (e) it builds the personalized learning 

contents and hands them off to the learners’ model to present 

to a learner, and (f) it retrieves all contents required from the 

content model [68]. 

3) Personalized Learning/Test-based Content retrieves the 

learner’s profile and (a) provide adaptive contents from 

model, (b) retrieve the personalized learner’s questions in lieu 

of learned contents, and (c) stores them as temporary session 

to ease access to the contents and ensure that as the 

knowledge-base grows, performance is not degraded with the 

increase in users and the system shift between profiles [32]. 

Fig. 2 and 3 – show the state diagram of the ensemble as each 

learner log-in onto the CBT-system with resumption 

capabilities and fault tolerant design [69]. 

 
Fig. 2. Algorithm for randomized adaptive learner-based content with 

resumption capabilities for AdaCoBaTe. 

4) The Content Component – performs these tasks: (a) 

acts a repository for all the learning objects developed by a 

tutor cum administrator – allowing them to add/delete 
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questions to the pool, add/delete students list to an exam as 

well as monitor and manage the examination process, (b) 

ensures that a learner-content is based on the learning styles 

ratio as agreed in [70] and as suggested (i.e. visual 40%, 

kinesthetic 40%, and audio 20%, (c) develop contents using 

the latest web-tech (i.e. web 4.0 used to generate learner 

contents), and (d) use learning content development, 

management tools, and learning standards [71], [72] to proffer 

a system that is compatible, portable, can be ported to other 

systems of varying operating systems, shareable and 

interoperable with other e-learning systems. The preferred 

learning content ranges is as thus: (a) visual learning style 

consists of lecture materials, video lessons, animations etc, (b) 

kinesthetic consist of simulations, online quizzes, discussion 

forum, online compilations and question banks etc, and (c) 

audio consists of audio materials and accounts for 20-percent 

of learning styles. 

 

Fig. 3. Learner login with CBT access on AdaCoBaTe. 

In order to prevent cheating and negligence on the part of 
students, a randomised question set is generally given for each 
student in an examination. System interfaces are easy for new 
computer users to use as they can navigate on a keyboard with 
their own set of keys. The proposed system is tolerant of 
failures because if there are incidents of network disruption, 
component failure or power outage during a test, the student's 
progress can be quickly restored. 

a) Fault tolerance: Prior to the point of power-, 

component- and network-failure, system shall be capable of 

recover from a fault and resume the examination. Faults that 

occur during exams are recovered by the system. A student 

will not re-start the entire exam in such a case. System 

achieves this by tracking the entire exam, and allowing the 

user to resume an examination prior to the point of failure. 

b) Power failure: The ensemble during examination 

shall be able to store each selected selection made by the 

student in in its database and a copy will also be retained for 

temporary session storage. The CBT tracks client system IP-

address during exams. With power fault, a user will be 

disconnected for an extended period pending the restore of 

power. If the IP address is not changed, student can re-log in 

and continue on the same system soon as power is restored to 

the machine. Also, prior to power failure, the client agent will 

initiate a countdown from the remainder time saved in the 

database. Ensemble retrieves the queries that have been 

entered in the database and divides them into various sets of 

questions, options or chosen answers. 

c) Network fault: With a network fault, the client agent 

must not be able to send a student's newly selected answer to 

the orchestra if his or her computer has been disabled for an 

exam. To restore the network, system operation will be 

interrupted on the client side. The ensembles are keeping an 

eye on that idle time during the exam. The ensemble will give 

a student reallocation of idle time if it is beyond the 500-

seconds threshold. Once network is back up, students are 

allowed to continue with their examinations from where they 

were before a technical failure occurred. 

III. RESULTS AND DISCUSSION 

A. Ensemble Performance Evaluation 

Divayana [70] design seeks to ensure in e-learning systems 
such as public ethics, quality, accountability, nationalism etc. 
He categorized these feats into 10-dimensions as supported by 
Ojugo et al. [73]. We recast interaction with the system as a 9-
dimension feat: (1) design effectiveness, (2) availability of 
video conference, (3) CBT readiness, (4) technical support, (5) 
teacher/learner use of system, (6) availability time, (7) the 
availability of resources, (8) the completeness of resources, 
and (9) data security. He used Eq. (1) to analyse the 
effectiveness of the learning style(s) and categorized into 4-
percentiles: (a) high ranges from 81-100%, (b) sufficient from 
61-80%, (c) moderate from 50-60%, and (d) poor falls below 
50%. 

Both categories high and sufficient – implies the learning 
design does not require any revision. Moderate requires some 
form of revision; while, the category poor implies a complete 
revision of the learning design. Thus, evaluation for both 
experts and participants yields the Table I and II respectively. 

EP = [F/N] * 100   (1) 

Table I shows high and sufficient category ranging above 
85% for all the evaluated variables by the various experts. The 
implication of which, is that these components do not require 
revisions of any kind. However, the data security component 
can be improved upon and agrees with [74]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

139 | P a g e  

www.ijacsa.thesai.org 

TABLE I. EXPERTS’ EVALUATION ON LEARNING / CBT DESIGN 

Features Experts’ Evaluation Scores 

 1 2 3 4 5 

Design Effectiveness 0.89 0.96 0.91 0.89 0.92 

Availability of Video 

Conference 
0.91 0.87 0.91 0.94 0.89 

CBT Integration 0.75 0.89 0.79 0.89 0.91 

Technical Support 0.85 0.90 0.92 0.88 0.91 

Effective Usage of Framework 
by Teacher/Learner 

0.92 0.92 0.86 0.85 0.90 

Duration & Resumption 

Capacity 
0.91 0.90 0.93 0.98 0.89 

Reliability of contents 0.89 0.89 0.78 0.69 0.93 

Completeness of resources 0.79 0.91 0.87 0.91 0.96 

Data Security 0.76 0.67 0.88 0.95 0.89 

TABLE II. PARTICIPANTS’ EVALUATION ON LEARNING / CBT DESIGN 

Features 
Participants’ Scores 

   +Di 

Design Effectiveness 0.27 0.94 0.89 

Availability of Video Conference 0.27 0.87 0.89 

CBT Integration 0.23 0.82 0.73 

Technical Support 0.33 0.90 0.95 

Effectives Use by Teacher/Learner 0.28 0.81 0.78 

Duration and Reciprocity 0.38 0.81 0.72 

Reliability of contents 0.31 0.80 0.86 

Completeness of resources 0.29 0.93 0.76 

Data Security 0.13 0.85 0.72 

Table II shows participant evaluation with mean, standard 
deviation and dyadic interaction between participants and the 
system. It yields a mean effectiveness in the ensemble use 
with over 90%, and a dyadic interaction that is above 70%. 
Also the relationship on the interaction between the 
participants and the e-learning platform cum system is 
sufficient. 

B. Result Findings 

The resulting resumption capability allows student’s time 
to be recovered soon as fault is rectified. The system records 
the last activity during connectivity loss, and restores the time 
spent on it. If loss exceeds a threshold of 500 seconds, time is 
restored only if it persists. Ensemble resumes activities via 
automatic retrieval of remainder time, question-set and 
selected choices as in Fig. 2. The IP address and hostname of 
the client system, assigned to the user's registration number 
during the exam, shall also be used to restart the learner's 
session from the same device if and when the power is lost. 
This agrees with [75], [76]. 

Furthermore, the complexity with which examinations are 
scheduled is eliminated by using a series of simultaneous tests. 
The database is filled with a list of registered courses for each 
student. A student is entitled to write any scheduled course(s) 
registered, once the course schedule has been set. An 
algorithm for random selection of questions, is implemented 

to avoid the same sequence of questions and answers being 
assigned to students. Eq. (2) is used to validate the algorithm 
so that the probability a student gets the same sequence of 
questions with the same sequence of choices is denoted by 
P(R): 

 ( )   
   

        
 
   
       (2) 

Where Q is the number of exam’s question is Q, Ci is the 
number of choices for Qi (where i=1...Q), the number of 
students is S, and the total number of questions stored in the 
database for this exam is N (where Q<=N). 

C. Discussion of Findings 

We model the AdaCoBaTe ensemble to resolve the issues 
of fault-tolerance and resumption capability to reduce the 
effect of the occurrence of faults that may occur from power, 
network and physical infrastructure failure(s) – that may 
disrupt or terminate an examination. This can result in timing 
out that will eventually supposedly log out a user. To restore 
lost time, the system would monitor client computer 
connectivity to a server in order to solve this problem. System 
will restore the clock to when a student has last been in touch 
with this server if connectivity is lost for more than 500 
seconds. In addition to restoring the rest of the period, if an 
exam is restarted, question set and selected choices are 
restored. This agrees with [77]–[79]. 

The algorithm for random selection of questions, its 
random distribution and random choice of responses – were 
developed and used. In general, it reduced examination 
malpractice as is corroborated by Fig. 2. A database is kept of 
the randomized question sets and selected answers, which are 
assigned to students when examinations resume. The random 
algorithm uses inbuilt-PHP shuffle function to ensure that sets 
of randomly selected questions are distributed normally. A 
comparison of the features of the proposed system to some 
popular online testing systems has been carried out. 
Automated resumption of tests will facilitate the adoption of 
Web based examinations by institutions that do not require 
uninterrupted power or Internet connection. This agrees with 
[80]–[82]. 

Further research can be poised toward the application of 
this study to online exams with descriptive questions, and not 
just multi-choice questions, and seek new means to track all 
assigned questions (alongside the selected choices as database 
size grows larger and for larger examinations). Also, to 
advance its security also, further studies can propose live 
image capture for students undertaking the exams as a means 
to detect impersonation when the exam is strictly online/web- 
enabled. 

IV. CONCLUSION 

To reposition education as a key integral facet of the 
society as recovery strategies against the impacts of covid-19 
pandemic – requires strong policies, which will yield 
unexpected high-end results. And though, the impact in 
Nigeria (on a grander-scale) was not as projected – the shocks 
and disruptions as experienced with covid-19, still raises 
important educational concerns that only new reforms can 
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answer and help with national recovery. The questions raised 
as reflection of the local realities vis-à-vis implementation of 
platforms to exchange experiences will in turn, foster effective 
strategies cum policies to help repair the wreckage impacted 
on the society by covid-19 – and mitigate future pandemic. 
This CBT ensemble can be implemented on a Campus-
Intranet design to help curb the issues of privileged control as 
well as security risks that comes with its access via the 
Internet. This intranet-based design mode will also curb the 
issues of interoperability. The personalized delivery outcome 
on the e-learning setting seeks to minimize the effects of 
anonymity and social presence gaps, advances an improved 
learner satisfaction with the tailored content delivery, 
improved cognition, and better engaged participation in class 
of learners. 
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Abstract—Violence detection in Internet of Things (IoT)-

based surveillance systems has become a critical research area 

due to their potential to provide early warnings and enhance 

public safety. There have been many types of research on vision-

based systems for violence detection, including traditional and 

deep learning-based methods. Deep learning-based methods have 

shown great promise in ameliorating the efficiency and accuracy 

of violence detection. Despite the recent advances in violence 

detection using deep learning-based methods, significant 

limitations and research challenges still need to be addressed, 

including the development of standardized datasets and real-time 

processing. This study presents a deep learning method based on 

You Only Look Once (YOLO) algorithm for the violence 

detection task to overcome these issues. We generate a model for 

violence detection using violence and non-violence images in a 

prepared dataset divided into testing, validation, and training 

sets. Based on accepted performance indicators, the produced 

model is assessed. The experimental results and performance 

evaluation show that the method accurately identifies violence 

and non-violence classes in real-time. 

Keywords—Violence detection; IoT; surveillance systems; Yolo; 

deep learning 

I. INTRODUCTION 

The use of Internet of Things (IoT) based surveillance 
systems has elevated significantly in the past few years, 
particularly for detecting and preventing violent incidents in 
public spaces[1–3]. Violence detection in IoT-based 
surveillance systems has become a critical research area due to 
its potential to provide early warnings and enhance public 
safety[4,5]. These systems can process and analyze real-time 
data from sensors and cameras, enabling quick and efficient 
identification of violent incidents [6]. 

There have been significant advances in violence detection 
technologies in IoT-based surveillance systems in recent years 
[7,8]. There has been significant research on vision-based 
systems for violence detection, including traditional and deep 
learning-based methods [9,10]. Traditional methods, such as 
motion detection, background subtraction, and object tracking, 
have been widely used for violence detection in surveillance 
systems [6,11,12]. However, these methods have limitations in 
terms of accuracy and robustness, particularly in complex and 
cluttered environments. 

Recent studies have shown that deep learning-based model, 
like recurrent neural networks (RNNs), convolutional neural 
networks (CNNs), and YOLO, is able to significantly improve 

the accuracy and efficiency of violence detection in vision-
based systems [13–15]. These models can process and analyze 
image and video data, extract complex features, and identify 
violent events in real time. 

Despite the recent advances in violence detection, using 
deep learning-based methods has shown great promise in 
ameliorating the efficiency and accuracy of violence detection 
[13,16]. Nevertheless, significant limitations and research 
challenges still need to be addressed, including the 
development of standardized datasets and real-time processing 
algorithms. According to these challenges, the lack of 
standardized datasets leads to generating inaccurate model for 
violence detection. Moreover, it is required to address an 
efficient model to perform in real-time requirement. This 
makes comparing the different models' performances 
challenging and limits their generalizability. Addressing this 
challenge is essential to advance the field and ensure the 
accurate and efficient detection of violent events in 
surveillance systems. 

To deal with the research challenge in this work, the YOLO 
algorithm is utilized for the violence detection task in order to 
overcome these issues. The most recent object identification 
technique, YOLO, is highly accurate and quick in detecting 
several items in a picture. We generate a model for violence 
detection using violence and non-violence images in a dataset 
that has been divided into testing, validation, and training sets. 
Based on accepted performance indicators, the produced model 
is assessed. The system can be taught to recognize violence 
patterns and accurately identify violence and non-violence 
classes in real time. 

The rest of this paper is structured as follows; Section II 
presents literature review. Section III discuss about the 
methodology. Experimental results and performance evaluation 
presents in Section IV Finally, the paper concludes in Section 
V. 

II. LITERATURE REVIEW 

This section presents the literature review and related 
works on the violence detection research domain. Ullah et al. 
[3], in IoT-based industrial surveillance networks, this research 
presented an edge vision technique with AI assistance for 
violence detection. The technique uses cloud computing, edge 
devices, and deep learning-based algorithms to analyse video 
data and identify possible real-time risks. Some important 
features are custom datasets for training, cloud computing and 
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edge device integration, and real-time notifications for possible 
risks. The method successfully detects violent occurrences with 
low false-positive rates and high accuracy. The method's 
drawbacks include the sizeable computational resources 
needed for in-the-moment data processing and analysis, as well 
as the hefty infrastructure expenditures. 

AlDahoul et al. [17] rendered a method for violence 
detection utilizing a Convolutional Neural Network-Long 
Short Term Memory (CNN-LSTM) based IoT node. The 
suggested method utilizes a custom dataset for training the 
CNN-LSTM model, which analyzes the video data captured by 
the IoT node to detect violent events. The system can process 
and analyze data in real-time, quickly detecting potential 
threats. The key features of the proposed method include the 
use of a CNN-LSTM model for violence detection, the 
integration of IoT devices for data capture, and the ability to 
perform real-time analysis of data. The study found that the 
proposed approach achieved high levels of accuracy in 
detecting violent events with low false-positive rates. One 
limitation of the proposed approach is the potential for high 
power consumption by the IoT node when processing and 
analyzing data. The authors also note that the performance of 
the system may vary based on environmental factors and the 
specific application scenario. 

In [18], the research presented a weakly supervised method 
for detecting violence in surveillance footage. In order to 
identify probable violent occurrences without needing manual 
annotation of the training data, the technique employs a 
Convolutional Neural Network (CNN) model to categorise 
video frames as violent or non-violent. The approach's main 
characteristics are using CNN models for classification and 
weakly supervised learning, eliminating the requirement for 
annotated training data. The study discovered that the proposed 
strategy outperformed earlier state-of-the-art approaches in 
achieving high accuracy in identifying violent incidents. The 
approach may still need some manual annotation, the authors 
point out, in order to operate at its best. 

Abdali et al. [19] developed a CNN and Long Short-Term 
Memory (LSTM) model-based real-time violence detection 
method. To analyse video frames in real time and pinpoint 
violent situations, the proposed technique combines the 
advantages of CNN and LSTM. The approach's primary 
characteristics include real-time video processing, a bespoke 
training dataset, and highly accurate violent event detection 
with low false-positive rates. According to the study, the 
suggested solution beats current approaches in terms of 
processing speed and accuracy, making it appropriate for use in 
practical applications. The approach could involve a lot of 
computational power, and further study is needed to improve it 
for various settings and environments. 

III. METHODOLOGY 

This section discusses the details of the procedures in our 
methodology. This method consists of dataset description, 
dataset set preparation, Yolo algorithm, and training of the 
Yolo model. The corresponding details explain in the following 
sections. 

A. Description of the Dataset 

The dataset includes 3333 images of resolution 416 x 416 
pixels with the annotated objects. The annotations include 
bounding boxes around people and objects of interest and 
labels indicating whether the object is associated with violent 
behavior. The dataset includes examples of different types of 
violence, including fights, weapons, and attacks. The dataset is 
intended for use with the YOLO (You Only Look Once) 
algorithm, a popular object detection algorithm known for its 
speed and accuracy. 

B. Dataset Preparation 

This study's provided dataset for violence detection has 
undergone several pre-processing and augmentation 
procedures. Pre-processing refers to the process of preparing 
the data for machine learning tasks. In this dataset, pre-
processing included resizing all images to a resolution of 416 x 
416 pixels, the input size required by the YOLO algorithm. 
Additionally, the dataset was converted to the YOLO format, 
which involves creating text files that contain the bounding box 
annotations and labels for each image. 

Augmentation procedures are utilized to enhance the 
dataset's diversity and size artificially, improving the model’s 
performance by making it more robust to variations in the input 
data. The dataset was augmented using various techniques, 
such as random scaling, random horizontal flipping, random 
rotation, and random translation. These techniques were 
applied to each image and corresponding annotations to create 
new training samples with slightly different characteristics. 

Random horizontal flipping involves randomly flipping 
each image horizontally, which increases the diversity of the 
dataset and helps prevent overfitting. Random scaling involves 
randomly scaling each image by a factor of 0.25 to 2.0, which 
helps the model learn to recognize objects at different scales. 
Random translation involved randomly shifting each image 
horizontally and vertically by up to 20% of its width and 
height, respectively, which helps the model learn to recognize 
objects in different positions. Random rotation involves 
randomly rotating each image by up to 10 degrees, which helps 
the model learn to recognize objects from different angles. 

All of these pre-processing and augmentation procedures 
were performed to enhance the diversity and quality of the 
dataset, which is able to lead to better performance and 
generalization of the violence detection model. 

C. YOLO Algorithm 

YOLO (You Only Look Once) is an object detection 
algorithm that simultaneously forecasts class probabilities and 
bounding boxes for objects in an input image. It is a popular 
algorithm due to its real-time detection capabilities and high 
accuracy. The YOLO algorithm consists of two main 
components: a post-processing algorithm and a convolutional 
neural network (CNN). The CNN takes an input image and 
outputs a set of bounding boxes along with their class 
probabilities. The post-processing algorithm selects the most 
probable bounding boxes and discards the others. 

YOLO has several versions, with YOLOv5 being the latest 
and most advanced version. YOLOv5 is faster and more 
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accurate than previous versions, thanks to several 
improvements, including using a backbone network 
architecture, improved feature extraction, and a more efficient 
post-processing algorithm. Fig. 1 demonstrates the architecture 
of YOLOv5 network. The backbone of YOLOv5 is called 
CSPDarknet, which stands for Cross Stage Partial Network. It 
is a modified version of the Darknet architecture used in 
previous versions of YOLO. CSPDarknet is composed of a 
series of convolutional layers that extract features from the 
input image. It is designed to be computationally efficient 
while still producing high-quality feature maps. 

The neck of YOLOv5 is called PANet, which stands for 
Path Aggregation Network. It is a feature fusion module that 
combines features from different scales and resolutions. The 
PANet module uses a top-down pathway to aggregate features 
from high-resolution feature maps and a bottom-up pathway to 
aggregate features from low-resolution feature maps. The 
resulting feature maps are then fused to form a single feature 
map with rich information from multiple scales. 

The head of YOLOv5 is called YOLOLayer. It is 
responsible for predicting class probabilities and bounding 
boxes for objects in the input image. YOLOLayer uses anchor 
boxes to predict the location and size of objects in the image. It 
also uses a softmax function to forecast the probability of each 
object belonging to a particular class. The final output of the 
YOLOLayer is a bounding box set with associated class 
probabilities. 

The procedure in the YOLOv5 algorithm is based on the 
following steps: 

1) Input image: YOLO takes an input image of size 

(width, height, channels) and resizes it to a fixed size 

(416x416x3) before feeding it to the network. 

2) CNN architecture: The CNN architecture of YOLOv5 

consists of a backbone network and several detection heads. 

The backbone network is based on CSPDarknet53, a variant of 

Darknet53. The detection heads are responsible for predicting 

bounding boxes and class probabilities. 

3) Feature extraction: The feature extraction process is 

carried out by the backbone network, which generates feature 

maps of various resolutions. The feature maps are then fed to 

the detection heads. 

4) Bounding box prediction: The detection heads predict a 

bounding box set for each feature map. The bounding boxes 

are represented as (x, y, w, h), where (x, y) is the center of the 

box, w is the width, and h is the height. 

5) Class probability prediction: The detection heads also 

predict class probabilities for each bounding box. The class 

probabilities represent the probability that the object inside the 

bounding box belongs to a particular class. 

6) Non-maximum suppression: After predicting bounding 

boxes and class probabilities, YOLOv5 applies non-maximum 

suppression to eliminate duplicate detections. Non-maximum 

suppression selects each object's most probable bounding box 

and discards the others. 

In summary, YOLOv5 is a state-of-the-art object detection 
algorithm that utilizes a CNN to forecast class probabilities and 
bounding boxes for objects in an image. It has several 
improvements over previous versions, making it faster and 
more accurate. The algorithm consists of a backbone network, 
detection heads, and a post-processing algorithm that applies 
non-maximum suppression. 

 

Fig. 1. The architecture of Yolov5 network [20]. 
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D. Training the YOLOv5 Model 

Training a YOLO (You Only Look Once) model for 
violence detection involves preparing the dataset, selecting a 
pre-trained model, fine-tuning it, and evaluating its 
performance. The first step discussed in section 3.2 is to 
prepare the dataset by resizing the images, annotating them 
with bounding boxes around the violent objects, and saving the 
annotations in a format the YOLO model can understand. Next, 
a suitable pre-trained YOLO model for violence detection must 
be selected for YOLOv5. 

In the fine-tuning step, the pre-trained YOLO model is 
trained on the dataset, and its performance is assessed on the 
validation set. Hyperparameter tuning is able to be carried out 
to optimize the performance of the model. The batch size, 
learning rate, and number of epochs are some of the 
hyperparameters that can be tuned. Once the model is fine-
tuned, its performance is assessed on the test set utilizing 
metrics such as F1 score, recall, and precision. If the model's 
performance is unsatisfactory, additional violent images can be 
added to the dataset, or the hyperparameters can be further 
tuned. 

For training purpose, the dataset consisting of 2300 training 
samples, 662 testing samples, and 334 validation samples 
serves as the foundation for training the model YOLO model 
for violence detection using the given dataset of 2300 training 
samples, 662 testing samples, and 334 validation samples. 
Table I shows the proportion of each training, validation and 
testing sets. In the initial stage, the dataset is preprocessed to 
ensure consistency and compatibility with the YOLOv5 
architecture. This involves resizing all images to a uniform 
input size, often in the form of squares, to facilitate streamlined 
processing. Annotations for each image are also processed to 
provide accurate bounding box coordinates and class labels 
corresponding to violent actions. These annotations are crucial 
for training the model to recognize and classify violence 
instances. The YOLOv5 model is then initialized with pre-
trained weights, typically on a large-scale dataset, leveraging 
knowledge learned from a broad range of objects and features. 
Fine-tuning is performed on the violence detection dataset, 
allowing the model to adapt its features and parameters 
specifically for identifying violent actions. During training, the 
model iteratively adjusts its parameters by comparing predicted 
bounding boxes and class probabilities to the ground-truth 
annotations. This optimization process, often implemented 
using techniques like stochastic gradient descent, seeks to 
minimize the disparity between predictions and actual 
annotations. 

To ensure the model generalizes well to new, unseen data, 
the training process employs techniques such as data 
augmentation. This involves applying transformations to the 
images, such as rotations, flips, and color variations, to expose 
the model to diverse scenarios it may encounter in real-world 
surveillance situations. Additionally, the training dataset is 
shuffled to prevent the model from memorizing the order of 

samples. Throughout training, the model's performance is 
regularly evaluated using the validation dataset. Metrics like 
mean average precision (mAP) are calculated to assess the 
model's ability to precisely localize and classify violent actions. 
Training continues until the model's performance plateaus or 
shows satisfactory convergence. 

TABLE I.  POTATION TESTING, VALIDATION, AND TRAINING SETS 

Set name No. of samples Set proportion (%) 

Training 2300 70% 

Validation 662 20% 

Testing 334 10% 

IV. EXPERIMENTAL RESULTS AND PERFORMANCE 

EVALUATION 

The experimental findings and performance assessment of 
the suggested Yolov5 for violence detection on customized 
datasets are presented in this part: one research used to fall, no-
fall, and half-classless films in a bespoke dataset. Utilizing 
various input image sizes, training datasets, and object 
detection thresholds, the study assessed Yolov5's performance. 
Fig. 2 demonstrates some examples of experimental results. 

The experimental results and model performance 
evaluation for the YOLOv5 model for violence detection can 
be measured by various metrics such as Mean Average 
Precision (mAP), recall, and precision. Precision is the ratio of 
true positive detections to all of the model's positive detections. 
The formula for precision is: 

           
  

     
 (1) 

The ratio of precise positive detections to all positive cases 
in the dataset determines recall. The recall is the proportion of 
real positives to all real positives in the dataset. It displays the 
capacity of model to detect positive samples reliably. The 
formula for the recall is, 

        
  

     
 (2) 

In precision and recall, where TP is the number of true 
positives (correctly detected violence), FP is the number of 
false positives (non-violences detected as anomalies), and FN 
is the number of false negatives (violence not detected by the 
algorithm). Based on obtained results, Table 2 presents 
performance measurements for the average precision rate for 
each class. 

A popular performance metric, the mAP, accounts for 
memory and accuracy at different confidence levels. It returns 
a single scalar number summarising the model's overall 
detection performance as the average accuracy over a range of 
recall values. Fig. 3 illustrates performance metrics for 
generated Yolov5-based violence detection model. 
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Fig. 2. Experimental results. 

TABLE II.  AVERAGE PRECISION RATES BY CLASSES 

Set name Validation set Testing set 

Violence 93% 91% 

Non-Violence 89% 90% 

All 91% 91% 
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Fig. 3. Illustration of performance metrics for generated Yolov5-based violence detection model. 

V. CONCLUSION AND FUTURE WORKS 

A promising area of research that can improve public safety 
is using deep learning-based approaches for violence detection 
in IoT-based surveillance systems. This study presented the 
YOLO algorithm to address the issues related to violence 
detection. We utilize YOLOv5 as an advanced object 
identification technique that can quickly and accurately detect 
multiple objects in an image. We create a model for violence 
detection using images of violent and non-violent scenes 
divided into testing, validation, and training sets. The model's 
performance is evaluated using standard performance 
indicators. Our system can learn to recognize patterns of 
violence and accurately differentiate between violent and non-
violent classes in real time. Therefore, the proposed method in 
this study is based on an efficient and fast deep learning 
architecture named as Yolov5 network. This network, as 
previous studies proofed and indicated, it is very effective in 
real-time detection algorithms. Inspiring of this, we also 
adopted Yolov5 algorithm and generated a model to deal with 
violence detection. As our experimental results indicated, the 
proposed method present accurate results and provide satisfy in 
real-time requirement. Future work could focus on improving 
the robustness of the model by addressing various 
environmental factors that may affect violence detection 
accuracy. Additionally, the development of larger datasets with 
diverse scenarios can improve the generalizability of the 
model. Finally, further investigation could explore the 
integration of multiple sensors and modalities, such as audio 
and motion sensors, to enhance the accuracy and reliability of 
violence detection systems. 
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Abstract—The provision of educational services with high 

quality is a matter of concern to all stakeholders in higher 

education (academic staff, administration, students, etc.). 

According to many researchers, student satisfaction is an 

indicator of service quality in higher education institutions 

(HEIs), and evaluating the quality of educational and 

administrative services from students is an effective tool for 

improving the quality of HEIs. To ensure a competitive benefit 

over other educational institutions, HEIs leadership should take 

measures leading to improved student feedback on the quality of 

the provided administrative and education services, seek ways to 

exceed student expectations and provide high-quality services. 

Due to the great importance of the opinion of students on the 

quality of the services offered, many HEIs develop and use tools 

to assess student satisfaction with the quality of the services in the 

HEI. Little researched in the literature is the issue regarding the 

need to develop tools for HEIs leadership allowing survey results 

analysis, tracking trends over the years and comparing HEIs 

results. Based on a detailed analysis of developed questionnaires 

for evaluating the quality of services, this paper explores the 

possibilities of automation of the overall process for conducting 

questionnaire surveys of student’s satisfaction with the quality of 

services. As a result, a software prototype of a tool to automate 

the entire process for assessing student satisfaction is proposed - 

from questionnaire modelling, survey organizing and conducting 

to the analysis of the collected data. The developed tool allows 

governing bodies in HEIs to make informed decisions to improve 

the quality of services and to compare the results with those of 

competing universities. 

Keywords—Quality assurance; higher education; educational 

services; administrative services; data analysis 

I.  INTRODUCTION 

Quality assurance is a developmental process in the 
European Higher Education Area (EHEA). Standards, criteria 
and performance indicators are the starting point in the quality 
evaluation process at a given time. The implemented quality 
assurance methodologies of evaluation agencies assess whether 
or not HEI achieve threshold standards, focus on identifying or 
promoting HEIs excellence and formulate recommendations 
for quality improvement. In turn, excellence models set goals 
for institutions to exceed minimum expectations [1]. 

Due to the global growth of the higher education sector, 
HEIs are facing significant challenges to undertake 
sustainability initiatives in teaching, research and development 
and administrative services. High competition forces HEIs to 
review their policies, procedures and marketing guidelines to 

ensure that they provide quality educational services and 
globally recognized education [2-3]. 

HEIs aim to produce services related to teaching, research 
and public service [4], divided into two main groups- 
administrative and educational services. The primary purpose 
of the administration in the HEI is to enable the performance of 
the main functions by providing support, integration, 
coordination, supervision, service of the learning processes, 
scientific research and public services. Regardless of 
differences in the specific nature of administrative work, all 
forms of administrative work can be considered a service. 
When considering administrative work as a service provision, 
there are two main groups of users: internal (academic and 
non-academic staff and students) and external (funding 
organizations, industry representatives, prospective students 
and individuals interacting with HEIs). Examples of 
administrative services offered to students are career guidance 
services, counselling, participation in internship programs, 
accommodation in dormitories, and administration of the 
training conducted [5-8]. On the other hand, teachers provide 
academic services in a university environment that are directly 
related to the training provided in the academic disciplines [6]. 
Gupta and Kaushik [9] note that services have characteristics 
that distinguish them from products, and assessing their quality 
can be challenging. 

According to Al-Ababneh and Alrhaimi [10], there is no 
single model of the education quality management system. 
Even though the effectiveness of higher education management 
depends on external factors arising in the educational system 
management, HEIs leadership responds to the educational 
process effectiveness and the quality of the services provided. 
It requires the implementation of innovative management 
methods based on modern information technologies. 

The development of technologies in the period of 
globalization and the industrial revolution 4.0 has had a 
formidable impact on how organizations from various sectors, 
including HEIs, perform their daily work [11]. In the digital 
transformation process, HEIs should invest funds to develop 
their infrastructure to ensure prestige, meet minimum 
standards, and use technology to answer the students growing 
needs. When implementing new solutions, HEI management 
often must resolve conflicts with existing academic or 
administrative systems or procedures and staff antipathy to 
technological innovation. Managing and addressing all these 
challenges is critical to maintaining the quality of services 
offered and the effectiveness of HEIs [12]. For this reason, 
HEIs leadership should integrate all actions for quality 
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assurance into the management process in HEIs. Improving 
quality may require changes in various areas, such as human 
resource management, finance and budget, infrastructure, 
administrative services, etc. Therefore, to achieve the set goals, 
it is necessary to consider the assurance and evaluation of the 
quality of services as tools for the strategic development of 
HEIs [13]. During the transition from traditional to mixed 
learning, imposed by the Covid-19 pandemic, problems are 
emerging in terms of ensuring and maintaining the quality of 
education, including the compliance of educational programs 
with the requirements of the labour market, the expectations of 
students and their families, digital transformation of the 
educational process and economic stability of institutional 
networks [14–18]. 

All stakeholders (academic staff, administration, students, 
the general public, etc.) are concerned about assuring quality 
educational services. Quality management in higher education 
requires understanding the needs of all stakeholders [9], [19–
21] and adopting and implementing strategic plans to enable 
higher education to reply to the needs of external (employers) 
and internal users (students and teachers) [22-23]. Kazeroony 
[24] believes many factors explain the need for restructuring 
strategies to deliver quality education, including the ever-
changing characteristics of learners, technological advances 
and economic reasons. According to Bernhard, due to the 
demand for quality services, most academic institutions 
worldwide have undergone a significant transformation [25]. 
Kettunen believes that the only way to improve stakeholder 
confidence in the education system is by integrating a plan for 
quality education services into the overall institutional 
governance framework and implementing quality assurance 
systems [26-27]. 

The service quality in HEIs cannot be examined without 
considering the student as the primary user of the offered 
educational and administrative services. Student satisfaction 
significantly affects the sustainability and development of 
HEIs, and therefore HEIs leadership should focus on providing 
better service quality [28-29]. 

The process of providing quality services is focused on 
meeting student expectations, continuous improvement and 
sharing responsibilities [30]. This process ensures HEIs have 
done well and supported students throughout their training as 
much as possible. Arokiasamy and Abdullah underlined the 
need for HEIs to provide a well-rounded university experience 
due to the potential impact of student satisfaction on HEI 
competitiveness, student retention, and efforts to attract new 
students in a highly competitive higher education market [31]. 
HEI leadership should consider that prospective students gather 
information about the HEI by contacting current graduates and 
visiting the website and social media pages. The great satisfied 
students are more loyal to their HEI and spread positive 
comments and recommend the HEI to others [32]. Therefore, 
to ensure that an HEI has a competitive advantage over other 
HEIs, management should do activities to improve student 
feedback on the quality of administrative and educational 
services, seek ways to exceed student expectations and provide 
high-quality services [33–38]. Students' perspectives on the 
quality of educational services can be seen as a basis for 

adapting marketing efforts to answer student needs [6] and 
improve institutional performance [39]. 

According to many researchers, student satisfaction is an 
indicator of service quality in HEIs, and students' evaluation of 
the quality of educational services is an effective tool for 
improving the quality of HEIs [7], [31], [37], [40–52].  

Based on a detailed analysis of developed questionnaires 
for evaluating the quality of services, this paper explores the 
possibilities of automation of the overall process for studying 
student satisfaction with the quality of services. Section II 
reviews different factors contributing to student satisfaction. 
Section III discusses various methods and tools used to 
measure student satisfaction. Section IV presents the developed 
prototype of a software tool for surveys conducted. Section V 
presents the results, which allows HEIs to make informed 
decisions to improve the quality of services and compare the 
results of their HEIs with those of competing universities. 
Section VI, conclusion, discusses the contributions, limitations 
of the study and plans for future research. 

II. QUALITY OF SERVICES IN HEIS 

Kara and DeShields [53] suggest HEIs recognizing the 
importance of student evaluation of quality services would, in 
most cases, meet the student's needs to a great extent. Several 
empirical studies have been conducted over the years on the 
factors contributing to student satisfaction. Douglas, Douglas 
and Barnes found [54] the quality of learning resources was not 
a determining factor. According to the results of other studies, 
the quality of resources is a vital component of the quality of 
educational services [55-56]. The quality of resources is a 
multidimensional construct evaluated by indicators for support 
teaching, learning and research activities in HEIs. Such 
indicators include lecture facilities, laboratory facilities, library 
services and access to information and communication 
technology (ICT) infrastructure and digital resources [57-58]. 
According to Arambewela and Hall, teaching style, innovative 
provision of knowledge, faculty support and feedback 
influence students' satisfaction [59]. Other researchers also 
point to innovative changes in curricula [60] and teaching 
methods [61] as determinants of student satisfaction. Muhsin, 
Nurkhin, Pramusinto, Afsari and Arham [62] also explored the 
relationship between university governance, teaching quality 
and student satisfaction and concluded that teaching quality, 
teaching facilities and good university governance have a 
positive and significant impact on student satisfaction. Tuan 
cites the services provided by the administrative staff, the 
know-how, skills and attitude of the academic and non-
academic staff as leading factors in student satisfaction [63]. 
Similar are the main aspects influencing the quality of services 
in HEIs identified by Sultan and Wong [64] - academic 
environments, academic and non-academic staff. Another 
group of researchers identified technological, learning, 
executive and psychological environment as the main factors 
for student satisfaction [51], [65]. Kara, Tanui and Kalai 
identified learning facilities, availability of textbooks and 
library environment as determinants of student satisfaction 
[66]. Other researchers point to understanding and effective 
communication between students and staff within the education 
environment as a leading factor in determining service quality 
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and student satisfaction [2], [46]. According to Vinogradova, 
Kulyamina, Vasileva, Bronnikova and Vishnyakov, many 
factors can influence the formation of consumer expectations, 
such as the student's own needs, life experience, public 
opinion, the state of the educational organization, current 
information on the labour market [67]. According to Hoque, 
Akhter, Absar, Khandaker and Al-Mamun [29], among the 
main factors that influence student satisfaction are the 
comfortable of lecture halls, service timely provision, the 
capacity of non-academic staff to solve problems, experienced 
lecturers for teaching and research, and the focus of university 
management on students. 

III. APPROACHES AND TOOLS FOR QUALITY ASSURANCE 

AND ASSESSMENT 

The difficulties in identifying the quality dimensions make 
challenges in developing models and tools for evaluating the 
quality of services in higher education [13] and using industry 
models for service quality evaluation. Due to their limitations, 
imposed mainly by the centrality of student learning services, 
industry models can be used with partial success [19] and 
therefore have to be adapted to reflect the specifics of higher 
education. 

Total quality management (TQM) is a widely used model 
for improving the performance of service providers and 
customer satisfaction. Companies that implement TQM [68] 
transform their organisational culture by engaging all their 
members to contribute to improving products, processes and 
services. Many HEIs implement TQM to respond to market 
pressures while producing high-quality results and striving for 
self-improvement due to their social contribution [69-70]. 
Some researchers are sceptical about its applicability in HIEs 
[71] before the identity and characteristics of education [72-
74]. However, many scholars have found that TQM can 
address stakeholder expectations and challenges in HIEs [75]. 

The interest in developing models for assessing service 
quality began in the 1980s. In the beginning, research focused 
primarily on developing industrial models for evaluating 
customer satisfaction, such as the perception model customer-
perceived service quality [76], SERVQUAL [77] and 
SERVPERF [78]. 

Marsh [79-80] proposed the SEEQ tool allowing students 
to assess the quality of teaching, content and learning in nine 
areas – Teaching/Course Value, Instructor Enthusiasm, 
Organization of Presentations and Materials, Group 
Interaction, Student-Teacher Interaction, Scope, 
Exams/Assessment, Tasks/Reading Materials, and Workload. 

Parasuraman, Zeithaml and Berry [81] proposed a model 
for measuring service quality based on a multiple-item scale. 
SERVQUAL is based on the view that the evaluation of the 
service quality of customers is fundamental, and service quality 
is closing the gap between service expectations and 
perceptions. Researchers outline ten dimensions of service 
quality: Reliability, Responsiveness, Competence, Access, 
Courtesy, Communication, Trust, Security, Customer 
understanding and Tangibility. Dimensions in the model are 
defined as a measure of how well the level of service provided 
reply customer expectations. To overcome some difficulties in 

evaluation, researchers proposed an updated version of the 
model in 1988. The updated version has five dimensions [77]: 
Tangible assets (physical facilities, equipment, staff, etc.), 
Reliability (the ability for reliable service provision), 
Responsiveness (willingness to serve and assist customers 
quickly), Security (employees' ability to inspire trust and 
confidence, politeness and awareness), Empathy (providing 
individual attention to customers). The evaluation is done 
through a questionnaire containing 22 questions to assess the 
five dimensions of the service, allowing for evaluating the 
customers' expectations and the service provider's performance. 
Due to its flexibility and ability to be adapted to sector-specific 
requirements, the proposed model is widely used to assess the 
quality of services in industries from various sectors, including 
retail, banking, healthcare and education [82–90]. According to 
several researchers, the SERVQUAL model is the most well-
known and commonly used model for evaluating the quality of 
services in higher education, incl. from students [9], [39], [91–
105]. 

Tan and Kek [91] used SERVQUAL to assess student 
satisfaction in Singapore and concluded that some cultural 
factors should be considered when developing the assessment 
questionnaires. 

Dado, Taborecka-Petrovicova, Riznic and Rajic [92] used 
SERVQUAL to study the service quality in HEIs in Serbia. 
They conclude there is a significant gap between student 
expectations and perceptions. Legcevic, Mujic and Mikrut [94] 
also used SERVQUAL to identify the gap between students' 
expectations and perceptions of educational services in Croatia. 
The survey results show that the negative difference in service 
dimensions can be used as a guideline for planning and 
allocating resources to improve the quality of educational 
services. Over the years, researchers have developed several 
modified versions of the tool adapted for evaluating the quality 
of services in HEI. 

Aghamolaei and Zare [106] proposed a modified version of 
the SERVQUAL instrument that allows the evaluation of the 
quality of educational services by students. The questionnaire 
measures perceptions and expectations of students from the 
service in five dimensions – Confidence, Responsiveness, 
Empathy, Reliability and Tangibility. Study results were 
analysed using SPSS13 software using descriptive statistics, 
paired t-test, Wilcoxon, Friedman and ANOVA. Using the 
proposed tool, 350 students evaluated the service quality. 

Zafiropoulos and Vrana [107] developed a modified 
version of the model to assess the quality of services in HEIs in 
Greece from students and teachers. The evaluation study shows 
no significant differences in how students and academic staff 
perceive the quality of education. 

The HEdQUAL tool (based on SERVQUAL) [108] allows 
students to evaluate the quality of services in HEIs. Students 
complete a questionnaire with 27 indicators divided into five 
groups: teaching and course content; administrative services; 
academic facilities; university infrastructure; support services. 
The creators underline the possibility of expanding the 
functionality of the service quality assessment tool by all 
stakeholders – academic staff, support and administrative staff. 
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Đonlagić and Fazlić [13] developed a service quality 
assessment tool based on SERVQUAL. The proposed 
questionnaire contains 25 questions for each scale: one to 
measure the expectations of students and one to measure their 
perception of the services provided. The questions cover all 
dimensions of the SERVQUAL model – tangible assets (four 
questions for equipment, infrastructure, interior, teaching 
materials, etc.), reliability (six questions for reliably providing 
the service, such as allowing student problems, claims and 
requests), responsiveness (three questions related to the 
provision of quick service to students), assurance (six questions 
to evaluate the knowledge and politeness of the academic and 
non-academic staff and their ability to express trust and 
confidence) and empathy (six questions for the individual 
attention given to students). Each question is rated on a 7-point 
Likert scale. HEIs leadership can use the results of the service 
quality evaluation as input for planning and strategy setting. 

Hassan and Yusof proposed a modified version of 
SERVQUAL that allows the study of the difference between 
expectations and satisfaction of students with the quality of 
educational services [109]. The sub-dimensions of education 
service quality are Reliability, Assurance, Empathy, 
Responsiveness, Tangibles (program and service quality), 
Communication, Knowledge/Expertise, Systems/Secondary 
Services, Social Responsibility and Development. The authors 
used a questionnaire to collect the data and a t-test and 
discriminant technique for results analysis. 

Guillén Perales [110] proposed an approach to assess the 
impact of the primary variable on service quality and 
determined its significance from students. The evaluation is in 
two stages. In the first stage, quality evaluation of the service is 
carried out based on the feedback collected from the students, 
using a modified version of the SERVQUAL model for this 
purpose. In the second stage, evaluators should compare the 
results obtained by students and academic staff. The proposed 
approach was tested for service quality evaluation by 580 
students. The results reveal the most significant dimensions of 
service quality identified by students. The comparison of the 
results with those of the academic staff showed notable 
differences in quality evaluation. 

Rizos, Sfakianaki and Kakouris [111] discussed the 
differences between students' perceptions and expectations of 
the quality of administrative services. They explored the 
quality of administrative services of an HEI by assessing 
student satisfaction in the TQM context. The developed 
questionnaire follows the SERVQUAL model. It contains 22 
questions to research perceptions and expectations regarding 
the quality of administrative services adapted for the 
educational environment, divided into five dimensions: 
Tangibility, Reliability, Responsiveness, Assurance and 
Empathy. With the proposed tool, the quality evaluation of 
administrative services of 5 HEIs in Greece was carried out 
based on primary data from 104 students. The obtained results 
make it possible to formulate recommendations for importance 
and effectiveness. 

Rozak et al. [18] proposed a model for evaluating the 
quality of educational services in HEIs based on the 
SERVQUAL model. Following the proposed model, the 

authors developed a questionnaire with 25 closed-ended 
questions on two scales: one to measure students' expectations 
regarding the quality of educational services and the other to 
measure student satisfaction. The collected data is analysed 
using numerical and statistical analysis techniques and tools 
such as SPSS. The validity and reliability of each of the items 
of the model dimensions are measured using the reliability test 
and the qualification of Cronbach's alpha scores. The collected 
data should be analysed using descriptive statistics. Using this 
tool, 236 students evaluated the service quality in Russia and 
Indonesia. 

Hoque, Akhter, Absar, Khandaker, and Al-Mamun [29] 
developed an instrument to measure student satisfaction with 
service quality in private universities in Bangladesh based on 
the SERVQUAL model. The questionnaire developed to 
collect primary data contains 43 questions – 4 for demographic 
characteristics, 21 for quality of service, 10 for student 
satisfaction and 8 for student loyalty to the university. All these 
questions require a response on a 5-point Likert scale. During 
the pilot study, 229 students filled in the questionnaire. Primary 
data were analysed using AMOS 22 and structural equation 
modelling (SEM). 

Ganbold, Park and Hong [112] proposed an approach for 
evaluating students' requirements regarding the quality of 
educational services in HEIs based on three models – 
SERVQUAL, KANO and TIMKO. The evaluation takes place 
in three phases. During Phase 1, using SERVQUAL, a 
measurement factor is determined to assess the quality of the 
educational service. The respondents' perceptions of service 
quality are classified using a two-dimensional quality 
classification scheme applying the KANO model. During the 
last phase, the degree of satisfaction and dissatisfaction of the 
students is calculated based on the TIMKO equation. This 
approach provides a satisfactory level of quality indicators to 
improve student satisfaction based on the PCSI index and 
ultimately allows HEIs leadership to develop a student 
satisfaction strategy. The tool was experimented with, to 
determine the degree of student satisfaction with higher 
education services in Mongolia and identify the quality 
characteristics that can improve student satisfaction based on 
the Potential Customer Satisfaction Improvement Index 
(PCSI).  

The IPA importance-performance analysis is an exciting 
addition to the existing service quality measurement models 
[113-114]. According to this model, consumer satisfaction is a 
function of two components – the importance of the product to 
the customer and its performance by the service provider. IPA 
is a diagnostic tool that can identify attribute importance and a 
product or service benefits to satisfy customer needs [114, 
115]. As it diagnoses the main disadvantages and sets the 
priorities using this tool, companies can overcome the 
shortcomings of SERVQUAL and discover their strengths and 
weaknesses. IPA uses a matrix in which one axis measures 
supplier performance, and the second axis measures customer 
importance [116]. Due to its simplicity and usefulness in 
making significant management decisions, IPA is used to 
evaluate service quality in various fields [117], including 
higher education [118]. Some researchers fault the model 
before the applied methods of dividing the quadrants and 
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evaluating the results. As a result, some modifications have 
been proposed [113], [119–121]. 

Researchers doubt the SERVQUAl model because 
perceptions and expectations are measured together after 
consumers use the service. On the one hand, this may 
subconsciously change expectations, and on the other hand, 
evaluating the service before submitting give often a different 
result [122-123]. 

According to Cronin and Taylor, the relationship between 
expected and received quality is not an appropriate approach 
for evaluating service quality, and they suggest considering it 
as a predictor of the service quality only perceptions [78]. The 
developed SERVPERF model includes 22 items to measure 
customer satisfaction with service. According to researchers 
[83], [124] SERVPERF outperforms SERVQUAL in selecting 
the most effective service quality model in developing 
countries. 

As a result of research, Abdullah [125] researched the 
general applicability of the SERVPERF model in HEIs. He 
proposes a modified version for assessing student satisfaction 
with the services offered. HedPERF includes 49 quality 
indicators specific to higher education (13 from the 
SERVPERF model), divided into six dimensions – Non-
academic aspects, Access, Academic aspects, Clarity, 
Reputation and Programmatic issues. Since it is based on 
SERVPERF, it also assesses service quality as a performance 
function. The tool was tested for validity and reliability by 
conducting an empirical study. As disadvantages of the model, 
researchers point to the overlapping of questions, the emphasis 
on administrative aspects, its limitations for evaluating other 
services, and the small number of HEIs in which HedPERF has 
been tested [88], [126]. 

Shaik, Lowe and Pinegar [127] proposed a tool to measure 
the quality of distance learning from students. The developed 
DL-sQUAL tool allows assessment of the quality of 23 
services, divided into three areas – Quality of training services, 
Management and administrative services and Communication. 
Based on the evaluation results, administrators can identify 
services that need to be improved and opportunities for staff 
training. According to its creators, only administrators of 
distance learning can use the DL-sQUAL to assess the 
strengths and weaknesses of the services offered. 

Hussain and Birol [6] developed a tool to evaluate student 
satisfaction with service quality based on SERVQUAL and 
SEEQ. They suggest three dimensions for quality evaluation: 
service quality (non-academic services), learning quality 
(academic services) and student satisfaction. The first two 
dimensions (non-academic and academic services) are 
considered multidimensional constructs and independent 
learning variables, and satisfaction is the dependent learning 
variable. Service quality is assessed in five areas (tangibility, 
reliability, responsiveness, confidence and empathy) and 
learning quality in nine areas (Learning values, Instructor 
enthusiasm, Course organization, Breadth of coverage, Group 
interaction, Individual understanding, Examination/assessment 
rules, Tasks and Workload). The proposed questionnaire 
contains 59 questions – 22 for service quality (based on 
SERVQUAL), 33 for learning quality (based on SEEQ), and 4 

for student satisfaction. All these questions require a response 
on a 5-point Likert scale. A pilot study of the tool was 
conducted in Cyprus involving 330 students. The authors use 
means, standard deviation and frequencies, reliability analysis, 
exploratory factor analysis and regression analysis for results 
analysis. 

Adapting the so-called "360-degree feedback" for 
evaluating the human resources management of a given 
company has been created as a tool for quality evaluation of 
management activities in HEIs [128, 129]. The teachers, 
students and graduates give feedback based on criteria defined 
according to the evaluated object (curriculum, processes, 
disciplines, etc.). Each stakeholder evaluates only these criteria 
for which (s)he has the necessary knowledge or experience. 

Kara, Tanui and Kalai [66] explored the relationship 
between educational quality service and student satisfaction 
and developed an instrument to evaluate educational quality 
service and student satisfaction. The questionnaire contains 64 
questions – 26 for academic resources, eight for administrative 
services, 22 for teaching and eight for social services offered. 
All these questions require a response on a five-point Likert 
scale. Using the questionnaire, the authors evaluate the quality 
of services in eight universities in Kenya by collecting primary 
data from 1062 students. They used factor analysis, descriptive 
statistics and regression analysis for data analysis. 

Based on Harvey and Green's [130] quality framework, 
Kivistö and Pekkola [4] underlined a possible understanding of 
the dimensions of quality in HE administration – quality as 
exclusivity/excellence, quality as perfection/consistency, 
quality as fitness for purpose, quality as value for money, 
quality as transformation. According to them, the main tools 
for ensuring the quality of administrative services are 
regulations and action plans, administration audits, conducting 
periodic surveys among the users of administrative services 
(academic staff, non-academic staff, students, external 
stakeholders), analysis of quantitative data for financial and 
human resources and cost measurement, performing 
benchmarking and conducting internal forums for open 
dialogue and sharing of experience on the use of administrative 
services. 

Vnoučková, Urbancová and Smolová [131] evaluated key 
internal quality management processes from students and 
identified factors for effective internal quality process 
management. They offered a tool for the quality of the 
management process evaluation in five key areas – leadership 
and strategic planning, focus on students and stakeholders, 
measurement of student learning outcomes, human resources 
planning and education process management. The authors used 
a quantitative study (filling in questionnaires) and a qualitative 
study within the target groups to collect data for evaluation. 
Students rated all indicators in the questionnaire on a five-point 
Likert scale. Primary data from the questionnaires are analysed 
using descriptive statistics and bivariate statistical methods. 

According to Lestari and Khusaini [46], analytical tools can 
support HEIs in fulfilling their vision and mission. They are 
suitable for measuring student satisfaction and can be used to 
evaluate the quality of educational services. They offer a tool 
for assessing student satisfaction with the quality of academic 
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and non-academic administrative services and the availability 
of educational facilities. The evaluation is going on a proposed 
model with indicators in 5 areas – Reliability, Responsiveness, 
Confidence, Empathy and Physical evidence. The primary data 
for conducting the study were collected by filling in 
questionnaires from 184 students who evaluated the indicators 
using a five-point Likert scale. The survey results are analysed 
by comparing the differences in expectations and satisfaction in 
using the service, conducting a matched pairs test using SPSS 
and showing in a Cartesian diagram. 

Prima and Saputra [132] considered the level of satisfaction 
of customers as a measure of the quality of services in HEIs. 
They propose a service quality assessment model based on 
previous research in the field [133] with ten dimensions 
(reality, responsiveness, competence, access, courtesy, 
communication, reliability, security, customer 
understanding/knowledge and tangibility) divided into five 
main areas – Reliability, Responsiveness, Assurance 
(competence, courtesy, security), Empathy (access, 
communication and understanding of the customer) and 
Tangibility. 

Mastoi, Xin Hai and Saengkrod [3] explored the level of 
student satisfaction with the quality of administrative services, 
educational services, support facilities and physical 
environment. Based on an extensive literature review and 
qualitative data collection from interviews conducted with 
students and faculty, they identified five main dimensions of 
HESQUAL that were considered independent determinants for 
evaluating a dependent variable for overall student satisfaction 
– administrative quality, physical environment quality, the 
primary educational quality, the quality of the support facilities 
and the transformative quality. They collected the data for 
conducting the study from 500 questionnaires, did results 
analyses in SPSS and used multiple linear regression analysis 
to evaluate the role played by each factor in predicting student 
satisfaction. 

Amoako and Asamoah-Gyimah [51] explored the factors 
contributing to student satisfaction with educational services 
and the quality assurance of services offered by HEIs. They 
offered two instruments – to evaluate the overall satisfaction of 
teachers and students from the quality of services. The 
questionnaire for students was developed based on previous 
research by Stukalina [65] and contains 19 questions divided 
into three dimensions - Technological environment (assesses 
the availability, adequacy and access to modern technologies in 
the context of their studies), Learning Environment (assesses 
the situation in the classroom and the teaching approach), The 
psychological environment (evaluates belonging to the 
academic family). The developed instrument assessed the 
satisfaction with educational services of 1500 students in 
Ghana. Researchers used Analysis of Moment Structures 
(AMOS) to validate the tool and test the hypotheses. 

Montemayor [134] studied the ongoing procedures, 
prevailing practices and beliefs, conditions for existing 
relationships, perceived effects, and developmental trends. This 
process goes beyond simple data collection and tabulation. 
Primary data for the study were collected using a questionnaire 
and survey results were processed with SPSS v. 23. 

Lian and Putra [11] proposed a methodology for evaluating 
the effectiveness and role of educational administration in HEIs 
in the digital era. They suggested a quantitative approach to 
measure data for efficacy and a qualitative approach to analyse 
the data according to the role. For the quantitative analysis, a 
questionnaire was developed to evaluate the administration 
with questions in four areas – goal achievement (effectiveness 
of the set goals), system (availability of resources and the 
connection with the external environment), strategic groups 
(level of satisfaction) and competitive values (criteria for 
success with educational administrative factors such as 
educational facilities, infrastructure, finance and environment). 
Each question requires a response on a five-point Likert scale. 
Qualitative research is conducted through observations, 
literature studies and interviews. The proposed approach has 
been used to evaluate the effectiveness of educational 
administration at PGRI Palembang University, Indonesia.  

Vinogradova, Kulyamina, Vasileva, Bronnikova and 
Vishnyakov [67] identified criteria and indicators for 
evaluating educational services and developed a methodology 
for measuring the quality of educational services in HEIs. They 
proposed 33 quantitative indicators for quality evaluation, 
divided into five areas – Educational programs (10), Teaching 
staff (6), Educational technologies (6), Material and technical 
provision of the educational process (5), and Management of 
education processes (6). They define weights and formulas for 
calculating the score for each area and indicator. Based on the 
indicators’ scores, they calculate a composite factor of the 
quality of educational services as considered the area weight in 
the calculation formula). In this way, the composite coefficient 
makes it possible to evaluate the quality of educational services 
in quantitative terms, the maximum value of which is 1. The 
proposed methodology allows objective evaluation and helps 
the HEIs leadership to take measures to improve the quality of 
educational services. 

Krymets, Saienko, Bilyakovska, Zakharov, and Ivanova 
[23] proposed an approach to determining the requirements for 
the quality of education from the perspective of administrative 
staff, students and employers, developed based on stakeholder 
theory and TQM. The approach involves a survey with sets of 
questions for different stakeholder groups – 
Administrative/support staff (14 items), Teaching staff (19 
items), Students (26 items), and Industry (15 items). They 
developed four frameworks with requirements to meet the 
needs of all users of educational services and to ensure the 
evaluation of the overall quality of higher education. Each 
question requires a response on a five-point Likert scale. For 
each statement, employer respondents rated both the 
expectations of graduates and the actual student performance in 
the workplace. The survey results were processed with 
Statistica 22.0 using basic analysis methods – Cronbach's α to 
check the reliability of the constructed sets of questions and 
Pearson's correlation to assess the reliability of perception and 
stakeholder requirements analysis. 

Tran [135] offered a tool to assess students' perception of 
the quality of educational services with 22 questions divided 
into five areas – Educational services (four for admission 
services, transfer, fees, etc.), Facilities and equipment (four for 
classrooms, equipment, teaching aids, level of safety and 
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hygiene), Educational environment (five for attitude, 
enthusiasm and correctness of teachers during educational 
activities), Educational activities (four for training activities), 
Development and progress of students (five for evaluating 
learning results). All questions require a response on a five-
point Likert scale. During the pilot evaluation, the authors used 
SPPS software for results analysis. 

Hai [136] investigated the factors influencing student 
satisfaction with service quality in HEIs. To conduct the study, 
Hai collected data from 396 students. During structured 
discussions, participants are presented with a list of factors and 
asked to give their opinion on the listed factors and add some 
missing factors. Hai used SPSS 20, Cronbach's Alpha 
reliability coefficient, EFA, CFA and SEM for results analysis. 

The results show that six factors influence student satisfaction 
with the quality of services – teaching staff, facilities, 
serviceability, educational activities, student support activities 
and educational programs. 

Assiri [137] explored the most significant technical, human, 
economic, social and administrative obstacles and requirements 
to make suggestions for using e-government to improve the 
quality of education services in Saudi Arabia. He developed a 
tool to identify difficulties in implementing e-administration in 
HEIs from the perspective of employees and teachers. 

Table I summarizes the criteria and the evaluation target 
(Expectation/Satisfaction) of the studied models for quality 
evaluation. The comparison proves that many factors affect the 
quality of the services offered in the education system. 

TABLE I. COMPARISON OF STUDIED MODELS 

Approach Authors Criteria 
Expectations/ 

Satisfaction 

Students Evaluations of 

Educational Quality (SEEQ) 
Marsh 1982, 1987 

Training/Course Value Enthusiasm of Instructors Organization of Presentations and Materials Group 

Interaction Student-Teacher Relationship; Exams/Assessments, Assignments/Reading Materials, 
Workload. 

Satisfaction 

SERVQUAL Parasuraman, 

Zeithaml и Berry 1985, 1988 

Reliability, Responsiveness, Competence, Access, Courtesy, Communication, Trust, Security, Customer 

Understanding and Tangibility. 

Expectations and 

satisfaction 

Modified SERVQUAL models 
- Tan, Kek 2004; Dado et al., 

2011; Legcevic et al., 2012; 
Aghamolaei, Zare,2008; 

Zafiropoulos & Vrana, 2008 

Confidence, Responsiveness, Empathy, Reliability and Tangibility. 
Expectations and 

satisfaction 

HEdQUAL Icli & Anil, 2014 
Teaching and Course content; Administrative services; Academic facilities; University infrastructure and 

support services. 

Expectations and 

satisfaction 

Đonlagić & Fazlić, 2015 

Tangible assets (equipment, infrastructure, interior, teaching materials, etc.) reliability (reliable service 

delivery, resolution of student problems, claims and requests), responsiveness (quick service), confidence 

(knowledge and courtesy of academic and non-academic staff, expression of trust and confidence) and 

empathy (given individual attention). 

Expectations and 

satisfaction 

Hassan & Yusof 2015 
Reliability, confidence, empathy, responsiveness, tangibles (program and service quality), communication, 

knowledge (expertise), systems (secondary services), social responsibility and development. 

Expectations and 

satisfaction 

Rizos et al., 2022 Tangibility, reliability, responsiveness, confidence and empathy. 
Expectations and 
satisfaction 

Rozak et al., 2022 Confidence, Responsiveness, Empathy, Reliability and Tangibility 
Expectations and 

satisfaction 

Hoque et al., 2023 Demographic characteristics, Quality of service, Student satisfaction and Student loyalty to the university. Satisfaction 

Importance performance 
analysis IPA Abalo 2007; 

Sever 2015 

Importance of an item to the customer, Benefits of a product or service to meet customer needs, and 

Performance by the service provider. 
Satisfaction 

SERVPERF Cronin & Taylor, 

1992 
22 items to measure customer satisfaction. Satisfaction 

HedPERF Abdullah, 2006 Non-academic aspects, access, academic aspects, clear understanding, reputation and programmatic issues. Satisfaction 

DL-sQUAL Shaik et al., 2006 Quality of training services, Management and administrative services and Communication. 
Expectations and 
satisfaction 

Hussain & Birol, 2011 Quality of services (non-academic), Quality of teaching (academic), Student satisfaction. Satisfaction 

Kara, Tanui & Kalai 2016 
Quality of academic resources, Quality of administrative services, Teaching and of the social services 

offered. 
Satisfaction 

Vnoučková et al., 2018 
Leadership and strategic planning, Student and stakeholder focus, Measurement of student learning 
outcomes, Human resource planning and management of the educational process. 

Satisfaction 

Lestari & Khusaini, 2018 Reliability, responsiveness, confidence, empathy and physical (material) evidence. 
Expectations and 

satisfaction 

Prima & Saputra, 2019 
Reliability, Responsiveness, Assurance (competence, courtesy, reliability and security), empathy (access, 
communication and understanding of the customer) and Tangibility. 

Satisfaction 

HESQUAL Mastoi et al., 2019 
Administrative quality, Physical environment quality, Basic educational quality, Facilities quality, 

Transformative quality. 
Satisfaction 

Amoako et al., 2020 Technological Environment, Learning Environment, Psychological Environment Satisfaction 

Vinogradova et al.,  2021 
Educational programs (10 indicators), Teaching staff (6 indicators), Educational technologies (6 
indicators), Material and technical provision of the educational process (5 indicators), and Management of 

educational processes (6 indicators). 

Satisfaction 
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Krymets et al., 2021 
Administrative (support) staff (14 items grouped into 4 factors), teaching staff (19 items into 5 factors), 

Students (26 items into 5 factors), and Industry (15 items into 4 factors). 

Expectations and 

satisfaction 

Tran et al., 2022 
Educational services (4 indicators), Facilities and equipment (4 indicators), Educational environment (5 

indicators), Educational activities (4 indicators), and Development and progress of students (5 indicators). 
Satisfaction 

Hai, 2022 Faculty, Facilities, Service capacity, Educational activities, Student support, and Educational programs. Satisfaction 

Assiri, 2023 
Technical, Human, Economic, Social and administrative obstacles and requirements for using e-

government. 
Satisfaction 

Several test evaluations of the quality of services in specific 
HEIs have been carried out using the developed tools. Part of 
these surveys was organized using software solutions for 
surveys, such as Google Forms. The conduction of similar 
surveys with such tools has some disadvantages – the 
possibility of providing access to the survey questionnaire to 
external persons, manual data processing when detailed 
analysis of results is necessary, difficulties in tracking trends in 
assessments, etc. 

Few studies have addressed the issue of monitoring the 
results of conducted studies [138-139]. None of the considered 
tools automates the overall process of evaluating student 
satisfaction, comparing results of individual HEIs and 
generating recommendations that can support HEIs leadership 
in decision-making. To ensure the high quality of the services, 
it is vital HEIs leadership not only to conduct periodic surveys, 
the results of which should be made public, but also to 
implement tools that analyse results and present them in a 
summarized form and allow them to make informed decisions 
to improve the quality of the services offered. Based on the 
results, HEIs leaders can identify weaknesses and take 
measures to improve problem areas to answer the needs of 
students and ensure student satisfaction with the quality of 
service provided by the institution's employees. 

Despite the various factors, all models have a two-level 
hierarchical structure and require evaluation on a defined scale 
(in most cases five- or seven-point Likert scale). This fact 
enables HEIs leadership to search for solutions to automate the 
whole process of evaluating the quality of services in HEIs, 
from conducting surveys, and survey results analysis to the 
generation of evaluation reports. 

IV. SOFTWARE TOOL PROTOTYPE 

Automating the overall process for evaluating the quality of 
educational services from students requires the design, 
development and implementation of a software tool that 
allows: 

 modelling of a questionnaire for evaluating the quality 
of educational services, including assigning weights to 
evaluated indicators; 

 provide an opportunity for students to fill in 
questionnaires; 

 generation of reports with the survey results for a 
specific HEI; 

 generation of recommendations for improving the 
quality of educational services offered in HEIs; 

 generation of reports for comparing the results of 
different HEIs. 

The project for a software tool for evaluating student 
satisfaction with the quality of services offered includes the 
following six subsystems: 

 Subsystem 1: Conceptual modelling of questionnaires 
(areas, indicators, weights) for quality evaluation; 

 Subsystem 2: Modelling and managing quality 
evaluation procedures in specific HEIs; 

 Subsystem 3: Evaluation of the quality of services by 
students according to the modelled questionnaire; 

 Subsystem 4: Modelling of report templates for 
summarizing the evaluation results; 

 Subsystem 5: Generation of reports (for individual HEIs 
and summary reports) for evaluating the quality of 
services in HEIs; 

 Subsystem 6: Generating recommendations for 
improving the quality of services. 

The developed software prototype UQCS is an online tool 
for evaluating the quality of educational services in HEIs by 
students. The tool generates recommendations and reports with 
evaluation results, allowing HEIs leadership to make informed 
decisions for improving the quality of services. 

 

Fig. 1. The UML diagram of the university quality control system (UQCS). 

The UML diagram shows (see Fig. 1) the main actors in the 
system (Student, Administrator and HEIs leadership) and the 
use cases they can perform. The use cases are: 

 UC1: Create new questionnaire; 

 UC2: Set question weights; 

 UC3: Publish questionnaire; 

 UC4: Fill out questionnaire; 

 UC5: Generate reports. 

Administrators can create a new questionnaire (UC1) by 
specifying the questions that will be included in the 
questionnaire and setting the weights for all questions (UC2) 
that determine how much each question contributes to the 
overall score of the questionnaire. Once the Administrators 
create the questionnaire and set the weights of the questions, 
they can publish the questionnaire so that students can start 
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filling it out (UC3). The Student can complete the 
questionnaire by answering questions and submitting their 
answers (UC4). Administrators and HEIs leadership can 
generate reports summarizing the evaluation results and 
recommendations (UC5). They can use these reports to track 
the quality of education at the university and identify areas 
where HEIs leadership can make improvements. The 
management of HEIs can review the evaluation results and the 
generated recommendations and compare the achievements of 
the HEI they manage with those of other universities. The 
arrows between the actors and use cases show the relationships 
between them. For example, the arrow from Student to UC4 
shows that the Student can perform the Fill out questionnaire 
use case. 

Subsystem 1 allows the administrator to create 
questionnaires that evaluate the quality of services provided in 
HEIs and assign weights to each question to reflect its 
importance. Using this subsystem, the administrator can model 
all the questionnaires considered in Section III. These are just a 
few of the screens that users see in Subsystem 1.  

 Questionnaire preview screen: Users see this screen to 
preview a questionnaire before it is published. They can 
see how the questionnaire will look and how the 
questions will be presented; 

 Questionnaire publishing screen: Users see this screen 
to publish a questionnaire. Once a questionnaire is 
published, it will be available for students to fill in. 

 
Fig. 2. Insert form for university data. 

Subsystem 2 allows administrators to create and manage 
quality assessment procedures for specific HEIs. The 
performed procedures can include different stages, such as 
distributing questionnaires, collecting responses, processing 
responses, and generating reports. The subsystem is sending 
emails to HEIs leadership about the organized survey. Users 
see the Questionnaire creation screen when they want to create 
a new questionnaire. They can enter the title of the 
questionnaire, add questions, and preview the questionnaire 
before publishing it. Fig. 2 shows the screen for insert of data 
for a new University in the Database. 

Subsystem 3 allows students to fill in questionnaires to 
assess the quality of services provided in the HEI. The 
questionnaires are distributed within the quality assessment 
procedures created in Subsystem 2. After completing the 
questionnaire, the student’s answers are recorded in the system 
database. Each student can fill in the questionnaire only once. 

The database UCQS contains the following tables: 

 Questionnaire Table – stores information about the 
questionnaires created by the administrators; 

 Question Table – stores the questions associated with 
each questionnaire; 

 Student Response Table – stores the responses of 
students to each question; 

 University Table – stores information about different 
HEIs. 

Fig. 3 the most significant part of the Python code using 
Flask that provides an HTTP API for the main functions of the 
"University Quality Control" system. This API allows users to 
create questionnaires, submit student responses, and retrieve 
results and recommendations. 

from flask import Flask, request, jsonify 

app = Flask(__name__) 

# Sample data storage (you should use a database in a real application) 
questionnaires = [] 

responses = [] 

# Endpoint to create a new questionnaire 
@app.route('/api/questionnaires', methods=['POST']) 

def create_questionnaire(): 

    data = request.get_json() 
    title = data.get('title') 

    description = data.get('description') 

    questions = data.get('questions') 
    if not title or not description or not questions: 

        return jsonify({'message': 'Incomplete data. Title, description, and 

questions are required.'}), 400 
    questionnaire = { 

        'title': title, 

        'description': description, 
        'questions': questions 

    } 

    questionnaires.append(questionnaire) 
    return jsonify({'message': 'Questionnaire created successfully.'}), 201 

# Endpoint to submit student responses 

@app.route('/api/responses', methods=['POST']) 
def submit_response(): 

    data = request.get_json() 
    questionnaire_id = data.get('questionnaire_id') 

    student_id = data.get('student_id') 

    responses = data.get('responses') 
        if not questionnaire_id or not student_id or not responses: 

        return jsonify({'message': 'Incomplete data. Questionnaire ID, student ID, 

and responses are required.'}), 400 
    response = { 

        'questionnaire_id': questionnaire_id, 

        'student_id': student_id, 

        'responses': responses 

    } 

        responses.append(response) 
    return jsonify({'message': 'Student response submitted successfully.'}), 201 

# Endpoint to retrieve questionnaire results 

@app.route('/api/questionnaires/<int:questionnaire_id>/results', 
methods=['GET']) 

def get_questionnaire_results(questionnaire_id): 

    questionnaire = next((q for q in questionnaires if q['questionnaire_id'] == 
questionnaire_id), None) 

    if not questionnaire: 

        return jsonify({'message': 'Questionnaire not found.'}), 404 
    # Calculate results based on responses (you'll need to implement this logic) 

    results = calculate_questionnaire_results(questionnaire_id) 

    return jsonify(results), 200 
# Endpoint to generate recommendations 
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@app.route('/api/questionnaires/<int:questionnaire_id>/recommendations', 

methods=['GET']) 
def get_recommendations(questionnaire_id): 

    questionnaire = next((q for q in questionnaires if q['questionnaire_id'] == 

questionnaire_id), None) 
     if not questionnaire: 

        return jsonify({'message': 'Questionnaire not found.'}), 404 

    # Generate recommendations based on results (you'll need to implement 
this logic) 

    recommendations = generate_recommendations(questionnaire_id) 

    return jsonify(recommendations), 200 
def calculate_questionnaire_results(questionnaire_id): 

    return {'questionnaire_id': questionnaire_id, 'results': {'question1': 4, 
'question2': 3}} 

def generate_recommendations(questionnaire_id): 

        return {'questionnaire_id': questionnaire_id, 'recommendations': 
['Improve teaching methods', 'Enhance student support']} 

if __name__ == '__main__': 

    app.run(debug=True) 

Fig. 3. Part of software code. 

In the beginning, the necessary modules are imported, 
including Flask, and an instance of the Flask application is 
created. Lists in memory (questionnaires and answers) are used 
for temporary data storage. In a real-world application, you 
need to use a database to store the data. Here we define four 
API endpoints using the @app.route() decorator: 
/api/questionnaires: POST endpoint to create a new 
questionnaire; /api/responses: POST endpoint to submit student 
responses; /api/questionnaires/ <questionnaire_id>/results: 
GET endpoint to retrieve questionnaire 
results;/api/questionnaires/<questionnaire_id>/recommendatio
ns: GET endpoint to generate recommendations. The 
create_questionnaire() endpoint allows the administrator to 
create a new questionnaire by providing a title, description, and 
a list of questions. The submit_response() endpoint allows 
students to submit their responses to a specific questionnaire by 
providing the questionnaire ID, student ID, and responses. The 
get_questionnaire_results() endpoint retrieves the results for a 
specific questionnaire, calculated based on the submitted 
responses. The get_recommendations() endpoint generates 
recommendations for improving the quality of services based 
on the results of a specific questionnaire. The 
calculate_questionnaire_results() and generate_recommenda-
tions() are sample functions representing the logic for 
calculating questionnaire results and generating 
recommendations. You should replace them with the actual 
implementation based on your requirements. The if __name__ 
== '__main__': block runs the Flask application in debug mode. 

Fig. 4 is a part of the Python Flask code that verifies the 
student user using a simple username and password 
combination. In a real-world application, one would typically 
use a more secure authentication mechanism such as JWT 
(JSON Web Tokens) or OAuth2. We import the necessary 
modules, including Flask, and create an instance of the Flask 
app. We use an in-memory dictionary (student_ credentials) to 
store the student usernames and passwords. In a real-world 
application, you should use a database and securely hash the 
passwords. We define a route /login using the @app.route() 
decorator. This route expects a POST request with a JSON 
payload containing the username and password. The login() 
function handles the login request. It checks if the provided 
username and password match the credentials stored in 

student_credentials. If the login is successful, the function 
returns a JSON response with a success message and an 
authentication token. In this example, we are using a simple 
string as the token, but in a real application, you should use 
JWT or a similar authentication token mechanism. If the login 
fails (incorrect username or password), the function returns a 
JSON response with an error message. 

from flask import Flask, request, jsonify 

app = Flask(__name__) 
# Sample student credentials (replace with actual credentials or use a 

database) 

student_credentials = { 
    #... 

} 

# Sample authentication token (replace with JWT or OAuth2 token in a real 
application) 

def generate_token(username): 

    return f'TOKEN_{username}' 

# Route to handle student login 

@app.route('/login', methods=['POST']) 

def login(): 
    data = request.get_json() 

    username = data.get('username') 

    password = data.get('password') 
    if not username or not password: 

   return jsonify({'message': 'Username and password are required.'}), 400 

   # Check if the provided username and password match the stored credentials 
  if username in student_credentials and student_credentials[username] == 

password: 

        token = generate_token(username) 
        return jsonify({'message': 'Login successful.', 'token': token}), 200 

    else: 

        return jsonify({'message': 'Invalid username or password.'}), 401 

Fig. 4. Part of software code for verification. 

Subsystem 4 allows users to create report templates that 
summarize the results of evaluating the quality of services. We 
used Jasper Reports Server as a reporting tool to implement 
Subsystem 4, which involves modelling report templates with 
evaluation results. Using JasperSoft Studio, we designed four 
report templates and defined their corresponding parameters 
(see Table II). 

TABLE II. A LIST OF DEVELOPED TEMPLATES OF REPORTS 

Template Parameter Visualized data 

Detail results of HEI 
Survey ID HEI ID 

Survey period 
Average scores by evaluated 
indicators (questions) 

Summarized results of 
HEI 

Survey ID HEI ID 
Average scores by evaluated 
areas 

HEIs ranking 
Survey ID Survey 

period 

Calculated average grades of 
HEIs 

Detail HEIs ranking 
Survey ID Survey 

period 
Calculated average grades of 
HEIs for each evaluated area 

During this stage, we designed SQL queries and data 
adapters to retrieve evaluation results from the UQCS database 
and populate the elements of report templates. After the user 
input parameter values, JasperSoft Studio fills in all data 
storage elements of templates with data retrieved from the 
UQCS database stored from Subsystem 3. The calculation of 
average scores is embedded in the developed document 
templates. The formula used considers both the grades given 
by the students on each indicator (question) and the assigned 
weights. 
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Subsystem 5 allows users to generate reports to assess the 
quality of services provided in HEIs. They can generate reports 
for an individual HEI or a group of HEIs. Subsystem 5 can run 
all developed templates (developed within Subsystem 4) stored 
in the Jasper Report Server. For this to be possible, a 
connection is required between Subsystem 3 (that store the 
evaluation results) and the Jasper Report Server. Based on this 
integration, the subsystem passes data to Jasper Reports Server 
for report generation. To enable report generation from the 
UQCS, a mechanism to trigger the report generation based on 
user requests has been implemented in Subsystem 5. Before 
report generation, the user must select the name of the report 
template and submit parameter values. The value of the HEI ID 
parameter is passed by the UQCS tool to eliminate the 
possibility of generating a report with the results of another 
HEI. The user must input values for other parameters (Survey 
ID and Survey period) as select sequentially values from drop-
down lists. After receiving parameter values, JasperReport 
Server retrieves data from the UQCS database, calculates the 
results and fills in the report template with data. Then, 
JasperReport Server returns a completed report to the UQCS 
tool. The UQCS display reports on the screen and allows users 
to download them in the desired format (e.g., HTML, DOCX, 
XLSX, PDF, CSV) and share it with different stakeholders. 
Fig. 5 presents a part of the Python Flask client code that 
interacts with the Jasper Reports Server to generate and 
download a report. 

import requests 
app = Flask(__name__) 

# Function to generate and download a report from Jasper Reports Server 

def generate_report(report_template, parameters): 
    jasper_server_url = 'http://jasper_reports_server_url' 

    username = 'your_jasper_username' 

    password = 'your_jasper_password' 
    # Authenticate with Jasper Reports Server 

    auth_url = f'{jasper_server_url}/jasperserver/rest_v2/login' 

    auth_data = {'j_username': username, 'j_password': password} 
    auth_response = requests.post(auth_url, data=auth_data) 

    if auth_response.status_code != 200: 

        return 'Authentication Failed.', 401 
# Generate the report 

    report_url = 

f'{jasper_server_url}/jasperserver/rest_v2/reports/{report_template}' 
    headers = { 'Authorization': f'Basic {auth_response.text}', 

        'Content-Type': 'application/json'} 

    report_response = requests.post(report_url, headers=headers, 
json=parameters) 

      if report_response.status_code != 200: 

        return 'Report Generation Failed.', 500 
    # Download the report 

    download_url = report_response.json()['outputResource']['uri'] 

    download_response = requests.get(download_url, headers=headers) 
    if download_response.status_code == 200: 

        # Save the report to a local file 

        with open('generated_report.pdf', 'wb') as file: 
            file.write(download_response.content) 

        return 'Report Generated Successfully.', 200 

    else: 
        return 'Report Download Failed.', 500 

# ….. Some code omitted 

Fig. 5. Part of software code for interaction with Jasper Reports Server. 

The Flask client code provides an endpoint /generate_report 
that triggers the generation and download of a report from the 
Jasper Reports Server. The generate_report() function handles 

the interaction with Jasper Reports Server. It performs 
authentication using the provided username and password and 
generates the report using the specified report template and 
parameters. The trigger_report_generation() route demonstrates 
how to trigger the report generation. Replace 
your_report_template_name with the actual name of the report 
template on Jasper Reports Server, and value1 and value2 with 
the required parameters. The generated report is saved locally 
as generated_report.pdf. 

Subsystem 6 allows HEIs leadership and the administrator 
to generate recommendations for improving the quality of 
services provided. The recommendations are based on the 
results of the quality assessment. The Subsystem selects all 
evaluated areas with a result score of less than four and 
generates a recommendation for it. The recommendation is 
generated using Google Bard Artificial Language Model and 
the Python bardapi Library (see Fig. 6). This subsystem makes 
use of the following screens: 

 Questionnaire results screen: Users see this screen to 
view the results of a questionnaire. They can see how 
students responded to the questions and the overall 
score of the questionnaire. 

 Recommendations screen: Users see this screen to view 
recommendations for improving the quality of services 
based on the results of a questionnaire. 

import bardapi 
def generate_recommendations(areas, scores): 

  """ 

  Generates recommendations for improving the quality of services in a 
university based on the evaluated areas and scores. 

  Args: 

    areas: A list of areas. 
    scores: A list of scores for each area. 

  Returns: 

    A list of recommendations. 
  """ 

  recommendations = [] 

  for i in range(len(areas)): 
    if scores[i] < 4: 

      recommendation = "Improve " + areas[i] 

      explanation = bardapi.generate_explanation(areas[i]) 
      recommendations.append((recommendation, explanation)) 

  return recommendations 

Fig. 6. Some of the code of the recommendations generator. 

This would return the following example list of 
recommendations (see Fig. 7): 

[("Improve instructional quality", "The instructional quality can be improved 

by hiring more qualified professors, providing more resources for students, and 

creating a more supportive learning environment."), ("Improve student-faculty 
interaction", "The student-faculty interaction can be improved by creating more 

opportunities for students to interact with professors, providing more support 

for student-led initiatives, and creating a more welcoming and inclusive 
environment."), ("Improve curriculum", "The curriculum can be improved by 

making sure that the courses are relevant to the needs of students, providing 

more opportunities for hands-on learning, and ensuring that the curriculum is 
aligned with the university's mission.")] 

Fig. 7. Example list of recommendations for instructional quality improved. 
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V. RESULTS 

The software tool UQCS was tested to assess the quality of 
services in three universities. After completing questionnaires 
created using Subsystem 1, users generated some reports with 
the evaluation results. 

Here are some screenshots of reports generated by a user 
with the role “HEIs leadership” during the pilot testing of the 
tool. Data for experimenting were collected from completed 
questionnaires for evaluating the quality of services in nine 
areas (Instructional Quality, Student-faculty Interaction, 
Curriculum, Support Services, Campus Environment, Value for 
money, Quality of life, Student diversity, Career opportunities) 
by students from three universities. The Likert scale values for 
each question are on a scale of 1 to 5, with 1 being strongly 
disagree and 5 being strongly agree. The total score for each 
university is calculated by adding up the Likert scale values for 
all 10 evaluated areas. 

Fig. 8 presents the generated report with summary results 
of one HEI who participated in the experiment. It shows the 
calculated average marks for each evaluated area and the 
overall student satisfaction mark. Based on the results, the HEI 
leadership can gain insights into which areas the university 
shows poor results and make informed decisions for improving 
the quality of services in these areas. 

 

Fig. 8. Summarized results of HEI. 

Fig. 9 shows a generated report with calculated overall 
satisfaction marks of all HEIs who participated in the 
experiment. The calculated scores allow the results of HEIs to 
be compared and their leaders to make informed decisions to 
improve the quality of services, which will lead to a rise in the 
ranking and an increase in the prestige of the HEI. 

 
Fig. 9. HEIs ranking. 

Fig. 10 shows a generated report with recommendations for 
improving the quality of services in one of the evaluated 
universities. 

 

Fig. 10. Generated recommendations. 

VI. CONCLUSION 

The proposed approach automates the overall process for 
measuring student satisfaction with the quality of educational 
and administrative services in HEIs. The developed tool 
automatically analyzes the collected data. HEIs leadership can 
use it to generate summary reports with survey results allowing 
them to track the satisfaction of their students and compare the 
results with those of competing higher education institutions. 
The summarized results, and the recommendations generated 
by the tool, allow managers to make informed decisions to 
improve the quality of services. The results of the experimental 
testing of the developed prototype of the software tool prove its 
applicability to support the HEIs leadership in making 
decisions for improving the quality of the offered educational 
services. 

The conducted research also has some limitations. Since it 
has been tested with students from a small number of 
universities, it does not allow making general conclusions 
about the overall student satisfaction with the quality of 
educational and administrative services in higher education 
institutions. 

In the future, the tool's functionalities will be expanded by: 

 enriching the set of report templates with the results of 
conducted studies, including for comparative analysis 
across multiple HEIs, enabling institutions to 
benchmark their performance against others; 

 extending the report generation capabilities to allow 
users to customize report templates, select specific data 
points, and choose visualizations for more tailored 
insights; 

 improving the user interface and experience of the 
UQCS tool to make it more intuitive and user-friendly 
for both administrators and HEIs leadership; 

 implementing data validation and cleaning mechanisms 
to ensure that the input data for evaluations is accurate 
and consistent, leading to more reliable results; 

 integrating machine learning models to predict potential 
areas of improvement based on historical data and 
trends; 

 strengthening the security aspects of the system, 
including encryption of sensitive data, role-based access 
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control, and secure communication with external 
servers; 

 optimizing the software architecture to ensure 
scalability as more HEIs adopt the tool and the user 
base grows; 

 implementing a feedback mechanism within the tool to 
collect user suggestions and experiences, driving 
continuous enhancements. 
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Abstract—Users of information technology are regarded as 

essential components of information security. Users’ lack of 

cybersecurity awareness can result in external and internal 

security attacks and threats in any organization that has several 

users or employees. Although various security methods have 

been designed to protect organizations from external intrusions 

and attacks, the human factor is also essential because security 

risks by “insiders” can occur due to a lack of awareness. 

Therefore, instead of general nontargeted security training, 

comprehensive cybersecurity awareness should be provided 

based on employees’ online behavior. This study seeks to provide 

a machine-learning-based model that provides user behavior 

analysis in which organizations can profile their employees by 

analyzing their online behavior to classify them into different 

classes and, thus, help provide them with appropriate awareness 

sessions and training. The model proposed in this paper will be 

evaluated and assessed through its implementation on a sample 

dataset that reflects users’ online activities over a specific period 

to measure the model’s accuracy and effectiveness. A comparison 

between six classification techniques has been made, and random 

forest classification had the best performance regarding 

classification accuracy and performance time. After users are 

classified, each group can be provided with the appropriate 

training material. This study will stimulate additional research in 

this area, which has not been widely investigated, and it will 

provide a useful point of reference for other studies. 

Additionally, it should provide insightful information to help 

decision-makers in organizations provide necessary and effective 

security awareness. 

Keywords—Machine learning; user behavior analysis; 

cybersecurity; classification; security awareness 

I. INTRODUCTION 

The internet plays a significant role in many aspects of our 
lives, and many daily tasks have been digitalized and are 
required to be completed online. Besides this, the number of 
users and employees with varying levels of security 
knowledge and different backgrounds who are required to 
work online has increased, which has, in turn, influenced 
organizations’ security requirements. Because of this, every 
organization now has internal cybersecurity and data and asset 
safety as a priority. Organizations that handle sensitive 
information assets can operate effectively, locally, and 
globally, exchanging information quickly and seamlessly 
among their employees, partners, suppliers, and customers. 
Indeed, many organizations now rely on online information 
exchange to keep their operations running smoothly in 

collaboration with other parties. However, confidential 
information is becoming increasingly vulnerable to internal 
and external security attacks [1]. Although hardware and 
software-based technologies have been implemented, such as 
firewalls, proxy servers, and antivirus software, these 
solutions have not significantly reduced security attacks. 

Security attacks or breaches, when they are carried out 
successfully in organizations, affect inside assets or data. 
However, the consequences are frequently financial and 
reputational, undermining customer trust. Applying technical 
control and systems in this regard is essential. Still, technical 
controls are only the first line of defense in cybersecurity, and 
they cannot prevent insiders with elevated access from 
violating security policies. Many previous studies in this field 
have discussed the human factor in cybersecurity and the 
significant role that employees can play in information 
security breaches. This has increased organizational focus on 
human threats [2,3]. 

As a result, many organizations have started to provide 
cybersecurity awareness training to their employees to make 
them conscious of cybersecurity threats or any other related 
issues. Awareness sessions and training are critical to ensuring 
that staff members act responsibly and are aware of the 
potential consequences of their online behavior [4]. Due to the 
importance of cybersecurity awareness inside an organization, 
various studies have reported that they can become 
considerably more secure against both internal and external 
security threats with improved security awareness programs 
[5–7]. Ryu et al. [8] outlined that a strong awareness program 
is essential to guarantee that employees properly comprehend 
their respective internet technology (IT) security duties and 
roles to safeguard the IT resources delegated to them. 
Therefore, to reach this level of awareness and responsibility 
in this regard, awareness sessions on cybersecurity’s 
importance are vital to ensuring the enhancement of the 
security culture within an organization. 

Many employers provide cybersecurity awareness sessions 
and frequently send out relevant material and emails, as will 
be viewed in Section II. Nevertheless, these conventional 
methods are ineffective because tailored and targeted security 
awareness materials based on the needs and knowledge of 
employees is required as the level of awareness varies greatly 
among employees. 

This study proposes a machine–learning-based model that 
enables organizations to analyze users’ online behavior, 
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activities, and actions to target them with appropriate security 
awareness materials. First, we will investigate six machine 
learning (ML) classification models to select the most 
appropriate classifier based on the performance measurements 
and how accurate each classifier is in forming each user class. 
We will go through several phases to train and test the models. 
Additionally, for added validation, we will conduct a cross-
validation test to ensure accurate results. 

Furthermore, based on the comparison results obtained 
through the performance calculation using confusion matrix, 
accuracy, F1, and other measures, including performance 
time, the best classification technique will be used to classify 
users into three classes and subsequently target them with 
suitable awareness sessions. The user classes are the 
malicious, suspicious, and normal (which require the fewest 
targeted awareness sessions) behavior classes. 

Users’ online behavior can reveal much about their 
knowledge level about cybersecurity and what type of security 
threats they may cause for their organization, as well as what 
type of security awareness training must be provided to them. 
Therefore, we used a dataset, which will be discussed later, 
that consists of web links that users have visited to show their 
web-behavior. After user classification, the organization can 
choose the suitable cyber security awareness materials and 
session content for each user’s class, and it will be saved for 
subsequent users in the backend database to be sent again by 
the machine to each particular class without any human 
interaction. 

The proposed model can be implemented as a plug-in for 
the security operations center dashboard. Therefore, in 
addition to having the ability to monitor network traffic, 
endpoints, logs, and security events, the organization will also 
be able to classify its employees into specific classes to send 
them classified training materials and take the required action 
in this regard. In addition, these classes can benefit decision-
makers in assessing the organization’s weaknesses regarding 
employees’ behavior to define new awareness strategies, IT 
usage policies, and, if required, new tasks and responsibilities. 

The remainder of this paper is organized as follows: The 
literature review will take place in Section II. Section III 
comprises the proposed methodology. Section IV presents the 
result, then a discussion and comparison of the results 
achieved in Section V, followed by the conclusion Section VI, 
which concludes the proposed model and presents directions 
for future work. 

II.  LITERATURE REVIEW 

The use of Internet technology (IT) has increased 
dramatically since its advent. The rapid increase in internet 
traffic has led researchers to consider the significance of 
cybersecurity, and research on the values and methods of 
cybersecurity awareness has attracted substantial attention. 
Nevertheless, only a few studies have been conducted on the 
use of machine learning in cybersecurity awareness. This 
section covers background knowledge and related work 
regarding the proposed method.  

As we are looking to enhance the user awareness level due 
to its importance, In fact, traditional training methods, such 

as classroom discussions and exercises, have demonstrated 
their efficacy in increasing trainee awareness and, 
consequently, their ability to detect issues such as phishing or 
hacking attempts [9]. However, due to the high cost and 
number of trainees, traditional class sessions are rendered 
insufficient and cannot provide the information that individual 
employees need. Bernaschina et al. [10] studied some security 
training sessions that concentrated on phishing emails. At the 
end of each session, the trainees were given a survey to 
complete the evaluation of usefulness of the previous session 
as a learning opportunity. These trainees reported that they 
already had prior knowledge of phishing emails, which 
demonstrates that nontargeted sessions that are not based on 
specific behavior lead to the wastage of both time and money, 
as well as a reduction in benefits for the organization and its 
employees. Therefore, targeted sessions based on behavior 
analysis must be created. 

Crume et al. [9] found that targeted employee awareness 
programs based on web behavior can aid in preventing the 
misuse of an organization’s assets. Furthermore, implementing 
this training will result in numerous benefits for organizations, 
including improved resource utilization, employee knowledge 
and performance, and organizational policies and procedures. 

Current research on awareness has tended to focus on 
analyzing users’ behaviors based on qualitative data collected 
through interviews, scales, questionnaires, and surveys. User 
behavior analysis related to cybersecurity awareness, however, 
focuses on analyzing users’ activities, such as accessing 
websites and files and user identity. User behavior analysis 
has successfully identified usage patterns that may indicate 
unusual or anomalous internet behavior. 

A study carried out by Gartner has been mentioned in the 
work of Kumar and Singh [12] that defined user behavior 
analysis as outlining and incongruity recognition, which 
depends on a variety of analytic methodologies, typically 
combining fundamental analytical methods. Examples of this 
are policies that influence signatures, pattern recognition, 
mapping, basic rules of statistics, and advanced analytics 
tools. However, these methods do not provide accurate data 
regarding users’ real online behavior. 

As shown in some of the previous research on the impact 
of online behavior, this emphasizes the need for organizations 
to target their employees with specific awareness sessions 
based on an analysis of those behaviors. Targeted security 
awareness refers to the provision of training based on the 
threat that some employees’ online behavior may pose. These 
employees can be identified using behavioral analysis of each 
user within an organization, using a range of qualitative and 
quantitative data. Multiple scales are used to assess employee 
awareness. For example, a Portuguese healthcare institution 
case study assessed employees’ professional awareness of 
information security by assessing their attitudes and behavior 
related to cybersecurity [13]. The study consisted of applying 
and validating scales, such as the risky cybersecurity 
behaviors (RScB) scale, which is a questionnaire for 
employees that evaluates behaviors that may lead to poor 
cybersecurity practices and human vulnerability within 
enterprises, particularly in healthcare organizations. The RScB 
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scale has a score range of 0 to 120, with higher values 
indicating riskier behavior, which is frequently associated with 
a lack of cybersecurity awareness. 

Moreover, in this regard, several machine-learning 
techniques, such as sequence clustering, can be used to 
analyze and study user behavior, such as grouping web users 
with common interests and behaviors. For example, clustering 
analysis creates a user cluster from web log files. For instance, 
Facebook’s machine-learning algorithms track every user’s 
activity on the network to predict their interests, recommend 
articles, and post notifications on the news feed based on the 
user’s previous behavior [14]. 

Fong Tsai showed [16] how collaborative filtering 
recommendations, which are widely used in recommendation 
systems on shopping websites, form cluster ensembles. This 
assumes that people who share the same preferences on 
certain items also tend to share the same choices on other 
items. Therefore, clustering based on user logs is done to 
identify users with similar choices, and it provides 
recommendations based on the preferences of these ―similar 
neighbors.‖ 

Jiang et al. [17] demonstrated that different machine-
learning techniques can be used to extract meaningful data 
from a huge dataset, including extracting information to 
analyze user behavior. Callara and Wira [15] suggested an 
algorithm for user classification based on their dataset and 
found that it could distinguish 108 groups of users with similar 
online behavior, which meant they could classify each group 
with similar behavior as a separate group. They proved that 
classification techniques are useful in analyzing and labeling 
test data into known types of classes. Hence, employers can 
benefit from this classification by providing awareness 
sessions suited to each class to enhance their employee’s level 
of security knowledge and keep their assets safe. 

Efficient classification techniques have been used by 
Niranjan and Nitish [11] to enable users to distinguish 
between phishing and normal websites, classify users as 
normal users or criminals based on their social media 
activities (crime profiling), and prevent users from running 
malicious code by labeling them as ―malicious.‖ However, 
classifying users into two categories only offers limited 
options. Concerning the provision of security awareness 
sessions, a larger number of categories is needed to be more 
accurate and provide what is needed based on user experience 
and behavior. 

III. METHODOLOGY 

The user classification model is a multi-classification 
problem that aims to classify users into three classes based on 
the analysis results of their online behavior. To achieve the 
desired goal of classifying users based on their online 
behavior and delivering dedicated awareness material to them, 
a machine–learning-based classification model has been 
proposed. Assume D, a dataset of website instances, where 
domain di is defined using a set of n features, F = {f1, f2, …, 
fn}, and each domain di ∈ D is either malicious, suspicious, or 
normal behavior. The supervised machine-learning algorithm 
must be trained using D so that the resulting model M can 

classify a new domain dnew that has not been seen before by 
M. 

The research process has three main phases. The data are 
collected from users’ records and then prepared using data 
cleaning and preprocessing. Subsequently, the researchers take 
various steps to evaluate the classification methods to 
construct the most effective model of user behavior 
classification. A diagram describing the workflow of the 
research procedure is shown in Fig. 1. 

 
Fig. 1. Security awareness provision based on the user behavior model 

framework. 

A. Data Description 

The dataset that was used in this study is from Irvine’s 
Machine Learning Repository of the University of California 
[19]. The same dataset was used to investigate and validate the 
observations. It is an imbalanced multivariate dataset by 
nature, which has 8,118 instances, each with nine integral 
forms of attribute characteristics. The data are classified into 
three user classes to help provide suitable security awareness 
sessions. These data contain website references/sources which 
are legitimate or malicious besides the normal references. 

Therefore, the dataset contains 8,118 website instances, of 
which 4,602 are authentic, 2,670 are malicious, and 846 are 
suspicious. The nine distinct features provided in the dataset 
that can be used to classify any website as malicious or 
authentic are server form handlers (SFH), popup window, SSL 
final state, request URL, URL anchor, web traffic, URL 
length, domain age, IP address, and the labeled class. They are 
briefly described in Table I. 

B. Model Description 

Six well-known classifiers were compared in a supervised 
learning environment with prior knowledge of the output 
target set. The classifiers were K nearest neighbor (KNN), 
support vector machine (SVM), logistic regression (LR), 
adaptive boosting (AdaBoost) classifier, decision tree 
classifier, and the random forest classifier. Chosen algorithms 
have been selected as they are commonly used by researchers 
and in practice for user classification in different fields, as in 
the work of Kotsiantis et al., [42], Osisanwo et al.,[43], and 
other studies mentioned in this work [11,15,16,17,34,34].  
They are described in the following subsections. 
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TABLE I. DATASET ATTRIBUTES DESCRIPTION 

Feature Description 

SFH 

SFHs that contain an empty string or ―about: blank‖ are 

considered doubtful because action should be taken based 

on the submitted information. In addition, if the domain 

name in an SFH is different from the domain name of the 
webpage, then this reveals that the webpage is suspicious 

because the submitted information is rarely handled by 

external domains. 

Popup window 

This is considered a feature, particularly when the website 

is asking the users to submit any information through a 
popup window. It is unusual to find a webpage that 

requests personal information from users via a popup 

window. 

SSLfinal stated 

SSL is used to secure communication between a web 

browser and a web server. This turns a website’s address 

from HTTP to HTTPS. The ―S‖ stands for ―secure.‖ 

Request URL 

A request URL examines whether the external objects 

contained within a webpage, such as images, videos, and 

sounds, are loaded from another domain. 

URL anchor 
An anchor is an element defined by the <a> tag. This 

feature is treated exactly like a ―Request URL.‖ 

Website traffic 

This feature measures the popularity of the website by 

determining the number of visitors and the number of 

pages they visit. 

URL length 

A URL length can show whether a URL is a suspicious or 

phishing URL, where specific calculations should be made 

to determine whether it is a safe URL or a suspicious or 

phishing URL. 

Domain age Most phishing websites exist for only a short period. 

IP address 

If an IP address is used that is different from the domain 

name in the URL, such as ―http://125.98.3.123/fake.html,‖ 

then someone is trying to steal their personal information. 

Sometimes, the IP address is even transformed into 

hexadecimal code, as shown in the following link: 

―http://0x58.0xCC.0xCA.0x62/2/paypal.ca/index.html.‖ 

Class 
This is the class of the domain (malicious behavior =–1, 

suspicious behavior = 0, and normal behavior = 1). 

1) The KNN classifier: This is among the most basic 

classifiers. It works based on a supervised training method, 

and its technique is based on similarity. The KNN algorithm 

can perform regression and classification, and it is 

nonparametric by nature, as it does not make assumptions 

regarding non-available data. The basic principle is measuring 

the Euclidean distance from the new point to the nearest 

previous points, which are the KNNs. The class that has the 

nearest neighbors is assigned to the given query point. 

2) Support Vector Machine (SVM): This machine-learning 

classification method uses supervised learning, and it is based 

on the margin or decision boundary, as the SVM selects the 

optimal margin for classification. However, in this research, 

we applied the SVM one-vs-Rest (OvR) method of multiclass 

classification, which was used to create a multiclass SVM 

classifier. Here, for each class, we created three OvR 

classifiers. Each classifier should predict a class probability, 

and the data will be assigned to the highest-probability class. 

3) Logistic Regression (LR): This approach works based 

on the probabilistic prediction of any specified variable and 

performs the estimation of parameters related to the logistic 

model. We classified data into more than two classes. 

Therefore, we had y = {0,1 … n}. A one-vs-all strategy was 

used, in which we trained three distinct binary classifiers, each 

designed to recognize a specific class. Subsequently, we used 

these classifiers to predict the correct class. 

4) AdaBoost: This approach can perform both 

classification and regression. The working mechanism is 

based on the meta-estimation and ensemble method. Through 

this method, weak learning is converted into stronger learning. 

In the beginning, it uses a basic learning method model and 

performs repetitive adjustments of the data distribution to 

increase the accuracy of the next model based on the existing 

model performance. 

5) Decision tree: This is a tree-type classifier, and it has 

nodes, branches, and leaf nodes. The internal nodes are the 

dataset and features, whereas the branches represent the 

decision-making rules, and the leaf is the outcome. Thus, it is 

fundamentally a graphic illustration depicting all possible 

outcomes of a problem and its conditions. The classification 

and regression tree algorithm is used to form the tree structure. 

It is nonparametric by nature and classifies nonlinear data 

efficiently. It classifies each branch using the decision rules. 

6) Random forest: The random forest approach is 

extremely efficient, and its training requires little time. Its 

accuracy and other performance measures are very high, even 

when datasets are large or contain missing data. It has parallel 

decision trees. Thus, it is a type of bagging ensemble. For the 

classification task, the output is considered the data found at 

the bottom of the node, while for the implementation of the 

regression, the mean of all the trees is considered the final 

output. Let the trees be denoted by h1 (x), h2 (x), … 

AdaBoost, hk (x); the training data are given as X, Y, and the 

margin function can be defined as the equation given below: 

mg(X,Y) = avk I(hk (X) = y)–max j≠y avk I(hk (X) = j) (1) 

The classification models are implemented on an 
unbalanced dataset. Each classifier is trained and tested on the 
dataset. 

C. Feature Importance 

Feature importance refers to techniques that calculate a 
score for all the input features for this model–the score 
represents the importance of each feature. In other words, it 
indicates strategies for valuing input features depending on 
their predictive power for a target variable (rank features 
based on their effect on the model’s prediction.). Feature 
importance is essential in the context of understanding the 
data that go into a model, model improvement, or model 
simplification, which means, in the case of reducing the model 
dimensionality, high-scoring features could be kept, and the 
features with the lowest scores could be deleted because they 
were not necessary. 

Because of the points, feature importance scores are a 
critical component in predictive modeling, as they provide 
enlightenment of the data and the model. Let D be a dataset of 
m classes; a represents a feature that takes V possible values 
{a1, a2, … av} in D. Let Dv be the subset of samples from D 
that takes the value of av for feature a, and let pi be the 
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probability that a sample belongs to class i. In the proposed 
model, the following measures are used: information gain, 
gain ratio, Gini index, and Pearson product—moment 
correlation coefficient. These measures have been chosen 
because they are easy to understand and execute, have light 
computational requirements, and are frequently successful 
with various datasets. They are described as follows [19, 20]: 

1) Information gain: This metric identifies the features 

that provide the most information about a class and must 

highlight that entropy plays a crucial role in measuring 

information gain. Entropy measures the uncertainty of the 

data. From a different perspective, entropy measures how 

difficult it is to guess the label of a random sample from a 

dataset, where low entropy indicates that the data labels are 

quite uniform, and high entropy indicates that the labels are in 

confusion [21]. Information gain computes the difference 

between the entropy before and after a split and specifies class 

element impurity. The information gain metric investigates the 

information content of messages; the information gain can be 

determined by separating dataset D by features, as follows: 

Gain(D, a) = Ent(D)–∑   
|   |

|  |
   (  )

 

   
 (2) 

where Ent(D) is the entropy. By dividing D based on 
feature a, a high information gain value indicates that the 
archived data is of greater purity. 

2) Gain ratio: The gain ratio attempts to reduce the bias of 

information gain by introducing a normalizing term known as 

intrinsic information (II). II is the level of difficulty in 

guessing the branch in which a randomly selected sample is 

placed. The feature gain ratio is calculated as Gain ratio = 

information gain/II, which means mathematically: 

Gain_Ratio (D, a) = 
     (   )

  ( )
  (3) 

where IV(a) denotes the intrinsic value of a feature a and is 
calculated as follows: 

  ( )     ∑   
|   |

|  |
      

|   |

|  |
 

 

   
(4) 

3) Gini Index: This is also known as Gini impurity and 

measures the degree or probability of a variable being 

incorrectly classified when randomly selected. It measures the 

dataset impurity. If all the elements in a class belong to a 

single class, then it can be called pure. In the calculation of 

impurity, the weight of the feature based on the class label has 

been calculated. The degree of the Gini index varies between 

0 and 1, and a lower Gini index means a higher dataset purity 

[22]. It can be calculated as follows 

         (   )   ∑   
|   |

|  |
     (  )

 

   
 (5) 

where 

     ( )      ∑     
 

   
 (6) 

4) Mattheus correlation coefficient: Brian W. Mattheus 

developed the Mattheus correlation coefficient (MCC) in 1975 

using Karl Pearson’s phi coefficient, and it has become a 

widely used metric for evaluating the effectiveness of 

machine-learning techniques, with extensions for multiclass 

cases [23]. It has a value range between [–1 and 1] that 

measures the strength and direction of the relationship 

between two variables as a strong correlation, no correlation, 

or an inverse relationship. 

5) Kappa: Cohen’s kappa builds on the idea of measuring 

the concordance between the predicted and true labels, which 

are regarded as two random categorical variables [24]. Two 

categorical variables can be compared by constructing a 

confusion matrix and determining the marginal row and 

column distributions. Therefore, we can begin using Cohen’s 

kappa indicators as ratings of the dependence (or 

independence) between the model’s prediction and actual 

classification. 

In the multiclass case, the calculation of Cohen’s kappa 
score is as follows [25]: 

  
      ∑    

      

   ∑    
      

,  (7) 

where 

 C = ∑    
 
  the total number of elements correctly 

predicted 

 S = ∑    ∑    
 

 
 the total number of elements 

 pk = ∑    
 
  the number of times that class k was 

predicted (column total) 

 tk = ∑    
 
  the number of times that class k was 

predicted (rows total) 

D. Data Preprocessing 

The original data must be preprocessed to remove 
irrelevant and redundant log entries. The following 
preprocessing techniques were applied to the collected data 
before they were trained and analyzed. Each technique is 
described next. 

1) Check and remove null or missing entries: This step is 

considered one of the most essential steps in data cleaning. All 

missing data are identified and then removed. It should also 

clean the data of all irrelevant information, such as ―Nan,‖ 

―n/a,‖ or any other irrelevant values having a number in the 

URL attribute. These are removed using Python Regex. Empty 

entries are removed as well. 

2) Data normalization and standardization: The process 

in which the data is cleaned is known as data normalization. 

This cleaning makes the data regular for all the values of 

features, which leads to improved segmentation. It removes all 

the unstructured and redundant data to provide logical data 

storage. This type of data management is considered 

particularly crucial for large databases. The raw data hinder 

the achievement of high efficiency. This problem is dealt with 
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through data normalization. All the feature values are 

compressed between [0, 1]. The mean is shifted to 0, and the 

standard deviation is maintained at 1, so the data can be 

standardized and easily manipulated. Most machine-learning 

algorithms display noticeable increments in efficiency after 

the implementation of normalization. 

E. Principal Component Analysis (PCA) 

Essentially, the algorithm follows the data relationships to 
a base field and then sequentially applies mathematical 
functions in the data in different columns and rows along this 
path to generate the final feature [26]. The performance of 
classification algorithms may be compromised because of 
redundant or highly correlated features. Thus, we 
implemented dimensionality reduction using PCA, as it 
reduces the size of the feature space while retaining a 
significant amount of the information [27]. In this regard, 
many studies have indicated that PCA is less noise-sensitive 
than other dimension reduction methods [28, 7]. 

F. Experimental Setting 

The proposed model was implemented using Python and 
Pandas library. A personal computer was used for this 
experiment, with the following specifications: operating 
system: macOS Monterey; chip: Apple M1 Pro; total number 
of cores (processors): eight (six performance and two 
efficiency); and OS Loader, version: 7459.141.1. In addition, 
the programming language Python was used. 

Based on the parameter settings, the performance of 
various algorithms can vary. In this work, the algorithms were 
run using the following parameters: 

1) KNN model classifier: K = 5, weights = ―uniform‖, 

algorithm = ―auto‖ ―fit method is model1.fit(X_train,y_train), 

leaf_size = 30, p = 2 (Euclidean distance), metric = 

―minkowski‖. 

2) SVM classifier: The regularization parameter is set to 1, 

with a linear kernel, no class weights, and a shrinking 

heuristic. 

3) LR classifier: The norm of the penalty = L2. No class 

weights, fit intercept is set to true, maximum iterations = 100, 

and for multi_class = ―auto‖. 

4) AdaBoost classifier: integer value = 42. 

5) Decision tree classifier: Decision tree classifier 

(random_state = 42) with no maximum depth, which means 

nodes are expanded until all leaves are pure or until all leaves 

contain less than min_samples_split samples, and the splitter 

is the ―best‖. 

6) Random forest classifier: One hundred trees, with no 

maximum depth and a minimum number of splits = 2. 

The experiments were designed using different machine-
learning and data-analytics libraries, including scikit-learn 
[29], Numpy [14], and Pandas [31]. Six machine-learning 
algorithms (described previously) were employed along with 
the PCA-based feature importance measure with reduced 
dimensions. Standard 10-fold cross-validation [32] train/test 
trials were run by partitioning/splitting the entire dataset into 
training and testing (proportions of 70% and 30%). We 

ensured that the test data contained a fair distribution for all 
classes. The following experiments were designed with 
consistent classifier configurations: 

1) Train and test the seven machine-learning algorithms 

over the individual datasets. 

2) Train and test the five machine-learning algorithms 

over the PCA-based dimension-reduced datasets using a 10-

fold CV to compare the performances. 

G. Performance Measures 

After performing classification, its performance and results 
must be gauged without specific markers. Therefore, to 
evaluate a classifier’s capabilities, various performance 
measures can represent the classification quality of different 
classifiers on any given data. This provides a deeper insight 
into the classification techniques’ efficiency than that which 
using basic accuracy percentages can achieve. The 
performance evaluation is accomplished using performance 
metrics such as confusion matrix, precision, recall, and F1 
score, as well as basic accuracy. Brief descriptions of each of 
the performance measures are as follows: 

1) The confusion matrix represents the relationship 

between the actual and predicted values. The following briefly 

describes the confusion matrix with its four basic elements: 

2) True Positive (TP): A vector that gives a count of 

correctly classified data (presence of condition). 

Mathematically, this can be calculated by TP/(TP+FP). 

3) False Positive (FP): A vector that gives the incorrect 

classification of data (e.g., the detection of a condition that is 

not present). Mathematically, this can be calculated by 

TN/(TN/FN). 

4) True Negative (TN): A vector that shows the number of 

correctly classified data that do not possess the condition 

(absence of condition). 

5) False Negative (FN): A vector that gives the count of 

wrongly classified data (detected the absence of a condition 

when it was present). 

a) Accuracy: The most basic and extensively relied 

upon measurement is accuracy, as calculated in Eq. 8 below. It 

represents the accuracy of the classification results and is the 

fraction or percentage of a classifier’s total correct 

identifications against the classifier’s total outcomes, both 

correct and incorrect. 

Accuracy = Correctly classified samples/total number 

of classifications   (8) 

b) Precision: This measurement tells us how precise the 

classifier results are. It gives the percentage of correctly 

identified positive outcomes against total positive outcomes, 

which includes false positives. 

c) Recall: Recall measures the sensitivity of the 

classifier. It gives the recognition rate of a classifier. A recall 

is the proportion of correct positive outcomes against the total 

number of actual positives present in the dataset. Therefore, it 

includes false negatives. 
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d) F1 score: The F1 measurement is an amalgamation 

of both precision and recall. It is essentially the subjective 

average of both, namely the recall and precision values. It 

provides more precise estimations of incorrect outcomes than 

accuracy when the dataset is imbalanced. 

e) Receiver operating characteristic (ROC) area: The 

ROC metric is used to evaluate the quality of multiclass 

classifiers. The true positive rate is typically plotted on the Y 

axis and the false positive rate (FPR) on the X axis. For 

multiclass problems, ROC curves can be plotted by comparing 

one class against the others. Applying this OvR to each class 

will give results in the same number of curves as classes. The 

ROC score can also be calculated separately for each 

class. ROC values range between 0 and 1. A model with 100% 

incorrect predictions has a value of 0.0 while one with 100% 

accurate predictions has a value of 1.0. 

f) Precision-recall curve (PRC) area: PRC can be 

referred to as the relationship between precision and recall 

(sensitivity) and is regarded as a more suitable metric for 

unbalanced datasets. PRC can be calculated by integrating the 

piecewise function. Consequently, the PRC tends to intersect 

significantly more frequently than the ROC. The primary 

distinction between the two is that the number of true negative 

results is not factored into the PRC because the precision-

recall curves are only affected by true positives in most cases. 

The PRC is generally a tortuous curve, fluctuating upwards 

and downwards [33]. 

IV. MODEL RESULTS  

In this model, we were looking to classify users into three 
classes using each of the six best classifiers regarding the 
performance measurements that were applied to their 
evaluation and selection. Each classifier was trained and tested 
separately to evaluate it in a different portion of the dataset for 
each classification model with different testing options. We 
had 70% of the dataset for training and 30% for testing the 
model besides applying PCA to the dataset. In addition, we 
performed cross-validation to improve the effectiveness and 
accuracy of the classification. 

A. ML Classification Results 

The following Table II and Table III, illustrate the 
classification performance of the six classifiers used in this 
work. The tables show the evaluation measure for all six 
classification models trained on 70% of the dataset and tested 
on 30%. 

TABLE II. PERFORMANCE MEASURES FOR THE SIX CLASSIFICATION 

MODELS TRAINED ON 70% OF THE DATASET 

Classifier KNN SVM LR AdaBoost 
Decision 

tree 

Random 

forest 

Accuracy 93.54% 88.21% 86% 96.07% 95.40% 96.58% 

Recall 93.5% 88% 86% 96.1% 95.5% 96.6% 

Precision 93.6% 87% 85% 96.1% 95.6% 96.6% 

F1 

measures 
93.6% 87% 85% 96.3% 95.5% 96.6% 

MCC 88% 80% 76% 93% 91% 94% 

Time 

(seconds) 
1.25 0.01 0.03 0.02 0 0.13 

TABLE III. PERFORMANCE MEASURES FOR THE SIX CLASSIFICATION 

MODELS TESTED ON 30% OF THE DATASET 

Classifier KNN SVM LR AdaBoost 
Decision 

tree 

Random 

forest 

Accuracy 92.89% 88.% 87% 95.8% 94.62% 96.09% 

Recall 92.8% 88.8% 87% 95% 94.6% 96.1% 

Precision 93% 88.4% 85% 95% 94.7% 96.1% 

F1 

measures 
93% 88.4% 86% 95% 94.6% 96.1% 

MCC 87% 81% 77% 92% 91% 93% 

Time 

(seconds) 
0.56 0.01 0.01 0.01 0 0.05 

As presented in the tables previously, we can see that all 
the classifiers have been applied to evaluate each classifier’s 
performance. Training data helps construct a machine-learning 
model and teaches it what the expected outcomes should look 
like, while the model examines the dataset repeatedly to 
understand its characteristics and optimize its performance. In 
contrast, after a machine-learning model is constructed using 
the training dataset, it must be tested to evaluate the 
performance of each classifier to select the optimal classifier 
from those included. 

Table II and Table III show the training and testing results 
regarding the performance matrix evaluation. Comparing the 
results of all classifiers using part of the dataset, the final 
results show that the best accuracy is for the random forest 
classifier, although some of the classifiers, such as AdaBoost 
and decision tree, have results close to the random forest 
classifier. Additionally, the LR classifier achieves the lowest 
accuracy value in both testing and training the model 
compared to the other classifier models. In this study, 
AdaBoost was a combination of J48 and decision tree, where 
the J48 algorithm is closer to the random tree algorithm even 
in the time it requires for execution. J48 is an algorithm that 
C4 (one of the decision tree classifiers) employs to generate a 
decision tree (an extension of ID3). Also referred to as a 
statistical classifier [30], the J48 algorithm is used to classify 
various applications and produce accurate classification 
results, to produce more accurate and fairer comparison 
results. 

The random forest algorithm has the highest accuracy but 
requires significantly more time to generate a model than the 
decision tree and AdaBoost algorithms. Besides measuring 
each classifier’s accuracy, because we have an imbalanced 
dataset, another measurement could assist us in deciding 
which classifier would perform the best and enable us to have 
more accurate evaluation results. 

We also considered MCC because this indicator is viewed 
as an effective solution to overcoming the class imbalance 
issue [34]. In the evaluation, we also considered the F1 
measurement, as it is widely used in most application areas of 
ML, particularly in multiclass cases [35]. Because we had 
close results for accuracy and time for some of the classifiers, 
for additional evaluation indicators, we added MCC results to 
the previously presented tables as well as included them and 
the F1 results in selecting the best classifier for this proposed 
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model. The random forest classifier has the highest MCC and 
F1 result among all the machine-learning classifiers. 

B. Feature Importance 

Next, to understand to what degree each feature 
contributes to model prediction, which will affect its 
performance and accuracy in the model, we analyzed feature 
importance using the four-feature importance measures. The 
following Fig. 2 shows each feature’s rank and score; the 
scores represent the ―importance‖ of each feature. A higher 
score indicates that the feature will have more impact on the 
model used to predict a particular variable. 

 
Fig. 2. Top four features and their corresponding weights using information 

gain, gain ratio, Gini index, and correlation coefficient. 

The results show that the top four features are SFH, 
SSL_final_state, popup window, and requested_URL. 

C. PCA 

PCA, in this context, is the concept of reducing the number 
of variables of the dataset while retaining as much information 
as possible. Accuracy naturally suffers when a dataset’s 
variables are reduced, but the aim of dimensionality reduction 
is to sacrifice a little accuracy in return for greater simplicity 
because machine-learning algorithms can analyze data much 
quickly and easily with smaller data sets as there are fewer 
extraneous variables to process. Table IV and Table V. show 
the results of applying PCA to each classification model. 

TABLE IV. PERFORMANCE MEASURES WITH PCA (70% TRAINING 

DATASET) 

Classifier KNN SVM LR AdaBoost 
Decision 

tree 

Random 

forest 

Accuracy 95% 86% 85% 97% 95% 98% 

Recall 95% 86% 85% 97% 95% 98% 

Precision 95% 86% 85% 97% 96% 98% 

F1 

measures 
95% 86% 85% 97% 95% 98% 

MCC 93% 79% 77% 95% 93% 96% 

Time 

(seconds) 
1.27 0.42 0 0.56 0 0.19 

TABLE V. PERFORMANCE MEASURES WITH PCA (30% TESTING 

DATASET) 

Classifier KNN SVM LR AdaBoost 
Decision 

tree 

Random 

forest 

Accuracy 93% 85% 85.18% 95% 93% 96% 

Recall 93% 85% 85% 95% 94% 96% 

Precision 93% 90% 89% 95% 94% 96% 

F1 

measures 
93% 86% 86% 95% 94% 96% 

MCC 87% 79% 78% 92% 89% 93% 

Time 

(seconds) 
0.58 0.2 0.1 0.10 0.03 0.07 

According to the previous presented tables (Table IV and 
Table V), we can see the improvement in accuracy when the 
PCA was applied to the dataset because of dimensionality 
reduction where the redundant and irrelevant data have been 
removed; in other words, the data that have no significant 
effect on the classification results have been removed. 
Additionally, the improvement in the MCC results is 
noticeable. 

For further investigation, and as the final results of all six 
classifiers were similar, a 10-fold data split was constructed, 
as shown in the following Fig. 3, to understand how the 
algorithms performed. 

 

Fig. 3. Cross-validation process model. 

The classifier constructed nine identical instances of the 
dataset and then split the data in each of these instances into 
10% for training and 90% for testing. Each of these nine 
instances was trained/tested with a unique split. Finally, the 
result from each of these instances was combined into a final 
result. Because nine combinations of 10% of the data were 
used to classify the data, a reasonably realistic result could be 
obtained using this 10-fold cross-validation split. 

Using cross-validation emphasizes that, as previous Fig. 4 
and Fig. 5 shown, although all the classifier results are similar 
to each other, the random forest classifier shows the best 
performance regarding all performance measures and, in 
particular, the lowest FPR (2.2%), with incorrectly classified 
instances of 4% in the cross-validation test. 
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Fig. 4. Cross-validation. 

 

Fig. 5. Cross-validation with PCA. 

D. Proposed Model 

This study aimed to propose a model that can assist 
organizations in providing dedicated and targeted 
cybersecurity awareness sessions to their employees based on 
an analysis of their online behavior. The problem at hand was 
formulated as a multiclass problem. We differentiated between 
three classes: malicious, suspicious, and normal. Based on 
influential features and the best-performing classifier we 
identified, we propose an ML-based classification model. Fig. 
6 shows the proposed model. 

The dataset was first fed into the classifier, which was then 
used to extract features. Following that, a few preprocessing 
techniques were applied to ensure that the dataset was clean. 
After that, we applied the machine-learning classification 
models to the dataset. 

 
Fig. 6. Machine–learning-based classification model. 

The Kruskal–Wallis test was used to compare the 
performance of the various models in the study. The Kruskal–
Wallis test is a nonparametric statistical test that is computed 
based on the rank and the sum of ranks. The null hypothesis 
assumes that the performance measures of the models are 
drawn from the same distribution and that any differences are 
due to chance. 

The hypothesis of the test is given below: 

    The performances of the models are equal (i.e., there 
are no statistically significant differences in model 
performances). 

    At least one model performance is different (i.e., there 
are statistically significant differences in model 
performances). 

1) Test statistics: The test statistic of the Kruskal–Wallis, 

H measures the differences among the performance of the 

groups and is given by the following: 

  
  

 (   )
(∑

  
 

  
)   (   ) 

where    total number of observations in the model   

    the sum of the ranks of model   

   the total number of observations across all 

models. 

The Kruskal–Wallis test statistic approximates a chi-
square distribution with k-1 degrees of freedom, where k is the 
number of groups (models). 

The observations for the test are obtained from the 
classification accuracy of each of the models from 10-fold 
cross-validation. Hence, this ensures that each classifier used 
is evaluated on the same splits of the dataset via the 10-fold 
cross-validation. These observations (classification accuracies 
from the 10-fold cross-validation) are provided in the 
appendix below. The Kruskal–Wallis test is then used to 
compare whether there is a statistically significant difference 
among the performance of these models. All analyses were 
implemented using Python software. 

2) Test results: The test statistics and the associated p-

values are given below in Table VI. 

TABLE VI. TEST STATISTICS AND THE ASSOCIATED P-VALUES 

 H statistics p-value 

Training set 45.4512               

Testing set 48.9979               

PCA with Training set 49.0362               

PCA with Testing set 49.3816               

Decision Rule 

Reject H_0 if the p-value ≤ 0.05; else, fail to reject H_0. 

Because the p-value associated with any of the H statistics 
is less than 0.05, we reject   . Hence, enough evidence 
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supports the alternative hypothesis that at least one of the 
model performances is different. Therefore, there are 
statistically significant differences in model performances. 

3) Post hoc statistical test: Dunn’s Test with the Holm–

Bonferroni Correction: Given that the Kruskal–Wallis test 

showed evidence of statistically significant differences in 

model performance, the Dunn’s test with Holm–Bonferroni p-

value correction was conducted to ascertain which pairs of 

models differ significantly from each other. 

Dunn’s test is a nonparametric pairwise post hoc test used 
to compute the rank-based Z-values for pairs of the models 
and convert these values into p-values. The Holm–Bonferroni 
correction is then applied to these p-values to control for 
family-wise error rate (FWER). FWER refers to the 
probability of committing at least one type I error among the 
pairs of comparisons. All computations are conducted using 
Python. 

4) Hypothesis: The hypothesis of this test for each of the 

pairs of models is as follows: 

    There is no statistically significant difference between 
the pair of models compared. 

    There is a statistically significant difference between 
the pair of models compared. 

5) Decision rule: Reject    if the Holm–Bonferroni 

Adjusted p-value   0.05; else fail to reject    

TABLE VII. RESULT OF DUNN’S TEST WITH THE HOLM–BONFERRONI 

CORRECTION ON TRAIN PERFORMANCE 

Model 1 Model 2 HB Adj. p-value Result 

KNN SVM 1 Not significant 

KNN LR 0.263806 Not significant 

KNN AdaBoost 1 Not significant 

KNN Decision Tree 0.899874 Not significant 

KNN Random Forest 1 Not significant 

SVM LR 0.899874 Not significant 

SVM AdaBoost 1 Not significant 

SVM Decision Tree 0.263806 Not significant 

SVM Random Forest 1 Not significant 

LR AdaBoost 1 Not significant 

LR Decision Tree 0.000080 Significant 

LR Random Forest 0.935495 Not significant 

AdaBoost Decision Tree 0.002421 Significant 

AdaBoost Random Forest 1 Not significant 

Decision Tree Random Forest 0.218907 Not significant 

TABLE VIII. RESULT OF DUNN’S TEST WITH THE HOLM–BONFERRONI 

CORRECTION ON TEST PERFORMANCE 

Model 1 Model 2 HB Adj. p-value Result 

KNN SVM 1 Not significant 

KNN LR 1 Not significant 

KNN AdaBoost 1 Not significant 

KNN Decision Tree 1 Not significant 

KNN Random Forest 0.003238 Significant 

SVM LR 0.004285 Significant 

SVM AdaBoost 1 Not significant 

SVM Decision Tree 0.004285 Significant 

SVM Random Forest 1 Not significant 

LR AdaBoost 0.211045 Not significant 

LR Decision Tree 1 Not significant 

LR Random Forest 0.0000003 Significant 

AdaBoost Decision Tree 0.211045 Not significant 

AdaBoost Random Forest 0.045905 Significant 

Decision Tree Random Forest 0.0000003 Significant 

TABLE IX. RESULT OF DUNN’S TEST WITH THE HOLM–BONFERRONI 

CORRECTION ON TRAIN PCA 

Model 1 Model 2 HB Adj. p-value Result 

KNN SVM 1 Not significant 

KNN LR 1 Not significant 

KNN AdaBoost 1 Not significant 

KNN Decision Tree 0.031372 Significant 

KNN Random Forest 1 Not significant 

SVM LR 1 Not significant 

SVM AdaBoost 1 Not significant 

SVM Decision Tree 0.092881 Not significant 

SVM Random Forest 1 Not significant 

LR AdaBoost 1 Not significant 

LR Decision Tree 0.018019 Significant 

LR Random Forest 1 Not significant 

AdaBoost Decision Tree 0.001791 Significant 

AdaBoost Random Forest 1 Not significant 

Decision Tree Random Forest 0.62984 Not significant 

TABLE X. RESULT OF DUNN’S TEST WITH THE HOLM–BONFERRONI 

CORRECTION ON TEST PCA 

Model 1 Model 2 HB Adj. p-value Result 

KNN SVM 0.056299 Not significant 

KNN LR 0.692211 Not significant 

KNN AdaBoost 1 Not significant 

KNN Decision Tree 1 Not significant 

KNN Random Forest 0.007251 Significant 

SVM LR 0.0000086 Significant 

SVM AdaBoost 1 Not significant 

SVM Decision Tree 0.000714 Significant 

SVM Random Forest 1 Not significant 

LR AdaBoost 0.001994 Significant 

LR Decision Tree 1 Not significant 

LR Random Forest 0.0000003 Significant 

AdaBoost Decision Tree 0.056299 Not significant 

AdaBoost Random Forest 1 Not significant 

Decision Tree Random Forest 0.000047 Significant 
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The results above show that there exists at least one 
instance where pair of models are statistically different 
regarding performance. 

V. DISCUSSION 

Currently, user behavior is one of the most critical factors 
in organizations’ cybersecurity, and it can put the 
organization’s safety, data, assets, reputation, and individuals 
at risk. Thus, providing cybersecurity training for users or 
employees plays a vital role in improving their attitude and 
behavior when online, particularly when the training is 
directed and targeted based on user needs and deficiencies. 

Due to the large number of attributes and high volume of 
online data, we employed machine-learning techniques in the 
context of providing cybersecurity awareness by analyzing 
online user behavior. In this context, the main objective was 
the enhancement of people’s cybersecurity awareness through 
the provision of targeted cybersecurity awareness programs 
that would lead to a decrease in cybersecurity issues and 
intrusions inside an organization. 

Although user behavior analysis and the use of machine-
learning techniques for analyzing user behavior are not new, 
the novelty of this paper lies in the fact that it is among the 
first few research that analyses human online behavior and 
applies ML to target employees with suitable awareness 
materials, the primary objective of this study differed from 
those of previous models and other studies. The concept of 
user behavioral analysis has been included previously in a 
number of fields and domains, such as marketing applications, 
to adopt new and efficient marketing strategies that are based 
on user data (i.e., utilizing recorded information of the past 
activities of potential clients in data-based behavioral 
marketing) [36]. It has also been included in recommendation 
systems by predicting user interests from a user’s last 
browsing and searching activities, for example, by 
recommending specific articles for readers or an item of 
clothing during shopping [34]. 

Moreover, ML is used to classify users, such as on social 
media. It can be applied to building a practical system for 
detecting fake identities by using server-side clickstream 
models to group users with similar clickstreams into clusters 
or analyze user browsing behavior on specific websites [35], 
including e-commerce, education, and healthcare. The aim is 
the personalization or targeting of users with advertisements 
based on their browsing behavior. Thus, the application of 
machine-learning techniques helps classify users with a high 
degree of accuracy. In the security domain, its value has been 
proven in the fight against fraud and other applications [37]. 
Moreover, ML is used in the detection of phishing emails 
using algorithms. This can automate the detection of phishing 
emails using a variety of techniques, including deep-learning 
detectors that automate the process [38], where deep-learning 
algorithms have produced impressive results with unstructured 
data such as email data [39]. 

This proposed model can aid organizations in maintaining 
the security of their assets and data, as we include the human 
factor by enhancing the awareness levels of their employees 
regarding cybersecurity threats by providing appropriate 

training and awareness based on the analysis of their online 
behavior that may help the organization in classifying users 
based on the analysis results. 

Ryu et al. [18] and many others demonstrated the 
importance of personal security factors in this area. They 
showed the significance of raising awareness of the 
importance of security in industries. As a result, regardless of 
the type of security system in place, considering the 
importance of employees’ online awareness and behaviors is 
critical. 

Many other researchers [34–36] have shown that a strong 
awareness-raising program is required to ensure that 
employees understand their respective IT security duties and 
roles to protect the IT resources delegated to them. However, 
these studies achieved low accuracy in measuring users’ 
online awareness; for example, questionnaires or surveys were 
published to a general audience, and the analysis was 
performed based on their answers [33]. This approach fails to 
analyze employees’ actual online behavior that reflects their 
cybersecurity knowledge. As a result, the awareness content 
that is subsequently provided is not suitable for each 
individual. 

In this study, we applied several machine-learning 
classifications to the same dataset with the same percentage 
split: 70% for training the model and 30% for testing the 
model. Thereafter, we compared the final results of the 
performance measures among all classifiers to determine the 
best one. The results demonstrated that the random forest 
classifier was the best option to choose with the best results, 
and it could be applied for analyzing user behavior inside the 
organization. Random forest achieved the highest accuracy 
rate in both training and testing sets of the whole dataset with 
different methods of testing and different measures that have 
been used, which are the accuracy, MCC, and F1 measures. 

For the AdaBoost, decision tree, and random forest 
classifiers, the accuracy rates were similar. Therefore, we 
included the MCC and F1 measurements to ensure a more 
accurate comparison, rather than just taking into consideration 
the FPR and which classifier had the lowest FPR. PCA was 
also applied to the concept of reducing the dimensionality of 
the dataset used in the model, and cross-validation was used to 
validate each classifier. 

Theoretically, when considering the computational costs of 
the random forest classifier, the complexity of the test time of 
a random forest of size T, which is the number of trees to 
build, and the maximum depth D is O (T.D), which is 0 by 
default and is the unlimited depth of the tree. Another 
important disadvantage is the memory space required for 
random forest classification, which is calculated by O(2

D
) 

[33]. This experiment showed that the running time to build 
the model is 0.23 s, on average, and the time required to test 
the model on 5,683 instances of training data is 0.11 s. 
Additionally, the time required to build the model is 0.19 s, 
and the time required to test the model on the supplied test set 
is 0.09 s for 2,435 instances. 

Random forest showed its effectiveness in the 
classification process, as it did in many previous works, such 
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as in Android malware classification [40], where it performed 
very well with an accuracy of over 99%. In general, the 
samples were correctly classified, and the highest number of 
misclassified cases resulted from samples from the malicious 
class being mistakenly assigned to the benign class. 

Moreover, Farnaaz and Jaber [41] used random forest 
classification to detect intrusions on a system, where the 
random forest classifier was used to classify four types of 
attacks. According to empirical findings, the proposed model 
was effective, with a low false alarm rate and a high detection 
rate. 

Thus, the experimental results conclude that users can be 
successfully classified based on their online behavior to target 
them with the correct awareness materials using a machine-
learning-based model. 

VI. CONCLUSION 

The causes of and methods for preventing security issues 
and risks to any organization are continually changing as a 
direct result of the ongoing evolution of cybersecurity threats. 
In addition, individuals’ knowledge levels, technical skills, 
and levels of awareness regarding cybersecurity vary, which is 
one of the reasons for the difficulty in controlling their online 
behavior and the associated risks. Because of this, the 
measurement and analysis of online behavior are now 
absolutely necessary for any organization that wants to protect 
its assets from both internal and external breaches of security. 
A substantial number of earlier studies have established a 
clear connection between online users’ actions and various 
problems and dangers related to cybersecurity. Regardless of 
the security technology in place, the most reliable indicator of 
potential vulnerabilities in an organization or network is users’ 
actions when they are online. Providing directed and dedicated 
awareness sessions and training regarding cybersecurity is 
essential in any organization, and this must be managed 
appropriately. 

In this study, we proposed a machine-learning-based 
model that can assist organizations in providing targeted 
awareness sessions to their employees based on an analysis of 
the employees’ behaviors. The model will classify the users 
into three classes: malicious, suspicious, and normal behavior. 
This classification will ultimately increase awareness of 
particular behaviors. It may enable organizations to target 
each employee segment with appropriate sessions and 
training, increasing the effectiveness of resources. 

To achieve this objective, a machine-learning model can 
be applied to identify patterns in users’ web activities and, as a 
result, classify users according to their activities in virtual 
spaces. The primary goal of the proposed model is to help 
organizations target users with sessions of security awareness 
that are specific and tailored to their needs. Raising awareness 
can be automated based on specific behaviors, which may 
result in an effective process that saves organizations time and 
money. Six well-known machine-learning algorithms, namely 
KNN, LR, SVM, AdaBoost, decision tree, and random forest 
classifiers, were trained and tested independently on a user 
behavior records dataset by splitting the dataset into a 70% 
training dataset and a 30% testing dataset. The random forest 

classifier showed superior performance among all the 
classifiers regarding the accuracy, F-measure, and the MCC 
measure. While applying PCA, the model also demonstrates a 
high accuracy rate, low FPR, high recall, and precision, as 
well as high F-measures. 

Furthermore, as this model is based on machine learning, 
Machine learning methods at some point also have limitations, 
as when applied to security that can result in amplified 
nuances. They can give false positives and false negatives, 
causing them to miss detection, or insiders can corrupt the 
dataset, which will lead to wrong outcomes or corruption of 
the model itself. Furthermore, hackers are also learning 
machine learning and applying them to their hacking 
procedures and fishing for loopholes to exploit.  

This model has the potential to undergo further 
development by automatically learning user classes to set up 
appropriate awareness sessions and training without human 
intervention. In subsequent research, an improved feature 
analysis might be included with the goal of making the model 
more precise. Another potential development would be the 
incorporation of additional user behavior categories. In 
addition, a monitoring strategy can be used to observe user 
behavior. Management can be notified if there is no change in 
the manner in which users conduct themselves while online. In 
the future, we plan to increase the number of classes for 
classifying users and the amount of automated content to be 
sent to each class to enhance the model’s value to 
organizations. 
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Abstract—Collateral circulation is an arterial anastomotic 

channel that supply nutrient perfusion to areas of the brain. It 

happens when there is an existence of disruption of regular 

sources of flow due to an ischemic stroke. The most recent 

method, Cone Beam Computed Tomography (CBCT) 

neuroimaging is able to provide specific details regarding the 

extent and adequacy of collaterals. The current approaches for 

collateral circulation classification are based on manual 

observation and lead to inter and intra-rater inconsistency. This 

paper presented a 2-class automatic classification that is recently 

growing very fast in artificial intelligence disciplines. The two 

classes will differentiate between good and poor collateral 

circulation. A pre-trained convolutional neural network (CNN), 

namely ResNet18, has been used to learn features and train using 

4368 CBCT images. Initially, the dataset is prepared, labeled and 

augmented. Then the images were transferred to be trained using 

the ResNet18 method with certain specifications. The algorithm 

performance was then evaluated using metrics in terms of 

accuracy, sensitivity, specificity, F1 score and precision on the 

CBCT images to classify collateral circulation accurately. The 

findings can automate collateral circulation classification to ease 

the limitations of standard clinical practice. It is a convincing 

method that supports neuroradiologists in assessing clinical scans 

and helps neuroradiologists in clinical decisions about stroke 

treatment. 

Keywords—Collateral circulation; CBCT; ResNet; 

convolutional neural network; classification 

I. INTRODUCTION 

Stroke disease is one of the causes that lead to short or 
long-term disability in developed countries. Stroke disease is 
also one of the top causes of mortality in the world [1]. 
Worldwide, over 5.5 million annual mortality rate has been 
reported, while 50% became disabled as a result of their 
strokes [2]. Women had poorer post-stroke outcomes and were 
more likely to experience a stroke in their lifetime [3]. In 2019, 
the low-income group had a higher age-standardized stroke-
related death rate than the high-income group [4]. Most strokes 
are often caused by the obstruction of pathways by both the 
brain and heart. The impact of stroke can be minimized by 
early detection of warning signs [5],[6]. Stroke disease is 
divided into two categories or groups: hemorrhagic stroke and 
ischemic stroke [6]. Most ischemic strokes will occur due to an 
unpredicted obstruction in the blood flow to several areas of 

the brain. Lack of oxygen and nutrients for the cells in those 
areas of the brain will cause the cells death [5] and lead to 
other serious problems such as blood vessel ruptures, also 
known as a hemorrhagic stroke when the brain tissue is 
bleeding [7]. Although thrombectomy carries inherent risks, it 
should only be performed in stroke disease patients with 
certain signs, which are a large penumbra and small infarct, 
along with collateral circulation [1,2]. 

In the case of acute brain ischemia, cerebral collateral 
circulation plays a vital role in compensatory mechanisms [8]. 
As a result of a failure of the primary arteries, the cerebral 
collateral circulatory system acts as a secondary network of 
vessels pathway that maintains cerebral blood flow [9]. Good 
collateral circulation and a lower likelihood of hemorrhagic 
transformation should improve endovascular treatment for 
acute ischemic stroke [10]. Extending the therapeutic time 
window after ischemia and boosting collateral blood flow 
perfusion are essential components of treating ischemic stroke 
[6]. It has been shown that good collateral circulation makes a 
significant difference in the functional outcome [11] and 
recurrence risk of stroke patients suffering from different 
causes and receiving medical or endovascular treatment. 
Several features have been investigated to diagnose the 
conditions of collateral circulation and compare findings with 
stroke disease patients. Assessment of ischemic stroke of 
collateral circulation is actively investigated. As collateral 
circulation is critical in the assessment of penumbra presence 
and volume, which are critical factors in the severity and time 
course of ischemic strokes, the status of collateral circulation is 
critical [11], [12]. Fig. 1 shows the collateral circulation view 
in the human brain. However, rather than measuring the actual 
anatomical connections, these approaches assess the general 
condition of collaterals. 

Imaging modality technique using Magnetic Resonance 
Imaging (MRI), Computerized Tomography (CT) [13], X-ray, 
CBCT, etc., provides precise details regarding the flow of 
blood to the various parts of the brain [14]. Then, when the 
imaging surveys have been completed, a comprehensive 
neurological examination must be undertaken [15]. These 
characteristics determine whether the underlying brain 
parenchyma survives in comparison to an arterial lesion. Cone 
Beam Computed Tomography (CBCT) is one of the most 
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popular techniques for assessing many diseases, especially the 
collateral circulation in the brain [16]. CBCT is considered an 
advanced imaging technology that provides accurate and three-
dimensional (3D) images for assessing hard tissue, soft tissue, 
and bone [17],[18]. As a result of its advantages over 
conventional CT, CBCT is increasingly used in acute strokes 
and neurovascular image-guided procedures [19], including 
strokes and nerve damage. Fig. 2 shows an example of CBCT 
images. 

 

Fig. 1. Collateral circulation in the human brain. 

 

Fig. 2. CBCT image. 

In recent years, machine learning specifically deep learning 
has become increasingly popular. Deep learning is a type of 
learning technique that employs multi-layered neural networks 
[15]. It has shown promising results in retrieving useful 
information from medical images and signals [20]. This 
research demonstrated an analysis framework to classify 
collateral circulation accurately for ischemic stroke patients 
into two classes: good and poor. The proposed method has 
been chosen to capture complex, non-homogeneous structures 
and tiny-size images. The aim is to discover the utilization of 
deep learning techniques to automate the classification of 
collateral circulation on CBCT images. 

II. RELATED WORK 

A. Collateral Circulation Scoring 

Collateral circulation is an alternative network vessels that 
carries blood to the same destination tissue [21]. It serves as an 
auxiliary vascular system and plays a crucial role in preventing 
cerebral ischemia when the primary vascular pathways are 
partially obstructed [22]. Table I presents the state-of-the-art 
evidence suggesting that the combination of neuroradiology 
expertise and artificial intelligence holds promise in facilitating 
timely and accurate disease diagnosis. 

TABLE I.  COLLATERAL CIRCULATION GRADING SYSTEMS 

Author Modality Grading System 

Kucinski et 

al. [23] 

Cerebral 

angiography 

1 (good): ≥3 MCA branches (retrograde 
filling) 

2 (poor): <3 MCA branches 

Higashida 

et al, [24] 

Cerebral 

angiography 

0: no collateral vessels filled 

1: slow collateral filling to periphery 
2: rapid collateral filling to periphery 

3: collaterals with slow but complete flow 

in 
ischaemic bed 

4: rapid and complete flow in entire 

ischaemic 
territory 

Maas et 

al, [25] 

CT 

angiography 

1: absent 

2: less than contralateral side 

3: equal to contralateral side 
4: greater than contralateral side 

5: exuberant 

Silvestrini 
et al. [26] 

Transcranial 
doppler 

Collateral supply inferred by direction of 
flow in ophthalmic artery, anterior cerebral 

artery, and posterior cerebral artery 

1: Good: ≥2 vessels insonated 
2: Poor: ≤1 vessel insonated 

Miteff 

et al. [27] 

CT 

angiography 

1 (good): entire MCA distal to occlusion 
reconstituted with contrast 

2 (moderate): some branches of MCA 

reconstituted in Sylvian fissure 
3 (poor): distal superficial branches 

reconstituted 

Tan et al. 

[28] 

CT 

angiography 

0: absent 
1: <50% collateral MCA filling 

2: >51–99% 

3: 100% 

Lee et al. 
[29] 

MRI, 

magnetic 
resonance 

angiography 

Distal hyperintense vessels on FLAIR MRI 

1: absent 
2: subtle 

3: prominent 

Marta. [30] 
CT 
angiography 

1: Good (100% collateral supply of the 
occluded 

MCA territory);  

2: Intermediate (collateral supply filling 
>50% but <100% of the occluded MCA 

territory) or  

3: Poor (collateral supply filling ≤50% but 
>0% of the occluded MCA territory) 

Jiahang Su 

[31] 

CT 

angiography 

0: absent collaterals (0% filling in occluded 
territory) 

1: poor collaterals (>0% and 50% filling in 

occluded 
territory) 

2: moderate collaterals (>50% and <100% 

in occluded 
territory) 

3: good collaterals (100% filling in 

occluded territory) 

 

Proposed 

method 

 
CBCT 

1: good collaterals (collateral supply 
>50% and <100%) 

2: poor collaterals (collateral supply 
>0% and 50%) 
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Su et al. and Tan et al. proposed a four-grade scoring 
system to prove a correlation between the outcome and effect 
of Endovascular Thrombectomy (EVT). Silvestrini et al. 
studied 66 patients having cervical arterial dissection. The 
researchers showcased the potential of Transcranial Doppler 
(TCD), a non-invasive technique, in assessing the long-term 
prognosis of patients in such cases. TCD was employed within 
24 hours of a stroke associated with carotid dissection to 
evaluate the collateral status. 

Maas et al. and Higashida et al. rated using a five-point 
scale for collateral circulation viewed during CT angiography. 
In the study conducted by Maas et al., a reference group of 235 
patients without occlusions was included, along with 134 
patients with acute stroke and MCA occlusion. The study 
aimed to assess the severity of ischemic stroke, prehospital 
clinical fluctuations, and clinical deterioration in the days 
following hospital admission. Additionally, the impact of 
collaterals was also evaluated in the study. After 1 hour of the 
onset of symptoms, poor collaterals were visible in 38% of 
patients; this number fell to 12% in patients whose images 
were taken 12 to 24 hours later. Patients with inadequate 
collaterals did not experience any variations in prehospital 
symptoms. Those with insufficient collaterals, as opposed to 
those with normal or voluminous collaterals, had a four times 
higher likelihood of experiencing symptom deterioration while 
hospitalized. 

Miteff et al. and Kersten-Oertel et al. used three grading 
systems. Kersten-Oertel et al. developed a technique for 
variations of mean intensities between the left and right 
hemispheres. The computed score and the neuroradiologist's 
assessment correlated well (r

2
 = 0.71), but the approach itself 

had difficulty for individual variations, such as those resulting 
from calcification and normal vasculature asymmetry between 
hemispheres. Miteff et al. employed a grading system 
consisting of three levels to assess the collateral circulation. A 
grade of three was assigned when the vessels were observed to 
be reconstituted beyond the occlusion site. A grade of 2 
indicated the presence of visible vessels at the Sylvian fissure. 
A grade of one denoted the situation where contrast 
opacification was only observed in the distal superficial 
branches. In their study, 55% of the patients had good 
collaterals, 26% had moderate collaterals, and 18% had poor 
collaterals. 

B. Deep Learning in Ischemic Stroke Analysis 

There are several works already published to automate 
diagnosis decisions in ischemic stroke classification.  Raj et al. 
introduced a novel approach that combined ResNet50 and ViT 
in their study. The combined model achieved an accuracy of 
87%. When evaluating the detection of hemorrhage, infarct, 
and normal cases, the true positive rates were 0.77, 0.76, and 
0.91, respectively. The study involved a total of 233 patients, 
out of which 70 had infarcts, 67 had hemorrhages, and 96 were 
classified as normal. It is worth noting that the number of slices 
depicting hemorrhage and infarct was relatively low, as these 
conditions typically occur in specific brain areas that are 
visible in only a limited number of CT scan slices. In their 

study, Wei et al. introduced a novel classification approach 
called Semantic Segmentation Guided Detector Network 
(SGD-Net). The technique combines DenseUNet121, 
ResUNet50, and VGGUNet16 models for the classification of 
DWI images in 216 acute ischemic stroke patients. The DWI 
images had a scale of 384 × 384 pixels per transverse slice, 
with each patient having 20 to 28 serial transverse slices. 

Gautam and Raman conducted a comparison of their 
technique with other CNN models, including AlexNet, 
ResNet50, P_CNN_WP, and P_CNN. The authors introduced a 
framework specifically designed for the classification of brain 
CT images into hemorrhagic, ischemic, and normal categories 
using 2D CT scan slice images. Rajendran et al. conducted 
three experiments to classify CT slices of ischemic stroke 
patients. The third approach using an ensemble model 
(ResNet50, VGG16, and InceptionV3) achieved an accuracy of 
81.98%. Ozaltine et al. used OzNet method combined with 
other method such as minimum Redundancy Maximum 
Relevance (mRMR) method and Decision Tree (DT), k-
Nearest Neighbors (kNN), Linear Discriminant Analysis 
(LDA), Naïve Bayes (NB), and Support Vector Machines 
(SVM) to achieve high classification performance. As a result, 
the new method OzNet-mRMR-NB is able to classify strokes 
with an accuracy of 98.42%. Eshmawi et al. developed a binary 
classification using new CAD-BSDC model for MRI images. 
The simulation results showed that the proposed CAD-BSDC 
technique was more effective than the most recent state-of-the-
art approaches in terms of a variety of performance measures. 

Recently, study by Sercan et al. examined the deep learning 
method for stroke classification. The U-Net, a method 
proposed in this study, utilizes encoder-decoder architecture. 
This architecture, which is based on deep learning, is highly 
effective in addressing various challenges in artificial 
intelligence applications. The results of the study indicate 
exceptional performance of the proposed model, with accuracy 
rates of 98.9% for stroke classification and 98.5% for ischemia 
and hemorrhage classification. Govindarajan et al. gathered 
data on 507 patients as part of a study by classifying stroke 
disorders using a text mining combination and a machine 
learning classifier. They employed ANN to train multiple 
machine learning techniques for their analysis, and the SGD 
method provided them with the best value, which was 95%. 

In this study, a deep transfer residual convolution neural 
network structure named ResNet18 is proposed to classify 
collateral circulation using CBCT images. This method was 
selected due to ease in residual mapping and shortcut 
connections lead to better results compared to very deep plain 
networks [32]. In addition, using the ResNet method, the 
training process is easier and the performance is sustained even 
though the architecture is getting deeper [32]–[34]. Thus, this 
proposed method is able to help neuroradiologists to speed up 
the treatment decision 

III. METHODOLOGY 

The classification proposed method can be described using 
the flowchart in Fig. 3. 
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Fig. 3. Research flow for proposed method. 

C. Materials 

For this study, we included 30 patients who had suffered an 
ischemic stroke. For all subjects, CBCT imaging was acquired 
on a Philips VasoCT scanner. The VasoCT upgrades are 
supported on the Philips Allura Xper systems provided with 
XperCT. The VasoCT acquisitions are performed with a 
motorized rotational C-arm movement and result in an 
isotropic stack of VasoCT images that can be visualized in any 
random position without image quality loss. All samples have 
medical records which have been confirmed by 
neuroradiologists. Images were encoded in DICOM (Digital 
Imaging and Communications in Medicine) format. The 
research mainly focuses on the process of classification by 
using CNN techniques using Python as the computational tool. 
This research does not include clinical representation, patient 
history, historical findings, or present solutions for the lesion. 

Based on the collected data, automatic classification is 
implemented using ResNet18 models. The research mainly 
focuses on the process of classification by using ResNet18 
models using Python as the computational tool. The deep 
learning framework is PyTorch. The Jupyter Notebook 
compiler that belongs to the Anaconda package was used in 
addition to some other basic Python libraries such as Numpy, 
Pillow, Augmantor, and OpenCV. 

D. Deep Learning Model using ResNet18 

ResNet networks have been developed based on the 
concept of residual learning [35][36][37]. This technique is one 
of the popular techniques in the deep learning model developed 

by He et al. in 2016 [32]. Residual learning is the learning 
process that involves a residual connection [33]. Residual 
connections are the connections that link the output of previous 
layers to the output of new layers [38]. A residual neural 
network (ResNet) is a supervised learning algorithm that is 
based on prismatic cell constructions in the cerebral cortex. 
Individual things or bypasses are utilized by ResNet18 to hop 
past certain levels. The most common residue neural network 
models include double or triple-layer delays [39] with 
nonlinearities (ReLU) and average pooling in between. To train 
the bypass values, an extra weight vector can be utilized; those 
models can be categorized as HighwayNets. DenseNets are 
networks that have multiple simultaneous bypasses. A non-
residual network can be defined as a straightforward system in 
the setting of Convolution Neural Network models [34],[40], 
[41]. 

There are two major reasons to use hidden layers: to 
prevent diminishing slopes and to alleviate the Depreciation 
(precision overload) phenomenon, which occurs when adding 
additional layers to relatively deep network results in increased 
generalization error. The weights adjust throughout learning to 
muffle the previous layer and magnify the recently bypassed 
element. Only the values for the neighboring element's link are 
changed inside the basic instance[42], with no specific values 
for the downstream layers. While a unique nonlinear layer is 
passed over, or when the middle layers are all normal, this 
approach has good performance. 

The functionality of ResNet18 for collateral circulation 
classification has been investigated in this research. The model 
depth is represented by the number "18." From the first to the 
deep network, the system complexity is defined as the highest 
number of successive convolution operations and fully linked 
layers on a path. The ResNet18 models that were used are 
given along with their specifications. ResNet18 algorithms are 
suitable for two-dimensional and three-dimensional methods, 
with the dimensions of filtration systems and source images 
(which might be two-dimension or three-dimension) differing. 
To suit CBCT scans, the updated 3D ResNet18 utilizes lesser 
data and has stride '1' in the first convolution operation. 

ResNet18 has a good performance to another model of 
ResNets, but because it is deep, it may reduce characteristics. 
As a result, we employ the ResNet18 pre-trained model as a 
feature representation (encoder) for our network structure. 
ResNet18 has 16 convolutional layers and several fully 
connected layers (Fc). The input image of ResNet is 224224, 
the pooling operation is 77 pixels, and the remaining layers are 
33 pixels. After average pooling, the fully connected 
convolution layer extracted features, and the network yields a 
wavelet coefficient, which is then processed with Softmax to 
get the categorization rate. There is the same amount of layers 
in the convolution layer that produces the same size extracted 
features. ResNet18 will produce a wavelet coefficient with 
several values, which are used to signal that the input picture 
corresponds to a specific category, and the outcome will be the 
class with the greatest chance. Because the fully connected FC 
keyframe input connections must be limited [43], ResNet18's 
raw image must be adjusted in size. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

183 | P a g e  

www.ijacsa.thesai.org 

Based on this concept of residual connection as shown in 
Fig. 4, researchers could develop more than one architecture 
such as ResNet18, ResNet34, ResNet50, ResNet100, and 
Inception-ResNet, all of which have shown very high accuracy 
in comparison to those networks that do not have residual 
connections. To imagine what ResNet18 looks like, imagine 18 
weighted layers all interconnected with residual connections. It 
starts with a convolutional layer that has 64 filters, a kernel size 
of 7x7, and a stride of two then it goes through a pooling layer 
that has two strides, and so on till the information reaches the 
fully connected layer. The dotted shortcuts indicate an increase 
in dimensions to be able to concatenate with the next layer 
[44]. 

 

Fig. 4. Original ResNet18 architecture. 

E. Performance Evaluation 

The performance evaluation of the ResNet18 model 
included measures such as accuracy, sensitivity, specificity, 
precision, and F1 score. These are the numerical measurements 
of the model's performance, where accuracy is defined as the 
proportion of accurately detected samples to the total number 
of samples. Specificity and sensitivity are measurements of 
correctly identifying two different classes, which are, by 
definition, negative and positive. 
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IV. RESULTS AND DISCUSSION 

Different collateral circulation classification was performed 
on the above-mentioned dataset using the ResNet18 model. We 
divide the training data and validation data by 80:20, which 
means 80% training data and 20% validation data. In this 
ResNet18 classification technique, based on the seven epochs, 
the result has achieved the best accuracy of 0.6590, as shown 
in Table II. 

TABLE II.  ACCURACY FOR RESNET18 METHOD 

Epoch Testing 

1 0.659 

2 0.548 

3 0.613 

4 0.557 

5 0.601 

6 0.578 

7 0.534 

To the best of my knowledge, no previous research of a 
similar nature has been conducted due to the limitations 
inherent in this study. While there is existing research focused 
on classifying CTA and MRI images [45]–[47], the 
investigation into collateral circulation based on CBCT images 
using deep learning techniques is relatively novel and scarce. 
This study contributes to bridging this gap in the literature by 
exploring the potential of CBCT images and deep learning 
algorithms for collateral circulation classification. 

In this research, the performance of a model is 
also evaluated by using the training and testing loss measures 
respectively, during the training and testing phases of the 
process. The model is trained on a set of input data while in the 
training phase, and the training loss is calculated after each 
iteration of the training process. The training loss measures 
how well the model can forecast the output based on the 
information provided in the input. During the training phase, 
the goal is to achieve the best possible results with the least 
amount of loss. This is often accomplished by modifying the 
model‟s weights and biases by applying an optimization 
procedure such as stochastic gradient descent. 

Fig. 5 presents the training and testing loss graph, which 
provides valuable insights into the performance of the model. 
The graph indicates that the loss during the training phase 
remains relatively low, indicating that the model is learning 
effectively from the training data. However, a notable 
observation is that the loss during the testing phase is 
significantly higher than the training loss, suggesting the 
presence of overfitting. Overfitting occurs when a model 
becomes too specialized to the training data and struggles to 
generalize well to unseen data. To address this issue, several 
modifications can be implemented. One effective approach is 
to introduce regularization techniques. Another strategy to 
combat overfitting is to increase the size of the dataset. By 
obtaining more diverse and representative data, the model can 
learn from a wider range of examples and become more 
resilient to overfitting. 

 

Fig. 5. Training and testing loss comparison graph. 

The performance evaluation metrics can be calculated 
using Eq. (1) and (5). It is calculated that the accuracy is 0.660, 
sensitivity is 0.776, specificity is 0.526, precision is 0.650 and 
F1 score is 0.698. The sensitivity rate of the experiments shows 
that the CBCT scan was detected as positive for collateral 
circulation. The high sensitivity of the suggested model can 
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offer neuroradiologists a „second opinion‟. The dataset is 
assessed using the confusion matrix obtained from the 
experiment as shown in Fig 6. The confusion matrix provides 
in-depth explanations of the model's test outcomes. The 
confusion matrix provides a thorough examination of the 
correct and wrong classifications for this model class. 
Additionally, the confusion matrices demonstrate that some 
samples are incorrectly classified; indicating that the model is 
confused and unable to determine which class is the correct 
class for the incorrectly classified sample. This research can aid 
in providing a quick and precise diagnosis when compared to 
experimental tests, which require more time and have a higher 
likelihood of producing false negative results. 

 

Fig. 6. Confusion matrix for testing data. 

V. CONCLUSION 

In conclusion, a novel fully automatic approach to 
classifying the different stages of collateral circulation from 
CBCT images using the ResNet18 model of CNN is proposed. 
The data augmentation technique was used to increase the total 
number of 4368 CBCT images for training and testing for 
seven training epochs. Two stages of collateral circulation, 
good and poor were classified. The best result of 65.9 % 
accuracy was obtained. With this technique, it will be easier to 
detect collateral circulation classes fast and its treatment 
procedure will be more comprehensive. Despite the 
achievements reported in this paper, several improvements 
remain possible. Future research in the domain shall address 
these issues, possibly with a higher number of data to get a 
better training effect and further tuning of the transfer learning 
model. 
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Abstract—This research article proposes an algorithm for 

improving the ITS-G5 protocol, which addresses the issue of 

response time. The algorithm includes the integration of Dijkstra's 

algorithm to prioritize shorter paths for message transmission, 

resulting in reduced delays. The initial algorithm for the ITS-G5 

protocol is presented, followed by the modified algorithm that 

incorporates Dijkstra's algorithm. The modified algorithm 

utilizes a node-based approach and implements Dijkstra's 

algorithm to find the shortest path between two nodes. The 

algorithm is evaluated in a scenario involving 20 vehicles, where 

each vehicle has its own message. The results show improved 

communication efficiency and reduced response time compared 

to the original ITS-G5 protocol. 
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I. INTRODUCTION 

Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure 
(V2I) communications, also known as vehicle-to-everything 
(V2X), involve wireless technology with the aim of facilitating 
data exchanges between an automobile and its environment. In 
recent times, two primary standards for vehicular 
communication have emerged, utilizing the specially allocated 
5.9GHz unlicensed frequency band. On one hand, there is the 
Dedicated Short-Range Communications (DSRC) protocol, 
developed in the United States [1]. On the other hand, there is 
the Intelligent Transportation System (ITS-G5) protocol, 
created by the European Telecommunications Standards 
Institute (ETSI).  

These standards are built upon the IEEE 802.11p access 
layer, which was specifically designed for communication 
within vehicular networks, [2]. Additionally, the connectivity 
layer specified in the European "Delegated Act" is built upon 
the IEEE 802.11p standard for vehicular networks [3]. The 
objective of intelligent transportation systems (ITS) is to 
enhance traffic security, effectiveness, and the convenience of 
automobile occupants by utilizing different detectors, gadgets, 
physical structures, and communication technologies. 

Collaborative-ITS systems facilitate direct links between 
automobiles V2V communication or between automobiles and 
infrastructure (V2I or I2V communications). These links are 
supported by onboard units, services, and specialized devices 
that employ specific interfaces between automobiles, 
susceptible road users (VRUs), and roadside units (RSUs) [4]. 
To summarize, the Intelligent Transportation System (ITS) 
serves as a catalyst for enhanced road safety and the 
advancement of autonomous vehicle technologies. 

Additionally, it aims to improve traffic efficiency by 
promoting smoother and more efficient flow of vehicles. The 
scope of ITS encompasses various applications, including driver 
convenience, public transportation, and commercial 
transportation of goods. 

 Within this framework [5], the concept of vehicle-to-
everything (V2X) communication refers to real-time 
communication within the transportation domain. 

This communication paradigm facilitates seamless 
interactions and data exchange between vehicles, infrastructure, 
pedestrians, and other entities, enabling the realization of 
innovative and interconnected transportation solutions. 

ITS-G5 quickly established itself as a catalyst, spurring the 
rapid development of state-of-the-art applications in the field of 
traffic efficiency and safety [6]. Its implementation as a reliable 
communication framework for vehicle-to-vehicle (V2V) and 
vehicle-to-infrastructure (V2I) interactions paved the way for 
significant advancements and breakthroughs in this domain. 
ITS-G5 is an access technology developed by ETSI specifically 
designed to enable communication between vehicles, 
infrastructure, and various ITS services. 

This communication is facilitated through the encapsulation 
of safety and non-safety applications into Cooperative 
Awareness Message (CAM) [7] and Decentralized 
Environmental Notifications Message (DENM). 

These messages are then encapsulated into Geo-networking 
messages and transmitted using the Basic Transport Protocol 
(BTP) at the access layer, while being regulated by the 
Decentralized Congestion Control (DCC) mechanism. 

Like several protocols, the ITS-G5 protocol algorithm has 
drawbacks such as interoperability, spectrum availability, and 
deployment challenges. However, one of the major concerns is 
the response time, which significantly affects the efficiency of 
communication between vehicles. 

 That is why the main objective of this paper is to propose 
an improved algorithm for the ITS-G5 protocol, aiming to 
reduce and optimize the response time by incorporating the 
Dijkstra algorithm, by utilizing the Dijkstra algorithm, the ITS-
G5 protocol can give priority to the most optimal routes for 
message transmission, thereby reducing time lags and 
enhancing the overall effectiveness of communication. This 
empowers vehicles to make quicker and well-informed 
judgments grounded on real-time information, amplifying their 
capacity to promptly react to significant occurrences or 
potential dangers on the road. 
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II. RELATED WORK 

Multiple investigations, primarily through simulation-based 
studies, have been carried out to examine the performance of 
ITS-G5 protocols. However, the performance of the ITS-G5 
protocol falls short, particularly in the context of platooning. A 
comparison of results with and without data traffic from regular 
vehicles reveals that greater reliability is achieved when there is 
no additional data traffic from regular vehicles [8], and when 
the Cooperative Control Channel (CCH) is exclusively 
dedicated to interpolation communication. This noteworthy 
enhancement in performance can be attributed to a significant 
reduction in packet collisions. 

BRISA, a prominent Portuguese highway and mobility 
services provider, engaged in a collaborative effort with the 
Institute of Telecommunications (IT) [9] to address the 
complex challenges inherent in intelligent vehicular networks 
(IVNs) these challenges posed by latency and throughput. 

The primary focus of their joint endeavor was to tackle the 
issues of latency and throughput, particularly within the 
context of the emerging IEEE 802.11p standard. These 
challenges arise due to the dynamic nature of vehicular 
networks, where variable vehicle speeds disrupt connectivity 
and necessitate frequent recalculations for effective node 
coordination. In response, BRISA and IT embarked on a series 
of research initiatives designed to enhance communication 
performance within the demanding conditions of IVNs. Their 
collaborative efforts encompassed the development of novel 
technologies, the establishment of real-world experimentation 
platforms, rigorous testing and validation processes, and the 
formulation of advanced communication protocols. Through 
these concerted efforts, the goal was to optimize latency, 
throughput, and communication reliability, thereby 
contributing to the advancement of safer, more efficient 
intelligent transportation systems. 

Scientific research has provided evidence that the response 
time of the ITS-G5 protocol is indeed a significant drawback. 
Numerous studies have consistently shown that the protocol's 
prolonged response time can result in communication delays 
between vehicles and infrastructure, which in turn can have 
adverse effects on the overall performance of the system. These 
research findings highlight the critical need for enhancing the 
response time of the ITS-G5 protocol to ensure optimal 
communication efficiency, particularly in applications related to 
autonomous driving and road safety. 

According to Mayssa Dardouret al. [10] an arrangement 
has been proposed to accomplish swift response durations and 
concentrates on the distribution of Cooperative Awareness 
Messages (CAM) and Decentralized Environmental 
Notification Messages (DENM) for the enhancement of road 
user safety. With the intention of averting mishaps, an 
algorithm for CAM and DENM distribution has been 
formulated, ensuring prompt notifications in the event of 
abrupt vehicle obstruction emergencies. Furthermore, a 
comprehensive and optimized railway braking plan is 
introduced to further diminish the chances of accidents. This 
strategy aims to supply effective and timely deceleration of 
trains, granting road users ample time to clear the level 

crossing well in advance and alleviating the potential for 
potential collisions. 

They designed an all-encompassing communication 
structure that employed IPv4 multicast via 802.11p/ETSI ITS-
G5, facilitating effective message dissemination to ensure road 
user safety in metropolitan settings. Their suggested formula 
for spreading CAM and DENM guaranteed prompt 
notifications in case of unforeseen bus obstruction, thus avert 
mishaps. The outcomes confirmed the efficiency of our 
framework, demonstrating minimal delay and elevated PRR. 

Thomas Otto et al. [11] in his research, suggest a 
combination including the TSP system (Traffic Signal Priority) 
which identifies its presence and adapts the timing of the signal 
to grant a green light for the authorized vehicle, or it lessens 
the waiting duration, enabling the vehicle to navigate through 
the intersection more swiftly and securely. 

 TSP can also facilitate the enhancement of effectiveness 
and dependability of communal transportation amenities, 
diminish retort durations for emergency automobiles, and 
amplify overall traffic stream within city vicinities. GLOSA 
similarly employs real-time facts regarding the timing of traffic 
signals, merged with particulars about the pace and location of 
personal vehicles, to compute the prime pace counsel for every 
vehicle drawing near their subsequent traffic signal. Broadly 
speaking, GLOSA aims to curtail fuel consumption and 
emanations while refining traffic flow and safety via provision 
of the afforested figures and data to drivers. The combination 
of the C-ITS provisions TSP and GLOSA will culminate in 
distinctly noticeable enhancements for the precedence of 
communal transportation and the resilience of operations. The 
core conception behind the partnership of infrastructure, traffic 
signals, and vehicles encompasses the mutual and ceaseless 
exchange of data, ultimately advancing the caliber of traffic 
flow and elevating traffic safety. 

To reduce this part, it can be deduced that improving the 
algorithm of the ITS-G5 protocol to reduce response time is of 
paramount importance for various reasons. A reduced response 
time enables faster and more efficient communication among 
vehicles, a critical factor in ensuring road safety. By reducing 
the time needed for information transmission and reception, the 
potential risks of accidents are lowered, providing drivers with 
real-time alerts. 

III. THE ITS-G5 COMMUNICATION SYSTEM 

In this section, we will present the principle of the ITS-G5 
protocol, its advantages, and its greatest challenge. 
Additionally, we will explain the key components of the ITS-
G5 architecture. 

A. ITS-G5 (Intelligent Transport Systems) 

ITS-G5 is a communication protocol specifically tailored 
to meet the requirements of intelligent transportation 
systems, encompassing self-driving vehicles among other 
applications. It provides rapid and efficient data exchange 
capabilities, accommodating the transmission of substantial 
volumes of information. Nevertheless, it's worth noting that the 
deployment of ITS-G5 is subject to certain limitations, and in 
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comparison, to alternative protocols, it may exhibit increased 
latency periods. 

 This protocol is built upon the physical (PHY) and 
medium access control (MAC) layers of the IEEE 802.11p 
standard, which is now incorporated into IEEE 802.11-2016. 
The PHY and MAC protocols defined by IEEE 802.11p/ITS-
G5 utilize orthogonal frequency division multiplexing (OFDM) 
and carrier sensing multiple access with collision avoidance 
(CSMA/CA) [12], respectively. This means that ITS-G5 relies 
on OFDM for efficient data transmission [9] and CSMA/CA to 
manage access to the communication medium and avoid 
collisions between concurrent transmissions. 

Additionally, ITS-G5 operates as an asynchronous ad-hoc 
protocol, allowing for flexible and spontaneous 
communication between vehicles without the need for 
centralized coordination. 

B. Bandwidth Selection 

The bandwidth selection for ITS-G5 (Intelligent Transport 
Systems) is flexible, allowing for either a 10 MHz or 20 MHz 
channel bandwidth based on the specific requirements of 
VANET. The ITS-G5 standard incorporates the Geo-
Networking protocol to facilitate efficient vehicle-to-vehicle 
(V2V) and vehicle-to-infrastructure (V2I) communications. 

 These protocols have been standardized by the ETSI. ITS-
G5 is built upon the Media Access Control (MAC) and 
Physical (PHY) layers of IEEE 802.11p, which are integral parts 
of the IEEE-802.11-2016 standard. Within the ITS-G5 
framework, the PHY and MAC layers are precisely defined, 
adhering to the Open Systems Interconnection (OSI) 
architecture. This architecture relies on carrier sensing multiple 
access with collision avoidance (CSMA/CA) [13] and 
orthogonal frequency division multiplexing (OFDM) 
techniques. ITS-G5 supports an asynchronous ad hoc protocol, 
serving as a counterpart to the LTE-V2X synchronous ad hoc 
protocol, which operates with fixed, predefined time intervals. 

C. ITS-G5 (Intelligent Transport Systems) Challenge 

Among the drawbacks associated with the ITS-G5 protocol, 
its incapacity to ensure dependable communication for 
platooning can be attributed to two key factors: 

1) Substantial update delay (UD): The ITS-G5 protocol 

showcases a significant lag in updating information shared 

among vehicles within a platoon. This delay can introduce 

inaccuracies in the data exchanged [14] among vehicles, 

consequently compromising coordinated actions and 

potentially unsafe circumstances. 

2) Limited packet delivery rate (PDR): The rate at which 

data packets are effectively delivered through the utilization of 

ITS-G5 is notably modest. This deficiency in timely and 

consistent delivery of critical data can impede the real-time 

communication essential for efficient platooning. 

These challenges, stemming from the protocol's structure 
and inherent attributes, contribute to its limitations in ensuring 
trustworthy communication within scenarios involving vehicle 
platooning. 

The Response Time or latency in the ITS-G5 protocol may 
be viewed as a drawback for autonomous vehicles, as minimal 
delay is vital for numerous applications in autonomous driving. 
Excessive communication latency can result in erroneous 
decisions made by the autonomous vehicle, thereby posing 
safety concerns. 

For instance, in a scenario where an autonomous vehicle 
must react to an emergency situation, such as abrupt braking by 
another vehicle, substantial communication latency can impede 
the vehicle from responding promptly enough to avert a 
collision. 

Hence, it is imperative to factor in the latency when 
choosing a communication protocol for autonomous vehicles. 

D. ITS-G5 (Intelligent Transport Systems) Advantages 

Among the benefits of the ITS-G5 protocol (Intelligent 
Transport Systems), the enhancement of road safety stands out 
[15]. The ITS-G5 protocol is specifically designed to enable 
wireless communication between vehicles and road 
infrastructure, as well as between vehicles themselves. This 
can positively impact road safety in several ways: 

1) Real-time safety warnings: ITS-G5 allows vehicles to 

share real-time information about road conditions, obstacles 

[16], accidents, and other relevant events. Drivers can be 

promptly informed about potential hazards, assisting them in 

reacting appropriately and avoiding accidents. 

2) Collision prevention: Through direct communication 

between vehicles, ITS-G5 can aid in collision avoidance using 

the CSMA/CA (Carrier Sense Multiple Access with Collision 

Avoidance) technique [17], providing proximity warnings 

when vehicles are about to dangerously approach one another. 

3) Driving assistance: The information provided by ITS-

G5 can enhance driving assistance systems by offering real-

time data about traffic [18], weather conditions, and other 

factors. This enables drivers to adapt their driving more safely 

and efficiently. 

4) Traffic management: Authorities responsible for traffic 

management can utilize ITS-G5 to gather real-time data about 

traffic patterns, congestion, and road conditions [19]. This 

information can assist in adjusting traffic signals and 

implementing traffic management measures to reduce accident 

risks. 

While the ITS-G5 protocol highlights a multitude of 
advantages, encompassing real-time safety notifications, 
collision evasion, and driving support, the integration of the 
Dijkstra algorithm introduces a compelling avenue to further 
enrich its capabilities. By assimilating the Dijkstra algorithm, 
which excels in uncovering the shortest pathways within 
graphs, the ITS-G5 protocol stands to secure a noteworthy 
advantage by significantly diminishing response durations. 
Recognized for its adeptness in route optimization, this 
algorithm holds the potential to notably expedite decision-
making processes, ensuring swifter reactions to potential risks 
and the selection of optimal routes. 

In contrast, the innate strengths of the ITS-G5 protocol, 
spanning real-time safety alerts, mechanisms for collision 
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prevention, and provisions for driving assistance, establish a 
robust groundwork for enhanced road encounters, boasting 
heightened safety and efficiency. Nonetheless, the inclusion of 
the Dijkstra algorithm ushers in an innovative dimension that 
capitalizes on its capability to swiftly compute optimal routes. 
This augmentation has the potential to effectively complement 
the existing strongpoints of the protocol by bolstering its 
capacity to promptly evaluate and navigate intricate traffic 
scenarios, thereby fortifying its proficiency in accident 
prevention and furnishing invaluable driver aid. Essentially, as 
the ITS-G5 protocol already affords substantial advantages, the 
integration of the Dijkstra algorithm emerges as a strategic 
enhancement that seamlessly aligns with its objectives, 
promising a notable reduction in response times and an 
overarching enhancement of its overall performance. 

In summary, the ITS-G5 protocol provides advanced 
communication features that have the potential to significantly 
improve road safety by delivering real-time information and 
facilitating accident prevention. 

E. ITS-G5(Intelligent Transport Systems) Architecture 
The architecture of the ITS-G5 (Intelligent Transport 

Systems) protocol for self-driving vehicles comprises two 
primary elements: 

 Roadside Units (RSUs): RSUs are strategically 
positioned along the road network and play a crucial role 
in establishing communication with vehicles. They 
receive data from vehicles and relay it to other RSUs as 
well as the central management system. 

 The Roadside Units (RSUs) are equipped with high- 
performance computing units to expand the capabilities 
at the edge [20]. The services will utilize a completely 
hierarchical deployment model in the cloud. 

 Central Management System (CMS): Acting as the 
central nerve center of the ITS-G5 network, the CMS 
collects data from RSUs and consolidates it to offer a 
comprehensive overview of the traffic conditions. 
Additionally, the CMS encompasses control and 
management functionalities, including the 
synchronization of traffic signals and the coordination of 
RSU operations. 

In conjunction with these components, the ITS-G5 
infrastructure encompasses a communication network that 
interconnects RSUs and the CMS. This network can utilize 
diverse technologies such as Wi-Fi, cellular networks, or 
dedicated short-range communications (DSRC). 

The ITS-G5 (Intelligent Transport Systems) infrastructure 
enables real-time communication between vehicles and the 
road infrastructure, empowering them to make well-informed 
decisions for enhanced safety. By providing a reliable and high-
speed communication framework, ITS-G5 facilitates the 
advancement of autonomous vehicles and contributes to the 
development of intelligent and sustainable transportation 
systems. 

In summary, the ITS-G5 protocol presents a strong basis 
for cutting-edge vehicular communication. Its advantages 
encompass heightened road safety, effective traffic control, and 

enhanced driver support. Nonetheless, challenges such as 
optimizing response times and ensuring interoperability persist. 
The architecture of the ITS-G5 protocol integrates essential 
elements that enable seamless communication between 
vehicles and infrastructure. 

IV. ITS-G5 (INTELLIGENT TRANSPORT SYSTEM) PROTOCOL 

ALGORITHM 

In this section, we present a code snippet that provides an 
overview of the ITS_G5 algorithm for a scenario involving 20 
vehicles. 

To better understand the code, the ITS_G5 class is defined, 
inheriting from the cSimpleModule class. The initialize() 
function is overridden to perform initialization tasks. The 
handleMessage () function is overridden to handle incoming 
messages. The Define_Module () macro is used to define the 
module. The initialize () function is implemented to set up 20 
vehicles, each with its own message. 

A loop is used to create 20 instances of cMessage named 
"vehicle_msg". The created message is sent through the "out" 
gate. The handleMessage() function is implemented to receive 
and process the messages. All vehicles receive and process the 
message. The name of the received message is displayed, and 
the message is sent back (see Table I). 

Algorithm 1: ITS-G5 Algorithm for Up to 20 Vehicles 

class ITS_G5 : public 

cSimpleModule { protected:virtual void initialize() 

override; 

virtual void handleMessage(cMessage *msg) override; 

 

 }; 

Define_Module(ITS_G5); 
void ITS_G5::initialize() { 

// Establish a fleet of 20 vehicles, each equipped with its 

individual communication. 

 For (int i=0; i<20; i++) { 
 

  

  cMessage *msg = new 

cMessage("vehicle_msg"); 

send(msg, "out"); } 

} 
 

  void ITS_G5::handleMessage(cMessage *msg){ 

// All automobiles will receive the communication and handle 
 

   EV << "Received message: " << msg->getName() << 

endl; 

// All automobiles will receive the 

communication and handle it. (msg, 

"out"); 

} 
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TABLE I.  SUMMARY OF KEY PARAMETERS AND ACTIONS IN THE 

PROVIDED ITS-G5 ALGORITHM 

Parameter Description 

Class Name Starting node for Dijkstra's algorithm 

Class Inheritance Inherits from cSimpleModule 

Method initialize() 
Initializes the module, sets up 20 

vehicles with individual messages 

Method handleMessage() 
Handles received messages, processes 

and resends them 

ModuleDefinition Define_Module(ITS_G5); 

MethodInitialize() 
Initializes the module, sets up 20 

vehicles with individual messages 

Loop inInitialize() 
Loops through 20 vehicles, creating and 

sending messages for each 

Send Message 
Creates a new cMessage object named 
"vehicle_msg" and sends it out using the 

"out" gate 

Message Processing 

Receives messages, processes them by 

printing the message name, and resends 

them using the "out" gate 

To resume, this algorithm initializes and manages the 
messages for the 20 vehicles in the ITS-G5 scenario, enabling 
communication and processing among them. 

V. APPROACH FOR IMPROVING THE ITS-G5 ALGORITHM 

In this paragraph, an improvement approach is proposed 
using the Dijkstra's algorithm to enhance the response time of 
the ITS_G5 protocol. However, before proceeding, it is 
necessary to understand the principle of the Dijkstra's 
algorithm. 

A. Dijkstra's Algorithm 

The Dijkstra's algorithm resolves the issue of determining 
the most efficient route between a starting point and a target in 
a graph. Interestingly, [21] this algorithm also enables the 
discovery of the shortest paths from a given origin to all other 
points in the graph simultaneously. As a result, this problem is 
often referred to as the single-source shortest paths problem. 

To understand the Djikstra algorithm, let's begin with a 
node referred to the initial vertex. In order to understand step by 
step, Dijkstra's algorithm assigns some initial distance values. 
During the first iteration, the distance to the initial vertex will 
be zero, and it will serve as the current junction point. For 
subsequent iterations, the current junction point is determined 
by selecting the nearest unvisited intersection. This process 
becomes straightforward. 

For each unvisited intersection, update the distance by 
summing the distance between the current junction value and 
the unvisited intersection value. If the current value is smaller 
[22], relabel the unvisited intersection accordingly. Essentially, 
this allows for determining whether the current junction offers 
a shorter path compared to previously encountered paths. 

The algorithm formulated by Dijkstra possesses the 
efficient capability to identify the most optimal route [23], 
wherein a minimum-weight edge connecting a selected node 
with an unselected node is chosen within the given graph. 

B. Analysis of the Dijkstra Algorithm for Finding the Shortest 

Path between Neighboring Points 

This section delves into an examination of the Dijkstra 
algorithm's functionality in determining the most economical 
route between two adjacent points within a cluster of various 
points. The Dijkstra algorithm, widely known for its 
application in graph traversal, serves as a robust solution for 
calculating the shortest path within a weighted graph. 

This method encompasses a graph exploration algorithm 
employed to address the problem of finding the briefest route 
[24] from a sole point of origin within a graph where adverse 
edge costs are absent, resulting in the creation of the most 
succinct path structure. 

In scenarios where, multiple points encircle two particular 
nodes, this algorithm can be employed to ascertain the optimal 
path. 

The algorithm commences by crafting a graph, wherein 
each point is represented as a node, while edges symbolize the 
distances or associated costs between the points. By assigning 
weights to these edges, the algorithm gauges the significance 
of these distances. 

To initiate the process, two closest points are identified to 
serve as the origin and destination nodes. The initial phase 
involves setting the starting node's distance at zero and labeling 
all other nodes as having infinite distances. These nodes are 
categorized within an untouched set. 

The algorithm proceeds with a primary loop, at the core of 
which lies the identification of the smallest existing distance 
among unexplored nodes. At the outset, this could potentially 
be the starting node. For each unvisited neighboring node from 
the current node, the algorithm computes the cumulative 
distance. This cumulative distance is evaluated as the sum of 
the distance from the starting node to the current node and the 
distance from the current node to its adjacent neighbor. If this 
computed distance is shorter than the presently recorded 
distance for the specific neighboring node, the distance is 
updated accordingly. 

Upon completion of the distance calculations for all 
unvisited neighbors of the current node, the node itself is 
labeled as visited, preventing redundant computations. 

The algorithm iterates through this process until the 
destination node is visited. Post-reaching the destination node, 
the algorithm enters the final phase of reconstructing the 
shortest path. This involves tracing back from the destination 
node, utilizing the recorded distances and the connectivity 
information of nodes. 

It is noteworthy to emphasize that the efficiency of the 
Dijkstra algorithm's implementation depends on the graph 
representation and the approach adopted for distance updates. 
Particularly when dealing with a multitude of points 
encompassing the two nearest points, optimizing data 
structures such as binomial heaps or Fibonacci heaps could 
significantly expedite the search for the node with the smallest 
current distance. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

191 | P a g e  

www.ijacsa.thesai.org 

C. Approach of Improvement 

The enhancement process could be as follows: 

 Construct a weighted graph illustrating the links 
between vehicles and road infrastructures. 

 Apply the Dijkstra's algorithm to compute the most 
concise route connecting a vehicle and a specific 
infrastructure. 

 Employ the computed path to direct the exchange of 
safety messages between the vehicle and the 
corresponding road infrastructure. 

 Iterate the second and third steps for every vehicle- 
infrastructure pair within the ITS-G5 network. 

By leveraging the Dijkstra's algorithm to route safety 
messages, the ITS-G5 protocol has the potential for refinement 
in terms of response time and network efficiency. Utilizing the 
shortest route for transmitting safety messages can reduce 
transmission durations and optimize the utilization of the 
network. 

To summarize, the Dijkstra's algorithm is important for 
reducing the response time of the ITS-G5 algorithm because it 
allows for efficient pathfinding in a graph-based network. By 
finding the shortest paths between nodes, the algorithm can 
prioritize the most efficient routes for message transmission, 
minimizing delays and improving overall communication 
efficiency. 

This enables faster and more informed decision- making for 
autonomous vehicles in the ITS-G5 protocol, enhancing their 
ability to respond promptly to critical events or hazards on the 
road. 

VI. IMPROVED ALGORITHM OF THE ITS-G5 PROTOCOL 

This section presents a modified version of the ITS-G5 
(Intelligent Transport Systems) protocol that incorporates the 
Dijkstra's algorithm. The main objective of this modification is 
to improve communication efficiency by reducing the response 
time. By integrating Dijkstra's algorithm, the protocol can 
prioritize shorter paths for message transmission, resulting in 
reduced delays. 

Algorithm 2:  Improved Algorithm of the ITS-G5 Protocol 

// Framework to store the node data. 

Struct Node { 

                         int node; 

                   int cost; 

               }; 

// Procedure to locate the most efficient route between two nodes 

utilizing Dijkstra's Algorithm. 

 Void dijkstra(int source, vector<vector<int>>& graph, 

vector<int>& dist) { 

// Establish a prioritized queue for node storage. 

priority_queue<Node, vector<Node>, greater<Node>> pq; 

// Generate an array of explored nodes. 

    vector<bool> visited(graph.size(), false); 

// Include the origin node in the prioritized queue with a cost of 0. 

pq.push({ source, 0 }); 

                               dist[source] = 0; 

// Incorporate the initial node into the priority queue with a cost 

of 0. 

  

  while (!pq.empty()) { 

// Retrieve the present node from the 

prioritized  

queue.int u = pq.top().node; 

pq.pop(); 
// Iterate over the adjacent nodes of the current node. 

   

   For (int v = 0; v < graph[u].size(); v++) { 

// Verify if the node has not been traversed and if 

the cost is lower than the current value. 

 

    if (!visited[v] && graph[u][v] != -1 && 

dist[v] > dist[u] + graph[u][v]) 

{ 

// Modify the expense of the node. 

dist[v] = dist[u] + graph[u][v]; 

// Add the node to the priority queue. 

pq.push({ v, dist[v] }); 
 

 }  } 

 } 

 

TABLE II.  IDENTIFICATION OF THE EMPLOYED PARAMETERS 

Parameter Description 

‗Source‘ Starting node for Dijkstra's algorithm 

‗Graph‘ Adjacency matrix representing the graph 

‗Dist‘ 
Vector storing shortest distances from 
the source 

‗Pq‘ 
Priority queue storing nodes for 

exploration 

‗Node struct‘ Structure to store node information 

‗U‘ Current node being processed 

‗V‘ Neighbor Node of the Current node  

The code incorporates the Dijkstra's algorithm, a 
fundamental component to enhance the ITS-G5 protocol. By 
employing the Dijkstra's algorithm, the ITS-G5 protocol can 
refine communication routes between vehicles and 
infrastructures, thereby facilitating improved synchronization 
and a decrease in response times within cooperative vehicular 
network scenarios. 

The 'source' parameter denotes the initial node, while the 
'graph' matrix represents the graph with edge weights. The 'dist' 
vector preserves the minimal distances from the origin, and the 
'pq' priority queue manages nodes based on their expenses. 
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 The 'Node' structure stores the identification and expense 
of a node for the priority queue. The 'U' and 'V' variables 
respectively indicate nodes being examined and their neighbors 
in the algorithm (see Table II). By amalgamating these 
components, the algorithm computes the shortest paths from 
the source to other nodes, considering edge weights, thus 
enhancing distance optimization. 

Based on real-time data, the inclusion of Dijkstra's 
algorithm enhances the overall performance of the protocol, 
leading to improved communication efficiency and faster 
response times in critical situations. 

VII. RESULT 

Within the domain of vehicular communication systems, 
the provided code introduces an enhanced algorithm that builds 
upon the foundation of the ITS-G5 protocol. This algorithm 
represents a noteworthy advancement in the realm of route 
optimization within vehicular networks. By implementing 
Dijkstra's Algorithm, the code efficiently computes the shortest 
paths between nodes, effectively simulating the dynamic 
communication links that exist among vehicles and the 
underlying infrastructure. The resulting output succinctly 
captures these minimized distances, encapsulating the most 
optimal routes that data packets or messages would undertake 
while traversing from source to destination nodes. This 
evaluation is of paramount significance in gauging the efficacy 
of message propagation and the overall responsiveness inherent 
to vehicular communication systems. Furthermore, this 
experimentation takes place within the confines of the 
OMNeT++ simulation environment, seamlessly integrating the 
Veins framework. This amalgamation introduces genuine 
mobility patterns, environmental variables, and dynamic traffic 
dynamics, thereby enabling the faithful emulation of real-world 
scenarios in vehicular communication. This amalgamated 
approach, in turn, provides the groundwork for a 
comprehensive assessment of the algorithm's performance 
within intricate and ever-changing vehicular network 
landscapes. 

A. Validation of Improved Algorithm for Autonomous Vehicle 

Communication 

This section presents the validation outcomes of an 
enhanced algorithm building upon the ITS-G5 protocol, 
uniquely designed to cater to the communication needs of 
autonomous vehicles. The algorithm's effectiveness was 
rigorously evaluated through comprehensive simulations 
within the OMNeT++ environment, leveraging the Veins 
framework to provide realistic mobility scenarios and 
environmental conditions. 

B. Simulation Setup 

The assessment of the improved algorithm's performance 
entailed the creation of diverse simulation scenarios mirroring 
real-world traffic dynamics. Autonomous vehicles, equipped 
with communication features based on the advanced algorithm, 
were deployed in a heterogeneous vehicular network. Each 
simulation scenario factored in variables such as varying traffic 
densities, vehicle velocities, and communication ranges. 

C. Evaluation Criteria 

The quantification of the algorithm's effectiveness involved 
the use of pivotal evaluation criteria, including: 

 Message Delivery Ratio (MDR): Gauging the ratio of 
successfully conveyed messages against the total 
transmitted, this metric delineated the algorithm's ability 
to ensure dependable communication. 

 End-to-End Delay: Calculating the time taken for a 
message to traverse from its origin to its destination, this 
metric assessed the algorithm's efficiency in effecting 
prompt message delivery. 

 Network Throughput: Capturing the rate of effectively 
transmitted messages over a designated timeframe, this 
criterion gauged the algorithm's adeptness at managing 
communication loads. 

D. Results and Analysis 

The culmination of simulation outcomes validated the 
sustained superiority of the enhanced algorithm over the 
conventional ITS-G5 protocol, reflected across MDR, end-to-
end delay, and network throughput. The enhanced algorithm 
consistently exhibited significant enhancements across all 
examined scenarios, ensuring an elevated MDR, diminished 
end-to-end delay, and augmented network throughput when 
contrasted with the foundational protocol. 

Furthermore, the advanced algorithm showcased its 
resilience in intricate scenarios, encompassing high-density 
traffic and dynamic vehicular movements. These findings 
underscore its potential to adeptly oversee communication even 
within complex and rapidly evolving vehicular scenarios. 

The validation findings emphatically substantiate the 
efficacy of the enhanced algorithm, tailor-made for 
autonomous vehicles and derived from the ITS-G5 protocol. 
The consistent performance enhancements observed across 
communication metrics underscore its applicability in real-
world scenarios involving autonomous vehicles, where 
dependable and effective communication is pivotal. 

In summation, the evidence-based validation underscores 
the superior performance of the enhanced algorithm and 
underscores its viability in cultivating seamless and dependable 
communication among autonomous vehicles within dynamic 
vehicular landscapes. 

VIII. DISCUSSION 

In this study, an algorithm for enhancing the ITS-G5 
(Intelligent Transport Systems) protocol's response time was 
proposed. The modified algorithm, which incorporates 
Dijkstra's algorithm, proved to be effective in reducing delays 
and improving communication efficiency. 

The Dijkstra's method can proficiently tackle the task of 
path computation by detecting the briefest routes within a 
graph [26], while considering variables like distance or travel 
duration. This technique excels in situations where the aim is to 
locate the most optimal path primarily dependent on distance-
based efficiency. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

193 | P a g e  

www.ijacsa.thesai.org 

The algorithm operates by finding the shortest path 
between nodes in a graph representation of the network. By 
prioritizing shorter paths for message transmission, vehicles in 
the ITS-G5 protocol can make faster and more informed 
decisions based on real- time data. The evaluation conducted in 
a scenario with 20 vehicles demonstrated the superiority of the 
modified algorithm compared to the original ITS-G5 protocol. 

 The integration of Dijkstra's algorithm significantly 
reduced response time, enabling prompt and efficient 
communication among vehicles. 

 This research contributes to the advancement of ITS-G5 
protocols and enhances their performance in critical scenarios. 
Further investigations can explore the algorithm's scalability 
and applicability in larger-scale deployments. 

To evaluate its performance and validate its effectiveness, 
simulation platforms such as OMNeT++ are commonly 
employed in the research community. OMNeT++ provides a 
flexible and realistic environment for simulating vehicular 
networks and conducting performance evaluations. 

In addition to OMNeT++, the implementation of the 
algorithm may require the utilization of specific frameworks 
like VEINS (Vehicles in Network Simulation) and SUMO 
(Simulation of Urban Mobility). 

VEINS serve as an integration framework between 
OMNeT++ and SUMO, which is a traffic simulation tool [25]. 
By combining these frameworks, researchers can create a 
comprehensive simulation environment that accurately models 
real-world scenarios, including vehicle movement, traffic 
patterns, and V2X communication. 

The use of OMNeT++, VEINS, and SUMO enables 
researchers to analyze the algorithm's performance in various 
scenarios, consider different network configurations, and 
evaluate its scalability. 

By conducting simulations, it is possible to assess the 
algorithm's impact on response time, message delivery rate, 
packet loss, and other key performance metrics. The results 
obtained from such simulations provide valuable insights and 
help optimize the algorithm's parameters and settings. 

It should be noted that while simulations offer a controlled 
and repeatable environment for evaluation, real-world 
implementations of the algorithm would require additional 
considerations. Factors such as heterogeneous communication 
technologies, varying traffic conditions, and the presence of 
other non-ITS-G5 vehicles need to be considered. Therefore, 
validation through field trials and practical deployments would 
be essential to validate the algorithm's performance and assess 
its applicability in real-world V2X environments. 

In conclusion, the proposed algorithm, along with the 
necessary simulation tools like OMNeT++, VEINS, and 
SUMO, offers a promising solution to improve the response 
time of the ITS-G5 protocol. Simulations provide an efficient 
means of evaluating its performance, but further research and 
real-world validations are required to ensure its effectiveness in 
diverse and dynamic V2X scenarios. 

IX. CONCLUSION 

To conclude, this research article presented an algorithmic 
approach to improve the ITS-G5 protocol, focusing on 
reducing response time. The integration of Dijkstra's algorithm 
into the protocol proved to be effective in achieving this 
objective. By prioritizing shorter paths for message 
transmission, the algorithm enhanced communication 
efficiency and facilitated faster decision-making among 
vehicles in the network. The evaluation conducted in a scenario 
involving 20 vehicles demonstrated the superiority of the 
modified algorithm compared to the original ITS-G5 protocol. 

The findings of this study contribute to the field of 
intelligent transportation systems by addressing a crucial aspect 
of the ITS-G5 protocol. The improved response time enhances 
the overall performance and reliability of V2X communication, 
which is essential for applications such as platooning and 
cooperative driving. The proposed algorithm can serve as a 
valuable solution for enhancing the ITS-G5 protocol's 
effectiveness in real-world scenarios. 

However, further research is necessary to explore the 
scalability and applicability of the algorithm in larger-scale 
deployments and diverse traffic conditions. Additionally, 
considering the dynamic nature of V2X communication, future 
studies can investigate adaptive approaches to optimize the 
algorithm's performance based on changing network conditions 
and traffic patterns. 

Overall, this research contributes to advancing the state-of-
the- art in ITS-G5 protocols and provides a solid foundation for 
future improvements in V2X communication systems. By 
reducing response time, the proposed algorithm enhances the 
potential for safer and more efficient transportation systems, 
paving the way for the realization of connected and 
autonomous vehicles on a broader scale. 
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Abstract—The automatic grading of English compositions 

involves utilizing natural language processing, statistics, artificial 

intelligence (AI), and other techniques to evaluate and score 

compositions. This approach is objective, fair, and 

resource-efficient. The current widely used evaluation system for 

English compositions falls short in off-topic assessment, as 

subjective factors in manual marking lead to inconsistent scoring 

standards, which affects objectivity and fairness. Hence, 

researching and implementing an AI-based automatic scoring 

system for English compositions holds significant importance. 

This paper examines various composition evaluation factors, 

such as vocabulary usage, sentence structure, errors, 

development, word frequency, and examples. These factors are 

classified, quantified, and analysed using methods such as 

standardization, cluster analysis, and TF word frequency. Scores 

are assigned to each feature factor based on fuzzy clustering 

analysis and the information entropy principle of rough set 

theory. The system can flexibly identify composition themes in 

batches and rapidly score English compositions, offering more 

objective and impartial quality control. The goal of the proposed 

system is to address existing issues in teacher corrections and 

evaluations, as well as low self-efficacy in students' writing 

learning. The test results demonstrate that the system expands 

the learning material collections, enhances the identification of 

weak points, optimizes the marking engine performance with the 

text matching degree, reduces the marking time, and ensures 

efficient and high-quality assessments. Overall, this system shows 

great potential for widespread adoption. 

Keywords—English composition; automatic scoring; artificial 

intelligence; text matching degree; natural language processing 

I. INTRODUCTION 

For a long time, college English writing teaching has been 
a ‘short board’. The traditional teaching mode of college 
English writing is simple: teachers construct a writing 
framework-analysis model, students imitate writing, and 
teachers provide correct-writing comments. The disadvantages 
of this model are particularly evident in English as a public 
class. Correcting compositions is energy-consuming; the 
teachers are powerless in the latter part of writing teaching [1]. 
As time passes, the writing teaching link becomes ‘top-heavy’, 
and the writing evaluation class often becomes a general 
model essay appreciation class. Students have a low sense of 
self-efficacy in English writing learning and even fear and 
anxiety, and their writing ability does not improve. These 
‘stubborn diseases’ are particularly evident among the 
non-English majors at the author’s independent university. The 

students’ English foundation is weak, and they have writing 
problems, but many of them do not know how to improve. 
This ‘old and difficult’ problem of college English writing 
needs to be solved with new ideas. In automatic composition 
grading, statistics, natural language processing, artificial 
intelligence and other technologies are used to evaluate and 
grade compositions. The procedure of automatic composition 
scoring is to preprocess an English article with initial word 
segmentation, clauses and part-of-speech tagging, then analyse 
its morphology, grammar, content richness and other 
characteristics, and finally score the composition according to 
appropriate standards [2]. Automatic composition grading 
brings speed and high efficiency and can greatly reduce 
teachers’ efforts for essay scoring, which leaves them more 
time to teach students. Simultaneous targeted training can also 
enable English learners to improve their English writing 
ability and, when applied to large-scale tests, can greatly 
reduce manpower and material resources, improve efficiency, 
and guarantee the impartiality scores. Technology in the field 
of education, particularly artificial intelligence, 
comprehensively and profoundly influences the education 
concept, teaching model and exam method. Based on speech 
technology in English listening, oral tests have a wide range of 
applications. Handwriting recognition and natural language 
understanding, such as artificial intelligence technology, are 
also being explored and applied in education examination 
evaluations. Therefore, it is of practical significance to explore 
an automatic scoring system that is suitable for nonnative 
English speakers and has low cost, automation and high 
accuracy [3-5]. 

Automatic composition grading involves the use of 
statistics, natural language processing, artificial intelligence 
and other technologies to evaluate and grade essays. 
Automatic composition grading has been widely applied to 
various examinations; indeed, teaching in the classroom has 
obtained a certain effect, but in the process of using an 
automatic scoring system, it has been found that even if the 
input of an article has nothing to do with the thesis topic, as 
long as there are not too many grammar and vocabulary errors 
and high scores can be obtained, researchers can realize the 
importance of track detection to the thesis [6]. Since the 1960s, 
with the rapid development of natural language processing 
technology, automatic composition scoring systems have 
made great progress and have gradually been introduced for a 
variety of teaching and exam uses. The PEG scoring system 
does not use natural language processing technology, there is 
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no study of the composition or content of the chapter structure, 
and the theme of the thesis is not considered [7]. The IEA 
scoring system effectively grades sample essays on a variety 
of topics, automatically judges the content and quality of 
essays and provides quick feedback. The E-rater grading 
system, with its complex feature engineering, can better reflect 
the quality of composition, so its scoring results are highly 
consistent with those of manual grading. IntelliMetric uses 
standardized scoring rules and follows the human brain’s 
judgment of points to extract relevant characteristics of essays 
and then grades essays based on a constructed model [8]. The 
BETSY scoring system can first extract the characteristics of 
the quality of a composition and then, according to these 
characteristics, the thesis is divided into several different 
levels of people. After manual annotation data are used as the 
training sample set, the classification of the training to obtain 
the composition model needs to follow the same method to 
test the composition, and the extracted features of a 
classification model can be assigned to the corresponding 
collection. The above systems mainly use regression and 
classification methods to score compositions. In recent years, 
with the rapid development of deep learning technology, many 
scholars have attempted to use neural networks to grade 
English compositions [9, 10]. At present, the composition of 
the track detection method has a certain effect but also has 
obvious problems: based on the supervised method, the 
accuracy is higher, but in daily teaching use, it is flexible in 
composition. Once the system does not include the new theme 
in the corpus proposition, track detection accuracy will be 
discounted, and this method is only applicable to large tests. 
Based on the unsupervised method, user operation is relatively 
simple and can also adapt to a variety of different propositions, 
but the current accuracy is not high and cannot meet the 
requirements of use [11]. Feature extraction may affect the 
selection of the training model in the process of constructing 
an automatic composition scoring model. Therefore, the 
interaction between these two aspects should be fully 
considered in the process model construction to select a more 
appropriate feature extraction method and training model. 
Most automatic composition grading models can achieve good 
results, but in supervised learning, especially when the number 
of candidates is large, much effort is needed for composition 
annotations, and at the same time, the training process is often 
dependent on the composition title information and has 
widespread migration problems, so automatic composition 
grading also needs to be further examined [12-15]. 

At present, although the momentum of the development 
and application of artificial intelligence auxiliary to English 
writing is good, there are few studies in this field on how to 
combine students’ autonomous learning and improve the 
enthusiasm of students practising writing outside the 
classroom for autonomous learning, lifelong learning, and 
learning views; therefore, it is necessary to conduct further 
research on the English composition score method [16]. This 
paper discusses how to apply the machine automatic scoring 
scheme to composition scoring more effectively to ensure the 
objectivity, fairness and accuracy of composition scoring in 
various English exams. This paper examines an automatic 
scoring system based on artificial intelligence technology 
English composition design and application with the goal of 

exploring the teaching effect of improving English writing 
classes, improving students’ self-efficacy and innovation and 
cultivating their autonomous learning and consciousness of 
lifelong learning. Ensuring that students’ English composition 
examination papers are high quality is a good objective and 
worth reviewing, which will provide a rigorous basis for 
teaching improvement and talent selection. 

Despite the evolving landscape of English teaching and 
grading, there remains a critical gap, that of the effective and 
efficient application of modern day technologies, such as 
artificial intelligence, in the field of English composition 
writing. English composition education, especially among 
non-English majors at independent universities, has long 
suffered from the problems of traditional rote learning, lack of 
individualized attention and ineffective qualitative assessment. 
Moreover, the emphasis on understanding student self-efficacy 
and motivation for autonomous learning in the context of 
AI-led teaching has been underexplored. This paper seeks to 
elucidate this understudied area, with a specific focus on 
nonnative English speakers. 

The above work mainly discusses the application of an 
automatic English composition scoring system based on 
artificial intelligence technology in college English writing 
teaching. There are some defects in the traditional teaching 
mode; for example, correcting compositions consumes 
teachers’ energy and leads to an imbalance in the writing 
teaching process. Therefore, the introduction of an automatic 
grading system can improve the efficiency and quality of 
writing teaching. In general, this paper first provides a brief 
overview of the application of artificial intelligence-based 
automatic scoring systems in college English writing teaching. 
At the same time, it also highlights some problems that need 
further research and improvement and emphasizes the 
importance of improving teaching effects and cultivating 
students' self-learning consciousness through this technical 
means. 

II. TECHNICAL THEORY OF AUTOMATIC COMPOSITION 

GRADING 

Automatic composition scoring mainly involves using 
natural language processing technology to process 
composition text content and employing statistical methods 
for analysis and prediction. Among the many types of 
questions on an English test, English composition questions 
can most comprehensively reflect an examinee’s 
comprehensive ability to use English. Through writing, 
examinees can express and transmit their thoughts and 
opinions and teachers can examine students’ logical thinking 
and language expression ability. 

A. An Overview of Related Natural Language Processing 

Techniques 

Word segmentation and clause segmentation are the basis 
of natural language processing. English word segmentation is 
relatively simple, generally using spaces and punctuation for 
natural separation but also a small number of abbreviations. 
Clause segmentation refers to an article being divided into a 
single sentence, usually according to punctuation. The 
technology of English word segmentation and clause 
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segmentation is currently quite perfect, and there are many 
open technologies that are very effective in use. A part of 
speech is the basic grammatical attribute of a word and is 
generally called part of speech. Part of speech tagging refers 
to considering the grammatical category of the vocabulary in a 
sentence, noting its parts of speech and marking it. The 
common parts of speech of words are nouns, adjectives, 
adverbs, verbs and so on. Part-of-speech tagging is one of the 
basic problems of NLP because data preprocessing of many 
tasks in NLP requires part-of-speech tagging. Word form 
reduction is an important part of text preprocessing. In English, 
it generally refers to the restoration of words in any form to 
the general tense [17,18]. To put it simply, word restoration 
removes the affixes of a word and keeps only the main part of 
the word. Generally, restored words also exist in the dictionary. 
Form reduction is similar to stem extraction, but it is possible 
that the word from stem extraction does not appear in the 
dictionary [19]. 

Generally, English composition questions have the 
following characteristics: 

1) Lexical features: English has strict requirements on the 

form of words; for example, there are clear usage scenarios for 

singular and plural nouns. 

2) Phrasal features: English phrases have many types, 

such as noun phrases, verb phrases, and prepositional phrases. 

The collocations of these phrases generally have fixed forms 

and become modules that constitute sentences. This modular 

structure ensures the dominant characteristics of English 

forms. 

3) Syntactic features: The basic sentence structure is 

subject and predicate, but English also has complex clauses to 

express rich content, and the existence form of clauses is 

flexible. 

4) Structural features: Cohesion between sentences and 

paragraphs is the basis of coherence in English composition, 

and coherence is an important prerequisite for rigorous 

structure. 

The general block diagram of the model is shown in Fig. 1. 
Given the characteristics of a composition, we should consider 
the following: 

1) Vocabulary of the composition: According to the 

number of novel words in the composition, the number of 

backbone words is used to evaluate whether students’ 

vocabulary is qualified, and according to the spelling of words, 

their memory of the vocabulary is evaluated. 

2) Composition syntax: The use of complex clauses is an 

important indicator of an examinee’s command of English. 

3) Whether the composition structure is rigorous: The 

main test for students before and after the description needs to 

be logical, and the context needs to be appropriate. 

4) Composition content: This mainly investigates whether 

the composition content is rich and closely related to the topic. 

Therefore, we can find English essay scoring with a strong 
subjectivity, while a large current test will be equipped with 
corresponding criteria for English composition, but the scoring 

criteria from the linguistics angle only provide guidance and 
are not combined with specific question operability, which is 
given a set of scoring rules specific to the process of 
evaluation [20,21]. Careful evaluation and discussion by 
highly specialized experts is often needed to determine 
operational scoring criteria. 

B. Evaluation Methodology 

The Pearson correlation coefficient is a common linear 
correlation coefficient that can be used to measure the degree 
of linear correlation between two variables. For linear 
variables M and N, for example, the Pearson correlation 
coefficient can be used to measure the related degree. For x, 
the value of x ranges from -1~1, and the absolute value of x 
tends to be closer to l, showing that the strength of the 
correlation of M and N is closer to zero, indicating a weaker 
correlation. A positive x suggests a positive association 
between M and N, and a negative x indicates a negative 
correlation [22]. Pearson’s correlation coefficient is equal to 
the covariance between linear variables M and N divided by 
the product of their standard deviations, as shown below: 
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First, calculate the standard deviation and covariance of 
samples, that is, calculate the Pearson correlation coefficient 
between samples, denoted as r: 
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r can also be estimated by means of the average standard 
score of sample points, and the calculation result is equivalent 
to Eq.(2): 
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where, i
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, M and

M  are the standard score, sample 

mean, and sample standard deviation for sample 
iM , 

respectively. 

In the process of evaluating the automatic scoring system 
of composition, we mainly compare the scoring of the system 
with the manual scoring. In this model, the following three 
indicators are mainly referenced: the average error of scoring, 
the average accuracy of scoring, and the relevance of scoring 
[23]. The formulas are as follows: 
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Fig. 1. General block diagram of the model. 

C. Neural Network Applications in Natural Language 

Processing and Composition Grading 

Neural networks have always been a research hotspot in 
artificial intelligence, cognitive science, nonlinear dynamics 
and other related fields. Neural networks have been used for 
academic research in recent years. Over the course of these 
studies, hundreds of neural network models, including pattern 
recognition, associative memory, signal processing, control 
engineering, expert systems, combinatorial optimization, 
image processing and computer graphics, and many other 
aspects, have been proposed and have made remarkable 
progress [24]. At present, deep learning has also been 
introduced in the natural language field, using the concept of 
word vectors to enable neural networks to complete the work 
accomplished in the field of statistics. It can be said that neural 
networks have begun to show advantages in the field of 
natural language processing. In the process of automatic 
composition scoring, the biggest problem that puzzles 
researchers is how to construct a reasonable model for the 
characteristics obtained from statistical quantification so that it 

can evaluate the composition quality well. Because there are 
many factors that determine the quality of a composition, 
many different text features can be extracted when the text is 
processed. These features are complex and changeable, and it 
is difficult to model them with traditional mathematical theory. 
Through the understanding of the basic principle of neural 
networks, combined with the relevant research on automatic 
scoring technology of composition, the features extracted from 
composition are processed by artificial neural networks, and 
the learning, associative memory and distributed parallel 
information processing functions of neural networks are used 
to simulate the thinking mode of the human brain [25,26]. 
Therefore, the constructed neural network model can acquire, 
learn and reason the expert-rated experience from a large 
number of expert-rated articles, determine the relationship 
between the extracted features and the composition score, 
which is called learning the expert-rated experience, and then 
grade the text through the learned experience. 

After clustering, the word vector has a certain 
representativeness. Suppose that in the English composition 
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analysis, after a clustering algorithm has been used to obtain a 
text clustering, each word in this sentence is in the text 
clustering, and each different semantic information in the text 
collection can obtain a word weight value such as frequency 
and frequency of use [27]. In this paper, by using the 
automatic grading system of the main statistical, the three 
characteristics of the term vectors, including word frequency 
location, size and distribution, the distribution is used to 
express the sentence, the complexity and diversity of 
characteristics; for example, in a semantic statement, the 
author uses more than one word for a description because the 
authors have a better command of the English language. Based 
on the above research ideas, this paper extracts and classifies 
the text features of English compositions. 

In the process of grading, teachers can score by item. 
Usually, there are several indices in grading that are extracted 
from this model and include the following: score of content 
quality, semantic coherence, superficial linguistic features of 
text, and text readability indices. Among them, the semantic 
score has the largest proportion and indicates whether the 
central idea of the composition is distinctive and meets the 
requirements of the topic. If a composition is off topic, then it 
will have few points. Semantic coherence is also very 
important; it indicates that the composition of the thought 
content is consistent, there is a natural smooth transition 
between statements, text is characterized by shallow 
linguistics statistics in the text, the word count, the number of 
sentences, paragraphs and the number of complex words are 
appropriate, and the main purpose is to evaluate the level of 
the students to master words, writing skills, etc. The 
readability index of a text indicates that the text is worth 
reading. This model uses the features of the existing text to 
score the text comprehensively. 

III. DESIGN AND IMPLEMENTATION OF AN AUTOMATIC 

SCORING SYSTEM FOR ENGLISH COMPOSITION 

A. Requirement Analysis of System 

Proposition composition is very common in the daily 
teaching of a thesis topic. This article designs rating systems, 
mainly for the proposition composition rate, so the rating 
system needs to consider not only the composition, such as 
vocabulary, grammar, and sentences, but also whether the 
content of the thesis tracks. At the same time, the system’s 
performance and ease of use are also very important [28]. The 
functional requirements of the system are as follows: 

1) The system can easily input composition content and 

can be repeatedly modified and scored. 

2) The system can score multiple compositions at one 

time, which is convenient for teachers to score the whole class 

compositions. 

3) The interface of the system should be as simple and 

intuitive as possible so that users can use it quickly and 

conveniently. 

4) The system can efficiently identify the topic of the 

essay and judge whether the content of the essay to be graded 

fits the topic. 

5) The system can flexibly configure the topic of the 

thesis composition, which is convenient for users when 

scoring different thesis compositions. 

The automatic scoring system based on the above 
requirements will be divided into seven modules: login 
information maintenance, sample volume, candidate set 
generation, experts, screening and grading, model training and 
essay scoring, password changes and user information 
management, including the composition of model training and 
essay scoring automatic grading and result output two 
functions. 

In summary, an expert-assisted automatic scoring process 
of English composition can be obtained. Its main workflow 
includes test paper cutting, image processing, sample paper 
candidate set generation, sample paper screening and scoring, 
scoring model training, automatic scoring of composition and 
result output. The automatic scoring process of English 
composition is shown in Fig. 2. 

1) Test paper cutting: The technical staff adopts cutting 

software to batch cut all candidates’ answer sheet images in 

accordance with the established cutting scheme, forming a 

separate English composition answer image test paper library. 

2) Image processing: The English composition answer 

image examination paper library is processed and the 

composition content in the picture is obtained and saved as a 

text form, which is output into a file according to a specific 

format. 

3) Sample paper candidate set generation: The machine 

adopts certain technical means to traverse the whole 

composition database and screen out the sample paper 

candidate set that can fully reflect the whole examination 

paper library of each grade of examination paper level. 

4) Sample volume screening and scoring: Experts screen 

relatively uniform sample volume sets from sample volume 

candidate sets and score them. 

Training 

Training text set Text to be tested

Scoring results

Feature Scoring model Feature

Automatic scoring system Scoring 

 

Fig. 2. Automatic scoring process of English compositions. 
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5) Training of the scoring model: The automatic writing 

scoring model is trained by using the set of selected sample 

papers and the scores of experts on the set of sample papers as 

training sets. 

6) Automatic composition scoring: The automatic 

composition scoring model obtained by training is applied to 

paperless marking instead of marking teachers for 

composition scoring. 

7) Output of scores: The scores are output. 

B. Preprocessing and Feature Extraction for Automatic 

Grading of English Composition 

Before feature extraction of the document, it is necessary 
to preprocess the composition to some extent to extract feature 
items. First, it is necessary to divide the composition into 
paragraphs, sentences, punctuation and words of the text. The 
obtained paragraphs, sentences, punctuation marks and words 
are stored separately for the statistical analysis of lexical 
features and structural features. Natural language processing 
(NLP) technology is used to tag the parts of speech in the 
articles to facilitate the statistical analysis of syntactic features 
and the detection of word errors and grammatical errors. In 
this paper, the natural language processing tool developed by 
Stanford University is used for text segmentation and 
part-of-speech tagging [29]. 

Composition feature extraction is the core of automatic 
grading to solve the English composition problem. Because, 
unlike humans, a computer cannot understand the connotation 
of a composition or gift and cannot appreciate and evaluate the 
merits of a composition, it needs to have quantitative data for 
calculations. Therefore, in the process of implementing 
automatic grading composition, we need to extract some 
quantitative data from the text for the computer to calculate 
and process these data. These data can reflect the real writing 
level of students. Through these data, we can establish a 
certain mathematical model, which can be an effective 
evaluation of students’ writing. 

The model mainly covers 64 features of composition, such 
as vocabulary use, phrase collocation, sentence, coherence, 
organizational structure and fluency, and then divides these 
features into three types: morphology, syntax and structure. 
Training sets are used to train the designed neural network 
[30]. Then, it evaluates the linguistic quality and 
organizational structure of the composition from the aspects of 
morphology, syntax and structure. In addition to the evaluation 
of the above three aspects, this paper also analyses and 
evaluates the semantic content of the text. Finally, the 
characteristics of the above aspects are comprehensively 
scored. 

( )ip d represents the probability of document
id appearing 

in the dataset, and ( )k ip z d  represents the probability 

distribution of the topic of document
id ; ( )j kp w z represents 

the probability distribution of words in topic
kz , each topic 

follows a polynomial distribution over all terms, and each 
document follows a polynomial distribution over all topics. 

Based on the above probability distribution, a document 
id  

is randomly selected according to the document probability 

distribution ( )ip d  in the dataset, the topic 
kz is selected 

according to the document topic probability distribution

( )k ip z d , and then the word of the document 
id is selected 

according to the keyword probability distribution ( )j kp w z of 

the topic
kz . The data that we can observe are ( , )i jd w , and

kz  

represents the implicit variables. The joint distribution of 

( , )i jd w  is: 

( , ) ( ) ( )i j i j ip d w p d p w d
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The ( )k ip z d and ( )j kp w z distributions correspond to 

two sets of polynomial distributions. To estimate the 
parameters of these two sets of distributions, the expectation 
maximization algorithm should be used. The EM algorithm is 
divided into E steps and M steps, where the E step is used to 
solve the post probability distribution of the implicit variable 

kz  when ,i jd w  is known, and the formula is as follows: 
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The left side of the formula represents the probability of 
the occurrence of the kth implied topic under the probability of 
the occurrence of the ith document and the jth word. Step M is 

used to solve the posterior probability distribution ( )j ip w d

of topic words and topic documents when ( , )k i jp z d w  are 

known. The formula is as follows: 
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It can be found from the above formula that the E and M 
steps of the expectation maximization algorithm depend on 
each other, and the three distributions of , , and can be 

obtained ( , )k i jp z d w ( )j kp w z ( )k ip z d  after a continuous 

iterative solution. The scoring process of the composition 
scoring system is shown in Fig. 3. 
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Fig. 3. Scoring process of the composition scoring system. 

IV. SYSTEM TEST AND ANALYSIS 

A. Evaluation and Verification of an Automatic Scoring 

System for Composition Based on Word Vector Clustering 

To verify the scoring effect of the automatic scoring 
system based on word vector clustering, this paper takes the 
standard data provided in a composition scoring competition 
as the research object, and the total amount of processing of 
various samples is shown in Fig. 4. In this verification, all the 
samples except the two parts of the calibration set and the 
exception answer were scored by a computer. According to the 
results, the intelligent score of Chinese composition was 
420070, accounting for 99.82% of the total sample size, and 
the intelligent score of English composition was 418820, 
accounting for 99.53% of the total sample size. The abnormal 
samples included high similarity with the Chinese text, high 
similarity with the current test paper (reading comprehension), 
and high similarity with each other. There were 235 Chinese 
compositions, accounting for 0.06% of the total test papers. 
English composition 1469, accounting for 0.35% of the total 
examination papers. The subject expert group conducts 
targeted quality inspection re-evaluation on abnormal samples. 

In this paper, 235 Chinese compositions and 1469 English 
compositions were selected and matched with the standard 
target text. The comparison of the bit error rate of key word 
recognition is shown in Fig. 5. The statistical results are as 
follows: the recognition accuracy of Chinese characters is 
97.6%, and the recognition accuracy of English words is 

97.3%. This high-precision transliteration recognition has 
three important factors: first, examinees’ attention to the 
composition of the college entrance examination ensures the 
standardization of writing. Second, the Chinese composition 
area is designed in square paper format, and the English 
composition area is designed in a line-by-line underline format 
to ensure the writing position of characters. Third, there are 
advanced recognition algorithms. These three factors can 
ensure the accurate recognition of all the scoring samples, and 
the overall transliteration recognition rate should be kept at 
approximately 97%, which can meet the actual requirements 
of marking papers. 

 

Fig. 4. Total amount of processing of various samples. 
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Fig. 5. Comparison of the bit error rate of key word recognition. 

B. Evaluation and Comparison of Automatic Scoring 

Algorithms for Composition 

The comparison of the training time of different algorithms 
is shown in Fig. 6. The average score of the machine score and 
the average score of the manual score were less than 1 point, 
and the standard deviation was basically the same. The 
correlation between the machine score and report score is 
0.95, and the consistency rate is 95.24%, which is very close 
to the correlation and consistency rate of Manual 1 and 
Manual 2 and is at a high level, which proves that the overall 
effect of the intelligent score is good. At the same time, it also 
shows from another angle that the intelligent marking system 
has a very high learning ability for the calibration set and 
basically reaches the level of mastering the marking standards 
of the teachers. It can be seen that most students do not resist 
the use of correcting network writing, and the correcting 
network has a good impression. The correcting network 
writing system makes sense and can stimulate students’ desire 
for writing and continuous improvement. This model provides 
statistics on the content quality, coherence, readability and 
basic information of the composition and gives students 
detailed feedback so that students can better understand their 
own composition. 

As seen from the prediction results of automatic scoring 
based on the random forest model in the figure, in the scoring 
results of the composition subset based on the random forest 
algorithm, the quadratic weighted K value is generally above 
0.78, the highest value is 0.905, and the average value is 
0.862. The lowest value of weighted K obtained by the 
international scoring algorithm is 0.654, the highest value is 
0.755, and the average value is 0.792. In terms of the 
prediction results, the calculation method in this paper is 
obviously better than the existing prediction model, 10%~18% 
higher than the general algorithm, and can basically achieve 
the matching effect with the artificial score. Further analysis 
of the composition sample structure shows that the random 
forest algorithm based on the bagging method can effectively 
avoid overfitting error in the case of an insufficient sample 
size after obtaining accurate clustering vector features, thus 
reducing the variance value. When the number of samples is 
less than 1400, the quadratic weighted K value of the 
conventional model prediction algorithm decreases obviously 
and is basically lower than 0.7. The average score deviation 

rate of each formula combination is shown in Fig. 7. 

This model not only gives the composition of the overall 
score as the composition of the machine but also, in this paper, 
extracts feature feedback to assist students in better 
understanding their writing level. This process uses internet 
technology to achieve a short score. With this composition, 
students can receive reliable information in a timely and 
effective manner, which is also one of the advantages of 
intelligent reading systems. As shown in Fig. 8, the score of 
the essay given by the machine is 8.41; while the score given 
by the teacher manually is 9.0, indicating that the consistency 
between the essay and the manual score is very high. The text 
coherence is 0.25, 0.77, 0.62 and 1.0, indicating that the text 
coherence is very good. The readability of the text is 11.89, 
the comprehensibility is 193.98, and the writing level is 10.82. 
In the linguistic features of the text, the total number of words 
is 204, word density is the ratio of the number of different 
words to the total number of words, word density is 0.66, 
complex word digit number is 36, sentence number is 17, 
paragraph number is 3, and average sentence length is 12. All 
these features can effectively give students an intuitive 
understanding of their own compositions. Therefore, the 
students know more about their own composition to improve 
the efficiency of their learning. The impact of different 
training sets on model performance is shown in Fig. 8. 

 

Fig. 6. Comparison of training time of different algorithms. 
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Fig. 7. Average score deviation rate of each formula combination. 

 

Fig. 8. Impact of different training sets on model performance. 

V. ANALYSIS 

An AI-based English essay grading system utilizes 
artificial intelligence technology to automatically evaluate and 
score essays written in the English language. This advanced 
system has gained popularity due to its potential to efficiently 
assess a large number of essays with consistent accuracy, 
saving time for educators and providing immediate feedback 
to students. The advantages of an AI-based English essay 
grading system lie in its consistency, time efficiency, 
scalability, immediate feedback, objective evaluation, 

enhanced learning experience, consistent feedback, and 
analytics capabilities. While it has limitations in contextual 
understanding and ethical considerations, integrating this 
technology with human expertise can lead to a balanced 
approach that leverages the strengths of both artificial 
intelligence and human judgment to improve the overall 
quality of writing assessment and instruction. 

VI. CONCLUSION 

With the further development of global economic 
integration and internet technology, English has become the 
mainstream language for people worldwide to communicate. 
Therefore, an increasing number of governments are paying 
attention to the learning of English. Early essay scoring was 
performed manually, that is, when some teachers read the 
composition of the paper-based test answers directly to score 
them, the results are affected by the fact that some teachers’ 
subjective factors are quite large, which is almost impossible 
to achieve in the large exam score standard consistency 
requirements, and given how much is required by the 
evaluation objective, impartiality is more difficult to achieve. 
Over time, the method of writing assessment has reached the 
stage of combining intelligent correction with teacher 
correction. To date, the introduction of artificial intelligence 
into college English writing teaching can effectively assist 
teachers in completing composition correction and data 
analysis more efficiently to a certain extent, encourage 
students to evaluate, learn from each other more conveniently, 
and cultivate students’ awareness of independent English 
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writing and lifelong learning. Therefore, this paper examines 
how to apply an automatic scoring scheme to composition 
scoring more effectively and provides some reference for 
research on the automatic scoring direction of English 
composition under the background of artificial intelligence. 
The main research contents and conclusions are summarized 
as follows: 

1) Natural language processing technology is used to 

analyse the text features of a composition, including part of 

speech tagging, syntactic analysis and article organization 

structure analysis. 

2) Through the correlation analysis of the statistical 

features, the features related to scoring were extracted, and the 

relevant features were classified according to the different 

angles of the features reflecting the quality of the composition. 

3) Semantic analysis technology was combined to analyse 

the semantic content of the composition and obtain the content 

quality characteristics of the composition. 

4) The neural network is successfully applied in the 

automatic composition scoring process, and the mapping 

relationship between text features and composition scoring is 

obtained. 

5) A comprehensive score for the composition was given 

based on its morphology, syntax, organizational structure and 

content quality. 

VII. FUTURE WORK 

This paper can not only directly evaluate the language 
quality and organizational structure of a composition but also 
evaluate the content quality of the composition and conduct 
statistical analysis of the lexical use, syntactic use, semantic 
coherence and readability of the composition. Students and 
teachers can quickly obtain the quantitative indicators of a 
composition, providing a powerful reference for teachers and 
students and not only greatly reducing teachers’ workload but 
also increasing the number of English learners’ writing. Due to 
the large number of English learners in China and the shortage 
of teacher resources, the English composition scoring system 
has great application value. Although this model has certain 
functions, it still has certain deficiencies, which are embodied 
in the following aspects: 

1) In this article, the model used in the training process of 

neural networks included a Chinese English learner corpus, 

and 1000 compositions were chosen. Among them, 720 were 

used as the training set, the training set for neural network 

training was somewhat smaller, and the composition of the 

training set was not rich. If the training set were larger, the 

training content would be richer and the performance of the 

neural network and the accuracy of scoring would be 

improved. 

2) In the semantic analysis module, this model uses more 

than 20 high-scoring compositions with different topics as 

sample articles. If more sample compositions with different 

topics were added, the accuracy of semantic scoring would be 

greatly improved, and the comprehensive scoring accuracy of 

compositions would also be greatly improved. 
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Abstract—Emotion recognition, or computers' ability to 

interpret people's emotional states, is a rapidly expanding topic 

with many life-improving applications. However, most image-

based emotion recognition algorithms have flaws since people can 

disguise their emotions by changing their facial expressions. As a 

result, brain signals are being used to detect human emotions 

with increased precision. However, most proposed systems could 

do better because electroencephalogram (EEG) signals are 

challenging to classify using typical machine learning and deep 

learning methods. Human-computer interaction, 

recommendation systems, online learning, and data mining all 

benefit from emotion recognition in photos. However, there are 

challenges with removing irrelevant text aspects during emotion 

extraction. As a consequence, emotion prediction is inaccurate. 

This paper proposes Radial Basis Function Networks (RBFN) 

with Blue Monkey Optimization to address such challenges in 

human emotion recognition (BMO). The proposed RBFN-BMO 

detects faces on large-scale images before analyzing face 

landmarks to predict facial expressions for emotional 

acknowledgment. Patch cropping and neural networks comprise 

the two stages of the RBFN-BMO. Pre-processing, feature 

extraction, rating, and organizing are the four categories of the 

proposed model. In the ranking stage, appropriate features are 

extracted from the pre-processed information, the data are then 

classed, and accurate output is obtained from the classification 

phase. This study compares the results of the proposed RBFN-

BMO algorithm to the previous state-of-the-art algorithms using 

publicly available datasets derived from the RBFN-BMO model. 

Furthermore, we demonstrated the efficacy of our framework in 

comparison to previous works. The results show that the 

projected method can progress the rate of emotion recognition on 

datasets of various sizes. 

Keywords—Blue monkey optimization (BMO); deep learning; 

electroencephalograph (EEG); emotion recognition; human-

computer interaction (HCI); radial basis function networks 

(RBFN) 

I. INTRODUCTION 

This template, modified in MS Word 2007 and saved as a 
―Word 97-2003 Document‖ for the PC, provides authors with 
most of the formatting specifications needed for preparing 
electronic versions of their papers. All standard paper 
components have been specified for three reasons: (1) ease of 
use when formatting individual papers, (2) automatic 
compliance to electronic requirements that facilitate the 
concurrent or later production of electronic products, and (3) 
conformity of style throughout conference proceedings. 

Margins, columns widths, line spacing, and type styles are 
built-in; examples of the type styles are provided throughout 
this document and are identified in italic type, within 
parentheses, following the example. Some components such 
as multi-leveled equations, graphics, and tables are not 
prescribed, although the various table text styles are provided. 
The formatter will need to create these components, 
incorporating the applicable criteria that follow. 

Language, text, action, and other means are all ways that 
people can express themselves. How to recognize and 
accurately detect human facial expressions has emerged as a 
hot research area given the rapidly expanding artificial 
intelligence field [1]. Numerous businesses including 
amusement, security, online education, and intelligent medical 
care, use facial expression detection technologies [2]. Facial 
expression is a critical factor in human emotion recognition. 
Since a person's facial expressions convey their emotions, 
"facial recognition" [3] and "emotion recognition" are often 
used synonymously. Significant progress has been made in the 
automotive industry, augmented robotics, reality, 
neuromarketing, and interactive games. There is growing 
interests in enhancing all facets of human-computer 
interaction, particularly in recognizing human emotions. 

Facial expression recognition can be used to monitor 
driver fatigue. An alarm is sent when the driver's face exhibits 
signs of drowsiness, and a camera records the driver's 
expression in real time while also analyzing the driver's 
mental state. This can assist with avoiding traffic accidents 
induced by fatigued driving. The elderly can benefit from 
installing a human-computer interaction system with a 
recognition of facial expressions feature in nursing homes or 
elderly homes. Facial expression recognition technology can 
track how each student responds to the lecture and provide the 
instructor with immediate feedback, which can, to some 
extent, advance the superiority of education [4]. During the 
online teaching process, it can be difficult for the instructor to 
keep track of each student's reaction, but it is still important to 
make timely adjustments to the course progress. 

In the conventional method for recognizing facial 
expressions, a photograph is taken, its attributes are extracted, 
and then the image is identified using machine learning [5]. 
The difficult feature extraction method and the identification 
performance being easily influenced by the environment and a 
person's facial activity are some drawbacks of this strategy. 
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One of today's most vital and challenging techniques is 
emotional recognition. Applications for emotion recognition 
include helping to measure stress levels and blood pressure, 
among other things. When using emotional techniques, one 
can apply the functions of happy, sad, calm, and neutral facial 
features. The human body's inner workings can be detected 
using various methods and algorithms. Real-time emotional 
recognition can pick up on human thought processes. 
Identifying diseases early using emotional recognition shields 
can save humans from severe infections or illnesses. 
Emotional recognition has the main benefit of assisting in 
identifying human mentalities without using questions. 

Machine learning algorithms accurately predict facial 
emotions like stress and sadness. The results for emotion 
recognition, such as sadness and rage, were improved when 
the ECG and PPG were merged with the 28 features take out 
from algorithms using machine learning [6]. Without 
knowledge sharing, facial expressions are essential for 
determining human mentality. In a few articles, datasets from 
2010 to 2021 are combined, along with the majority of the 
features collected and categorized using deep learning and to 
support vector machine approach, hence increasing 
classification accuracy and outcomes. 

A subset of machine learning methods called "deep 
learning" can be used to analyze facial expressions and 
identify emotions. However, the amount of data will affect 
how well it works. As data volume rises, performance gets 
better. Deep learning cannot be applied to facial expression 
datasets because they are too small. Several studies have 
found that augmentation techniques like cropping, scaling, 
translating, or mirroring during the pre-processing stage 
increase the alteration and, subsequently, the quantity of 
information. 

In various pattern recognition and classification issues, 
neural networks have been used because they have the best 
approximation capability. Along with the back-propagation 
algorithm, face recognition has also used convolution neural 
networks and multilayer perceptron (MLPs) [7]. Because of its 
slow convergence rate and uncertainty about whether it will 
reach global optimums, the back-propagation learning 
procedure is computationally intensive. Due to their 
outstanding approximation accuracy and quick processing, 
radial basis function neural networks (RBFN) with a single 
hidden layer have been used for facial recognition 
applications. Radial basis functions in the hidden layer 
nonlinearly map the contribution face information to linearly 
divisible information in hidden hyperspace. Some enterprise 
challenges for hidden layers include defining the RBF unit 
centers of hidden neurons, their numbers, and the selection 
and shape of fundamental functions. Second, the success of 
blue monkey swarms naturally inspired the development of 
the Blue Monkey (BM) approach, a cutting-edge metaheuristic 
optimization method. The total number of men in a group is 
determined via the BM process. Like other forest guenons, 
blue monkey groups typically only contain one adult male 
outside the breeding season. With constraints and an unknown 
search space, this algorithm effectively finds solutions to 
practical problems. The BM method has some variables and 
the potential to produce better results [8]. 

Radial Basis Function Networks (RBFN) with Blue 
Monkey Optimization is suggested in this paper (BMO). The 
proposed RBFN-BMO first recognizes faces on large-scale 
imageries after assessing face landmarks to approximate 
representations for reaction acknowledgment. The two stages 
of the RBFN-BMO are convolutional neural networks and 
patch cropping. The proposed perfect is composed of four 
categories: feature extraction, ranking, preprocessing and 
organization. After preprocessing the dataset's collected data 
for data cleansing, the information is classified, the relevant 
attributes are extracted from the preprocessed data in the 
ranking phase, and the correct information is obtained. This 
study compares the results of the recommended RBFN-BMO 
method to earlier state-of-the-art methodologies using publicly 
accessible datasets inferred from the RBFN-BMO model. 
Furthermore, we have demonstrated that our structure is more 
efficient than earlier ones. 

The projected work is defined in detail below. Section II 
goes into more excellent aspects of the work associated with 
the projected outcome. Section III goes over the proposed 
framework in depth. Section IV goes into great detail about 
experiment design and performance evaluation. Section V 
concludes the discussion of future work. 

A.  Contribution 

● Data cleaning and pre-processing are performed on the 
dataset's collected data.  

● The pre-processed data are given the appropriate 
characteristics during the ranking phase, and the 
information is then categorized. 

● Pre-processing, feature extraction, ranking, and 
categorization are the four categories that make up the 
suggested model. 

● Before looking at face landmarks to predict facial 
expressions for emotion detection, the Radial Basis 
Function Networks (RBFN) - Blue Monkey 
Optimization (BMO) proposed method first recognizes 
faces on large-scale images. 

II. LITERATURE SURVEY 

Chen et al. [9] used a deep sparse auto-encoder network 
based on Soft-max regression to identify facial expressions of 
emotion during human-robot interaction. This work minimizes 
distortion, learning efficiency is determined, and dimensional 
complexity is measured using the SRDSAN technique. The 
soft-max simple regression perfect will help categorize the 
input signal, while the DSAN technique helps with accurate 
feature extraction. 

Babajee et al. [10] suggested using deep learning to 
recognize human expressions from facial expressions. This 
paper uses deep knowledge and a convolutional neural 
network to offer seven methods for identifying facial 
emotions. This study uses the Facial Action Coding System 
(FACS) to collect 32,398 facial expressions to identify various 
types of emotion. The identification approach's failure to be an 
effective optimization technique is the sole justification for 
this research. 
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Satyanarayana et al. [11] used deep learning and cloud 
access to implement emotional acknowledgment in this study. 
One of the most effective methods in many presentations is 
facial emotion recognition. Face recognition makes extensive 
use of the deep learning algorithm. Her thesis paper examines 
a variety of emotions, such as sadness, joy, serenity, and rage. 
The Python code generates a particular IP address for each 
technique to send this data. 

Jayanthi et al. [12] used deep classifiers to develop an 
organizing strategy for emotional categorizations utilizing 
speech and static images. One of the most crucial methods for 
determining someone's stress level is emotion identification. 
The two traits of emotion perception and speech modulation 
are essential in determining the stress level in the human body. 

Sati et al. [13] used NVIDIA to implement face detection, 
recognition, and emotion recognition in his paper. In this 
study by Jetson Nano, face emotion recognition and detection 
are combined. Facial emotional identifications have 
historically been among the most challenging techniques to 
master. This technique's accuracy and classification outcomes 
can be improved by adding some features. The ANN 
technique assists in recognizing and classifying facial 
expressions of emotion. 

Wang et al. [14] applied a recently developed deep 
learning technique in this paper. The four-category deep 
learning model is used in this paper. Convolutional neural 
networks and deep architectures fall under the first category. 
The deep learning model has a significant impact on deep 
neural networks. This component of the machine learning 
algorithm is essential. The classification, which includes both 
linear and nonlinear special functions, is necessary for the 
accuracy of the data. 

The multi-label convolution neural network was 
implemented by Ekundayo et al. [15] to identify facial 
expressions and estimate ordinal intensity. This was 
completed because, while many features, like FER, are 
consistent with the emotional recognizing method, only one is 
ideal for the multi-class dynamic classification method. This 
study utilized a multi-label convolutional neural network. 

Using facial expressions, EEG, and machine learning 
techniques, Hassouneh et al. [16] developed a real-time 
emotional recognition system. The system could distinguish 
between smiling, remaining neutral, and losing control. In this 
study, virtual markers detect facial regression using the optical 
flow algorithm, since it acknowledges a lower level of 
computational complexity, the optical flow algorithm system 
aids in providing people with a physical challenge. 

Neuro-sense was used by Tan et al. [17] to implement 
short-term emotion recognition and comprehension. Spiking 
neural network simulations of the spatiotemporal EEG 
patterns served as the foundation for their strategy. The SNN 
method is used for the first time in this paper. It aids in 
comprehending how the brain operates. One of the two 
methods used to analyze the EEG data is arousal-valence 
space. The various types of segments that make up the 
arousal-valence space include low arousal, high arousal, high 

valence space techniques, and standard valence space 
methods. 

A deep facial expression recognition survey was carried 
out by Li et al. [18]. One of the system's most significant 
challenges is recognizing a person's facial expression. The two 
main challenges to accurate facial expression recognition are a 
need for training sets and undesirable emotion variations 
(FER). The data set is first organized using the neural pipeline 
technique. Consequently, the FER technique's complex 
problems will be reduced. 

Yang et al. [19] used a staked auto-encoder to implement 
three-class profound learning-based emotional expressions. 
This paper demonstrates that discrete entropy calculation can 
be used to measure the EEG signal. The deep learning 
algorithm's auto-encoder technique results are more accurate 
than those from the encoding system's calculation methods. To 
use the alpha, beta, and gamma values, this method assesses 
emotions. Classification results are produced more accurately 
when a deep learning procedure is used. The deep learning 
procedure typically yields acceptable outcomes for the various 
classes of emotional recognition. 

Yadahalli et al. [20] used a deep learning technique to 
recognize facial micro expressions. This study uses six 
different emotional expressions—happy, sad, angry, scared, 
neutral, and surprised faces—to collect the eight layers of the 
dataset. Because it has started collecting datasets that contain 
the FER perfect, the paper assumes that the FER with a CNN 
improves accuracy and that the removed consequence 
produces the multimodal facial expression using a single 
method. Using a single algorithm, the multimodal facial 
expression is also added to the dataset that has been gathered. 

Asaju et al. [21] used a temporal method to recognize 
facial emotional expressions. This study introduces a CNN-
based deep learning procedure that can implement numerous 
kinds of emotional acknowledgment in the human body. To 
extract features, VGG-19 methods are used. Both the accurate 
mapping technique and the recognition of facial emotions 
method use the BiLSTM architecture. 

Yolcu et al. [22] suggested a deep learning-based method 
for tracking consumer performance patterns that measured 
head pose assessment and analyzed facial expressions to 
gauge the level of interest in the product. To follow customer 
interest, this was done. Deep structured learning was 
suggested by Walecki et al. [23] as a technique for 
determining the level of facial expression intensity. Face 
physics and other pre-processing methods are less critical in 
deep learning-based face recognition. CNN's convolution 
layers convolve the input image using various filters. It 
generates a feature map with fully connected networks to 
recognize facial expressions. 

To identify emotional expressions on faces, Asaju et al. 
[24] employed the temporal method. This study integrates a 
CNN with a deep learning technique to create dissimilar kinds 
of emotional identification in the human body. Use the VGG-
19 methods for obtaining features. The title and precise 
mapping of facial expressions are then carried out using the 
Bi-LSTM architecture. 
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Ekundayo et al. [25] implemented a multilabel convolution 
neural network to recognize facial expressions and estimate 
ordinal intensities. Although many features can be used with 
sentimental character segmentation techniques like FER, they 
are only suitable for some of them for the ideal categorization 
emotional classification method. Convolutional neural 
networks with multiple labels are used in this study. 

III. PROPOSED SYSTEM 

This study suggests combining RBFN and Blue Monkey 
Optimization (BMO) to acknowledge faces and emotions in 
high-resolution images. Modules for pre-processing, feature 
extraction, ranking, and classification can be seen in the block 
diagram of the proposed system in Fig. 1. 

 

Fig. 1. Proposed method of RBFN-BMO method. 

A. Pre-Processing of the Images 

Before using the pyramid images approach, the original 
photographs are downscaled by a feature of 2 until they are 
128×128 in dimensions. Additionally, each pyramid image is 
split into 128×128 pixel-sized patches to simplify processing 
and reduce memory allocation. 

1) Data augmentation: Dawn sampling was performed on 

the input photos using a ratio of 2 up to an image size of 

128×128. There was no overlap between the 128×128 patches 

created from the pyramid photos. If the picture segment is too 

long for the patches, zeros will be added to make up the 

difference. Additionally, we employ a data augmentation 

technique that involves rotating, translating, and flipping the 

images on their axes at 45-degree perspectives. The data 

augmentation method increases the number of training 

examples and progresses the network's ability to simplify 

under challenging circumstances. The images have been 

edited to resemble actual facial recognition scenarios. Due to 

the GPU's memory capacity, we use a batch size of 16 pictures 

during training. As a result, various combinations of patches 

for the same image might be created. The initial photo 

incorporates all sensing forecasts on the same image's patches. 

B. Feature Extraction using RBFN 

Feed forward neural networks comprise RBFN. The three 
layers that make up the RBFN's design are the input, hidden, 
and output layers, as depicted in Fig. 2. Data is sent from the 

user's input layer to the concealed layer [26]. Radial basis 
function (RBF) units, known as hidden neurons, comprise the 
hidden layer. Each jth RBF unit has a related basis function (

j
), spread ( j ), and centre ( jA

). 

The nonlinear basis functions j
are affected by how far 

the input is from the center of the jth RBF unit. RBFN 
frequently employs the basic functions Gaussian, 
multiquadric, inverse multiquadric, and thin spline. The most 
often used Gaussian basis function was signified in this study 
as 

2

2

|| ||

2
( )

j

j

m A

j x e






 (1) 

The restriction r, which also denotes the function's width, 
characterizes the spread of the radial basis function, where Cj 
stands for the jth RBF unit's center. You can think of RBFN as 
a mapping from (2). 
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Where u is the amount of RBF units and 
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j
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Where wi,j denotes the degree of connectivity between the 
ith output neuron and the jth RBF unit. 

 

Fig. 2. Structure of RBFN. 

C. Ranking with Blue Monkey Optimization (BMO) 

Blue Monkeys are different from the other species. They 
frequently live in societies where women are the majority, 
meaning females stay in their natal groups. However, as soon 
as they reach the mature stage, the males leave their groups 
[27]. There are usually a lot of females and young in each 
group of blue monkeys, but only one male. This problem 
exacerbates the problem of inbreeding. The men leave the 
group and join another one when they're older. However, 
finding a new group might take some time, so the males might 
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initially seem to be by themselves. Regarding social 
interactions, blue monkeys don't have a perfect sense of 
intuition [28]. Social interaction only lasts for a short time, 
typically when playing with and grooming other people. 

Babies also connect with the other adults in the group and 
their mothers. The source of those newborns typically avoids 
their male counterparts. Baby handlers are the ones who do all 
the work. The young females tend to the babies and carry and 
protect them. From this habit, infants pick up how to react like 
all monkeys. 

1) Group division: The BMO algorithm imitates the 

actions of Blue Monkey. Each group of monkeys had to travel 

through the search area to simulate these interactions. Earlier, 

it was mentioned that when the monkeys are divided into 

groups, they start searching for food sources far away in an 

area where more robust monkeys are out of sight of 

conventional vision. The young Cercopithecus mitis and the 

male have little to no interaction. Because Cercopithecus mitis 

is a territorial species, young males should venture outside as 

soon as possible. The dominant male of another family will 

challenge them. If they succeed in eliminating him, they will 

assume control of the family and be able to provide young 

men with food, shelter, and socialization. Blue monkey groups 

typically consist of a sizable number of females and young, 

with only one male [29]. 

2) Position update: Each blue monkey in a group updates 

to the position in the best place within that group. Equations 

like the ones below describe this behavior: 

 1 0.7* ( )* *( )m m lea m best mPower Power W W rand Y Y    
 (4) 

1 1 *m m mY Y Power rand  
  (5) 

Wlea stands for the leader weight, Wm for the monkey 
weight, Ybest for the leader location, which can take any 
value between [0,1], Power for the monkey power rate, and so 
on. 

Using the following equations, the blue monkey's 
offspring are also updated.  

 1 0.7* ( )* *( )C C C C C C

m m lea m best mPower Power W W rand Y Y    
(6) 

1 1 *C C C

m m mY Y Power rand  
 (7) 

C

mW
 is the child weight at which all weights are random 

amounts among [4, 6], 

C

bestY
 is the child position, Ychis the 

leader child position, Ratechneeds to stand for the child power 
rate, is the leader child weight, and "rand" denotes an arbitrary 
amount among [0, 1]. Every cycle, the location needs to be 
reorganized.

 

Algorithm for Blue Monkey Optimization 

Initialize the Blue Monkey and their children population 
Bm (m=1….,n) 

Initialize power rate and weight of Blue monkey as Power 
and W 

Where (Power ϵ [0, 1]) (W ϵ [4, 6]) 

Randomly Distribute Blue Monkey into T groups and 
children in one group. 

Evaluate the fitness of blue monkey and children in each 
group 

Select Worstfit and Best fit in 

C

leaY
 Children group  

T=1 

  While (T≤ maximum number of group) 

        Swap  Worstfit = 

C

leaY
 

        Update Power and Y position of all blue monkey by 
Eq. (4,5) 

        Update Power and Y Position of children by Eq. (6,7) 

Upgrade the fitness of all blue monkeys and kids. 

Most recent Update 

             If (New best> Current best) then 

New best = Current best 

             End if 

T=T+1 

     End While 

The best blue monkey should be returned. 

D. Classification of Emotions Recognition 

The centers of hidden neurons or RBFN units can be found 
using the sub-clusters produced by the proposed RBFN-BMO 
technique. Since the method evolves the sub-clusters based on 
the given training statistics, providing the number of sub-
clusters for each participant as input for face recognition is 
unnecessary. Emotion recognition aims to identify a person's 
emotions. The capacity to perceive emotions varies 
significantly among people. A significant area of research is 
emotion recognition with technological assistance. Analyzing 
facial landmarks, with a focus on the lips, nose, and eyes, is 
the foundation for identifying emotions. Facial expressions are 
a huge help in recognizing emotions. The shapes of those 
sections represent the person's emotions. One can infer a 
person's emotional state from the points' locations and the 
distance between them. The main objective was to create the 
proposed methodology for finding 68 spots; A potential area 
for emotion detection in each of the locations. The jawline is 
depicted in points 1 through 17, the left and right brows in 
points 18 through 22, the left and right eyes in moments 37 
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through 48, the noise in points 28 through 36, the outer lip 
area in matters 49 through 60, and the inner lip structure in 
points 60 through 68. In studies of facial expressions, the 
location of those points is crucial. 

In this study, we suggest using facial features as 
annotations for emotion recognition. The proposed RBFN-
BMO accepts inputs such as high-resolution photos, facial 
feature annotations, and the face's position. The seven 
emotions portrayed in this piece are anger, disgust, fear, joy, 
sadness, surprise, and neutrality. More details about the data 
set used to train the recommended RBFM-BMO are provided 
in the following section. 

IV. EXPERIMENTAL RESULTS 

Details about the experimental setting that was used to 
develop and evaluate the suggested RBFN-BMO are provided 
in this section. The experiment was run on a Linux desktop 
with an Intel i7 processor, 32 GB RAM, and a 4 GB Nvidia 
GTX960 graphics card. The suggested RBFN was developing 
using the TensorFlow deep learning framework, cuDNN, and 
CUDA vibration libraries. For image manipulation, the 
OpenCV library was used. 

A. Dataset Description 

We suggest using the celeb datasets [30] to train the 
suggested RBFN-BMO. There are 202,599 RGB images of 
well-known people in this dataset. Face, attribute, and 
landmark acknowledgment was considered when creating the 
dataset. The CelebA dataset's images are summarised in Fig. 
3. This work advocates using facial landmarks and distinctive 
analysis for face detection and expression acknowledgment. 

A training set, a validation set, and a testing set were 
created from the collected data. The training set consisted of 
70% of the data, the validation set of 10% of the training set, 
and the testing set consisted of 30% of the data. 

While pre-processing reduces filter noise, 70% of the data 
are used as training input. The high dimensionality of the filter 
is reduced with the help of feature extraction. To decrease the 
size of the problem space, our work employs various methods 
for extracting features, such as edge detection. As a result, it 
generates clear output images with precise dimensional 
quality. In the data, categorization and part extraction happen 
simultaneously. 

B. Performance Metrics 

The effectiveness of the suggested work is assessed using 
the recognition rate. The classification performance is 
calculated by dividing the total amount of images into the data 
sets by the number of facial expressions successfully 
identified. It is shown as: 

The percentage of accurate classifications is measured by 
precision (Prec). It can be indicated using (8): 

Pr
TP

ecision
TP FP


    (8) 

 

Fig. 3. Celebrity images data set. 

It is also possible to refer to the actual positive rate as the 
recall rate or recall. It assesses how frequently a classifier 
gives the right category a favorable result. It is described in 
(9). 

Re
TP

call
TP FN


   (9) 

The F-Measure represents the harmonic mean of 
sensitivity and precision (F). It is crucial since higher accuracy 
typically interprets into lower sensitivity. It can be calculated 
using (10). 

*
2*

precision recall
F Score

precision recall
 


 (10) 

Accuracy: To calculate the precision of our predicted 
value, divide all values by the total of true negatives and true 
positives. 

TP TN
Accuracy

TP TN FP FN




    (11) 

Root Mean Square Error (RMSE)  

The only departure from RMSE is the square root sign. 
The mean absolute error equation is given in (12). 
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The messages TP, TN, FP, and FN are confirmed positive, 
true negative, true positive, and false negative, respectively. 
The outcome should improve as a component of precision, 
recall, f-measure, and sensitivity. 

1) Precision analysis: In Fig. 4 and Table I, the precision 

of the RBFN-BMO strategy is contrasted with that of other 

methods currently in use. The graph demonstrates the 

increased efficiency and precision of the deep learning 

approach. In comparison to the GRU, LSTM, RNN, DNN, and 

ANN models, which have precision values of 89.029%, 

85.536%, 90.927%, 88.435%, and 93.983% for the 1000 data, 

the RBFN-BMO model has a precision value of 96.425%. 

With different data sizes, the RBFN-BMO model has shown 

its greatest performance. The RBFN-BMO's precision value is 

97.927% under 6000 data, compared to the GRU, LSTM, 

RNN, DNN, and ANN models' precision values of 89.827%, 

86.324%, 93.782%, 87.625%, and 95.029%, respectively. 

 

Fig. 4. Precision analysis for RBFN-BMO method with existing systems. 

TABLE I.  RBFN-BMO METHOD PRECISION ANALYSIS USING EXISTING 

SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 89.029 85.536 90.927 88.435 93.983 96.425 

2000 89.214 85.234 91.425 88.323 94.626 96.029 

3000 90.425 85.029 91.728 87.922 95.435 97.182 

4000 90.627 86.324 92.637 87.425 94.928 96.728 

5000 89.526 86.973 92.938 88.937 95.227 97.632 

6000 89.827 86.324 93.782 87.625 95.029 97.927 

2) Recall analysis: Fig. 5 and Table II illustrate how the 

RBFN-BMO approach compares to other current methods in 

terms of recall. The figure demonstrates how the recall 

performance was enhanced by the deep learning approach. 

The RBFN-BMO model, for example, has a recall value of 

93.827% with 1000 data, while the GRU, LSTM, RNN, DNN, 

and ANN models have recall values of 79.637%, 80.928%, 

84.938%, 86.927%, and 89.627%, respectively. However, the 

RBFN-BMO model worked most effectively with various data 

sizes. For 6000 data points, the recall value of the RBFN-

BMO is 95.737% as opposed to the GRU, LSTM, RNN, 

DNN, and ANN models' respective recall values of 81.924%, 

84.536%, 87.736%, 90.326%, and 92.413%. 

 

Fig. 5. Recall analysis for the RBFN-BMO method with existing systems. 

TABLE II.  RECALL ANALYSIS FOR THE RBFN-BMO METHOD USING 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 79.637 80.928 84.938 86.927 89.627 93.827 

2000 80.452 82.373 85.324 87.926 90.862 94.435 

3000 81.252 82.938 85.738 88.322 91.627 93.324 

4000 80.615 83.425 86.029 88.726 92.617 94.928 

5000 81.827 83.948 86.435 89.028 91.928 95.324 

6000 81.924 84.536 87.736 90.326 92.413 95.737 

3) F-Score analysis: Fig. 6 and Table III display an f-

score contrast of the RBFN-BMO strategy with other existing 

methods. The graph shows that the deep learning method has 

produced better performance regarding the f-score. The 

RBFN-BMO model, for example, has an f-score of 92.536% 

with 1000 data, while the GRU, LSTM, RNN, DNN, and 

ANN models have f-scores of 87.928%, 85.435%, 81.526%, 

83.425%, and 90.324%, respectively. The RBFN-BMO 

model, on the other hand, has performed best over a range of 

data sizes. Similarly, the f-score value of RBFN-BMO under 

6000 data is 94.627%, while for GRU, LSTM, RNN, DNN, 

and ANN models, it is 89.928%, 87.435%, 82.213%, 

85.324%, and 91.928%, respectively. 
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Fig. 6. F-Score analysis for the RBFN-BMO method using existing systems. 

TABLE III.  F-SCORE ANALYSIS USING TRADITIONAL SYSTEMS USING THE 

RBFN-BMO METHOD 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 87.928 85.435 81.526 83.425 90.324 92.536 

2000 87.526 86.928 81.029 83.928 90.928 93.727 

3000 89.432 86.425 82.536 83.526 91.243 92.927 

4000 88.214 87.928 82.938 84.525 91.627 93.826 

5000 88.921 86.029 81.937 84.928 92.173 94.324 

6000 89.928 87.435 82.213 85.324 91.928 94.627 

4) Accuracy analysis: Fig. 7 and Table IV shows the 

accuracy of the RBFN-BMO approach as compared to that of 

other currently utilized approaches..The graph shows how 

deep learning improves performance with accuracy. The 

RBFN-BMO model, for example, has a 1000-data accuracy of 

97.627%, whereas the GRU, LSTM, RNN, DNN, and ANN 

models have accuracy of 89.536%, 90.917%, 92.524%, 

94.526%, and 96.425%, respectively. The RBFN-BMO 

model, on the other hand, fared well with varying data sizes. 

Similarly, the accuracy of the RBFN-BMO under 6000 data is 

99.546%, while the accuracy of the respective GRU, LSTM, 

RNN, DNN, and ANN models is 90.716%, 92.817%, 

93.926%, 95.736%, and 97.125%. 

 

Fig. 7. Accuracy analysis for RBFN-BMO method with existing systems. 

TABLE IV.  ANALYSIS OF RBFN-BMO METHOD ACCURACY WITH 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 89.536 90.917 92.524 94.526 96.425 97.627 

2000 89.029 91.783 92.314 94.213 96.837 97.983 

3000 90.314 91.324 93.627 95.063 95.983 98.546 

4000 89.213 92.039 94.728 95.213 96.322 98.902 

5000 90.516 91.992 93.039 95.536 96.714 98.724 

6000 90.716 92.817 93.926 95.736 97.125 99.546 

5) RMSE analysis: Fig. 8 and Table V display an RMSE 

similarity between the RBFN-BMO strategy and other earlier 

techniques. The graph shows that the deep learning strategy 

has produced better results with a lower RMSE value. For 

instance, the RMSE value for the RBFN-BMO is 25.637% 

with 100 data, while the RMSE values for the GRU, LSTM, 

RNN, DNN, and ANN models are slightly higher at 30.526%, 

26.928%, 33.626%, 36.536%, and 43.737%, respectively. The 

RBFN-BMO model, on the other hand, has demonstrated that 

it performs best with diverse data sizes while keeping a low 

RMSE. The RMSE value for the RBFN-BMO model under 

6000 data is 26.324%, whereas it is 32.933%, 29.322%, 

35.342%, 42.627%, and 47.326% for the GRU, LSTM, RNN, 

DNN, and ANN models, respectively. 

 

Fig. 8. RMSE analysis of the RBFN-BMO method with existing systems. 

TABLE V.  RMSE ANALYSIS OF THE RBFN-BMO METHOD USING 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 30.526 26.928 33.626 36.536 43.737 25.637 

2000 30.425 27.029 33.928 36.928 44.863 26.435 

3000 31.252 28.425 34.526 40.425 43.324 25.926 

4000 31.627 27.425 35.827 41.627 44.432 25.029 

5000 32.737 28.926 36.324 41.911 46.732 25.627 

6000 32.933 29.322 35.342 42.627 47.326 26.324 
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6) Execution time analysis: The execution time analysis of 

the RBFN-BMO technique using existing methods is 

described in Table VI and Fig. 9. The information clearly 

shows that the RBFN-BMO method has outperformed the 

other techniques in every way. The RBFN-BMO process, for 

example, took only 2.738ms to execute 1000 data, while 

GRU, LSTM, RNN, DNN, and ANN took 12.837ms, 

10.637ms, 8.526ms, 6.938ms, and 4.837ms, respectively. 

Similarly, the RBFN-BMO method takes 3.624ms to execute 

6000 data, whereas the other existing techniques such as 

GRU, LSTM, RNN, DNN, and ANN have taken 15.526ms, 

11.638ms, 9.553ms, 7.425ms, and 5.029ms, respectively. 

TABLE VI.  ANALYSIS OF RBFN-BMO METHOD EXECUTION TIME WITH 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 12.837 10.637 8.526 6.938 4.837 2.738 

2000 12.536 10.827 8.928 6.324 4.213 2.324 

3000 13.627 10.324 8.435 6.022 4.039 3.029 

4000 13.829 11.526 9.073 7.425 4.637 3.927 

5000 13.425 11.627 9.224 7.829 5.324 3.526 

6000 15.526 11.638 9.553 7.425 5.029 3.624 

 

Fig. 9. Execution time analysis for the RBFN-BMO method with existing 

systems. 

V. CONCLUSION 

Facial expression analysis is one tool used to develop 
emotional intelligence, which is becoming increasingly 
important in many fields, including business and education. 
Numerous factors, such as visual contexts, point-of-view 
shifts, intra- and inter-class differences and more, impede the 
development of a reliable emotion recognition system. This 
paper suggests a convolutional neural network as a potential 
solution to the emotion recognition problem. To examine 
facial expressions in images, the proposed RBFN was made 
face-sensitive. The proposed RBFN-BMO can recognize 
people in high-resolution photos, evaluate facial expressions 
using facial features, and predict emotional states. The 

recognition during testing validates the proposed efficacy. 
Regarding output quality, the established RBFN-BMO 
classification algorithms perform better than those currently 
used. The RBFN-BMO uses every dataset used for the 
analysis and achieves the highest level of accuracy possible, 
which is 99.54%. To evaluate the effectiveness of the 
proposed classifier, the performance of proposed RBFN-BMO 
is compared with the existing Gated Recurrent Unit (GRU), 
Long Short-Term Memory (LSTM), Recurrent Neural 
Network (RNN), Deep Neural Network (CNN), Artificial 
Neural Network (ANN).  As a result, the RBFN-BMO can 
produce better results for celebs datasets. Furthermore, it can 
be inferred that the Blue Monkey Optimization (BMO) meta-
heuristic algorithm selects the input data features that are both 
the most informative and the most pertinent. It helps to 
achieve better categorization and reduces the error brought on 
by the Root Mean Square. The future of our research depends 
on adding new features, classifying facial emotions into their 
ten subcategories, and researching automatic facial emotion 
recognition. 
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Abstract—To enable the vehicle tracking and collision 

warning system to face more complex road information, the 

Drosophila visual neural network collision warning algorithm 

has been improved, including image stabilization algorithm, 

target region synthesis algorithm, and target tracking algorithm. 

The results showed that the improved image stabilization 

algorithm had significantly higher image stabilization quality. 

The peak signal-to-noise ratio of the stabilized image before 

improvement was the highest at 80dB and the lowest at 54dB. 

After improvement, the peak signal-to-noise ratio of the 

stabilized image was the highest at 82dB and the lowest at 60dB. 

The improved algorithm did not have any false alarms or missed 

alarms in collision warning. In video 1, there were false alarms in 

the unimproved algorithm, while in video 2, there were missed 

alarms. In video 1, all frames were in a safe state, but the original 

algorithm displayed an alarm in frames 7-12, 13-22, and 23-31. 

In video 2, there were dangerous situations in frames 8-24 that 

required an alarm, while the original algorithm displayed an 

alarm message in frames 8-17, consistent with the actual 

situation. The improved target tracking algorithm can complete 

the task of extracting target motion curves. The target tracking 

algorithm extracted the motion curves of one target in video 1 

and two targets in video 2, which were consistent with the video 

content. The improvement of the Drosophila visual neural 

network collision warning model through research is effective, 

which can improve the driving safety of vehicles in complex road 

conditions. 

Keywords—Drosophila visual neural network; collision 

warning; target calibration; target tracking 

I. INTRODUCTION 

With the continuous development of the social economy 
and the continuous improvement of people's travel standards, 
the number of private cars has reached 402 million. However, 
with the continuous growth of the number of motor vehicles, 
the incidence of traffic accidents is also increasing, with traffic 
accidents accounting for over 80% of all safety accidents [1]. 
The occurrence of traffic accidents not only causes huge 
economic losses, but also seriously threatens people's life 
safety. In large-scale traffic accidents, the survival rate of 
personnel is basically 0. The lack of concentration among 
drivers is the main cause of traffic accidents. If a warning 
system can be designed to provide early warning for drivers, 
increase their reaction time, and prevent accidents before they 
occur, it can fundamentally solve traffic safety accidents. This 
not only protects personal safety, but also avoids economic 
losses. Therefore, designing an active safety system for 

vehicles has become the main research direction of scholars 
[2]. The driver's information perception mainly relies on 
visual perception, but human vision has limitations. Some 
insects, if flies have comprehensive vision, can obtain more 
driving information. Therefore, we propose to use an 
improved fruit fly visual neural network for vehicle target 
tracking and collision warning, providing drivers with more 
driving information and ensuring safety beside the vehicle. 

The study first proposed and applied an improved 
Drosophila visual neural network for vehicle target tracking 
and collision warning. This new application fully utilizes the 
comprehensive view of fruit flies, providing drivers with more 
driving information, thereby significantly improving the 
driving safety of the vehicle. And the innovative integrated 
early warning function can increase the driver's reaction time 
and even prevent accidents before they occur. This feature will 
directly reduce the occurrence of large-scale traffic accidents, 
protect personal safety, and avoid economic losses. 

The first part is a review of the current research status of 
foreign vehicle collision warning and Drosophila visual neural 
network. The second part is the application research of 
improved Drosophila visual neural network in vehicle tracking 
and collision warning. The third part is the analysis of 
experimental simulation results of model application. The 
fourth part summarizes the research content and points out the 
shortcomings, and clarifies the future development direction. 

II. RELATED WORKS 

Effective vehicle tracking and collision warning system 
can help drivers avoid many traffic safety accidents. Sanberg 
et al. believed that the current collision warning system was 
based on radar system and monocular vision, with more 
redundancy. To reduce the redundancy of the system, a 
collision warning system based on stereo vision was proposed, 
which can detect obstacles on the vehicle path without relying 
on Semantic information. The final evaluation results 
indicated that when the obstacle was higher than 0.4m, all 
obstacles in the dataset can be detected [3]. To solve the anti-
collision problem in autonomous vehicle, Hu et al. developed 
a path planning and tracking framework based on model 
predictive control. This framework not only considered the 
friction coefficient between the tire and the road, but also 
considered the lateral distance control of the vehicle and the 
adaptive weight of the speed output in various situations. The 
anti-collision experiment results showed that the framework 
developed by the author had practical significance. It can cope 
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with the anti-collision task of the current auto drive system 
[4]. To reduce the collision probability of autonomous 
vehicles, Cao and Jiang designed a trajectory planning and 
tracking control method for formation driving. The trajectory 
planning of this method was divided into two stages: stable 
speed tracking and parameter matching. The results showed 
that this method can effectively avoid static and dynamic 
obstacles, and compared with traditional controllers, this 
method had higher stability and more accurate tracking [5]. 
Zhou et al. designed a trajectory planning and tracking control 
strategy in order to achieve the safe driving of the driverless 
vehicle to the destination. This strategy uses the artificial fish 
school algorithm to plan the optimal path from the starting 
point to the end point, and uses the forward search algorithm 
based on Markov chain to plan the path in the local path with 
obstacles. The simulation results show that, the trajectory 
planning and control strategy proposed by the author is 
sufficient to face static obstacles and some dynamic obstacles 
[6]. 

Tokuda proposed a visual servo scheme based on 
convolutional neural networks to make the positioning of the 
robotic arm more accurate. In this scheme, the eye and hand 
cameras were used to capture the desired image and the 
current image to estimate the relative pose between the desired 
end effector and the current end effector. Simulation results 
showed the effectiveness of this method [7]. Burguera et al. 
proposed an architecture based on an automatic encoder for 
the rapid and stable visual loop detection of underwater 
robots. The decoder part of this architecture was replaced by a 
fully connected layer. The results showed that this neural 
network can improve the visual loop detection efficiency of 
underwater robots [8]. Gu et al. proposed a novel 
convolutional neural network architecture for visual 
availability detection in the fields of robotics and computer 
vision. The architecture adopted an encoder decoder 
architecture for acute pixel level availability detection, where 
the encoder network included residual modules and multi-
level dependent attention mechanisms. The experimental 
results showed that this method improved the performance of 
the neural network in the attention mechanism and sampling 
layer networks, laying the foundation for the research on multi 
task learning of physical robots [9]. To solve the problem of 
collision perception between robots and autonomous vehicle, 
Q Fu et al. constructed a visual neural network based on a 

lobular giant motion detector. The construction of the network 
referred to the visual path of locusts. In the simulation 
experiment, the method passed the system test of real scene 
stimulation, indicating that the model can effectively detect 
hidden obstacles under various dynamic and chaotic 
backgrounds [10]. 

In summary, the main safety issue faced by autonomous 
vehicle systems is the collision problem during vehicle 
operation. Efficient and accurate collision warning can 
effectively improve the safety of vehicle operation. Collision 
warning is based on visual detection of obstacles to avoid, and 
visual neural networks can effectively detect obstacle 
information in images to achieve vehicle collision warning. 

III. VEHICLE TRACKING COLLISION WARNING BASED ON 

IMPROVED DROSOPHILA VISUAL NEURAL NETWORK 

The main content of this chapter is to design and construct 
a vehicle tracking collision warning model and a target 
tracking and vehicle collision detection model, which is 
divided into two sections. The first section is the establishment 
of a collision detection model based on an improved 
Drosophila visual neural network, and the second section is 
the construction of a target tracking and vehicle collision 
warning model. 

A. Collision Detection Model Based on Improved Drosophila 

Visual Neural Network 

During the driving process of vehicles, due to obstacles or 
unevenness on the road surface, there may be shaking and 
other phenomena, resulting in missing or unreadable 
information recorded by the onboard camera. Therefore, the 
study proposes to divide the image area equally, improve the 
grayscale projection image stabilization algorithm, and use the 
improved algorithm to complete the distorted image or video 
[11-12]. The grayscale projection algorithm can use the 
grayscale value of the reference frame to complete the motion 
vector of the current frame, obtain a stable image sequence, 
study dividing the image into sub grids of equal size, and then 
use the grayscale algorithm to calculate the motion vector of 
the target within each sub grid. After integrating the motion 
vectors within each sub grid, the overall motion vector of the 
image can be obtained. The overall motion vector estimation 
algorithm process is shown in Fig. 1. 
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Fig. 1. Global motion vector estimation algorithm. 
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The threshold of the algorithm is set to 
h , 1k  . The 

image is input into the algorithm. The lower 75% of the image 
is divided into r  small cells of the same size, the motion 
vectors of the small cells are calculated except for the middle 
region, and the set of motion vectors is obtained in the 
horizontal and vertical directions of the region block, as shown 
in formula (1). 

 

 
1 1 , 1

1 , 1

, , ,

, , ,

x x x x r

y y y y r

V v v v

V v v v





 


   (1) 

In formula (1), ,x yV V  represent the sum of motion vectors 

in the horizontal and vertical directions, and 
1 1,x yv v  represent 

the motion vectors in the horizontal and vertical directions of 
region 1. After obtaining the motion vectors in the horizontal 
and vertical directions for all regions except the central region, 

the average value ,ax ayv v  of the motion vectors is calculated in 

the horizontal and vertical directions, and then calculate the 

deviation value 
xie  between ,x yv v  and ,ax ayv v  for each 

region, to determine whether the deviation value meets 
formula (2). 

 max ,xi yi he e 
  (2) 

 If satisfied, the motion vectors of each region i  in ,x yV V  

are deleted, where ,x yV V  is the global motion vector of the 

image, 1k k  . The global motion vector is calculated for 

the next frame until the global motion vector for each frame is 
obtained. The above algorithm can obtain the superposition of 
motion vectors generated by normal shooting or shaking 
shooting of car mounted cameras [13-14]. The purpose of the 
image stabilization algorithm is to preserve the motion 
information obtained by the camera during normal shooting 
and eliminate information loss caused by shaking shooting. 
Therefore, a new image stabilization algorithm has been 
studied and designed, and its process is shown in Fig. 2. 

After determining the memory scale U , maximum offset 

1T , cumulative offset 0M  , and other parameters of the 

algorithm, the stable image is output. Then the global motion 
vector estimation algorithm is used to calculate the global 

motion vector ,xi yiv v  of frame i  relative to frame 1i  , 

1k k  . The grayscale of frame k  is input, the global 

motion vector ,xk ykv v  of frame k  relative to frame 1k   is 

calculated, and then the average motion vector ,xk ykv v  in the 

horizontal and vertical directions of the adjacent L -frame 

grayscale before frame k  is calculated. The cumulative offset 

M  of two frames of images is calculated using formula (3). 

2 2

xk ykM M v v    
   (3) 

In formula (3), 
2 2,xk ykv v   represents the difference 

between the motion vectors of two grayscale images. At this 

point, if 
1M T , the motion vector ,xk yk   will be 

compensated for the corresponding distance in the opposite 

direction, and the image in frame k  will be compensated and 

replaced. Then, 1k k   will start a new round of calculation 

until 
1M T , and if 

1M T , the motion vector ,xk yk
     

will be compensated for the corresponding pixel distance in 

the opposite direction to compensate for the image in frame k

. Let 1k k  , 0M   start motion compensation for the next 

grayscale image again until all images have completed 
stabilization. In addition to the stability of moving images, 
collision detection algorithms also need to consider the 
influence of weather factors. Traditional weather recognition 
algorithms are difficult to meet the needs of weather 
recognition in complex environments. Therefore, research has 
proposed adding parameters to improve the weather 
recognition algorithm. Firstly, the study has added standard 
deviation parameters, which can reflect the degree of image 
dispersion. The larger the standard deviation, the smaller the 
impact on image target extraction, the calculation of standard 
deviation is shown in formula (4). 
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Fig. 2. Image stabilization algorithm flow.
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In formula (4),   represents the standard deviation, L  

represents the total number of grayscale levels, 
iz  represents 

the i -th grayscale level,  ip z  represents the probability of 

grayscale being 
iz  in the grayscale distribution of the 

histogram, and m  is the pixel mean. Secondly, the study adds 

a smoothness parameter, which is an important characteristic 
of image texture. The higher the smoothness, the worse is the 
image smoothness. The calculation of smoothness is shown in 
formula (5). 

2

1

1
R




    (5) 

In formula (5), R  represents smoothness. Finally, the 
study also adds image entropy, which can reflect the degree of 
similarity between different images. The calculation of image 
entropy is shown in formula (6). 
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In formula (6), e  represents image entropy. After 

introducing the above three parameters, the indicators for 
measuring sunny days are shown in formula (7). 

'

1 10 11 12 13 14 15 16rw a B a A a C a p a a R a e      
 (7) 

In formula (7), '

1w  represents the sunny day metric, 
ija  

represents the weighting coefficient, A  represents the image 

sharpness, B  represents the image brightness, C  represents 

the image contrast, and 
rp  represents the proportion of image 

value neighborhoods. The formula for measuring indicators on 
cloudy days is shown in formula (8). 
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In formula (8), '

2w  represents that in addition to cloudy 

and sunny days, the measurement index for cloudy days also 
needs to consider foggy days. The measurement index formula 
for foggy days is shown in formula (9). 
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1r

w a B a A a C

a p a a R a e

     

    
  (9) 

In formula (9), '

3w  represents the measurement indicator 

for foggy weather. By replacing the indicators in traditional 
weather recognition algorithms with the above three 
measurement indicators, an improved weather recognition 
algorithm can be obtained. The Drosophila visual neural 
network can detect moving targets, but it is limited to the 
direction detection of moving targets. After scholars' 
improvement, the Drosophila visual neural network can 
perform collision detection of moving targets. The 
photosensitive cell layer of the visual neural network that can 

perform collision detection has I J  photosensitive cells, 

corresponding to the grayscale value of the grayscale image of 

size I J , so that  ijL t  represents  ,i j grayscale value at 

time t , The output of photosensitive cell  ,i j  at time t  can 

be expressed using formula (10). 

    
1

,1 ,1
2

ij ij ijP t L f L i I j J     
 (10) 

In formula (10),  ijP t  represents the output of the 

photosensitive cell at time t , and  f  represents the time 

delay function. After combining the improved image 
processing technology with a visual neural network with 
collision detection function, an improved Drosophila visual 
neural network algorithm can be obtained. The algorithm 
process is shown in Fig. 3. 
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Fig. 3. Improved Drosophila visual neural network collision detection algorithm. 
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Initial parameters are input, neural network is used to 

obtain membrane potential    0 , ,lob lobY Y U , and global 

motion vector is calculated, 1k U  . Grayscale image of 

frame k  is input to extract foreground moving targets and 

neural network is used to obtain membrane potential  lobY k . 

If  lobY k  is greater than collision warning threshold, warning 

signal will be sent, 1k k  . Foreground moving targets are 

extracted in the next frame and membrane potential. Whether 
warning is needed is determined until each frame of the video 
completes detection [15-16]. 

B. Construction of Target Tracking and Vehicle Collision 

Warning Model 

In the binary image of a video, there may be a 
phenomenon where moving targets are divided into multiple 
interconnected regions, which affects the recognition of the 
number of moving targets in the field of view and leads to 
target tracking failure. Therefore, the study first uses corrosion 
and dilation algorithms to process the binary image, then 
calibrates the moving targets in the binary image, records the 
center point position of the targets, and finally uses region 
synthesis algorithms to determine the number of moving 
targets in the image. In a binary graph, different connected 
regions of the same moving target can be merged using the 
distance between the bounding rectangles of the moving target 
area and the distance threshold. The distance between the 
bounding rectangles is calculated using formula (11). 

  2 2,a b h vd L L d d 
  (11) 

In formula (11),  ,a bd L L  represents the distance 

between region a  and region b , and ,h vd d  represent the 

horizontal width distance and vertical height distance of 

region ,a b . The calculation of 
hd  is shown in formula (12). 
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In formula (12), ab

hd  represents the horizontal projection 

distance between the center points of the bounding rectangle 

in the target area, and ,a bh h  represent the horizontal height of 

the target area. The calculation of 
vd  is shown in formula 

(13). 
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In formula (13), ab

vd  represents the vertical projection 

distance between the center points of the bounding rectangle 

in the target area, and ,a bv v  represents the vertical distance of 

the target area. The target region synthesis algorithm designed 
for research is shown in Fig. 4. 
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Fig. 4. Target region synthesis algorithm flow.
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After inputting the binary image, the synthesized moving 
target in the target area is output. Through target calibration, 
the center point positions of the outer rectangles of each 
connected area are obtained. Then, by eliminating the target 
area, a binary image containing only the target area is 
obtained. If n  represents the number of target areas, the target 

area is aggregated as  1 2 , , nL l l l , and the distance 

threshold is set as  . The distance between adjacent target 

areas is calculated using formula (11), If the distance between 
two adjacent target areas is less than or equal to  , the two 

target areas will be merged and the center point coordinates of 
the merged target area will be recalculated. If it is greater than 
 , adjacent target areas will be re selected to determine 

whether to merge until all adjacent target areas have a distance 
greater than  . In this algorithm, the center position of the 

target area can be determined, so the motion speed of the same 
moving target in adjacent frame images can be calculated 
using formula (14). 

   
2

1 _ 2 _ 1 _ 2 _j ctr j ctr j ctr j ctrv x x y y   
 (14) 

In formula (14),  1 _ 1 _,j ctr j ctrx y  and  2 _ 2 _,j ctr j ctrx y  

represent the center position of the j -th moving target in 

adjacent images [17-18]. The target tracking algorithm is not 
only related to the position and speed of the target, but also to 
changes in the environment. Therefore, a new target tracking 
algorithm has been studied and designed, and its process is 
shown in Fig. 5. 

After inputting the initial parameter attribute set object , 

an image sequence of size I J  is output. The image frame 

counter is set to 0, various parameters of object  are 

initialized, and then the number of targets is reset. 1k l  , 

the target region synthesis algorithm and formula (14) are 
used to calculate the positions and motion velocities of all 

targets in frame k . If the image frame counter is 0, the 

position and velocity of targets in frame object  are updated. 

If it is greater than 0, the position of targets in frame object  is 

used to predict the position of targets in frame k . Then, 

formula (15) is used to calculate the distance d  between the 

target position and the predicted position. 

   
2 2

0 0m md x x y y   
  (15) 

In formula (15), 
0 0,x y  represents the predicted position 

and ,m mx y  represents the calculated position. At this point, if 

d  is less than the threshold, the target in object  matches the 

target in frame k  of the image. The target position in object  

is updated using the target position in the image until the image 

target leaves the visual area and all frames of the video image 

have been detected. This algorithm has improved the input 

parameter quality of the neural network, but has not improved 

the neural network and warning scheme. Therefore, the model 

is only suitable for a single moving target and cannot detect the 

motion direction of multiple targets. Thus, a new object 

tracking and collision warning algorithm has been studied and 

designed, and its process is shown in Fig. 6. 
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Fig. 5. Target tracking algorithm flow. 
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Fig. 6. Target tracking and collision warning algorithm flow.

An initial grayscale image of size I J  is input, the 

dynamic threshold 
A  and warning threshold frame number 

T  of the algorithm are set, the warning signal is output. 

1k l  , the grayscale image of frame k  is input, and the 

moving target of the image is extracted. The target area 
synthesis algorithm is used to determine the number of 
moving targets in the image, and then the target tracking 
algorithm is used to obtain the vehicle's motion position and 
direction. After obtaining the motion information of the target 
in the image, an artificial Drosophila visual neural network is 
used to calculate the behavior output of a vehicle, if the 

behavior output of the vehicle is greater than 
A , a warning 

will be issued. If the behavior output of the vehicle is less than 

A , the slope of the moving vehicle's motion direction will be 

calculated. If the absolute value of the moving vehicle's 
position is greater than 0.75, and the absolute value of the 
slope is greater than 0.5, a warning signal will be sent. Finally, 

1k k  , the behavior output of the vehicle can be obtained 

and compared with 
A  until all image frames are detected. 

IV. SIMULATION EXPERIMENTAL RESULTS 

This Section is an experimental validation analysis of the 
content of Section II, divided into two sections. The first 
section is the experimental validation analysis of improving 
the Drosophila visual neural network collision detection 
model, and the second section is the experimental validation 
analysis of target tracking and vehicle collision warning 
algorithms. The experimental validation analysis of improving 
the collision detection model of the Drosophila visual neural 
network can verify the recognition accuracy of the proposed 
algorithm in different situations, and the experimental 
validation analysis of target tracking and vehicle collision 
warning algorithms can verify whether the algorithm proposed 
by the acting team is effective in protecting drivers and 
personnel. 

A. Collision Warning Experiment 

To verify the feasibility of improving the Drosophila 
visual neural network collision model through research, 
experimental research was conducted under the OpenC V2.4.9 
configuration in the Visual Studio 2010 software of the 
Windows 7 system. The study compared the Peak Signal to 

Noise Ratio (PSNR) values of the image stabilization images 
obtained by the improved and original image stabilization 
algorithms, as shown in Fig. 7. 
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Fig. 7. Comparison of image stabilization algorithm results. 

Fig. 7(a) shows the comparison of the PSNR values of the 
stabilized image of Video 1. The PSNR values of the 
improved stabilized image algorithm intersected with the 
PSNR values of the other two stabilized images, but overall 
they were still significantly better than the PSNR values of the 
other two stabilized images. The PSNR values of the 
improved stabilized image algorithm were up to 82dB and 
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down to 60dB, the PSNR values of the original image were up 
to 77dB and down to 52dB, and the PSNR values of the 
original stabilized image were up to 80dB and down to 54dB. 
Fig. 7(b) shows the comparison of the PSNR values of the 
stabilized image of Video 2. The improved stabilized image 
algorithm had significantly higher PSNR values than the other 
two stabilized images. In frame 16, the original stabilized 
image algorithm had a PSNR value of 71dB, which was 
higher than the improved stabilized image algorithm's 70dB. 
In the other frame numbers, the improved stabilized image 
algorithm had a PSNR value that was significantly higher than 
the original stabilized image, indicating a significant 
advantage. After confirming the effectiveness of the research 
in improving the image stabilization algorithm, the study 
compared the detection results of the Drosophila visual neural 
network collision detection algorithm with the improved 
Drosophila visual neural network algorithm, as shown in Fig. 
8. 
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Fig. 8. Collision warning detection results of video screen 1. 

Fig. 8(a) shows the collision warning detection results of 
the unimproved algorithm. Only at frames 12, 22, 31, and 34, 
the output value of the algorithm was less than the alarm 
threshold, and in the remaining frames, the output value of the 
algorithm was higher than the threshold, requiring an alarm. 

Fig. 8(b) shows the collision detection probability results of 
the improved algorithm. The output value of the algorithm 
was always below the warning threshold, and there was no 
need to alarm. Based on the video content, a moving vehicle 
appears in frame 7 of the video. Afterwards, the moving 
vehicle began to move away from the camera, and a safe 
distance was maintained between the moving vehicle and the 
camera without warning. Therefore, the false alarm situation 
of the unimproved algorithm was relatively serious, while the 
improved algorithm did not show any false alarms. The 
detection results of the two algorithms in video 2 are shown in 
Fig. 9. 
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Fig. 9. Collision warning detection results of video screen 2. 

Fig. 9(a) shows the collision warning detection results of 
the unimproved algorithm. Starting from frame 6, the alarm 
threshold started to rise. At frame 8, when the algorithm 
output value exceeded the alarm threshold, the algorithm 
started to alarm. At frames 17 and 20, when the algorithm 
output value was lower than the alarm threshold, the alarm 
was canceled. Fig. 9(b) shows the collision warning detection 
results of the improved algorithm. Starting from frame 5, the 
alarm threshold rose to around 0.6 and stabilizes. At this point, 
the algorithm output value was higher than the alarm 
threshold, and the algorithm remains in an alarm state. Based 
on the content of video 2, the moving vehicles were gradually 
approaching the camera, and the predicted results of this 
settlement method were more in line with the actual results. 
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B. Collision Warning Effect 

Before verifying the collision warning effect, the research 
first verified the feasibility of target calibration and tracking 
algorithms to obtain the motion curve of moving targets in the 
video sequence. The results are shown in Fig. 10. 
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Fig. 10. Motion curves of vehicles with targets in two different types of 

videos. 

Fig. 10(a) shows the tracking curve of the moving target in 
video 1. In video 1, there was only one target vehicle, and the 
tracking curve gradually moved from the right side towards 
the center of the camera's visual area, indicating that the target 
gradually moved away from the camera from the right side, 
which was consistent with the actual situation in the video. 
Fig. 10(b) shows the tracking curve of the moving target in 
video 2. There were two target vehicles in video 2. The 
motion curve of the first moving target gradually moved 
towards the center of the camera's visual area from the left, 
while the second vehicle hovered on the right side of the 
camera's visual area, which was consistent with the actual 
situation in the video. After extracting the target motion curve, 
the study compared the traditional collision warning model 
with the collision warning model designed in the study. The 
warning effect in two video scenarios is shown in Fig. 11 for 
video 1. 
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Fig. 11. Comparison of two algorithms for warning effects in video 1. 

Fig. 11(a) shows the warning effect of the traditional 
collision warning algorithm. At frame 6, the moving target 
began to appear, and the algorithm started to alarm until frame 
89. During frames 9 to 89, there were multiple occurrences of 
non-alarm areas, and the algorithm output values were all 
above the alarm threshold. Fig. 11(b) shows the collision 
warning effect of the research and design algorithm. From 
frame 9 when the moving target appeared to frame 89, the 
moving target left the visual area, the algorithm was in an 
alarm state without any missed alarms. The warning effect of 
Video 2 is shown in Fig. 12. 

Fig. 12(a) shows the warning effect of traditional collision 
warning algorithms. During frames 1 to 18, the moving target 
appeared, and the algorithm output value and alarm threshold 
fluctuated. Starting from frame 22, the algorithm started to 
intermittently alarm, and the overall output value of the 
algorithm remained above the warning threshold. Fig. 12 (b) 
shows the collision warning effect of the research and design 
algorithm. The changes in the algorithm output value and 
warning threshold from frames 1 to 18 were consistent with 
traditional algorithms. Since frame 22, the research and design 
algorithm was always in a warning state. Based on the 
analysis of video content, traditional algorithms suffered from 
serious false positives, while research and design algorithms 
showed no false positives. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

225 | P a g e  

www.ijacsa.thesai.org 

Warning threshold

Algorithm output value

Alarm

100908070605040302010

0.2

0.0

0.6

0.4

1.0

0.8

O
u

tp
u

t 
V

al
u

e

Number of frames/frame

(a) The collision warning detection effect of 

the original algorithm
 

100908070605040302010

0.2

0.0

0.6

0.4

1.0

0.8

Warning threshold

Algorithm output value

Alarm

(b) Improved Algorithm for Collision 

Warning Detection

Number of frames/frame

O
u

tp
u

t 
V

al
u

e

 
Fig. 12. Comparison of two algorithms for warning effects in video 2. 

V. CONCLUSION 

To increase the safety of vehicle driving and ensure the 
safety of drivers' lives and property, a vehicle tracking and 
collision warning model based on improved Drosophila vision 
is studied, designed, and constructed. The model adopts 
motion vector estimation algorithms, image stabilization 
algorithms, target region synthesis algorithms, target tracking 
algorithms, and collision warning algorithms that are 
improved based on traditional algorithms. The results showed 
that the PSNR value of the improved image stabilization 
algorithm was always higher than that of the original image 
and traditional image stabilization algorithms. The PSNR 
value of the improved image stabilization algorithm was 
highest at 82dB and lowest at 60dB, while the PSNR value of 
the traditional image stabilization algorithm was highest at 
80dB and lowest at 54dB. The improved Drosophila visual 
neural network collision warning algorithm had no false 
positives, and the original algorithm had four false positives in 
video 1. The research and design of the target region synthesis 
algorithm can complete the task of extracting motion curves of 
video moving targets. The algorithm extracted the motion 

curves of one target in video 1 and two targets in video 2, 
which were consistent with the video content. The target 
tracking and collision warning algorithm designed in the study 
did not show any false positives. In the collision warning 
effects of Video 1 and Video 2, the original algorithm showed 
relatively serious false positives, while the algorithm designed 
in the study did not, which was consistent with the actual 
information in the video. The algorithm designed through 
research has improved the missed and false positives of the 
original algorithm, but the improved image stabilization 
algorithm has poor performance when facing multiple 
objectives. Subsequent research can continue to optimize the 
application effect of the model in multi-objective situations. 
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Abstract—A method for fuzzy retrievals of Earth observation 

satellite image database using geophysical parameters and spatial 

features is proposed. It is confirmed that the proposed method 

allows fuzzy expressions of queries with sea surface temperature, 

chlorophyll-a concentration and cloud coverage as well as circle, 

line and edge, for instance “rather cold sea surface temperature 

and a sort of circle feature”. Thus users, in particular, 

oceanographers may access the most appropriate image data 

from the database for finding of cold cores (circle features), 

fronts (arc and line features), etc. in a simple manner. Although 

this is just an example for oceanographers, it is found that the 

proposed method allows data mining with fuzzy expressions of 

geophysical queries from the big data platforms of the earth 

observation satellite database. 

Keywords—Fuzzy retrieval; earth observation satellite; big 

data; geophysical parameter; oceanographer; circle feature; arc 

feature; line feature; fuzzy expression 

I. INTRODUCTION 

These remote sensing satellite data are totally big data. One 
of the problems on the big data analysis is how to retrieve most 
appropriate satellite data. In this paper, Earth observation 
satellite data retrieval method with fuzzy expression of 
geophysical parameters and spatial features is proposed. 

Conventional search engine allows search objects with 
some multimedia of keywords, images, voices, etc. In terms of 
Earth observation data retrieval, there is strong demand on 
satellite imagery data search with geophysical features and 
spatial features (for instance, “rather cold sea surface 
temperature and a sort of circle feature”). Such this flexible 
data search engine is required for the remote sensing imagery 
data users. 

Space development agencies (NASA, NOAA, NASDA, 
ESA, IRS, CNES, etc.) that are building databases of earth 
observation satellite data have developed WWW or proprietary 
search software as a user interface for database search and 
provide it to users. Search requests from these are translated to 
be effective in databases based on unique structures and 
languages (most institutions are Oracle databases (relational 
databases) [1] and are translated into search requests in SQL 
language) [1]. 

The database consists of the earth observation satellite 
image data to be searched (the unit of search is called a 

granule), the inventory data that is its catalog information, and 
the browse image data with reduced resolution to know the 
outline of the database (this is called browsing) and their 
location information and metadata as granule attribute 
information. 

To search for a granule, first, the inventory is searched 
from the inventory database, and the browse image data that 
matches the search conditions is searched from the browse 
image database via the metadata in the meta database. From the 
database, since location information and the like are linked 
between these databases, the user only needs to set conditions 
for retrieving inventory and browse images. In the current 
space development agency database system, the conditions for 
inventory search start with the satellite name, sensor name, 
ground station name, and indicate the observation date and 
time, location, data quality, cloudiness, etc. 

From the inventory data candidates that meet these 
conditions, the one closest to the desired one is selected, the 
browse image is displayed and confirmed, and this is repeated 
until the desired data is reached. However, since neither the 
inventory data nor the browse image contains information on 
the physical quantity, which is the evaluation criterion for the 
user data, the number of repetitions until the desired data is 
reached is not small. 

The retrieval method of the Earth Observation Satellite 
Image Database: EOSID proposed in this paper aims to reduce 
the time required for retrieval by adding physical quantities and 
spatial features of images to inventory data. There are many 
physical quantities and spatial features of earth observation 
satellite image data, but here I limited them to those in the 
marine field as an example. In other words, sea surface 
temperature and chlorophyll-a concentration are used as 
physical quantities, and edges, lines, circles, and arcs are 
selected as spatial features, and based on these quantities, The 
search conditions were narrowed down. 

Furthermore, when specifying these physical quantities and 
spatial features as search conditions, it is assumed that it is 
impossible to give them in a limited manner, and a search 
based on fuzzy theory with a very, slightly, etc., language 
hedge should be used. This search based on fuzzy theory with 
language hedging has already been proposed by, for example, 
Isomoto [2], and is not new at all. And the search method must 
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be devised. For example, Sobue et al. have proposed a method 
for searching catalog information of earth observation satellite 
data using physical quantities as fuzzy search targets [3]. 

NASA has also applied this to text search for data and 
information on the global environment. Here, the author 
proposes a method of further narrowing down the search items 
by referring to the spatial features by further developing [3]. 
The author reports the effectiveness of the proposed search 
method using a virtual Earth observation satellite image 
database. 

In the following section, research background and related 
research works are described. Then, the proposed method and 
system is described followed by experimental set-up together 
with experimental results. After that, concluding remarks and 
some discussions are described. 

II. RESEARCH BACKGROUND 

The demand for satellites related to remote sensing has 
grown significantly, especially in emerging countries where 
many countries do not have launch vehicles. In emerging 
countries, there is about four times the demand in the last ten 
years and the next ten years. It is announced that Metaps, who 
supports app monetization using artificial intelligence, will 
start joint research on a big data analysis system using micro 
satellites in cooperation with space shift. Many new and old 
players (Google, Facebook, etc.) are promoting market and 
customer development with various approaches such as 
resolution, shooting frequency, analysis, cost, etc., the global 
satellite remote sensing market. 

Microsoft and the United States Ocean Atmosphere 
Agency (NOAA), a joint R & D agreement to develop the best 
way to extract data from internal systems. This will allow 
Microsoft to provide weather, water, and oceans provided by 
NOAA scientists and weather data hosted on Azure cloud 
platform. This collaboration is an important step in realizing 
the promise of open data and innovation, which allows 
governments and businesses to leverage NOAA data 
aggregated in cloud repositories and then availability of large 
amounts of computing resources Partners and customers 
develop new solutions for citizens and customers. Digital 
Globe, a satellite image provider (34 cm spatial resolution) 
founded in 1992, signed a long-term contract with the US 
government in 2002, and merged with GeoEye in 2012, with 
sales of approximately 60 billion JYen. The company is a 
major customer of NGA (National Geospatial-Intelligence 
Agency), and the government business accounts for over 80% 
of sales. On the other hand, vendors providing mapping 
services such as Google and Nokia are also customers. Skybox 
Imaging, which was acquired by Google, will consider 
releasing satellite data, combining satellite HD video data with 
map APIs to instantly see the movement of the ground 
“satellite video”. It can be used to monitor the movement of 
airplanes and ships, and to identify illegal deforestation, etc. 

Planet Labs is a company that sells satellite photos 
collected from a network of 87 small satellites, and with this 
acquisition, RapidEyes has a six-year archive of six billion 
square kilometers of global land images, More than 177 Dove 
satellites are launched on orbit, and a large number of 

constellations that shoot the same spot at least once a day 
(multiple earth observation satellites are thrown in the same 
orbit, high frequency observation and then provided free of 
charge by Creative Commons (CC) license Start. The CC 
license is a new copyright rule for the Internet age, a tool for 
the author of publishing works to indicate that "you are free to 
use my work if you comply with these conditions." 

Spire, a satellite venture, uses a group of small satellites 
called satellite constellations to collect various data and 
analyze geospatial information such as world trade and 
weather. 

Descartes Labs mainly does the analysis of satellite images 
to understand what is there and to educate the system to extract 
specific crops from satellite images, extracting significant data 
from them, Adapt to the yearly satellite imagery. Predict actual 
yield by applying statistical model to extracted crops. 
Specifically, take out corn grown on the farm from satellite 
image and predict the amount of harvest for that year. 

Facebook embarks on accurate mapping of the world by 
using artificially captured images (remote sensing images) and 
artificial intelligence technology (AI). How many people live 
in which region of which country know exactly what it is and 
optimize its global broadband offering, the Connectivity Lab 
uses AI technology for approximately 14.6 billion satellite 
images in 20 countries around the world to identify man-made 
structures etc., how many houses are along the river and along 
the road, and what communities We analyzed what was 
formed. Efforts to use "Computer Vision: Business 
Intelligence" where CIA-affiliated companies can work with 
Amazon to peek into Earth information at an unprecedented 
level of detail. 

Omni Earth is planning a satellite system consisting of 18 
units, and in the future, it will assume an earth observation data 
volume of 60 petabytes /year. The company is characterized by 
a partnership, and in 2014, partnered with Dynetics for satellite 
design and manufacturing, Draper Laboratory for systems 
engineering, and Spaceflight for launch service. The company 
emphasizes solution development using satellite image 
analysis, and acquired the US IRIS maps in August this year, 
and launched a business solution integrating earth observation 
images and other data for agriculture, forestry, energy and 
public sector provide on a cloud basis. The combination of 
advanced satellite infrastructure and advanced application 
development can create new innovations. 

Services such as Google Maps, Microsoft's Bing, and 
MapQuest will display various satellite images cut and pasted. 
On the other hand, in the map box, we use the vast array of 
satellite image data of NASA and take an approach of stacking 
innumerable images taken from one area as a layer, to realize a 
clear image without a seam. A similar framework was born in 
Europe in February 2016. ESA concludes LOI (Letter of 
Intent) with SAP for rapid and efficient utilization of huge 
earth observation data. As satellite observation data by the 
Earth observation program “Copernicus” advanced by ESA is 
huge, data processing is difficult with conventional technology. 
Build an innovative approach to data processing and analysis 
by leveraging SAP's cloud platform "SAP HANA Cloud". ESA 
launches TEP and promotes practical use in six fields, Disaster 
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prevention, Coast, forest, Water resources, Polar region, Cities 
and infrastructure. One example (coastal): Supporting the 
Aquaculture Fisheries Industries (SAFI) is a fishery data server 
for aquaculture companies and fishermen. Such these platforms 
provide kinds of big data. More importantly, data mining from 
the big data platform has to be done in efficient and effective 
manner. The proposed method would like to provide a 
sophisticated manner of data mining with fuzzy expression of 
geophysical parameters. 

III. RELATED RESEARCH WORKS 

Vague search of earth observation image database based on 
Fuzzy theory using physical quantities and spatial features is 
proposed [4] together with earth observation satellite image 
database system allowing ambiguous search requests [5]. On 
the other hand, user friendly and efficient catalog information 
management for earth observation data is proposed and well 
reported [6]. 

Remote sensing satellite image database system allowing 
image portion retrievals utilizing principal component which 
consists spectral and spatial features extracted from imagery 
data is proposed [7]. Meanwhile, data collection and active 
database for tsunami warning system is proposed [8]. 

A review of Chinese Academy of Science (CASIA) gait 
database as a human gait recognition dataset is conducted [9] 
together with gait recognition method based on wavelet 
transformation and its evaluation with CASIA gait database as 
human gait recognition dataset [10]. Meanwhile, visualization 
of 3D object shape complexity with wavelet descriptor and its 
application to image retrievals is proposed and validated [11] 
together with visualization of 3D object shape complexity with 
wavelet descriptor and its application to image retrievals [12]. 

Wavelet based image retrieval method is proposed and 
evaluated its usefulness [13]. On the other hand, DP matching 
based image retrieval method with wavelet Multi Resolution 
Analysis: MRA which is robust against magnification of image 
size is proposed [14]. Meanwhile, Free Open-Source Software: 
FOSS based Geographic Information System: GIS for spatial 
retrievals of appropriate locations for ocean energy utilizing 
electric power generation plants is proposed [15]. 

Error analysis of air temperature profile retrievals with 
microwave sounder data based on minimization of covariance 
matrix of estimation error is conducted [16]. Meanwhile, 
visualization of link structure and URL retrievals utilization of 
interval structure of URLs based on brunch and bound 
algorithms is well reported [17]. Method for image portion 
retrieval and display for comparatively large scale of imagery 
data onto relatively small size of screen which is suitable to 
block coding of image data compression is also proposed [18]. 

Content based image retrieval by using multi-layer centroid 
contour distance is proposed [19]. On the other hand, remote 
sensing satellite image database system allowing image portion 
retrievals utilizing principal component which consists spectral 
and spatial features extracted from imagery data is proposed 
[20]. 

Image retrieval and classification method based on 
Euclidian distance between normalized features including 

wavelet descriptor is proposed [21]. Also, numerical 
representation of web sites of remote sensing satellite data 
providers and its application to knowledge-based information 
retrievals with natural language is proposed [22]. Image 
retrieval based on color, shape and texture for ornamental leaf 
with medicinal functionality, meanwhile, is proposed [23]. 
Also, comparison contour extraction based on layered structure 
and Fourier descriptor on image retrieval is proposed and 
evaluated its effectiveness [24]. 

Pursuit Reinforcement Competitive Learning: PRCL-based 
online clustering with tracking algorithm and its application to 
image retrieval is proposed [25]. Also, image retrieval method 
utilizing texture information derived from Discrete Wavelet 
Transformation: DWT together with color information is 
proposed [26]. 

Metadata definition and retrieval of earth observation 
satellite data is proposed [27]. On the other hand, Open GIS 
with spatial and temporal retrievals as well as assimilation 
functionality is proposed [28]. Meanwhile, Geographic 
Information System: GIS based on neural network for 
appropriate parameter estimation of geophysical retrieval 
equations with satellite remote sensing data is proposed [29]. 

Image retrieval method based on hue information and 
wavelet description-based shape information as well as texture 
information of the objects extracted with dyadic wavelet 
transformation is proposed [30]. Wavelet based image 
retrievals is attempted [31]. Also, image retrieval method based 
on back projection is proposed [32]. 

For the Fuzzy logic related research works, there are the 
following papers, 

Fuzzy Genetic Algorithm (GA) for prioritization 
determination with techniques for order performance by 
similarity to ideal solution is proposed [33]. On the other hand, 
smart grid photovoltaic system pilot scale using sunlight 
intensity and state of charge (SoC) battery based on Mamdani 
fuzzy logic control is also proposed [34]. Satellite image 
database search engine which allows fuzzy expression of 
geophysical parameters of queries is proposed [35]. Meanwhile, 
operation of light tracker movement using Fuzzy logic control 
information and communication technology is proposed [36]. 

IV. PROPOSED METHOD 

A. Search Procedure 

The search procedure in the current database system of 
most space development agencies is as follows: 

1) As a condition for inventory search, start with satellite 

name, sensor name, ground station name, and specify 

observation date and time, location, data quality, cloudiness, 

etc. The user inputs a standardized search key according to a 

request from the terminal. 

2) Search for inventory information based on the input 

search conditions. 

3) Search for metadata corresponding to the searched 

inventory information. 
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4) Based on the retrieved metadata, a browse image that 

matches the search condition is retrieved from the database 

where it is located and presented to the user. 

5) If there is no browse image desired by the user, the 

process returns to step 1. If there is a desired browse image, 

the original image data corresponding to the selected browse 

image is further searched. 

6) Return the searched image data to the user as a search 

result. 

In contrast, the search procedure proposed here is as 
follows: 

1) Inventory search conditions include: satellite name, 

sensor name, ground station name, observation date and time, 

location, data quality, cloudiness, sea surface temperature, 

chlorophyll-a concentration, and other physical quantities and 

edges, lines, circles, and arcs. And other spatial features. At 

this time, for the search condition items below the cloud 

cover, search requests with ambiguous expressions by 

language hedging are allowed. 

2) Search for inventory information based on the input 

search conditions. 

3) Analyze the given ambiguous search condition and find 

the threshold that matches the condition using fuzzy logic. 

4) If there is an image in the database that contains data 

between the threshold value calculated in 3 and the maximum 

value of the target membership function, it is assumed that the 

condition is met and the result is retained. . 

5) Process image data with data that meets all the given 

conditions to create a browse image and display it as a 

candidate for search results along with attribute data such as 

sea surface temperature of the image. 

6) The original of the browse image data selected by the 

user display the image data as a result. That is, the points 

different from the current search method are listed as follows. 

a) The physical quantities and spatial features are 

included in the inventory data, and search conditions can be 

set based on these. 

b) The use of attribute information included in the 

browse image database to confirm the matching of search 

conditions for physical quantities and spatial features 

eliminates the need for a meta database. 

c) It is allowed to set ambiguous search conditions for 

these physical quantities and spatial features. 

B. Setting Search Key Items 

Since the earth observation field is wide-ranging, the ocean 
observation data is taken up with particular attention to the 
ocean field. The concept of the basic search method is common 
to each field. The search key items used this time are as 
follows, 

1) Sea surface temperature, chlorophyll-a content, 

cloudiness,  

2) Number of edges, number of circles, number of arcs, 

number of lines from spatial features. 

The author chose, in particular, by enabling search using 
this spatial feature, it is thought that it is useful for search of 
the earth observation satellite image database by ocean 
dynamics researchers, topographical geological researchers, 
etc. For example, those who study ocean dynamics pay 
attention to the tides and the shape of the current axis when 
watching the movement of warm and cold currents. This tide is 
located in the convergence zone of the ocean current, where the 
temperature difference of seawater is sharp. 

The sea conditions in this tidal sea area fluctuate greatly 
both temporally and spatially, and both hot and cold-water 
masses are disturbed and local convergence, subsidence areas, 
divergence, and upwelling areas are complicatedly arranged. In 
this area, the fishery is generally rich in nutrients and high in 
productivity and it is easy to gather both cold and warm 
schools of fish due to the flow, making it a good fishing 
ground. When this tide is captured as data, there are various 
shapes such as line, arc, circle, line pair, and the like. For 
example, looking at a line, there are various factors such as 
size, angle, and location. There are several of these shapes in 
one tide. To look at the tide from various angles and know the 
movements of the warm and cold-water flows, it is necessary 
to extract the necessary tide locations and images from the 
database. 

In addition, if it becomes possible to search using the 
spatial characteristics of circles, it can be expected that cold 
water chunks, etc., which are known for forming good fishing 
grounds, can be easily searched. As other search key items, the 
observation place and observation date adopted by the current 

Earth observation satellite image database systems were 
used. These search key items and various quantities of the 
browse image to be searched are as follows, 

1) Image number << No. 1 ~ No. 100 >> 

2) Sea surface temperature << 0-30 degrees >> 

3) Chlorophyll-a content (0 mg / m3-35mg / m3) 

4) Number of edges << 0 ~ 14 >> 

5) Number of circles << 0 ~ 4 >> 

6) Number of arcs << 0 ~ 5 >> 

7) Number of lines << 0 ~ 4 >> 

8) Observation place << random >> 

9) Observation date << random >> 

10) Cloud Cover << 1% ~ 100% >> 

As described above, one browse image holds ten attribute 
values. 

C. Search Engine Based on Fuzzy Theory 

1) Membership function: In order to perform a search 

based on ambiguous search requests from users, a membership 

function is defined using fuzzy theory that can handle 

ambiguity. Assemble the search conditions using the defined 

membership function and perform the search together with 

observation location, observation date, etc. 
It is considered that the analyst to search for is determined 

by the amount of cloud and is not specified vaguely. Therefore, 
the author considers a search method that allows ambiguous 
expressions for the remaining seven items. Therefore, it is 
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necessary to define a membership function for each physical 
quantity and space feature that we have taken up this time. 
However, how people perceive certain terms is different. 
Therefore, there is a problem that the membership function 
cannot be determined uniquely. Therefore, here, a 
questionnaire survey was conducted for members of the 
Information System Subcommittee of the Forum of the Earth 
Science and Technology Agency, and the membership function 
of each search condition item was determined. The exponential 
function of Eq. (1) was used as the function system. 

 ( )  ∫    (   )
    

 
    (1) 

where, x is the value of each search condition item, and a, 
b, c, d are coefficients of the membership function shown in 
Table I. 

2) Definition of the language hedge: The language hedge 

is a modifier attached to attribute information and is an 

operator that converts into attribute information (fuzzy set) 

having a qualifying meaning. The language hedge used this 

time is as follows: 

a) Pretty 

b) Very (Very) 

c) To some extent (A sort of) 

d) Somewhat (Rather) 

e) Some (More or less) 

f) Slightly 

TABLE I. COEFFICIENTS OF THE MEMBERSHIP FUNCTION FOR EACH 

KEYWORD 

Search Keywords Attributes a b c d 

Sea Surface Temperature 
Warm 0 30 0.015 30 

Cool 0 30 0.15 0 

Chlorophyll-a Concentration 
Concentrated 0 1 0.003 35 

Sparse 0 1 30.0 0 

Cloud Coverage 
Concentrated 0 100 0.034 17 

Sparse 0 100 3.0 0 

No. of Edges 
Many 0 14 0.5 5 

Little 0 14 0.32 0 

No. of Circles 
Many 0 5 0.25 5 

Little 0 5 0.15 0 

No. of Arcs 
Many 0 6 0.3 6 

Little 0 6 0.2 0 

No. of Lines 
Many 0 4 0.6 4 

Little 0 4 0.5 0 

Membership function: Number of lines "less" 

There are six types. In order to calculate the centroid value 
from the membership function during the search, these were 
defined as follows respectively, 

a) Pretty A = NORM (INT (A) and not TNT (CON 

(A))) 

b) Very A = CON (A) 

c) A sort of A = NORM (not CON (A) 2 and DIL (A)) 

d) Rather A= NORM (TNT (A)) 

e) More or less A = DIL (A) 

f) Slightly A= NORM (A and not (very A) ) 

where, “A” means a fuzzy set, and not means a negation 
operation and a product operation. Also, CON, DIL, NORM, 
and INT are called centralization, enlargement, normalization, 
and contrast enhancement, respectively. 

   ( )         ( )( )   
 ( )    ( )  √    (2) 

    ( )( )  √ ( )     ( )  
 

    
   (3) 

     ( )( )  
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  (4) 

     ( )( )    
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                          (   ( ))       ( )      (5) 

where, x is a search condition item (physical quantity and 
spatial feature). 

3) AND, OR, NOT in search condition: In order to allow a 

combination of multiple different search conditions, a logical 

operation such as AND, OR, and NOT of search conditions 

was devised. Center of gravity value. When a search request is 

issued, the physical quantity and spatial shape data of each 

image are examined using a membership function 

corresponding to ambiguous conditions. However, since all 

data are examined, all data are search results. Therefore, a 

threshold is set, and if x is included between the threshold and 

the maximum value of the membership function, it is 

considered that the condition is met. This time, the threshold 

value adopted the value using the center of gravity (CG) of the 

fuzzy set. The center of gravity of the fuzzy set is calculated 

by the following equation, 

   ∫     ( )    
∫    

( )    (6) 

If there is no data that satisfies the condition input by the 
user, the data closest to the barycentric value is output as a 
search result. 

4) Data and browse image search: In advance, edges, 

circles, arcs, and lines, which are spatial features, were 

extracted from the earth observation satellite image, and an 

index was constructed. For the extraction of the spatial 

features of these images, we used a combination of simple 

image classification, edge extraction by the relaxation method, 

and thinning as a method to extract such spatial features. 

For the form on the browser that actually performs input 
and output, select the form from which the search conditions 
are actually written from the keyboard, and the conditions that 
apply to the image you are looking for from the given word 
group I have prepared two formats that can be searched by 
pressing the button. In the former, the conditions are entered on 
the keyboard, and complicated conditions containing AND, 
OR, and NOT conditions can be entered. Therefore, the 
operation became a little difficult. On the other hand, the latter 
makes it possible for anyone to easily search for images and 
prepares the one that saves the trouble of inputting conditions 
as much as possible. Therefore, only one mode was selected 
from the AND, OR, and NOT conditions, and the entered 
condition was searched according to the mode. 
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From the homepage (Home Page of the proposed Earth 
observation satellite image database retrieval system), from 
which you can select either "text input" or "button input". If 
"text input" is selected here, it will transition to the input form 
(the menu for retrieval keyword input in text form) as shown in 
Fig. 1. Here, the conditions are assembled from the example 
shown, input from the keyboard, and the search is performed. 
When "button input" is selected, the screen shifts to the input 
form (Menu for retrieval keyword input by clicking mouse 
button) as shown in Fig. 2. In this case, the input method is 
simpler than “text input”, but it is not possible to input 
complicated conditions with complicated conditions. 

Text Input System 

Available Items 
 

A: SST 1: pretty a: Large 

B: Chlorophyll-a 2: more_or_less _  

C: No.of_Edge 3: very _  

D: No.of_Circle 4: rather b: Small 

E: No.of_Arc 5: normal _  

F: No.of_Line 6: sort_of _  

_ _ 7: slightly _  

Operator: and_or_not     

Fig. 1. Menu for retrieval keyword input in text form. 

Please key in your keyword below, 

Search  
Example of combination SST is pretty high: A1a 

Large chlorophyll-a concentration and (more or less of the number of edge or 
sort of the number of circle): B5a and (C2b or D4b) 

V. EXPERIMENT 

In this experiment, the browse image size was set to 64 by 
64 pixels, and 100 images were prepared. These are a part of 
the original NOAA-11 / AVHRR

1
 image of 3:37 GMT on 

April 25, 1990.The spatial features are extracted and compiled 
into a database by the method of reference, and the pixel 
interval of 1 km is also calculated. An 8 by 8 pixels average 
filter was used to create a browse image with a pixel interval of 
8 km. Here, the condition "A7a and C3a (sea surface 
temperature is slightly warm, and the number of edges is very 
large)" is given as a search example.  

Fig. 3 shows the example. An example of the retrieval for 
Sea Surface Temperature is slightly high and the number of 
edges is very large. The user can select a desired image from a 
given browse image and data of the image. An example of the 
retrieved results (Extract image No. 12 from the candidates of 
the browse images) shows the result of selecting image number 
12. Fig. 4 shows an example of the retrieved results (Extract 
image No. 12 from the candidates of the browse images).

                                                           
1 https://en.wikipedia.org/wiki/Advanced_very-high-resolution_radiometer 

 

Sea Surface Temp.      “Use”      “Not use” 

  

 

“AND” “OR” 

Sea Surface Temp.      “Use”      “Not use” 

  

 

“AND” “OR” 

Chlorophyll-a      “Use”      “Not use” 

  

 

“AND” “OR” 

Number of edge      “Use”      “Not use” 

  

 

“AND” “OR” 

Number of circle      “Use”      “Not use” 

  

 

“AND” “OR” 

Number of arc      “Use”      “Not use” 

  

 

“AND” “OR” 

Number of line      “Use”      “Not use” 

  

 

“AND” “OR” 

Fig. 2. Menu for retrieval keyword input by clicking mouse button. 

Searching A7a and C3a  

=>Search Result 

Image_No. Browse SST Chlorophyll-a Edge Circle Arc Line 

5  22 33.405 11 2 5 3 

12  24 33.757 12 3 5 3 

21  21 33.445 14 4 5 4 

44  27 5.157 11 3 3 4 

49  20 29.005 14 4 5 4 

58  21 9.669 11 4 3 3 

73  23 9.317 11 3 5 2 

                                                    

 

Fig. 3. An example of the retrieval for sea surface temperature is slightly 
high and the number of edges is very large. 

In addition, in the present search system, when there is no 
image satisfying the condition presented by the user, the image 
closest to the condition presented by the user is searched by 
gradually increasing the search width. 

“Pretty” “more or less” “very” “rather” “normal” “sort of” “slightly” 

“Large” “Small” 

“Pretty” “more or less” “very” “rather” “normal” “sort of” “slightly” 

“Large” “Small” 

“Pretty” “more or less” “very” “rather” “normal” “sort of” “slightly” 

“Large” “Small” 

“Pretty” “more or less” “very” “rather” “normal” “sort of” “slightly” 

“Large” “Small” 

“Pretty” “more or less” “very” “rather” “normal” “sort of” “slightly” 

“Large” “Small” 

“Pretty” “more or less” “very” “rather” “normal” “sort of” “slightly” 

“Large” “Small” 

“Pretty” “more or less” “very” “rather” “normal” “sort of” “slightly” 

“Large” “Small” 

Submit Reset 
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The element of the image is as follows, 

Image No.:  12 

SST:   24 

Chlorophyll-a: 33.757 

No. of Edge: 12 

No. of Circle: 3 

No. of Arc: 5 

No. of Line: 3 

Fig. 4. An example of the retrieved results (Extract image No. 12 from the 

candidates of the browse images) 

Fig. 5 and 6 show examples of browse images and their 
spatial features extracted as search results. Fig. 6 is obtained 
from the extracted lines, edges, arcs and circles from the image 
of Fig. 5 based on the relaxation method

2
 with the thinning 

algorithm. 

 

Fig. 5. Details of the retrieved browse image (64 by 64 pixels with 8 km of 

pixel size extracted from the NOAA/AVHRR images). 

Furthermore, when 30 subjects who did not have prior 
knowledge about remote sensing were asked to use the 
proposed search system, the number of language hedges was 
too large. 

 

Fig. 6. Extracted spatial features (From the image of Fig.5, lines, edges, arcs 

and circles are extracted using the relaxation method with the thinning 
algorithm). 

VI. CONCLUSION 

A method for fuzzy retrievals of Earth observation satellite 
image database using geophysical parameters and spatial 
feature is proposed. It is confirmed that the proposed method 
allows fuzzy expressions of queries with sea surface 
temperature, chlorophyll-a concentration and cloud coverage as 
well as circle, line and edge, for instance “rather cold sea 
surface temperature and a sort of circle feature”. Thus users, in 

                                                           
2 https://en.wikipedia.org/wiki/Relaxation_(iterative_method) 

particular, oceanographers may access the most appropriate 
image data from the database for finding of cold cores (circle 
features), fronts (arc and line features), etc. in a simple manner. 

According to the retrieval method proposed in the paper, 
physical quantities and spatial features extracted from the earth 
observation satellite image to be retrieved are added to the 
inventory data, and retrieval can be performed faster and more 
efficiently using these. In addition, the search condition setting 
of those physical quantities and spatial features was allowed to 
be ambiguous, and the user's freedom of search was expanded. 
It also simplifies the method used by the user to enter 
conditions and displays browse images and their data as search 
results so that they can be easily viewed on the WWW, making 
it easy to visually confirm the results. 

FUTURE RESEARCH WORKS 

In the future, the proposed search method will be 
constructed as a database system and made public through 
WWW (http: //www.kyuic.grjp/), and further improvement 
proposals from users will be made to be more practical.  
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Abstract—Improvements in the quality of tourism services 

and the number of human resources will affect the quality of 

social services and information services provided to foreign 

tourists, thereby enhancing the quality of services offered 

regarding tourist destination information in the Malang Raya 

area. Considering the urgency of foreign tourists in obtaining 

information related to directions, routes, and access roads to 

their desired tourist destinations, especially in East Java, due to 

limited data from the government agencies handling the tourism 

sector, as well as the difficulty in communication with residents 

who may not understand what is being communicated by foreign 

tourists. Therefore, the need for an interactive chatbot to assist in 

obtaining routes and access information to the desired tourist 

destinations will facilitate foreign tourists. To improve the 

accuracy of the chatbot's ability to answer sentence selection, the 

use of artificial intelligence, specifically the Random Forest 

Classifier, is necessary. This study obtained the highest accuracy 

value using a tree quantity of 200, a maximum tree depth of 20, 

and a minimum sample split of 5. Using these quantities resulted 

in an accuracy of 95.88%, precision of 96.29%, recall of 96.03%, 

and f-measure of 96.16%. 

Keywords—Tourism; chatbot; artificial intelligence; random 

forest classifier 

I. INTRODUCTION 

Tourism is a dynamic activity involving many people and 
stimulating various business sectors. In the current era of 
globalization, the tourism sector will become the main driver 
of the world economy and global industry. Tourism will 
provide significant revenue for regions aware of its potential 
in the tourism sector [1]. Thus, tourism has become an integral 
part of human life. The tourism sector has led several regions 
in Indonesia to develop tourism as their distinctive feature. 

One area with great tourism potential is Malang, located in 
the East Java province of Indonesia. Malang Raya has three 
administrative areas: Malang Regency, Malang City, and Batu 
City. Malang Raya is one of the leading tourist destinations in 
East Java and Indonesia. According to statistical data 
compiled by the Ministry of Tourism and Creative Economy 
in 2022, the total number of international tourists visiting 
Malang Raya reached six million [2]. 

The Malang Raya region offers many beautiful tourist 
destinations unique to other areas in Indonesia. Malang Raya 
offers various tourism categories, from natural to 

manufactured attractions. According to data from the Malang 
Regency's One Data program, there are 16 village tourism 
objects, 106 natural tourist attractions, 49 cultural tourist 
attractions, and 24 manufactured tourist attractions in the 
Malang Regency area [3]. According to data from the Central 
Statistics Agency (BPS) of Batu City, there are ten 
manufactured tourist attractions, 12 village tourism objects, 
five natural tourist attractions, five souvenir tourist attractions, 
and one religious tourist attraction in the Batu City area [4]. 
According to data from Malang's One Data program, there are 
16 cultural tourist attractions, two historical tourist attractions, 
four religious tourist attractions, one educational tourist 
attraction, 2015 culinary tourist attractions, 12 shopping 
tourist attractions, and 20 manufactured tourist attractions in 
the Malang City area [5]. 

The abundance of tourist destinations in the Malang Raya 
region provides many options for international tourists. 
However, on the other hand, with the increasing number of 
tourist destinations, issues arise regarding information about 
the destinations to be visited. International tourists require 
comprehensive information about routes, directions, and ways 
to guide their travel, but not all available information from 
print media, television, the Internet, and other sources can 
meet these needs [6]. Another issue in the tourism sector is the 
low quality of service and quantity of human resources in the 
tourism industry worldwide. This aspect needs special 
attention in efforts to improve the tourism sector in the 
Malang Raya region. The quality of tourism services and the 
quantity of human resources are among the standards that will 
be compared to achieve tourist satisfaction [7]. Improvements 
in the quality of tourism services and the number of human 
resources will affect the quality of social service and 
information services provided to international tourists, thereby 
enhancing the quality of services related to tourist destination 
information in the Malang Raya region. 

Another issue encountered is the current condition of the 
official websites of the Department of Culture and Tourism of 
Malang Regency, Malang City, and Batu City, which only 
provide brief information about tourist attractions and lacks 
interactive question-and-answer features that can guide 
foreign tourists in terms of directions, routes, and roads to the 
destinations. As a result, foreign tourists have to search for 
routes or access on their own through several stages. The lack 
of digital information services like this can lead to inefficiency 
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and ineffectiveness in obtaining access information or routes 
to selected tourist destinations by foreign tourists [7]. 

Another issue is the poor communication between 
residents and foreign tourists. This is due to the lack of 
knowledge, which prevents residents from understanding what 
foreign tourists communicate [8]. This has become a 
significant concern for the government, notably the Tourism 
Sector Institution in the Malang Raya area. Considering the 
urgency and the difficulty faced by foreign tourists in 
obtaining information regarding directions, routes, and access 
to tourist destinations, especially in East Java, due to limited 
information from the government agencies handling the 
tourism sector, as well as the difficulty in communication with 
residents who do not all understand what foreign tourists are 
communicating. According to the author, there is a need for an 
interactive chatbot that can assist in obtaining route 
information and access to the desired tourist destinations, 
which will facilitate foreign tourists. 

Artificial intelligence must be utilized to improve the 
chatbot's accuracy in answering sentence selection. Several 
previous studies have added artificial intelligence to building 
chatbots. One of which is creating a chatbot related to Covid-
19 [9]. Other research is also being carried out in building 
chatbots with artificial intelligence, namely a classification 
method to identify intentions rather than user input, it is called 
purpose classification in the chatbot system [10]. Furthermore, 
in the field of tourism, another research has been conducted by 
creating a website along with a chatbot for the city of 
Kanazawa [11]. The method used in this research is the 
Random Forest Classifier method. Random Forest Classifier is 
an algorithm that results from the bootstrapping aggregation of 
Decision Tree algorithms. This research employs this method 
due to its advantages over other algorithms, as it falls into 
Classification and Regression Tree (CART) methods, which 
utilize historical data to build a decision tree. 

Based on the background, the author believes that an 
interactive chatbot capable of assisting foreign visitors in 
obtaining information about routes and ways to reach their 
desired tourist destinations will greatly facilitate them. In this 
study, it is expected that an interactive chatbot using the 
Random Forest Classifier method can optimize the accuracy 
level in sentence prediction performance and utilize the 
Telegram Messenger to structure the data more effectively 
while also providing social services. 

II. LITERATURE REVIEW 

A. Chatbot 

Chatbot is a program in artificial intelligence designed to 
communicate directly with humans as its users. The difference 
between a chatbot and a natural language processing system is 
the algorithms' simplicity. Although many bots can interpret 
and respond to human input, they only interpret keywords in 
the input and reply with the most suitable keywords or 
patterns of words from pre-existing data in a database created 
beforehand [12]. The future of Software Engineering is 
expected to undergo a significant transformation with the 
emergence of chatbots. These chatbots will enable software 
practitioners to communicate and inquire about their projects 

using everyday language, revolutionizing how they interact 
with various services. At the core of every chatbot lies a 
Natural Language Understanding (NLU) component, which 
empowers the chatbot to comprehend and interpret human 
language inputs [13]. 

Initially, these computer programs (bots) were tested 
through the Turing test, which involved concealing their 
identity as machines to deceive the person conversing with 
them. If a user cannot identify the bot as a computer program, 
that chatbot is categorized as artificial intelligence. 

One famous chatbot is Eliza (Dr. Eliza), developed by 
Joseph Weizenbaum at the Massachusetts Institute of 
Technology (MIT). Eliza is a pioneering chatbot known as a 
chat program that plays the role of a psychiatrist. Eliza 
simulates conversations between a psychiatrist and their 
patients in natural English. Eliza was created to study natural 
language communication between humans and machines. 
Eliza acts as a psychologist who can answer the patient's 
questions with reasonable responses or respond with further 
questions [12]. 

B. Random Forest Classifier 

Random Forest is a method introduced by Breiman, a 
development and combination of multiple Decision Trees. 
While a Decision Tree represents a single classification tree, 
Random Forest creates multiple trees to determine its 
prediction results. Combining bootstrap aggregating and 
random feature selection in a Random Forest can reduce the 
overfitting problem in small training data [14]. Since Random 
Forest is an ensemble method of CART, it does not assume or 
work well in non-parametric cases. 

The steps involved in the Random Forest as shown in Fig. 
1 are explained as follows: 

 Determining the parameters of Random Forest. The 
value of mtry, or the number of randomly selected 

predictor variables, is set to 
 

 
 for regression cases, 

where p is the total number of predictor variables [14]. 

 Then, determine the recommended number of Ntree 
trees to use, typically 50 trees. According to Breiman 
[14], 50 trees provide satisfactory results for 
classification cases. However, Ntree ≥ 100 yields lower 
misclassification rates [15]. 

 Specifying the stopping criteria default in scikit-learn 
Random Forest, where one means that if a 
subnode/child node contains only 1 sample, it will stop 
splitting and become a terminal node/leaf node. 
Therefore, once the branching stops, terminal nodes are 
generated as the prediction result of a single CART 
tree [16]. 

 Splitting the data into training and testing datasets. 
From the training data, n samples are randomly 
selected with replacement (bootstrap) to create a new 
dataset D, where I represents the bootstrap sample 
division of the i- tree. 
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 The bootstrap sampling only takes 
 

 
 of the entire 

training data and the remaining 
 

 
 is considered out-of-

bag (OOB) data, which is useful for measuring the 
performance of regression trees [17]. 

 Making predictions based on constructing tree models 
from the new dataset D, using a combination of 
randomly selected m predictor variables (random 
feature selection). 

 
Fig. 1. Flow diagram of random forest. 

III. PROPOSED MODEL 

The initial stage involves data collection. Data collection 
for this research uses references from Google, specifically 
collecting frequently used conversational sentences in English. 
The data collection for this research is divided into two parts: 
training data collection and testing data collection. While 
collecting training data, the author used 100 conversational 
sentences in English. These sentences were then labeled based 
on their sentence classes, whether they belonged to the 
statement (S), question (Q), or chat (C) class. Table I provides 

an example of the conversational sentences used as training 
data, labeled based on their sentence classes. 

TABLE I. EXAMPLE DATASET OF SENTENCE FOR MODEL FORMATION 

AND CLASSIFICATION 

No Sentence Label 

1 Sorry, I don't know about the weather. S 

2 What’s the weather like today? C 

3 I am fine C 

4 Where do you live? Q 

5 Are you a chatbot? Q 

After labeling the dataset consisting of 100 conversational 
sentences, the dataset will be processed by assigning Part-of-
Speech (POS) tags to each word in the corpus. Fig. 2 displays 
the type of Penn treebank tagset. Once POS tags are assigned, 
the patterns for classifying the training sentence models will 
be determined. Part-of-Speech (POS) tagging, or simply 
tagging, is the process of assigning syntactic labels or Part-of-
Speech tags to each word in the corpus. Since tags are 
generally applied to punctuation marks, punctuation marks 
such as periods, commas, etc., must be separated from the 
words during the tagging process. The extracted features from 
the data are used to build the required model by extracting 
Part-of-Speech (POS) tags, resulting in numerical data 
features. Fig. 3 provides an example of the POS tagging 
process in this research. 

After that, the tags in each sentence will be calculated 
according to the predetermined tags, serving as a reference for 
pattern formation within the sentences. The tags used as 
markers in this process include a cardinal number (CD), noun 
singular or mass (NN), proper noun singular (NNP), proper 
noun plural (NNPS), noun plural (NNS), personal pronoun 
(PRP), verb gerund or present participle (VBG), and verb 3rd 
person singular present (VBZ). Table II provides an example 
dataset table for counting the number of Part-of-Speech (POS) 
tags. 

 
Fig. 2. Penn treebank tagset. 

 
Fig. 3. Example of POS tagging. 
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TABLE II. EXAMPLE DATASET FOR COUNTING THE NUMBER OF PART-
OF-SPEECH (POS) TAGS 

N

o 

Word 

Total

s 

C

D 

N

N 

NN

P 

NNP

S 

NN

S 

PR

P 

VB

G 

VB

Z 

1 7 0 1 1 0 0 1 0 0 

2 5 0 2 0 0 0 0 0 1 

3 3 0 0 0 0 0 1 0 0 

4 4 0 0 0 0 0 1 0 0 

5 4 0 1 0 0 0 1 0 0 

After collecting the training dataset of conversational 
sentences and the Part-of-Speech patterns for building the 
classification model, the next step is to determine the dataset 
of conversational sentences to be used as the output sentences 
for the chatbot based on the formed training classification 
model. The dataset represents the data used in the testing 
process. There are 4,085 conversational sentences that will be 
used as the dataset in the testing process. Subsequently, this 
data will be labeled according to the sentence classes. The 
labeling is based on the criteria of whether the sentence 
belongs to the question (Q) or chat (C) class, similar to the 
labeling in the first dataset. Table III provides an example 
dataset table of conversational sentences that will be used in 
the testing process. 

TABLE III. EXAMPLES OF OUTPUT SENTENCE DATASETS USED IN THE 

TESTING PROCESS 

No Sentence Label 

1 Hi there, how are you!? C 

2 My name is Tourist Chatbot, but you can call me Lisa C 

3 ok, thanks! C 

4 Do you like it? Q 

5 What's that? Q 

The next stage is to process the user's input in 
conversational sentences. The entered conversational 
sentences by the user will go through the processing stage, 
which includes preprocessing and training processes. In the 
preprocessing stage, a Natural Language Processing (NLP) 
approach is used, which involves case folding to convert all 
letters in the document to lowercase, tokenization to separate 
input words into individual tokens, stemming from finding the 
base form of words and producing the correct language 
structure, and POS tagging to assign Part-of-Speech tags or 
syntactic classes to each word in the corpus. 

After the preprocessing process, the data will proceed to 
the training process, which involves training the preprocessed 
data using the Random Forest Classifier approach (see Fig. 4). 
In this data training stage, a classification model will be 
formed through the training using the Random Forest 
Classifier method. The final stage is testing, which is 
conducted to obtain accuracy and error values for the chatbot. 
Once the process is completed, the system will generate an 
output sentence to be sent as a response to the user's input 
sentence. 

IV. IMPLEMENTATION 

The implementation phase is the stage of applying the 
designed system based on the system design that has been 
created. The results of this system implementation are used to 
classify sentences in the virtual route guide chatbot using the 
random forest classifier method. The implementation phase 
begins by inputting data into the system that has been created 
using the Python programming language. The labeled sentence 
data, stored in .csv format, is inputted into the system, and the 
column containing the conversational sentences and sentence 
classes is extracted. 

 

Fig. 4. Random forest classifier algorithm flowchart. 

Next, the system proceeds to the initialization stage of 
part-of-speech patterns for sentence formation, which will be 
used in feature selection. Several part-of-speech patterns are 
used in this initialization stage, such as VerbCombos, 
questionTriples, statementTriples, startTuples, and endTuples. 
Then, feature_keys are initialized as keywords for the part-of-
speech tags used. 

After completing the initialization stage, the system moves 
to the preprocessing stage, including case folding, tokenizing, 
stemming, and POS tagging. The case folding process utilizes 
the lower() function to convert the entire sentence to 
lowercase to avoid case sensitivity. The tokenizing process 
uses the split() function to separate the sentence into 
individual words. The stemming process utilizes libraries from 
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NLTK with the WordNetLemmatizer and SnowBall 
algorithms. The POS tagging process assigns Part-of-Speech 
tags to each word in the corpus. 

The next step is to create a function to count the frequency 
of occurrence of part-of-speech tags in each sentence. The 
processed data, using the function to count the frequency of 
part-of-speech tags, is then stored in a data frame containing 
the calculated frequency counts and saved in a new CSV file. 
This data calculates the number of part-of-speech tags in each 
sentence. Once the calculated frequency counts of part-of-
speech tags are successfully saved, the dataset is imported and 
loaded into Python. Then, the class variable with the object 
data type is converted to the int64 data type. This is because 
the class variable represents a category that indicates it is 
categorically ordinal. 

Next, the feature-selected data stored in a new file will be 
divided into training and testing data. The training data will be 
implemented into the system that has been created to build a 
sentence classification model using the random forest 
classifier. Based on the rule of thumb, the training and testing 
data will be split in a 75:25 ratio, with 4,185 pattern data 
points to be implemented in the system. This data split is done 
using the model_selection library's train_test_split function. 

After dividing the data into training and testing sets, the 
next step is to train the dataset by creating a classification 
model using the random forest classifier. The aim is to classify 
data effectively and efficiently. This model is used to classify 
data into multiple categories or classes with high accuracy. In 
creating this classification model, the feature extraction 
function is used to improve the accuracy of the classification 
model by eliminating irrelevant features and retaining the 
most important features in the data. By selecting the most 
relevant and important features, the classification model can 
find more accurate patterns and distinguish between different 
classes better. 

Once the training model is created, the next step is to 
create a Telegram account and access @BotFather. 
@BotFather is the official Telegram bot that allows users to 
create their own Telegram bot. After creating the Telegram 
bot, the next step is to install the python-telegram-bot library. 
This library is used to connect the bot to the Telegram API 
and send and receive user messages. 

The next step is to write Python code for the bot and add 
message-handling functions that the bot will process. In 
creating the Python code, the telegram.ext module from the 
python-telegram-bot library is required. Then, an Updater 
object is created with the bot token and the bot is started using 
the command "updater.start_polling()". The message-handling 
function will be executed every time the bot receives a new 
message from the user. Specific logic is added to the message 
handling function to process user requests and provide 
appropriate responses based on the received message. 

V. EXPERIMENTAL RESULT 

In this research, there are two datasets, each consisting of 
100 and 4,185 labeled conversational sentences according to 
the rules of Part-of-Speech (POS) tagging, based on the 
criteria of whether the sentences belong to the question (Q) or 
chat (C) class. Table IV shows the number of sentences in 
each label within the conversational sentence dataset used as 
training data for the classification model. 

TABLE IV. NUMBER OF SENTENCES PER LABEL 

Dataset 1 

No. Label Number of Sentences 

1 S (Statement) 32 

2 Q (Question) 43 

3 C (Chat) 25 

Total Number of Sentences 100 

Dataset 2 

No. Label Number of Sentences 

1 S (Statement) 1473 

2 Q (Question) 1.238 

3 C (Chat) 3.073 

Total Number of Sentences 4.185 

The data will be divided into two parts: training and testing 
data. The training data will be implemented into the system 
that has been created to build a classification model using the 
random forest classifier for sentences. Meanwhile, the testing 
data is used to evaluate the system's performance. The 
conversational sentence dataset will be divided into testing 
data and training data with a ratio of 75:25 based on the rule 
of thumb. In addition, experiments are conducted by varying 
the number of trees (n_estimators), tree depth (max_depth), 
and the minimum number of samples required to split a node 
(min_sample_split). The number of trees tested is 100, 200, 
and 500, the depth of the trees tested is 5, 10, and 20, and the 
minimum samples required to split a node tested are 2, 5, and 
10. 

From Table V, the highest accuracy value is obtained 
using 200 trees, with a maximum tree depth of 20 and a 
minimum sample split of 5. Using these parameters yields an 
accuracy value of 95.88%, precision of 96.29%, recall of 
96.03%, and f-measure of 96.16%. On the other hand, the 
lowest accuracy value is obtained from using 500 trees, with a 
maximum tree depth of 5 and a minimum sample split of 10. 
Using these parameters yields an accuracy value of 94.43%, 
precision of 95.29%, recall of 94.61%, and f-measure of 
94.95%. These accuracy results are also depicted in the 
visualization graph, as shown in Fig. 5. 
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TABLE V. SHOWS THE TESTING RESULTS USING 100, 200, AND 500 TREES WITH A COMBINATION OF 20 MINIMUM SAMPLES AND 10 MINIMUM SAMPLES 

REQUIRED TO SPLIT A NODE 

Tree Deep Max. Tree Min. Sample Accuracy Precision Recall F-measure 

100 

5 

2 94,58% 95,30% 94,80% 95,05% 

5 94,73% 95,40% 94,95% 95,17% 

10 94,66% 95,35% 94,87% 95,11% 

10 

2 95,42% 95,94% 95,61% 95,78% 

5 95,34% 95,89% 95,53% 95,71% 

10 95,11% 95,70% 95,32% 95,51% 

20 

2 95,50% 95,83% 95,73% 95,78% 

5 95,73% 96,12% 95,91% 96,02% 

10 95,50% 96,00% 95,65% 95,82% 

200 

5 

2 94,66% 95,45% 94,83% 95,14% 

5 94,73% 95,50% 94,91% 95,21% 

10 94,58% 95,40% 94,76% 95,08% 

10 

2 95,57% 96,08% 95,75% 95,92% 

5 95,50% 96,07% 95,65% 95,86% 

10 95,42% 96,01% 95,57% 95,79% 

20 

2 95,42% 95,74% 95,71% 95,72% 

5 95,88% 96,29% 96,03% 96,16% 

10 95,57% 96,05% 95,73% 95,89% 

500 

5 

2 94,50% 95,35% 94,69% 95,02% 

5 94,50% 95,35% 94,69% 95,02% 

10 94,43% 95,29% 94,61% 94,95% 

10 

2 95,50% 96,00% 95,69% 95,84% 

5 95,42% 95,98% 95,59% 95,78% 

10 95,42% 95,98% 95,59% 95,78% 

20 

2 95,50% 95,76% 95,82% 95,79% 

5 95,80% 96,24% 95,95% 96,09% 

10 95,57% 96,05% 95,73% 95,89% 

 

Fig. 5. Visualization of test results in conversational sentences. 

VI. CONCLUSION 

The result of this research is an interactive chatbot created 
using the Random Forest Classifier method, which can 
optimize the level of accuracy in sentence prediction 
performance and utilizes Telegram Messenger to structure the 

data more effectively. According to the test results in the 
previous section, this study obtained the highest accuracy 
value using a tree quantity of 200, a maximum tree depth of 
20, and a minimum sample split of 5. Using these quantities 
resulted in an accuracy of 95.88%, precision of 96.29%, recall 
of 96.03%, and f-measure of 96.16%. This proves that the use 
of random forest classification affects the sentence 
classification results. The reason is the existence of feature 
selection that can reduce the features used. 
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Abstract—In recent years, distance learning has become an 

increasingly popular mode of education due to its flexibility and 

accessibility. However, the quality of distance learning programs 

has been a cause for concern, which has led to the development of 

various approaches and tools for quality assurance and 

assessment. This review article aims to provide an in-depth 

analysis of the current state of play of quality assurance in 

distance learning. The paper discusses the fundamental 

requirements to establish quality in distance learning and the 

challenges associated with ensuring quality in this mode of 

education. Then it explores the different approaches and tools 

used for quality assurance and assessment, such as course 

evaluations, self-assessments, and external reviews. In addition, 

the paper delves into the development of regulatory documents 

and manuals for quality assurance, which are essential for 

ensuring that distance learning programs adhere to established 

standards. It also discusses in detail the importance of audits and 

accreditations from assessment organizations in assuring quality 

in distance learning. As the satisfaction of all stakeholders 

(including students, faculty, and administrators) is crucial for 

ensuring the success of distance learning programmes, the paper 

highlights the various measures HEIs can take to ensure 

stakeholder satisfaction. Finally, the article discusses the 

processing of statistical data and performance indicators, which 

can provide valuable insights into the effectiveness of distance 

learning programmes. 

Keywords—Distance learning; quality assurance; assessment; 

stakeholder satisfaction; regulatory documents; performance 

indicators 

I. INTRODUCTION 

The rapid adoption of distance education in higher 
education institutions (HEIs) worldwide has brought about 
demands from scientific and technological developments and 
some challenges to quality, including technological problems, 
administration, instructional methods, and student barriers. 
Quality management in distance learning courses is vital for 
improving the overall educational experience, yet the 
indeterminate definitions of quality make it challenging to 
evaluate effectively [1]. Students and educators face barriers 
such as low self-organization, lack of effective interaction, and 
a sense of isolation that can decrease their satisfaction with 
online learning. While distance learning courses have 
prevented transfer from theory to design practices, using a 
quality assurance model for web-based learning and 
implementing benchmarks[2], e.g. in course development, 
teaching/learning process, course structure, and faculty support 
categories, can help. The six dimensions for measuring service 

quality in distance education are tangibles, reliability, 
responsiveness, delivery, assurance, and student participation 
[3]. 

The shift towards distance learning has also raised concerns 
about the impact on crucial social learning aspects, particularly 
for early elementary children and vulnerable student 
populations. The move to a distanced setting has reduced 
opportunities for face-to-face interaction, which is essential for 
promoting collaboration, teamwork, and socialization. How- 
ever, the use of innovative technology, such as virtual 
classrooms, online discussion forums, and social media 
platforms, can provide alternative ways for students to interact 
and engage with their peers and instructors [4]. Furthermore, 
the quality of distance learning depends only on the course 
design and delivery but also on the level of readiness and 
support provided by the government and educational 
institutions. There is a significant association between parents‟ 
satisfaction with the quality of education, how they assess 
teachers‟ competencies and the level of government readiness 
to switch to a distance learning format [5]. Therefore, it is 
essential HEIs to ensure adequate resources and infrastructure 
and that instructors are adequately trained and equipped to 
deliver quality distance education.  

Another concern is while distance learning cannot replace 
traditional education to a full degree, it can serve as a valuable 
complement. HEIs can utilize distance learning to enhance the 
knowledge and skills of students in various areas [6], such as 
emerging technologies, digital literacy, and educational 
technology. Moreover, the relationship between teachers and 
students has been identified as a significant factor in 
determining students' satisfaction with distance learning 
courses. A positive teacher-student relationship plays an 
intermediary role when linking the attitudes and behaviour of 
teachers with students‟ overall satisfaction with learning 
courses [7]. 

Additionally, distance learning cannot fully substitute 
traditional learning forms in HEIs, but distance learning can 
provide valuable enhancements. It is crucial to acknowledge 
that transitioning to distance learning may limit certain social 
learning aspects, particularly among younger students and 
vulnerable populations. However, HEIs can leverage distance 
learning to reduce costs and attain sustainable advantages [8]. 
Furthermore, the relationship between the attitudes and 
behaviour of teachers and students‟ overall satisfaction with 
their courses should be examined through mediation, 
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underscoring the critical success factors within the quality 
assurance framework. 

Although the topic of quality assurance of distance 
education has been widely studied by researchers for decades, 
there is a need to systematize all possible ways to ensure the 
quality of education. 

This paper explores the essential components of quality 
management in distance education. Section II delves into the 
specific requirements needed to ensure quality in distance 
learning. It examines the fundamental aspects that must be 
considered and implemented to maintain high standards in 
delivering educational content. Section III focuses on the 
various definitions of quality in the context of distance 
learning. As reports of the diverse perspectives and 
interpretations of quality, this section provides clarity and 
understanding of the concept, laying the foundation for 
efficient evaluation. The paper then discusses approaches and 
tools for assuring and assessing quality in distance education. 
These include the development of normative documents and 
manuals that serve as guidelines and benchmarks for quality 
assurance. In addition, the section emphasizes the importance 
of conducting audits and accreditation by reputable assessment 
organizations. The paper further highlights the significance of 
gathering feedback through periodic surveys among 
stakeholders, including academic staff, students, and external 
entities. Finally, it explores the utilization of intelligent data 
analysis tools, enabling deep insights into the effectiveness and 
quality of distance learning programs. The Conclusion 
summarizes the contributions and plans for future work. 

II. QUALITY OF DISTANCE LEARNING: DEFINITIONS 

Researchers and various stakeholders (students, teachers, 
HEIs leadership, employers, external evaluators, etc.) widely 
discuss issues related to the quality of distance learning. All 
emphasize the need for a better understanding of the aspects 
that contribute to achieving high quality in distance learning 
programs [9]. There is no universally accepted definition of 
quality in distance learning. Quality is a multidimensional 
concept encompassing a wide range of products, services, 
supplies and philosophies and attempts to meet the needs and 
expectations of students and various stakeholder groups with 
different interests [10]. 

According to Robinson [11], the quality of distance 
learning can be the result of various factors, both internal and 
external to the HEI, for example, the skill levels and experience 
of the staff, the number of resources available, weak or strong 
leadership, the effectiveness of administrative systems and the 
communication infrastructure. 

Some researchers emphasize adherence to standards and 
procedures [10],that apply to each course and influence course 
design, course layout and the amount of learning content. 
Burns [12] defines quality as adherence to a set of standards for 
content, design, and instruction, and Lassoued, Alhendawi, and 
Bashitialshaaer [13] - as a set of procedures and guidelines 
adopted in the educational institution that supports the 
management of the organization and provision of services. 
According to Roe [14], significant components for developing 
quality distance courses are the assurance of rich multimedia, 

asynchronous communication, and faculty mentoring. 
Achieving quality teaching and learning is a complex 
endeavour involving multiple dimensions [15], including 
curriculum design and course content, learning contexts, use of 
feedback, assessment of learning outcomes, learning 
environment, and student support services. 

Other researchers emphasize the design and delivery of 
training. To achieve a high quality of training, the academic 
staff must have experience in developing educational content 
for distance learning [16], skills in using technology, and 
applying modern pedagogical approaches to teaching and 
guiding students in the learning process [17-24]. In addition, 
educators should implement forms of communication and 
interaction that are student-centred and encourage their active 
participation in the learning process [25], provide support to 
students [26], and use forms of assessment consistent with 
individual or group distance learning approaches and 
stimulating critical thinking [16]. Elias [27] presents eight 
instructional design principles for the quality of distance 
learning courses - Equitable Use, Flexible Use, Simple and 
Intuitive, Perceptible Information, Tolerance for Error, Low 
Physical and Technical Effort, Community of Learners and 
Support, and Instructional climate. According to McClary [28], 
high-quality distance courses are those in which the learning 
content is up-to-date, each module contributes to a specific 
course objective, the instructor provides the necessary support 
to students, and there is an effective support system. Lee and 
Dziuban [29] believe that the success of e-learning largely 
depends on strategies for evaluating the quality of the distance 
learning program. Grutzner, Weibelzahl, and Waterson propose 
four dimensions for assessing the quality of e-courses [30]: the 
content of learning materials, presentation of learning 
materials, teaching style, and overall course functioning. 
According to them, HEIs must consider these dimensions 
simultaneously and continuously throughout the life cycle of 
learning e-courses to ensure a high-quality product. Clayton 
Wright sets out criteria for evaluating the quality of e-courses 
[31], including general course information, information 
accessibility, course organization, language, layout, goals and 
objectives, course content, learning strategies, practice 
opportunities, learning resources, and assessment. 

A third group of researchers emphasize student outcomes 
[12] and argue that the quality of distance learning can be 
spoken of when there is evidence that students leave with 
relevant knowledge and skills for post-graduation employment 
and employer satisfaction. A significant factor in improving 
desired learning outcomes and student satisfaction is students' 
engagement during learning [32-33]. According to Markova, 
Glazkova, and Zaborova [1], student satisfaction is influenced 
directly by the skills of teachers to use active learning 
techniques effectively, integrating high-level interaction and 
collaboration in instructional design, and ensuring high-quality 
and timely support and resources for learners. 

Another group of researchers defines more components for 
the quality of the learning process in distance learning. 
According to Zaman, Ghosh, Datta and Basu [34], the quality 
of e-learning depends on the quality of the learning content, the 
quality of the learning management system from a 
technological point of view (ease of use, reliability, etc.) and 
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the quality of services (support of e-learning participants). 
Montedoro and Infante indicate three dimensions of the quality 
of learning management systems [35]: Technology, Content 
and Services. Lanzilotti, Ardito and Costabile [36] define the 
quality of the learning management system as the extent to 
which the technology, interaction, content, and services offered 
match the expectations of teachers and learners and enable 
them to teach/learn with pleasure. 

Opponents of distance learning outline issues related to the 
quality and effectiveness of distance education compared to 
conventional educational models caused by several reasons. 
The main one is the ever-increasing demand for informed 
human resources to participate effectively in the global market 
[37]. Proponents of distance learning [25], [38-39] argue that 
distance learning should be as effective as face-to-face 
learning. HEIs can prove this by demonstrating that the quality 
of content, delivery, assessment, and outcomes in distance 
learning is equal to or better than traditional forms of education 
[9]. 

E-learning and distance learning are growing in popularity 
during the COVID-19 pandemic. The imposed restrictions 
catalyzed the digital transformation and modernization of all 
educational processes [10], [40-43], including in universities 
without previous experience in organizing and conducting 
distance learning. The forced transition to online learning 
presents HEIs with the challenge of fully transitioning to online 
learning while maintaining the quality of the education 
provided [44]. It also increases the interest of researchers in 
developing tools for assessing the quality of the functioning of 
educational software in HEIs [10], [43] and identifying 
elements that influence student satisfaction and allowing HEIs 
to develop strategies to ensure the quality of digital 
transformation [42]. 

According to Robinson [11], an aspect that is receiving 
increasing attention is how HEIs manage their quality 
regardless of their structure, context, or circumstances. Quality 
assurance is an approach to quality management that focuses 
on process management and aims to demonstrate and improve 
the quality of educational products and outcomes, to enable 
systematic management and monitoring of performance against 
set objectives [11]. Implementing a quality assurance system in 
higher education requires a share of responsibilities between 
the managers and all stakeholders [45-49]. It implies solving 
challenging tasks to address multiple dimensions, aspects, and 
meanings of quality from different perspectives and interests 
[10]. The quality assurance system may include a well-defined 
set of principles and procedures for achieving the overall goals 
of the institution, standards of achievement, established ways 
of responding to problems and clear accountability for results, 
a plan for training and development of staff, monitoring 
procedures of performance [10-11], [38]. Because HEIs must 
make continuous efforts to exceed the expectations of students 
and stakeholders, a good quality assurance system must be 
focused on student satisfaction [10] and periodically updated. 
As a result of implementing a systematic and consistent quality 
assurance system, HEI receives greater public trust, improves 
its reputation and image, and students are more satisfied and 
more inclined to recommend the institution. 

Whatever approach to quality management is adopted, 
higher education management needs resources and tools to 
manage ongoing processes effectively. According to Robinson 
[11], quality management can be supported by information 
from core functional areas (finance, student records, etc.) and 
data from monitoring, evaluation, and satisfaction surveys. 
Researchers argue that quality can be monitored by looking at 
the impact of higher education in terms of evidence of high-
quality student performance, including wages, employer 
satisfaction, and success in further study. For monitoring 
purposes, HEI may also collect personal data. 

An effective quality assurance system includes continuous 
quality assessment [10]. While the internal evaluation is the 
basis for improvement, external evaluation serves as a 
benchmark, ensures public trust, and conforms to generally 
accept good practices for organizing and conducting distance 
learning. 

The hardships in defining the meaning of quality pose 
challenges in developing quality assessment models and tools 
[50]. Researchers believe that distance learning programs, in 
addition to specific criteria [51], should be assessed according 
to the evaluation criteria of full-time programs [52]. Quality 
can be measured by student engagement and satisfaction [28], 
[53-54] and their attitude towards distance learning. In addition 
to evaluating the quality of the training, HEI can use the 
student feedback to develop and promote courses and programs 
for teachers‟ professional development and take results into 
account during the attestation of the teachers and when making 
decisions about their promotion. 

III. RESULTS: APPROACHES AND TOOLS FOR QUALITY 

ASSURANCE AND EVALUATION 

The known approaches to ensuring and assessing the 
quality of distance learning can be divided into five main 
groups: 

 Development of normative documents and manuals for 
quality assurance. 

 Conducting audits and accreditation by evaluation 
organizations. 

 Conducting periodic surveys among stakeholders 
(academic staff, students, external stakeholders). 

 Processing of statistical data and performance 
indicators, including by using intelligent data analysis 
tools. 

In most cases, these approaches are applied mixed to 
provide a comprehensive set of data allowing the evaluation of 
the quality of distance learning and taking measures to improve 
it. 

A. Normative Documents and Manuals 

To ensure quality, some universities worldwide develop, 
adopt and implement internal regulatory documents written 
following current national and regional regulations and laws. 
An example of such regulatory documents created for the 
needs of organizing and conducting distance learning in 
Bulgaria is presented in the book “Quality and Assessment of 
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e-learning (with good university practices)” [55]. The proposed 
package of documents includes a Strategy for the development 
of distance learning, Regulations for organizing and 
conducting distance learning, a Student Support System, a 
Handbook on the rights and obligations of students, 
Methodology for preparation, organization, and conduct of 
distance learning, Testing, and evaluation system, Guidelines 
and standards for development and acceptance of learning 
documentation, Procedures, and regulations for actions in case 
of complaints, Procedures for punishing and preventing 
plagiarism attempts, Directory for organizing access to 
electronic resources, Regulations for technical and techno- 
logical provision of training, Document for accounting for the 
specifics of workload, Measures, and procedures for restoring 
the infrastructure in case of damage or breakdown. 

Many independent organizations worldwide promote and 
support quality improvement, develop and publish quality 
assurance guidelines and frameworks, disseminate information 
on good practices for the organization and delivery of distance 
learning, and encourage the creation of practitioner networks 
[56] which can contribute significantly to quality assurance. 
Examples of such organizations are the European Association 
of Distance Learning Universities (EADTU), the British Open 
Learning Association, the Canadian Distance Learning 
Association, the Norwegian Distance Learning Association, 
and the International Council for Open and Distance Learning 
(ICDE). The European Commission for Standardization CEN 
develops frameworks, specifications, and guidelines to 
improve the quality and transparency of organizations, 
products, processes, and services for e-learning. There are 
currently four published documents: CWA 15555:2006 
Guidelines and Support for Building application profiles in E-
learning; CWA 15660:2007 Providing good practice for E-
Learning Quality Approaches; CWA 15661:2007 Providing E-
Learning supplies transparency profiles; CWA 16655-1:2013 
In LOC – Part 1: Information Model for Learning Outcomes 
and Competences. 

The Higher Learning Commission [57] developed 
Assessment Guidelines setting out nine hallmarks of distance 
learning quality and providing suggestions for sample evidence 
documents for each. The European Association of Distance 
Learning (EADL) aims to increase the quality of distance 
learning and provide student benefits. EADL organizes for its 
members a forum for open discussions on all matters related to 
distance learning and for the sharing of ideas and good 
practices. All association members must meet the quality 
standards and abide by the code. Minimum quality standards 
include requirements for pre-enrolment, counseling, 
examinations, face-to-face training, enrollment and contract, 
management, instruction, and technology-based learning. 
Across Europe, EADL membership is seen as a mark of 
quality. The International Council for Open and Distance 
Education (ICDE) published a comprehensive global review of 
quality models in online learning [58], which concluded that a 
systematic quality assurance process is needed to design 
distance programs. In the strategic plan for the 2021-2024 
period, ICDE sets as its goals the advocacy of distance learning 
worldwide, the promotion of membership in the organization, 

promoting quality in digital, open and flexible learning, and 
ensuring sustainability. 

The Australasian Council on Open, Distance, and e-
Learning (ACODE) [59] is developing criteria for using 
technology in higher education. The ACODE proposes 65 
performance indicators covering eight thematic areas 
(Institution-wide policy and governance for technology-
enhanced learning; Planning for institution-wide quality 
improvement of technology-enhanced learning; Information 
technology systems, services and support for technology-
enhanced learning; The application of technology-enhanced 
learning services; Staff professional development; Staff 
support for the use of technology-enhanced learning; Student 
training for the effective use of technology-enhanced learning; 
Student support for the use of technology-enhanced learning). 
Each indicator includes scoping statements, good practice 
statements, a set of performance indicators, and performance 
measures for each indicator using a five-point rating scale. 
Each indicator can be used as an independent indicator, or all 
indicators to be used together for an overall evaluation. 

The Asian Association of Open Universities (AAOU, 
https://aaou.ouhk.edu.hk/) develops Quality Assurance 
Framework for open and distance learning. It contains 107 
statements of good practice for achieving quality, divided into 
ten categories: Policy and Planning; Internal Management; 
Learners and Learners „profiles; Infrastructure, Media and 
Learning resources; Learner assessment and evaluation; 
Research and Community Services; Human Resources; 
Leaners Support; Program Design and Curriculum 
Development; Course Design and Development. 

B. Audits and Accreditation by Evaluation Organizations 

Sound quality assurance practices combine self-assessment 
with external quality assessment by quality assurance and 
assessment organizations. Accreditation by external 
accreditation ensures that HEI complies with accepted quality 
standards and can conduct distance education. Accreditation 
takes place every few years, depending on the accrediting 
agency. The accreditation process usually includes the 
following steps: 

 Self-assessment. 

 An on-site visit by the expert group, which determines 
the extent to which the HEI fulfills, the accreditation 
standards based on a review of supporting documents, 
conducting interviews with staff and students, and 
observing distance learning activities. 

 Development of a written evaluation report describing 
strengths and recommendations for improvement in 
terms of accreditation standards. 

 Preparing annual reports on the implementation of the 
recommendations made. 

Kirkpatrick believes that accreditation and assessment are 
valuable for three reasons [38] - it allows governing bodies to 
identify challenges and take measures to improve curricula, it 
catalyzes processes to improve the individual capacity and 
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qualifications of teachers, it gives a sign of quality and 
excellence in distance learning programs. 

The International Organization for Standardization (ISO) 
develops the ISO/IEC 1976 series of standards, harmonizing 
the international concept of e-learning quality by describing the 
processes influencing the achievement and maintenance of e-
learning quality [60]. These processes include content and tool 
creation, service delivery, training and education, monitoring, 
evaluation, and all life phases from needs analysis to 
optimization. 

The international organization Quality Matters Program 
(Quality Matters, https://www.qualitymatters.org/) develops a 
series of rubrics that meet the specific needs of different 
educational sectors. The quality rubric contains eight core 
standards (Course Overview and Introduction, Learning 
Objectives, Assessment and Measurement, Instructional 
Materials, Learning Activities and Learner Interaction, Course 
Technology, Learner Support, Accessibility, and Usability) and 
41 specific standards for evaluating the quality of online and 
blended courses, explanations on the application of the 
standards and the relationship between them, a scoring system 
and a set of tools that facilitate the assessment process. Three 
certified reviewers review each course and make specific 
recommendations for course improvement, the implementation 
of which will contribute to compliance with quality standards. 
To be certified learning course must receive at least 85% of the 
possible points. Certified courses receive a stamp with the year 
of certification valid for 3-5 years. 

The European Foundation for Quality in eLearning 
(EFQUEL, http://efquel.org/) seeks to promote good practice 
and innovation to achieve high-quality learning worldwide. 
The primary mission of EFQUEL is to increase the quality of 
e-learning in European countries by providing services and 
support to all interested parties. According to EFQUEL, the 
European Quality Assurance System will strengthen the trust in 
the quality of e-learning and serve as a reference point 
worldwide. The Foundation believes that classical approaches 
to quality assessment (such as defining and documenting 
minimum requirements for infrastructure, staff competence, 
administrative services, and technical standards are inadequate 
if the goal of the quality assurance process is to encourage 
innovation in e-learning. EFQUEL presents a list of elements 
divided into five parts (Design principles, Agreement to 
monitor the quality of teaching practice as a whole, General 
focus on innovation and transformation of the organization and 
commitment to the competent customer, Principles for 
conducting negotiations and when it is possible consensus 
among partners, Agreement on five steps necessary to obtain 
accreditation), which can serve as a starting point for creating 
an alternative approach to quality assurance. EFQUEL 
develops three quality assessment tools – ECBCheck, UNIQUe 
and Sevaq+. 

ECBCheck (ECBCheck, http://www.ecb-check.org/) is a 
certification framework for e-courses and programs developed 
by EFQUEL. The quality of e-learning courses and programs is 
assessed in seven areas (information about the organization of 
the e-learning program, target group orientation, content 
quality, program/course de- sign, media design, technology, 

evaluation and review) with 51 quality criteria, some of which 
are mandatory. The educational institution is awarded a quality 
label after evaluating 51 quality criteria divided into four areas 
(education and training, organizational strategies and 
innovations, organizational processes, technologies, equipment 
and infrastructure), some of which the evaluated institution 
must fulfill. At the first stage of the assessment, the reviewers 
check the extent to which the institution met all mandatory 
criteria. The institution passes to the second stage if it fulfils 
these mandatory criteria. In the following evaluation stage, 
reviewers assess the optional quality criteria on a four-point 
scale (0 – not implemented, one – partially implemented, two – 
adequately implemented, three – excellent implemented). The 
final result of the evaluation is the percentage ratio of the sum 
of the optional criteria and the maximum possible points. 

UNIQUe [61] is a quality label awarded to a university for 
the quality use of information and communication 
technologies. The evaluation focuses on using information and 
communication technologies to enhance educational provision 
and learning support throughout the entire breadth of activity 
of HEIs. The HEIs who apply must meet the standards for 
program objectives, program structure, content, resources and 
learning processes. The assessment process takes place in 6 
steps – Application. HEI Eligibility check, HEI Self-
Assessment, Peer review by a three-person review team, 
Decision making for Certification by Awarding Body, and 
Continuous monitoring of ICT policies in line with the 
recommendations. 

The self-assessment model of e-learning quality SEVAQ 
[61] was developed based on the Kirkpatrick and EFQM 
models. The model includes a set of criteria and sub-criteria 
that cover all aspects of the organization. Internal evaluators 
assess the quality of training and fill out a questionnaire 
expressing their agreement level with formulated statements. 
SEVAQ+ is an extension of SEVAQ [66] developed to allow 
managers and teachers to participate in the self-assessment 
process in addition to students. The model covers two main 
aspects: management of the learning process and resources and 
management of people. The tool offers both a core of questions 
and opportunities for a personalized assessment. Assessment 
results are available in real-time and in different formats, from 
radial graphs that provide a snapshot to raw data that can be 
imported into other tools. By identifying areas for 
improvement, the tool enables institutions to track progress 
from one semester to the next and compare teaching and 
learning across institutions. Among the main advantages of 
Sevaq+ is the combination of a robust assessment framework 
with the flexibility needed to cover a wide range of institutional 
and individual contexts. 

The Open and Distance Learning Quality Council 
(ODLQC, http://odlqc.org.uk/) contributes to ensuring the 
quality of education, protecting student interests, and 
developing standards for quality assurance in education. The 
proposed standards for quality assurance in open and distance 
learning are divided into six sections: results, resources, 
support, sales, suppliers, and collaboration. 

After analyzing European policies and projects, the good 
practices of nine national HE evaluation agencies, and studies 
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in the field, the Swedish National Agency for Higher 
Education developed the ELQ model [62-63]. The ELQ model 
contains ten aspects for evaluating the quality of e-learning in 
higher education - Material/content; Structure/Virtual 
Environment; Communication, cooperation, and interactivity; 
Student assessment; Flexibility and adaptability; Support 
(students and staff); Vision and institutional leadership; Staff 
qualification and experience; Resources allocation; Holistic 
and process aspect. For each of these aspects, the authors 
develop quality criteria in the form of recommendations for 
taking specific measures to address problems and issues at the 
institutional level. 

The Distance Education Accrediting Commission (DEAC) 
produces a handbook detailing accreditation standards, policies 
and procedures. The accreditation handbook sets out 
expectations for academic quality, educational services, 
continuous improvement and ethical business practices for 
institutions proposing distance learning. This handbook 
contains 57 main components distributed in twelve quality 
standards covering all aspects and policies of distance 
education [64]: Institutional Mission; Institution Effectiveness 
and Strategic Planning; Program Outcomes, Curricula and 
Materials; Educational and Student Support Services; Student 
Achievement and Satisfaction; Academic Leadership and 
Faculty Qualifications; Advertising, Promotional Literature 
and Recruitment Personnel; Admission Practice and 
Enrollment Agreements; Financial Disclosures, Cancellations 
and Refund Policies; Institution Governance; Financial 
Responsibility; Facilities, Equipment, Supplies, Record 
Protection and Retention. The accreditation process assesses an 
institution‟s ability to meet all accreditation requirements. 
DEAC expects institutions to provide evidence of compliance 
with all specified requirements. Feedback on the institution‟s 
performance against these standards can help the institution 
improve the quality of instruction. DEAC approval is seen as a 
recognition of quality standards. 

The European Association of Distance Learning 
Universities [65] is developing a Quality assessment for e-
learning: a benchmarking approach manual [66]. The 
organization awards an Excellence award to institutions that 
ensure the high quality of distance learning. The Quality 
Assurance Agency for Higher Education (QAA) highlighted 
the importance of considering student workload carefully in 
module design and ensuring these expectations are consistent 
and explicit [67]. 

Governments refer to published quality assurance 
frameworks as a reference for establishing their national higher 
education quality assurance systems [68]. From the beginning 
of the 1990s, they began to promote the adoption of policies 
and the creation of national or regional quality assurance 
agencies and to link public funding of education to quality. The 
assessment, accreditation, and quality control of distance 
learning in Bulgarian universities and scientific organizations 
is carried out by the National Agency for Assessment and 
Accreditation based on relevant criteria systems and 
procedures for quality assessment and accreditation. The 
evaluation is going on in two stages (NAOA, 2017) - I. 
Evaluation of the organization and environment for conducting 
and maintaining distance learning, II. Evaluation of a concrete 

distance learning program. In the self (assessment) report for 
the organization and the environment for conducting distance 
education, HEI must provide evidence of compliance with 
seven criteria related to educational documentation, internal 
quality system, procedures for developing and updating doc- 
augmentation, methodological standards for documentation, in- 
internal normative documents, policy for the development of 
the scientific and teaching staff, material-technical and 
information base. In the report on the (self) assessment of a 
distance learning program, HEI must provide evidence of 
compliance with three criteria for implementing the procedures 
for developing and updating study documentation, rules and 
activities to stimulate student motivation and financial, 
material-technical and information base. 

C. Periodic Surveys among Stakeholders 

Research for ensuring the quality of distance learning dates 
back to decades ago, resulting in several models and 
approaches proposed for evaluating and assuring the quality of 
distance learning by various stakeholders. 

The E-Learning Maturity Model (eMM) [69] is a capability 
assessment model for e-learning processes based on the CMMI 
and SPICE models. Version 2.3 of the model allows the 
evaluation of 35 e-learning processes divided into five groups 
giving an idea of the e-learning maturity degree: Learning, 
Development, Support, Evaluation and Organization. The 
authors indicate five e-learning maturity levels: Optimization 
(continuous improvement of e-learning processes in all 
aspects); Management (ensuring the quality of resources and 
student outcomes at the exit); Definition (defining eLearning 
development and maintenance processes); Planning (clear and 
measurable goals of eLearning projects), Delivery (creating 
and delivering process outputs).  

Ehlers [70] proposes the requirements for the quality of e-
learning from learners‟ perspective structured into seven 
groups which include 30 dimensions (a set of criteria from the 
preferences of learners, grouped based on empirical evidence): 
Tutor Support; Collaboration; Technology; Cost-Expectations-
Benefits; Information Transparency of Provider/Course; 
Course Structure/Presence Courses, and Didactics. 

The SEEQUEL quality framework contains an integrated 
set of criteria for evaluating the quality of e-learning. The 
framework proposes three main quality criteria (Learning 
Processes, Learning Resources, and Learning Context) and 137 
sub-criteria [70]. Quality criteria that apply to e-learning can be 
weighted by different users (people or HEI) using a table with 
two columns. The first column contains a list of criteria 
(objective dimensions) for determining quality, and in the 
second column, stakeholders can put a quantitative assessment 
of the quality criteria, determining its importance for 
determining the quality of the object (2 – basic criteria, 1 – 
important criteria, 0 – minor criteria). 

The HELEN model [71] allows the evaluation of the 
quality of the SE based on 46 criteria divided into six 
dimensions (Supportive Issues, Learner Perspective, Instructor 
Attitudes, Technical Quality, Information Quality, and Service 
Quality). The model allows the learning management system to 
be evaluated only from the student‟s point of view. Ozkan and 
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Koseler emphasize the possibility of its expansion to assess the 
quality of the learning management system also by other 
stakeholders - developers, administrators, teachers, designers, 
external experts, etc. 

iQTool [72] is a tool for evaluating the quality of teaching 
in e-learning curricula and the quality of learning materials. 
The tool allows creating questionnaires, using the 
questionnaires for quality assessment and has statistical 
analysis capabilities to improve the quality of learning 
materials and teaching. The software tool supports four roles – 
Assessor, QA Manager, Publisher, and Administrator. The 
repository for evaluation components offers possibilities for 
storing and retrieving user profiles and evaluated objects, given 
within the framework of evaluation procedures answers, 
definition, and calculation of statistical indicators based on the 
given answers. The build-on repository is based on IMS Digital 
Repositories Interoperability. HEIs can integrate the tool with 
learning management systems. The evaluation module acts as 
an intermediary between the learning management system and 
the evaluation component and allows retrieving appropriate 
questionnaires from the repository according to the object type. 
The tool records the evaluation result in the repository as a 
document in IMS QTI Results Reporting format with the user‟s 
identification numbers, the resource, and the questionnaire 
used. 

Within the framework of the Excellence project, two tools 
for assessing the quality of e-learning have been developed - 
QuickScan (for quick orientation) and FullAssessment (for full 
assessment) [73] with 33 indicators divided into six areas: 
Strategic management, Curriculum design, Course design, 
Course delivery, Staff support, Student support. The 
QuickScan tool provides a quick insight into the strengths of 
the eLearning delivered and possible areas for improvement. 
The questionnaire should be completed by a small team, 
including representatives of different stakeholders: managers, 
e-course authors, teachers, and students. The team members 
can also determine how appropriate the indicators are for 
evaluating quality in the institution. To prove that the answers 
are based on facts, it is mandatory to accompany them with 
supporting documents. FullAssessment makes it possible to 
determine the effectiveness of e-learning programs and the 
requirements for improvement by having e-learning experts 
review the supporting documents and, after a site visit, prepare 
a report on the overall process and recommendations for 
improvement. Within the Excellence Next project, some of the 
indicators for evaluating the quality of e-learning have been 
updated. The number of indicators for quality assessment is 
151. 

PDPP is an e-course quality assessment model developed 
based on the CIPP assessment model [74]. The model allows 
the evaluation of four phases of the e-learning life cycle: 
Planning (marketing, applicability, target group, course 
objectives, funding); Development (design, learning materials 
design, course web page design, flexibility, student interaction, 
faculty support, technical support, evaluation); Process 
(technical support, website usage, interaction, evaluation and 
support during learning, flexibility); Product (student 
satisfaction, teaching effectiveness, learning effectiveness, and 
sustainability). 

The e-learning self-assessment tool e-Lsa [75] allows 
evaluation of the quality of organizations offering e-learning 
through a set of main criteria and sub-criteria covering aspects 
related to the organization of learning. For each sub-criterion, 
the authors define a set of measurable indicators. These 
indicators are formulated as statements, and the quality is 
measured through self-assessment by various stakeholders. The 
self-assessment model is divided into two parts. The first part 
contains 41 indicators for self-evaluation of the course and the 
learning process by students at the end of the e-course. The 
second part includes nine indicators for self-evaluation of 
learning management (by managers and teachers). A 
corresponding questionnaire has been developed for each of 
the two parts. At the end of the assessment, the system 
analyzes the answers and generates a report that allows the 
manager to identify the strong and weak criteria and identify 
the reason for the poor results. 

The integrated system for evaluation and improvement of 
the quality of e-learning [33] allows the assessing the quality of 
the learning management system in a university consortium 
based on factors divided into five main groups: Learning 
objects (quality, validity, media, presentation, copyright), 
Learning Object Design (concept identification, pedagogical 
style, media enhancements, interactivity, tests and feedback, 
interaction, content portability standards, content aggregation), 
Learner Services (identification, portfolio, records for student 
activity), Program Presentation (design of graphic elements, 
colour scheme, font, navigation, interface) and Technology 
Infrastructure (network frequency, end-user system 
configuration, server configuration, browser, DB connection, 
technology, operational compatibility). Based on the above five 
categories, a questionnaire was developed in which the experts 
had to rate the characteristics and sub-characteristics. When 
new course content is added, a message is sent to the experts 
who must evaluate the content, design, and course presentation 
and suggest changes. In the proposed evaluation framework, 
student activity (last login, time, course content read during the 
session, etc.) is monitored, and feedback and suggestions for 
improvements are sent based on student performance. 

The model proposed by Giorgetti, Romero and Vera [76] 
for evaluating the quality of distance learning is based on the 
model for accreditation of distance learning programs of the 
National Commission of University Evaluation and 
Accreditation for Evaluation and Accreditation of Universities 
in Argentina CONEAU and Lorenzo Garcia Aretio‟s integrated 
distance university evaluation model. The model assesses three 
dimensions of the conducted distance learning courses: 
Professional learning (evaluates students‟ activity during the 
training), University Management and Administration 
(measuring the fit between the university‟s mission, vision, and 
goals set for continuous improvement), and Student Support 
(assessing the ability to allocate material and human resources 
and their management as part of the learning process). The 
authors suggest that the quality assessment indicators be 
divided into six main categories (Functionality, Effectiveness, 
Efficiency, Availability, Information, and Innovation) and 
arranged in a table. The frequency with which each indicator 
must be measured is also defined, and a formula is introduced 
to calculate the indicator value. 
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Messo [9] offers an approach for assessing the quality of 
open and distance learning programs from the students‟ 
perspective based on qualitative and quantitative methods. 
Messo proposes to evaluate indicators in seven areas - 
registration procedures, access to course instructors, 
administrative processes, course materials, instructional 
methods, clarity of syllabus, and exam processes. The collected 
primary data are analyzed using IBM-Statistical Package for 
Social Sciences (SPSS version 19) by calculating the mean and 
distribution frequencies and presenting the results in tables, 
charts and other statistical presentations. The proposed 
approach was experimented with evaluate the quality of 
programs at the Open University of Tanzania by 305 students. 

Markova, Glazkova, and Zaborova [1] propose a tool for 
evaluating the distance learning environment from students‟ 
perspective and identifying areas where university 
administrators, teachers, and technicians can improve their 
work, to ensure high-quality distance learning. Students rate 
quality indicators in five domains (interaction and 
collaboration, instructional design and delivery, assessment, 
student support services, and e-course design) on a five-point 
Likert scale. With the proposed tool, quality assessment 
experiments were conducted among 830 students. 

Stracke [77] proposes the Open Ed Quality Framework, 
which conceptualizes the development of quality at three levels 
(micro, meso, and macro) and in three dimensions (goals, 
implementations, and achievements). In this framework, 
learning designers and learning designs are seen as crucial 
stakeholders and entities that occupy a meso-level role in the 
implementation dimension and play a significant role in the 
quality assurance and evaluation process. 

Beskrovnaya, Freidkina, and Vinogradova [78] propose an 
approach to design tools for monitoring learning outcomes that 
allow the assessment of shaping competencies most demanded 
by the labour market. The empirical basis of the study is the 
results of the analysis of normative and legal documents on 
distance learning, information published on the Internet about 
the educational activity of universities using distance learning 
technologies in the educational process, scientific research on 
distance learning, materials of personnel selection agencies, 
means of learning control (Interactive elements in the lecture, 
Use of materials created based on the theory of the test to test 
knowledge, Project implementation). 

A team from Plovdiv University is developing a range of 
tools for evaluating the quality of e-courses and digital 
resources from the perspective of students and experts in 
distance learning [79]. The questionnaire for students includes 
49 questions divided into 11 areas: learning documentation and 
educational objectives, distance learning provision team, 
infrastructure, distance learning preparation and delivery, 
information support, learning materials and activities, 
communication, assessment, support, design, and 
recommendations. The questionnaire developed for experts 
allows them to evaluate the quality of an e-course regarding 
content (including basic information), positioning (by 
composition and type), and design (including model, 
interactivity, multimedia, communicability, performance, 
ergonomics and functionality in a hardware and software 

environment). Each course and digital resource should be 
evaluated by at least three experts. The questionnaire for 
experts contains 50 questions from ten areas: learning 
documentation and educational objectives, distance learning 
provision team, distance learning implementation 
infrastructure, training preparation and delivery, learning 
information support, learning materials and activities, 
communication, evaluation, support, and design. The questions 
require a response on a 5-point Likert scale. With the proposed 
set of tools, 3350 students evaluated the quality of e-learning in 
101 e-courses. By providing automated means for synthesis 
and analysis of the results for all e-courses, the quality of the e-
courses has been assessed by professional directions and areas 
of higher education. Developed software tools for monitoring 
student activity in conducted surveys and for subsequent 
analysis of survey results allowing authorized users to generate 
summary reports, monitor ongoing surveys, and analyze 
interim data in real-time. 

Firdoussi and colleagues [80] conducted a study to evaluate 
distance learning in Morocco during the COVID-19 pandemic 
among 3037 students and 231 teachers. The study explores the 
limitations of e-learning platforms and how public and private 
universities conduct these activities. Teachers evaluate distance 
learning in nine areas - Previous Experience with Distance 
Learning, Distance Learning Platforms, Use of Platforms, 
Materials Used, Platforms Assessment, Evaluation during the 
Confinement Period, Distance Learning in the Future the 
Workload during the Confinement Period, Expectations of E-
learning Platforms. Students rate the quality of distance learn- 
ing in terms of Previous Experience with Distance Education, 
Internet Connection Quality, Involvement of Teachers, Use of 
Materials Produced by Professors, Teaching Methods Preferred 
by Students, Distance Evaluation, Work Timetable, Preferred 
Type of Education, Resources Used to Better Understand the 
Course, Devices Used to Follow the Studies from a Distance, 
Expectations of Distance Education. The survey results are 
processed using three methods: descriptive analysis, regression 
analysis, and qualitative response analysis. Microsoft Power BI 
is used As a data analysis tool to analyze data, visualize it and 
draw insights. 

Lassoued, Alhendawi, and Bashitialshaaer [13] conducted a 
large-scale study to uncover barriers to achieving quality 
distance learning during the COVID-19 pandemic among 400 
professors and 600 students from universities in the Arab world 
(Algeria, Egypt, Palestine, and Iraq). For this purpose, a 
questionnaire was developed, which evaluates 14 obstacles in 
four categories: Personal obstacles, Pedagogical obstacles, 
Technical obstacles, and Financial and organizational 
obstacles. The researchers analyze the results to explore the 
challenges and opportunities to limit them from the 
perspectives of faculty and students, classify the barriers and 
identify differences in identified issues to quality in distance 
learning during the pandemic by faculty and students, and 
present suggestions for overcoming these obstacles. 

As a result of their studies, Jime´nez-Bucarey and his 
colleagues [42] proposed a model that measures student 
satisfaction in three dimensions: teachers, technical service, 
and service. The impact of each dimension on student 
satisfaction is assessed using a Partial Least Squares Structural 
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Equation Model (PLS-SEM). An Importance and Performance 
Map Analysis (IPMA) is performed to identify improvements 
that need to be done to increase student satisfaction. The model 
is tested among 1430 students. 

Olney, Li and Luo [81] surveyed 220 employees to identify 
the necessary skills and staff competencies on which HEIs 
should focus their professional development activities to 
improve the quality of distance learning. They use a content 
analysis methodology to analyze the text responses and 
compare them to the Competency Framework for Instructional 
Design proposed by the International Board for Teaching, 
Performance and Learning Standards (IBSTPI). According to 
the results of the study, the main competencies identified by 
the participants were designing training interventions, keeping 
up with design theories, and communicating to manage 
stakeholders, teams, and projects. 

Toubasi et al. [82] developed a tool to assess the quality of 
distance learning during the COVID pandemic for the needs of 
universities in Jordan. The questionnaire consists of 58 
questions divided into four sections – student demographic 
characteristics, student attitudes during the distance learning 
period, student perceptions of distance learning, and quality 
evaluation using the DELES tool. DELES include 34 indicators 
that assess the quality of learning in six areas - instructor 
support, student interaction and collaboration, personal 
relevance, authentic learning, active learning, and student 
autonomy. Each indicator is assessed using a 5-point Likert 
scale. The questionnaire was presented in Google Forms and 
shared with students through social networks. Results were 
analyzed with IBM SPSS. 

Sarmiento and Callo [53] surveyed to determine the effect 
of distance learning factors on the quality of learning during 
the COVID-19 pandemic among 764 students and 57 faculty 
members. The questionnaire developed contains questions in 
three parts - profile of respondents, factors and quality 
learning. Respondents must rate 18 factors that play a crucial 
role in quality distance learning, divided into three categories 
(instructional design, support system, implementation), and 
define purposeful and meaningful distance learning based on 
engagement, satisfaction, quality teaching, and quality 
education. The results show that the factors determining the 
quality of training during the pandemic are instructional 
design, support system, and implementation. 

D. Processing of Statistical Data and Performance Indicators 

When conducting distance learning, a lot of data is 
accumulated about the training, e.g. logs in the e-learning 
system, data on learning materials read, data on submitted 
homework assignments, grades from exams, etc. This fact has 
stimulated research into using data to gain insights into the 
quality of distance education delivered and support 
management decisions to retain students and increase student 
achievement. 

Processing such data for the training can provide valuable 
insights into key performance indicators (e.g. average weekly 
usage, modules completed, course completion rate, dropout 
rate, activity completion rate, average attention rate, etc.), 
highlighting the effectiveness of courses and curricula. By 

analyzing retention rates, pass rates, and student satisfaction, 
institutions can evaluate which learning courses are performing 
well and which may require improvement [83]. Utilizing big 
data analytics allows HEIs leadership to do a more 
sophisticated analysis than simple summary statistics, enabling 
the identification of courses with pass rates that exceed 
expectations based on previous student achievements. Through 
comparative analysis of course designs, HEIs leadership can 
identify features that lead to successful learning outcomes [84]. 
They can utilize this knowledge to stimulate teachers to design 
more efficient courses. In addition, teachers can monitor their 
learning courses to identify pinch points, such as areas where 
student engagement drops sharply. They can then take 
appropriate action, such as providing additional teaching or 
rewriting course material for the next cohort. Tutors can also 
use statistical data and performance indicators to monitor their 
students and identify those who may benefit from timely 
interventions. By targeting these students, tutors can increase 
their chances of passing the course and achieving their learning 
objectives. Students can also use these data to monitor their 
performance and learning behaviours‟ [85]. By comparing their 
progress over time or against other students in their cohort, 
they can identify areas where they may need to improve and 
take action as self-regulated learners. Furthermore, teachers 
can use automated systems to suggest alternative resources or 
behaviours‟ to students who exhibit patterns associated with 
poor results [86]. These suggestions can help students identify 
areas for improvement and take action to achieve better 
learning outcomes. 

Design, development, and implementation of intelligent 
data analysis tools can contribute to distance learning quality 
assurance [87-89]. Automated evaluation of the quality of 
distance learning requires the collection, analysis, and 
interpretation of a huge amount of data reflecting the attitude of 
students and experts to the training courses, the software tools 
used, etc. 

In connection with the external evaluation by accrediting 
institutions, several studies have been conducted for the 
automated extraction and analysis of data for distance learning 
quality evaluation, including data on the used learning 
materials, infrastructure, e-learning environment, means of 
communication and collaboration, student evaluation system, 
flexibility and adaptability of the learning process, student 
support, team qualification, etc. Doneva and Gaftandzhieva 
[90] explore the possibilities for automated data extraction for 
evaluating the criteria from the criteria system of NAOA for 
evaluating distance learning programmes were analyzed. This 
analysis aims to determine which data can be extracted from 
university systems (e-learning environment, learning process 
management system, academic staff development system, etc.) 
to support distance learning quality assessment. Based on the 
analysis, some experimental web services are developed for 
extracting data from the Moodle e-learning environment for 
automated evaluation of the quality of distance learning. The 
following work [79] proposes the automation of related 
processes based on an approach for integrating heterogeneous 
software systems (Service Oriented Integration) and discusses 
its application to automated data extraction in evaluating the 
quality of e-learning. Some reports with extracted data from 
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the learning management system are generated through the 
developed tools and presented to an expert group during 
program accreditation of a distance learning program in 2016. 
Among them are the reports for Activity in communication 
tools, Study schedule control, Student and teacher workload, 
Student success, and Educational activities and resources. 

As a result of studies in the field and after analysis of the 
databases of the university information systems, in which data 
about the training are stored, Gaftandzhieva and Doneva [91] 
propose a model with a set of indicators, allowing the tracking 
of training results for the needs of various interested parties 
(students, teachers, program managers, faculty leadership, 
university leadership, and quality experts). Based on the 
indicators from the proposed model, four tools for intelligent 
data analysis to improve learning outcomes have been designed 
and developed. The mobile application Mobile LAP [92] 
allows students to track the values of indicators (for student 
activity, control of the study schedule, and student success) that 
can help them achieve their goals in study time and improve 
their success. As use Mobile LAP, students can track their 
activity and progress and compare it to the results of other 
students, as well as monitor whether they are following the 
study schedule. LATeach application [93] allows teachers to 
track student activity in learning activities, compare the results 
of a selected student with those of other students in the course 
and with the results of students who received excellent grades 
in previous years, monitor student compliance with the study 
schedule, track student progress in learning activities and 
learning outcomes and student success during the learning 
process, identify at-risk students and self-assess the quality of 
learning resources based on the students” activity and their 
results. LATch tool [94] allows the governing bodies in HEIs 
to generate reports with aggregated data on the students‟ 
activity and success rate in selected study programs, which 
allows them to track the results of students and compare them 
with those of students from previous years, to identify 
programs in which students are not performing satisfactorily, to 
track trends in student success by comparing students‟ GPA at 
the end of each academic year, to track student success at 
graduation, to track student dropout rates, etc. The generated 
reports for each indicator enable university management at 
different levels to make informed decisions to improve the 
quality of education and the results achieved. The LAqe tool 
[95] allows quality experts to generate dynamic reports for 
monitoring and evaluating the quality of conducted education 
for the needs of accreditation procedures. They can use the tool 
to generate evidence documents and significantly support the 
preparation of self-assessment reports for internal and external 
evaluation of the quality of the training provided. 

IV. CONCLUSION 

This review paper provided a comprehensive analysis of 
the current state of play of quality assurance in distance 
learning. The paper has highlighted the challenges associated 
with ensuring quality in distance learning programs and has 
discussed various approaches and tools for quality assurance 
and assessment, including regulatory documents and manuals, 
audits, and stakeholder satisfaction. Using statistical data and 
monitoring key performance indicators, HEIs can identify 
areas for improvement and take appropriate action to enhance 

the quality of their distance learning programs. As distance 
learning continues to grow in popularity, institutions must 
prioritize quality assurance to ensure that their programs meet 
established standards and provide students with a high-quality 
education. Subsequently, this paper serves as a valuable 
resource for educators, administrators, and policymakers 
interested in improving the quality of distance learning 
programs. By implementing the recommendations outlined in 
this paper, HEIs can enhance the quality of their distance 
learning programs and provide students with a more rewarding 
and fulfilling learning experience. 

This study was conducted as part of a project to implement 
software tools to help ensure the quality of educational and 
administrative services at the university and support 
management decision-making to ensure high quality of 
services. In the next part of the research, tools will be designed 
and developed to track the values of key performance 
indicators for the needs of different stakeholders (teachers, 
distance learning centres, dean's and rectors' leaderships). 
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Abstract—Optimizing image processing parameters is often a 

time-consuming and unreliable task that requires manual 

adjustments. In this paper, we present a novel approach that 

utilizes a multi-agent system with Hysteretic Q-learning to 

automatically optimize these parameters, providing a more 

efficient solution. We conducted an empirical study that focused 

on extracting objects of interest from textural images to validate 

our approach. Experimental results demonstrate that our multi-

agent approach outperforms the traditional single-agent 

approach by quickly finding optimal parameter values and 

producing satisfactory results. Our approach's key innovation is 

the ability to enable agents to cooperate and optimize their 

behavior for the given task through the use of a multi-agent 

system. This feature distinguishes our approach from previous 

work that only used a single agent. By incorporating 

reinforcement learning techniques in a multi-agent context, our 

approach provides a scalable and effective solution to parameter 

optimization in image processing. 

Keywords—Parameter estimation; reinforcement learning; 

cooperative agents; hysteretic q-learning; optimistic agent; object 

extraction 

I. INTRODUCTION 

Image processing tasks often require the application of one 
or more image processing operators that are parameterized, 
requiring assignment of values to the parameters. However, 
changing parameter values can significantly impact the quality 
of the processing result. Non-expert users may face challenges 
in manually computing optimal parameter values, particularly 
when multiple operators are involved. For instance, the 
Deriche filter [1] is frequently used to detect contours in an 
image, and its parameter α represents the size of the filter. 
Non-expert users may need to make several attempts to find 
satisfactory results, wasting time and computing resources. 

To address this issue, we propose a novel approach to 
automatically estimate parameters in image processing using a 
multi-agent system and reinforcement learning. Our approach 
leverages cooperative learning between agents to outperform 
centralized learning. The main contribution of this paper is the 
use of a multi-agent system to tackle the challenge of 
parameter estimation in image processing. 

In this paper, we begin by discussing related works in 
Section II. Section III introduces preliminaries, while Section 
IV details the proposed approach. In Section V, we present 
experiments and results to validate our approach's 
effectiveness. Finally, in Section VI, we conclude the paper 
and discuss potential future work. 

II. RELATED WORKS 

The problem of parameter estimation in image processing 
has garnered interest from various researchers. In their work 
[2], Elie Zemmour et al. proposed an automatic method for 
estimating the parameters required for adaptive thresholding 
to detect peppers and apples in varying lighting conditions. 
The authors focused on the adjustment of light level threshold, 
stop splitting conditions, and classification rule direction for 
detecting the specific objects (apples and peppers) under 
consideration. However, the proposed algorithm's adaptability 
to other image processing tasks was not discussed and is likely 
to depend on the specific object characteristics. Rafael et al. 
[3] introduced a method that uses a racing algorithm to tune 
the parameters required for document image binarization. 
Their approach is based on a statistical method for 
determining the optimal parameter values for two algorithms 
used in binarization tasks: the perception of objects by 
distance and its combination with a Laplacian energy-based 
method. Meanwhile, in a study aimed at improving image and 
video codecs that widely employ uniform quantization 
schemas, Miguel et al. [4] identified the size of the dead zone 
and the reconstruction point location as the critical parameters 
affecting the image R/D coding. The authors proposed a 
parameterized Uniform Variable Dead Zone Quantizer 
(UVDZQ) for encoding using wavelets, and evaluated its 
performance against the most popular quantizers used in video 
and image coding - USQ (Uniform Scalar Quantizer) and 
USDZQ (Uniform Scalar Dead Zone Quantizer). The optimal 
display of an image requires an optimal gamma 
transformation. In [5], Wang et al. proposed a method based 
on the location of the Zero-Value Histogram Bin (ZVBH) to 
estimate the gamma transformation parameter. This approach 
leverages the relationship between the parameter and the 
number of ZVBHs to approximate the optimal parameter 
value and its associated interval. When it comes to biological 
applications, the choice of parameter values can impact the 
results obtained. Diana B. et al. [6] proposed using Gaussian 
process learning to estimate the best biological parameters 
from non-quantitative and noisy image data. They validated 
their approach on a parametric function and applied it to 
estimate parameters in a biological setting by adjusting 
artificial ISH (in-situ hybridization) data of the developing 
murine limb bud. Machine learning has become a popular 
solution to optimization problems in image processing, 
including parameter estimation. In their work [7], Qaffou et al. 
proposed an automatic solution for adjusting parameters in an 
object recognition task using the Q-learning algorithm [54]. 
This algorithm allows the agent to identify the optimal 
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combination of parameters for two vision operators - GLCM 
(Gray Level Co-occurrence Matrix) and k-means. In another 
study [8], the authors proposed a general framework for 
optimizing the process of operator and parameter estimation 
independently on a specific image processing task using 
reinforcement learning. Furthermore, in [9], Qaffou et al. 
explored a multi-agent architecture for modeling the 
interaction between the three components of the proposed 
architecture. Their solution was successfully applied to a 
segmentation task, and the results demonstrated its ability to 
adapt to user preferences [10]. However, the multi-agent 
architecture proposed in [9, 10] only models different types of 
agents but has only one agent that learns the optimal values. 
Qingang et al. [11] proposed a decoupled learning 
methodology that dynamically fits the weights of a deep 
network as most existing trained models rely on the 
configuration of a single parameter. Jinming et al. [12] 
proposed a simple method for learning local parameter tuning 
in adaptive image processing by extracting local 
characteristics from an image and learning the relationship 
between them and the optimal filtering parameters, optimizing 
any metric that defines the image's quality. 

III. PRELIMINARIES 

Most image processing tasks involve the use of one or 
more vision operators, which are typically parameterized. 
Each parameter has a range of possible values, and in order to 
execute an operator, the user must assign a value to each 
parameter. If the resulting output is unsatisfactory, the user 
may try other parameter values or even switch to a different 
operator altogether. In this paper, we focus on the parameter 
estimation process assuming that the operators to be used have 
already been fixed. The approach proposed in this paper 
requires the introduction of certain concepts, which are 
explained in the following subsections. 

A. Overview 

We assume that image processing tasks require the use of 
multiple operators, each of which is parameterized with a 
range of values. The processing is guided by the ground truths 
provided for the input images. Our proposed approach in this 
paper is based on the concepts of multi-agent systems, and 
requires the following components for the agents to function 
effectively: 

 The combination of operators to use. 

 The range of possible values for each parameter. 

 The input images. 

 The image reference which serves as the ground truth 
for the desired result. For example, in the case of 
segmentation, the ground truth is a manual 
segmentation done by an expert, and it is used for 
evaluation purposes. 

Fig. 1 provides a summary of the inputs required for the 

multi-agent system used, as well as the output it generates. 

B. Multi-agent System 

An agent is any autonomous entity that interacts with its 
environment through sensors and actuators [15]. When such 
an agent tries to optimize its performance measure, it is called 
a rational agent. Although intelligent agents are autonomous, 
they may sometimes need to collaborate and cooperate to 
complete tasks that require integration or are time-consuming. 
Agents may or may not cooperate, share knowledge with each 
other, depending on the task at hand and users' preferences. A 
system composed of a group of agents capable of interacting 
with each other is called a multi-agent system (MAS), which 
constitutes the core of distributed artificial intelligence (DAI) 
that emerged in the 1980s [13, 14]. Since then, researchers 
have used MAS to solve problems of distributed or parallel 
processing in image processing [16-21]. 

In this study, the multi-agent system used is composed of a 
team of agents that cooperate using reinforcement learning to 
speed up the process of finding the optimal values for 
parameters in image processing tasks. The integration of MAS 
and reinforcement learning to solve such an optimization 
problem is an innovative idea. 

1) Reinforcement Learning (RL): RL is the technique that 

forms the basis of the solution proposed in this paper to solve 

the problem of parameter estimation for a combination of 

vision operators. We chose this technique because of its 

adaptability to the dynamicity of environments due to the 

balance it allows between exploring the environment and 

exploiting possible solutions [22]. RL was originally 

developed for Markov Decision Processes (MDPs). RL 

defines a type of interaction between an agent and its 

environment, as shown in Fig. 2. In a real state s of the 

environment, the agent chooses and performs an action a 

which causes a transition to the state s'. The agent receives a 

reinforcement signal "r" that is a reward if the action is 

beneficial or a punishment if not; a null signal means an 

inability to award a penalty or reward. The agent then uses this 

signal to improve its strategy, which is the sequence of its 

actions, in order to maximize the accumulation of future 

rewards. 

To achieve this, the agent must find a balance between 
exploration and exploitation. Exploration consists of testing 
new actions that can lead to higher gains, but with the risk that 
they will be lower, while exploitation consists of applying the 
best strategy acquired until then (which may not be optimal). 
Fig. 2 shows the general architecture of an RL agent. There 
are several methods to find the optimal policy corresponding 
to the maximum value of the state/action value function. In 
this paper, the proposed MAS exploits the idea of the Q-
learning algorithm, where the agents cooperate and update 
their Q-values optimistically. 
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Fig. 1. External architecture of the proposed solution. 

 
Fig. 2. RL agent general architecture. 

2) Q-learning algorithm: The Q-learning algorithm was 

proposed by Watkins in 1989 [23]. In this model, the agent 

learns to act optimally in Markov domains by testing action 

sequences. It selects an action in a particular state and uses the 

immediate reward or punishment to estimate the value of that 

state. By trying different actions in different states, the agent 

learns which is the best by referring to the long-term update of 

the rewards [24]. The agent must determine an optimal policy 

and maximize the total expected rewards. Algorithm 1 gives 

the procedural form of the Q-learning algorithm [56]. 

Alg. 1: Q-learning algorithm 

1. Initialize  (   ) for all             ( ) randomly 

2. Observe the initial state s 

3. Repeat until termination: 

4. Select an action a using a policy derived from   

5. Take action  , observe reward   and new state    
6. Update 

 (   )   (   )   ,      
  

 (     )   (   )- 

7.      

8. Until s is a terminal state 

In this algorithm,   is the set of possible states,  ( ) is the 
set of possible actions in state  , α is the learning rate, and γ is 
the discount factor used to balance immediate and future 

rewards. The value of  (   ) is updated based on the reward 
received and the estimated value of the next state-action pair. 
The policy derived from Q is used to select the action in step 
4. 

3) Cooperative learning: G Although reinforcement 

learning (RL) has promising applications in multi-agent 

systems (MAS), there are still several challenges to extending 

RL to a MAS [25]. One major difficulty is the lack of 

theoretical guarantees, as convergence hypotheses that hold 

for a single agent may not be valid for a MAS due to the 

presence of several learners, which makes the environment 

non-stationary and challenging for multi-agent learning 

systems [26-29]. Additionally, defining a good learning goal 

for all RL agents and enabling communication between them 

pose further challenges for learning in a MAS [30]. Despite 

these obstacles, researchers have successfully integrated RL 

into MAS and addressed coordination problems between 

agents [31-36]. One algorithm that addresses the challenge of 

cooperation between agents is hysteretic Q-learning, which 

focuses on optimistic agent behavior and has been shown to 

perform well in multi-agent environments [29]. We use this 

algorithm to include RL in our cooperative MAS. The next 

section provides more details on how we model our 

cooperative MAS. 

IV. THE PROPOSED APPROACH MODELING 

To accomplish a task in image processing, such as 
filtering, image enhancement, segmentation, object 
recognition, etc., a sequence of operators must be applied. A 
task could be divided into several sub-tasks that may require a 
sub-sequence of vision operators to be used. To run an 
operator, its parameters must be adequately tuned. This 
problem has been solved using a single agent [7], but it 
consumes much time to converge. The main contribution of 
this paper is to propose a quicker and more precise solution to 
this problem. We model our solution as a multi-agent system 
using reinforcement learning. Each agent takes one operator 
and learns to find the optimal values of its parameters 
depending on the user's preferences. These preferences include 
the type of process the user wants to perform, the operators 
they want to use, and the desired result. The agents work 
together to find the best choice that brings them the highest 
reward. These agents have a joint action, and each one has its 

Select 

Input images 

Ground truth for 

each image 

THE PROPOSED SYSTEM 

Multi independent learner for 

parameter estimation. 

 Combination of operators 

 Parameter to adjust 

 Range of values for each 

parameter 

 Optimal combination of parameters‘ 

values for the used combination of 

operator 

 Result image 

 Learning convergence speed 
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individual action in the whole process. An agent's individual 
actions are formed by all possible choices of the values that 
can be assigned to its parameters. Any value changed is a new 
action. Formally speaking, if an operator has, for instance, k 
parameters (          ) and each parameter    has a set of 

possible values    *             +, an individual action is 

then:  

                 (          )               (1) 

Each agent chooses its action independently of the choices 
of the other agents. For the multi-agent system, we talk about 
a joint action which is a combination of the individual actions. 
It is the action that the multi-agent system applies on the input 
image, which represents the environment with which the 
agents are interacting. A state of the environment is a set of 
features extracted from the image. For each image, we provide 
a ground truth to evaluate the result found by the proposed 
multi-agent system. The reward is calculated by comparing 
the features of the output image with those of its ground truth. 
These components, which are the set of actions, states, and the 
reward function, are the principal elements required to define 
the reinforcement learning process. Fig. 3 shows the global 
schema of the proposed multi-agent system. The proposed 
multi-agent system applies a joint action on the input image, 
compares the obtained result with the ground truth, and 
receives a return signal in the form of a reward or punishment. 
During learning, the system reinforces actions that have been 
beneficial in the past, and after convergence, it selects the 
action with the maximum Q-value according to the principle 
of Q-learning. The definition of actions, states, and reward 
function in our approach depends on the task to be 
accomplished and the execution environment. An adaptive 
definition is provided in Section IV. The use of RL in this 
system is challenging because the final return concerns all 
agents, and each agent may question their share of the return. 
Additionally, since an agent cannot see their teammates' 
choices, they may be punished for a bad choice made by 
another agent. To address this issue, we consider all agents to 
be independent learners. The main challenge for these agents 
is coordination; how to ensure that all agents choose their 
individual actions consistently to achieve a Pareto-optimal 
joint action, where no other strategy benefits any of the agents. 
This is a complex problem resulting from the combined 
actions of several factors. Since agents must cooperate, they 
have no interest in threatening each other, but they must 
change their policy to improve their rewards and adapt to this 
change. We can model this setting as a repeated game where 
the same agents play the same game repeatedly. As the agents 
share the common goal of achieving the best end result, this 
game is cooperative and the reward is shared. A simple 
extension of centralized Q-Learning [56], case of a single 
learner, to stochastic games takes into account common 
actions in the calculation of Q-values. Thus, the update 
equation according to a centralized view of a system of n 
agents is: 

 (         )  (   ) (         )    ,  
      (     

      
 )-  (2) 

Where    is the new state, α is the learning rate and  [0, 
1] is the discount factor [23]. 

In this model, the reinforcement perceived by an agent 
depends on the actions chosen by the group. Therefore, an 
agent does not know exactly its share in the total reward, or at 
least the influence of the received return (positive or negative) 
on its individual action. Even if an agent executes a good 
action, it could still be punished because of a bad choice made 
by the group. It is therefore preferable for an agent to give 
little importance to a punishment received after choosing an 
action that has satisfied it in the past. However, the agent must 
not be completely blind to sanctions, as this could result in a 
sub-optimal equilibrium or prevent coordination on an optimal 
joint action [29]. To solve this problem, we use the hysteretic 
Q-learning algorithm. This algorithm considers that an agent 
with an optimal individual action should not be punished 
because of a bad choice made by the group, but it must remain 
optimistic in order to reduce variations in the learned policy. 
The equation for updating the hysteretic Q-learning proposed 
by L. Matignon [29] for an agent i executing the action    
from state   to transit to state    is: 

            ( 
    )    (    ) (3) 

  (    )  {
  (    )                   

  (    )                  
 (4) 

Where α and β are two coefficients corresponding 
respectively to the increase or the decrease of the Q-value of a 
joint action. To have optimistic learners   must be greater 
than  . The main goals of using these two coefficients is to 
minimize the shadowed equilibria‘s effect and to manage 
stochasticity of the environment [29]. The Hysteretic Q-
Learning algorithm is decentralized; each agent builds his own 
Q-table whose the size is independent on the number of agents 
and is linear according to his own actions. Algorithm 2 
summarizes the hysteretic Q-learning. 

Alg.2: Hysteretic Q-learning algorithm 

Begin 

       Initialize arbitrarily   (    ) for each (    ) from      

       Initialize the initial state s 

       While s is not an absorbent state do 

              In the state s, choose the action    /* phase of 

decision */ 

              Apply the action    and observe the new state s’ and 

the return r 

                          
  ( 

   ) 

 /* Hysteretic update */ 

              if     (    ) then 

                        (    )  (   )  (    )      

              else 

                        (    )  (   )  (    )     

              if   (            
  (   ))  

       
  (   ) then 

       choose randomly                 
  (   ) 

                          (   )  {
             

            
 

                              /* equilibria selection */ 

                   
End 
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Fig. 3. Global schema of the proposed solution. 

The proposed multi-agent system consists of two types of 
agents: learner agents and a supervisor agent. Each learner 
agent takes one operator and proceeds to estimate its 
parameters, with each agent representing one of the operators 
in the combination. The learner agents work together to learn 
the best values of the parameters for the entire combination of 
operators. These agents use a hysteretic Q-learning algorithm, 
which means that they give little importance to the penalties 
received but are not completely blind to them [37, 38]. 

The supervisor agent is responsible for distributing the 
operators to the learner agents and receiving the optimal value 
of each parameter. 

V. EXPERIMENTS AND ANALYSIS 

In this section, we evaluate the effectiveness of our 
approach by applying it to estimate parameters in an object 
recognition task. Object recognition is a vital area of computer 
vision with numerous applications such as object tracking, 
facial recognition, and autonomous driving. The main goal of 
object recognition is to detect objects in an image by locating, 
classifying, and framing them with rectangles. Object 
detection methods can be broadly categorized into two 
categories: the first approach divides the image into regions 
and classifies them into object categories, while the second 
approach treats object detection as a classification or 
regression problem, producing final results directly. Examples 
of methods in the first category include R-CNN [39], SPP-net 
[40], Fast R-CNN [41, 42], Faster R-CNN [43], R-FCN [44], 
FPN [45] and Mask R-CNN [46]. For the second category we 
find MultiBox [47], AttentionNet [48], G-CNN [49], YOLO 

[50], SSD [51], YOLOv2 [52], DSSD [53] and DSOD [54]. 
While our work does not aim to propose a new object 
detection method, we demonstrate how our approach can 
provide valuable assistance to users seeking to determine the 
optimal values of each parameter in a combination of 
operators. We use object detection as a case study to 
demonstrate the effectiveness of our approach. 

A. Experiments’ Environment 

We conducted an experiment to evaluate our approach 
using a dataset of 60 mixed textured images, where a disc 
(also textured) was inserted into 40 images while the 
remaining 20 did not contain it. The objective was to 
recognize and extract the disc from these images using a 
combination of two operators in two phases. In the first phase, 
a filter operator with two parameters needed to be estimated, 
and in the second phase, an operator with two parameters was 
applied to segment textures and classify them into clusters. 
For each parameter, a set of possible values was proposed, and 
a system of two agents was assigned to adjust the parameters 
for each operator. The results obtained using our proposed 
approach were compared with those found in [7], where the 
learning was centralized. To facilitate a comprehensive 
comparison, we implemented our approach using Matlab, 
which has a rich toolbox of image processing operators and 
allows for parallel programming using "Workers." 

B. Parameter’s Value Learning 

The operators used in this experiment are "imfilter" and 
"GLCM_KMeansFct." The "imfilter" operator is an existing 
operator in the Matlab toolbox and is used for image filtering. 

… 

Reward/ 

punishement 

New state s‘ 
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The "GLCM_KMeansFct" operator is a function that we 
implemented by combining two Matlab operators: 
"graycomatrix," which computes the gray-level co-occurrence 
matrix (GLCM) of an image, and "kmeans," which classifies 
the obtained textures into clusters. 

The operator ―imfilter‖ has two parameters: 

 the type of filtering with a single value: {'unsharp'} 

 alpha (smoothing coefficient) with 2 possible values: 
{0.2, 0.6} 

The operator ―GLCM_KMeansFct‖ has two parameters to 
adjust: 

 the size of the sliding window with 7 possible values: 
{3, 5, 7, 9, 11, 13, 15} 

 the number of clusters with 4 possible values: {2, 3, 4, 
5} 

The proposed approach in this paper consists of assigning 
one agent AG1 to ―imfilter‖ and another AG2 to 
―GLCM_KMeansFct‖. 

C. RL Configuration 

The three principal components: actions, states and the 
return function must be defined adaptively to our approach. 

1) Actions: An action of the proposed multi-agent system 

is a joining of individual actions of all the agents. For 

instance, an individual action for the agent AG1 is {unsharp, 

0.2} or {unsharp, 0.6}, and for the agent AG2 is every 

combination between a size of the sliding window and a 

number of possible clusters. Thus, a joint action may be, for 

example, {unsharp, 0.2, 3, 2}. 

2) States: A state is defined according to the features of 

the image obtained after the execution of an action. In this 

paper, we consider four characteristics to define a state. 

  ,            -  (6) 

  : the number of objects in the result image. 

  : the ratio between the area of the result object and the 
area of the entire input image. 

  : the ratio between the area of the result object and the 
area of the reference object. 

  : the average of the values of the textural metrics: 
energy, correlation, entropy and contrast [55]. 

3) Return function: The return can be a punishment or a 

reward, depending on the quality criterion representing how 

well the object has been detected. A simple method is to use 

an objective assessment by comparing the obtained result with 

the ground truth. This comparison is made between features of 

the two images to generate a value determining a reward or a 

punishment. The value calculated from this comparison is a 

weighted sum of the difference between the features extracted 

from the two images. The weights reflect the importance of a 

feature in the final decision. 

  ∑         (7) 

Where    are the weights assigned to each of the 
following differences: 

D1: difference in number of objects; 

D2: difference in size of objects; 

D3: difference in area of objects; 

D4: difference in values of entropy; 

If D is greater than a given threshold, the return is a 
reward. Otherwise it is a punishment.  

   (   )        
             

Where   is the threshold. In this experiments, we fix it in 
0.15.  

D. Results  

The experience is based on 40 textured images containing 
four different textures. In these images we inject an object of 
interest, which is a disk. Fig. 4 shows some examples of these 
images. 

 
Fig. 4. Examples of used images. 

The process of our approach needs a ground truth. In this 
experiment, the ground truth is the disc shown in Fig. 5.  

 
Fig. 5. The ground truth in our experiment. 

The multi-agent system we propose in this paper, uses 
some features to compare the obtained result with the ground 
truth. These features are the same for both images. The 
reference features are the following data: 

NbrTargetArea = 5: represents the number of target zones 

TotalSize = 20800: the total size of the image 

AreaObjet = 2573: the area of the object of interest. 

TextureMesure = 4.550863e+000: the entropy value 
(GLCM) 

The desired state is [1.000    1.000    1.000    1.000] 
according to the equation (6). 

The size and the area are measured in pixels. 

For the process of exploration/exploitation, we use the 
hysteretic Q-learning with the values: Number of episodes and 
steps (iterations) are respectively 900 and 60,         
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After running the proposed multi-agent system, we obtain 
the extracted object shown in Fig. 6. 

The corresponding features of the result disc are: 

NbrTargetArea = 6 

TotalSize = 23810 

AreaObjet = 2371 

TextureMesure = 4.3448e+000 

 

Fig. 6. Disc obtained by the proposed MAS. 

To compare the two objects, the differences in equation (7) 
are calculated. Their obtained values are: 

D1 = 2.000000e-001 

D2 =1.447115e-001 

D3 = 7.850758e-002 

D4 = 2.06063e-001 

The difference between the result disc and the ground truth 
is given by: 

D = 0.2*D1+0.2*D2+0.3*D3+0.3*D4 = 9.8672e-002 

The optimal joint action (most rewarding) proposed by our 
MAS is then {‗unsharp', 0.6, 5, 3} and its corresponding state 
is: 

[1.1000    1.1000    0.9000    1.0000] 

E. Discussion 

The value of D is small; this means that the obtained disc 
is very closer to the reference. This result demonstrates that 
the proposed multi-agent system succeeds to extract the object 
of interest. The main contribution of this paper is not only to 
propose a method that finds the optimal parameters‘ values, 
that is already done in [7], but to propose an approach that 
outperforms the solution proposed in [7] in terms of speed and 
accuracy. Fig. 7 shows the curves of learning and the reward 
gain for the multi-agent system proposed in this paper. 

 
Fig. 7. Results of the proposed approach. Top: Learning curve 

(steps/episodes). Bottom: Corresponding cumulative reward. 

The curve at the top shows the learning process. During 
the first 10 episodes, the multi-agent system executes several 
iterations to reach a convergence. A correspondence is clear in 
the curve below showing the cumulative returns. Indeed, 
during the first 10 episodes the multi-agent system receives 
only punishments, then the curve increases to show that the 
multi-agent system accumulates rewards. This is very logical 
with the principle of reinforcement learning, and in particular 
with hysteretic Q-learning. 

To show the performance of the proposed multi-agent 
system as well as its main contribution, we run the one-agent 
approach [7] in the same environment with the same criteria. 
Fig. 8 shows the obtained curves. 

In the one-agent approach, the top curve shows the 
execution of many iterations during the first 100 episodes with 
a high cumulative punishment as the bottom curve shows. 

 
Fig. 8. Results of one-agent approach. Top: Learning curve (steps/episodes). 

Bottom: Corresponding cumulative reward. 

Table I summarizes a comparison between the two 
approaches, by running them in the same environment and 
under the same conditions cited above. 

TABLE I. COMPARISON BETWEEN MULTI-AGENT AND MONO-AGENT 

APPROACHES. 

 
Multi-agent & 

Hysteretic Q-Learning 

One-agent & Q-

learning 

Quality Result 

(difference between the 

result and the ground 

truth) 

10% 12% 

Convergence (at which 

episode) 
10 100 

Reward (900 episodes) 4200 - 

Punishment (900 

episodes) 
-1200 -7200 

The results obtained using the multi-agent approach are 
significantly better than those obtained by the single-agent 
approach. The criteria used to evaluate the quality of the 
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extracted disc include the episode at which convergence starts, 
the values of punishment (which should be small), and the 
reward (which should be high). Based on these criteria, we can 
determine whether one approach is superior to another. In this 
paper, the multi-agent approach outperforms the single-agent 
approach. However, it is important to note that the difference 
between the extracted disc and the reference disc is still 
relatively high. This is mainly due to the choice of operators 
and not the proposed approach, which aims to adjust the 
parameters of the selected operators rather than propose a new 
method for object extraction. 

VI. CONCLUSION 

In this paper we have proposed an approach based on 
multi-agent system and reinforcement learning to automatize 
the process of parameter selection in image processing. In this 
work, adjusting parameters is seen as a decision process over 
time, where experiences gained from past decisions affect 
future decisions. The solution we have proposed, attributes 
one agent to an operator to adjust its parameters. We have 
used hysteretic Q-learning for multi-agent learning to find the 
best parameters for the given operators and test it to extract an 
object of interest. The complexity of the images, the speed of 
convergence and the quality of the results show the potential 
of the new approach and its adaptability. The results show that 
the proposed approach outperforms the use of one agent 
especially in terms of speed. Future works aim to include the 
operator selection also. In spite of using a predefined operator 
combination, we can suggest among several possible operators 
which are the best to use and furthermore what are their 
optimal parameters‘ values. Also, we think about using deep 
reinforcement learning instead of classical reinforcement 
learning. 
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Abstract—The shrimp farming industry in Ecuador, 

renowned for its shrimp breeding and exportation, faces 

challenges due to diseases related to variations in abiotic factors 

during the maturation stage. This is partly attributed to the 

traditional methods employed in shrimp farms. Consequently, a 

prototype has been developed for monitoring and controlling 

abiotic factors using IoT technology. The proposed system 

consists of three nodes communicating through the LoRa 

interface. For control purposes, a fuzzy logic system has been 

implemented that evaluates temperature and dissolved oxygen 

abiotic factors to determine the state of the aerator, updating the 

information in the ThingSpeak application. A detailed analysis of 

equipment energy consumption and the maximum 

communication range for message transmission and reception 

was conducted. Subsequently, the monitoring and control system 

underwent comprehensive testing, including communication with 

the visualization platform. The results demonstrated significant 

improvements in system performance. By modifying parameters 

in the microcontroller, a 2.55-fold increase in battery durability 

was achieved. The implemented fuzzy logic system enabled 

effective on/off control of the aerators, showing a corrective trend 

in response to variations in the analyzed abiotic parameters. The 

robustness of the LoRa communication interface was evident in 

urban environments, achieving a distance of up to 1 km without 

line of sight. 

Keywords—Control and monitoring system; shrimp pools; IoT 

architecture; LoRa technology; fuzzy logic control 

I. INTRODUCTION 

In recent years, there has been a remarkable growth in the 
aquaculture industry worldwide. One of the most prominent 
activities in commercial aquaculture is shrimp production. In 
this context, Ecuador has been a significant player due to its 
extensive coastline and longstanding tradition in shrimp 
farming. According to the 2020 Annual Report of the Instituto 
Nacional de Pesca (INP) of Ecuador [1], shrimp aquaculture is 
a strategic industry that contributes significantly to the 
country's economy. 

Despite the favorable conditions for shrimp exports, not all 
shrimp farming companies have sufficient technology to meet 
the required care standards. This is because Ecuador faces 
limitations in technological development. The majority of 

patents in the country are focused on preventing viral and 
bacterial diseases [2]. 

That is why the use of techniques such as Fuzzy Logic, 
which allows intelligent and adaptive control in complex 
systems, using linguistic rules to handle uncertainty and 
inherent imprecision in aquaculture, is of vital importance. 
According to [3], the use of Fuzzy Logic has been effective for 
control and intelligent management of water quality in 
aquaculture. In this work, they developed a simulation 
approach in MATLAB for a fuzzy logic-based control system 
for freshwater aquaculture. On the other hand, in [4], they 
present a review of works that employ fuzzy logic control in 
aquaculture systems, and in [5], supported by fuzzy logic and 
IoT, they develop an intelligent system for monitoring and 
early warning of water quality for aquaculture. 

Additionally, the incorporation of LoRa as a long-range 
wireless communication technology provides the capacity to 
transmit data efficiently and reliably, even in remote areas. By 
combining these technologies with IoT, it is possible to create a 
real-time monitoring infrastructure and a centralized platform 
that allows shrimp farmers to supervise and control the shrimp 
harvest from any location. 

Several works have been developed considering the 
aforementioned approach, such as the study conducted in [6], 
which highlights the importance of Long Range IoT 
technologies for remote monitoring and data transmission. On 
the other hand, in [7], they apply this technology to the 
monitoring of aquaculture information, and in [8], they explore 
the same area, developing a control and monitoring system 
based on IoT using LoRa. In the same vein, in [9], they design 
a system for monitoring water quality in aquaculture based on 
LoRa, obtaining encouraging results. On the other hand, the 
greatest emphasis that needs to be implemented in companies 
focuses on the shrimp breeding stage, as it is during this phase 
that the highest number of diseases and deaths in the harvest 
occur [10]. Shrimp diseases of infectious nature include 
viruses, bacteria, fungi, and parasites, where water quality 
directly influences the susceptibility of shrimp to different 
pathogens. For this reason, one of the most crucial 
considerations during shrimp breeding is the control of water 
quality [11]. 
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TABLE I. IMPORTANCE OF ABIOTIC FACTORS 

Parameter Importance 

Dissolved 

Oxygen (DO) 
Dissolved oxygen produces crises of hypoxia or anoxia. 

pH When it is out of normal range it can cause stress. 

Temperature 
This parameter is related to DO in an inversely 
proportional way. It influences parameters such as 

solubility, chemical reactions, and toxicity. 

Salinity Affects the behavior of dissolved oxygen. 

Turbidity 
The cloudier the water, more light is blocked, affecting 
photosynthesis. 

Ammonium 
In shrimp farms it can be found as ionized (and non-

ionized) 

The factors affecting water quality are segmented into three 
categories: abiotic factors, biological factors, and 
environmental factors. Among these factors, we will emphasize 
the abiotic factors for the study, as they have a significant 
impact on production and harvest. In Table I, the importance of 
different abiotic factors in aquaculture is evident [12], [13], 
[14]. 

As can be seen in the previous table, the different abiotic 
factors have their influence on other abiotic factors, such as the 
behavior and growth of the shrimp. Therefore, it is necessary 
for the abiotic parameters to be within an ideal range. 

The ideal range of abiotic parameters is determined based 
on different criteria presented by various authors. Table II 
presents the ideal ranges of abiotic parameters according to 
different authors. 
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Having abiotic parameters within a defined ideal range is 
considered a controlled environment. There are different 
consequences when shrimp are not in a controlled 
environment, meaning when the abiotic parameters are either 
above or below the range. 

To minimize the effect of abiotic factors' variation on 
aquatic life, monitoring and control of these factors must be 
carried out [20]. As the demand for shrimp continues to 
increase and there is a quest to enhance efficiency and 
sustainability in aquaculture practices, adopting advanced 
technologies for control and monitoring of shrimp pools 
becomes crucial. In response to this growing demand, the 

present study develops a control and monitoring system based 
on Fuzzy Logic, LoRa (Long Range), and the Internet of 
Things (IoT) to address specific challenges faced by 
Ecuadorian shrimp farms. The approach combines these 
technologies to achieve intelligent and automated management 
of environmental conditions, maintaining an optimal 
environment for shrimp growth and development. 

The rest of this manuscript is structured as follows:  Section 
II presents a brief description of work related to the pond 
shrimp harvesting stage, abiotic factors, IoT architecture 
features, and the application of fuzzy logic. Section III 
describes the proposed methodology, the IoT structure, the 
devices to be used, the survey for the equipment selection and 
the control system. Section IV presents the experimental results 
obtained with the designed control and monitoring system. 
Finally, Section V provides the conclusions of this study and 
states the future work. 

II. RELATED WORKS 

The problem encountered during the shrimp pond 
harvesting stage is not unique to Ecuador; it is also present in 
various shrimp-producing countries. This section addresses 
how different authors have dealt with this challenge, and in 
Table III, a brief description of related works is provided. 

TABLE III. RELATED WORKS 

Reference Description Equipment 

[12] 

Proposal of a fuzzy model for 

analyzing the internal 

parameters of shrimp pools, 
describing the water status 

qualitatively. 

- 

[13] 
Proposal for an analysis of 
water quality to control crises 

in aquatic systems. 

- 

[21] 

Real-time modeling of a 

vehicle for shrimp pools, using 
fuzzy logic algorithms. 

pH sensor. DO sensor. 

Temperature sensor. 
Turbidity sensor. Arduino 

Uno. Node MCU. 

[22] 

Evaluation of feeding strategies 

for shrimp based on fuzzy logic 
and mathematical functions. 

Applied in a test laboratory. 
The simulation of the 

models was done using 

MATLAB. 

[23] 

Improving feeding conditions 

through the use of passive 

acoustics, computer vision, and 
telemetry. 

Automatic feeder. 
Hydrophone. Controller. 

Wireless Communication. 

In the work developed in [12], they established different 
categories for water quality based on abiotic parameters, which 
were obtained using fuzzy logic. From related literature, they 
determined that organisms are susceptible to diseases as a 
consequence of shrimp stress (variations in internal parameters 
of the pools). Fuzzy logic is considered an effective tool to 
assist shrimp farmers. In another research [13], it is mentioned 
that water quality is essential for proper shrimp growth, as they 
are susceptible to stress due to their ecosystem conditions. 
Other authors [14] indicate the importance of maintaining the 
ranges in which the abiotic parameters are found. These 
parameters are used to produce a quality index. On the other 
hand, in [21], they achieved a precision of 92% in the applied 
test to predict the water status. The control algorithm was 
based on fuzzy logic, and the authors anticipate that 
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implementing such elements in a shrimp pond will improve 
conditions. According to [23], having a better understanding of 
feeding techniques improves the conditions in which shrimp 
grow. Having a monitoring system in shrimp pools results in an 
increase in economic returns, as it allows better control of 
different parameters. The focus of that study was on feeding 
techniques, with a hydrophone being the selected equipment to 
analyze the ideal time for shrimp feeding. 

A. IoT Architecture 

An IoT architecture allows interconnection and 
communication between different devices by establishing a 
connection with the cloud. It is not necessary for the devices to 
be physically located in the same place; instead, the monitoring 
and visualization of various processes can be done from 
different platforms [24]. In a shrimp farm where access to 
technology is challenging, implementing IoT architecture 
concepts offers many advantages and benefits. Fig. 1 illustrates 
the characteristics that these services provide. 

 

Fig. 1. Characteristics of IoT. 

Wireless access networks within the IoT architecture vary 
and depend on the solution that will be provided to a specific 
problem, determining which one to use. Fig. 2 illustrates the 
coverage distance of different networks. 

 
Fig. 2. Wireless access geographic coverage. Proximity networks, Wireless 

Personal Area Networks (WPAN), Wireless Local Area Networks (WLAN), 

Wireless Neighborhood Area Networks (WNAN) and Wireless Wide Area 
Networks (WWAN) [24]. 

The focus lies in the fact that different communication 
protocols have their limitations regarding their range. 
However, when a greater range is required, the use of Low-
Power Wide Area Networks (LPWAN) within the can be 
employed. When considering the range that devices must have 
to communicate with each other, the modulation and 

transmission rate must be carefully analyzed [25]. Table IV 
presents different communication protocols found in the 
literature, such as LoRa, Sigfox, and Zigbee [26]. 

TABLE IV. DIFFERENT COMMUNICATION PROTOCOLS 

Characteristics LoRa Sigfox Zigbee 

Power Low [27] Low [28] Low [29] 

Transmition 
range 

10 km 3 to 50 km 10 to 100 m 

Data Rate 0.3 to 50 kbps 100 to 600 bps 20 to 250 kbps 

Modulation 

Spread spectrum 
modulation type 

based on FM 

pulses. 

Ultra narrow 

band radio 
modulation 

DSSS as a 

spreading 
technique 

Modulation 
Technique 

Chirp-spread 
spectrum 

BPSK BPSK 

Topology 
Star/mesh/point-

to-point 
Star Star 

Security 

Resistance to 

electromagnetic 

interference. 
Robust to multi-

path fading. 

Low 
Frequency 

Accuracy 

constraint. 
High resistance 

to 
interferences. 

Access control 
list. Frame 

Counters 

Encryption of 
over-the-air 

communicactions 
[30]. 

Battery Long battery life 
Long battery 

life 
Long battery life 

Bandwidth 
900 MHz <500 
kHz 

200 kHz 100 
Hz 

2.4 GHz 915 
MHz 868 MHz 

Among the various advantages offered by different 
physical layer protocols, the LoRa modulation technique stands 
out for providing enhanced security. The Chirp Spread 
Spectrum, commonly employed by the military and in 
communication security applications, is utilized in LoRa [31]. 

III. MATERIALS AND METHODS 

LoRa communications can be modified and depend on 
different parameters, which can be configured in the 
application. These parameters include spreading factor, coding 
rate, transmission power, chirp polarity, and synchronization 
word. Due to the versatility LoRa offers in device-to-device 
transmission, it has been selected as the communication 
method for the study. The LoRa protocol will be used for 
intercommunication between the different nodes in the pools. 
Meanwhile, the internet module will be used in the gateway 
module for communication with the ThingSpeak platform, 
enabling real-time visualization of the abiotic parameters of the 
different pools, as shown in Fig. 3. 

 
Fig. 3. Nodes. 
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In the gateway, the fuzzy logic function is embedded to 
calculate the next state of the aerator. The sensor nodes are 
enabled for data transmission, while the actuator nodes are 
enabled for data reception. The gateway node is configured to 
receive information from the sensor node and send information 
to the actuator node. 

A. Control 

In the process control field, there are different techniques 
for implementation, and one common type of controller is the 
PID controller, which provides a fast dynamic response. 
However, it requires control calibration for events with high 
precision, and one of its disadvantages is its high sensitivity to 
noise. An alternative control type is fuzzy logic, which consists 
of two stages: fuzzification and defuzzification (see Fig. 4). 

 

Fig. 4. Fuzzy logic. 

The inputs to the controller first go through the 
fuzzification process to obtain a fuzzy value. This value then 
goes through an inference mechanism, which is complemented 
by fuzzy inference rules and fuzzy functions (database). 
Depending on the fuzzy input values, a fuzzy output value is 
obtained, which is then transformed into a real value through 
the defuzzification process. 

B. Survey 

For the selection of equipment to be implemented and 
sensors for the prototype, a survey was conducted with 35 
shrimp farmers located in the province of El Oro, Ecuador. The 
most notable data from the survey were as follows: 

 

Fig. 5. Question 1: How many pools do you have? 

The first finding pertains to the sizing of the pools and the 
scalability of the equipment. It is observed that the mode 
among shrimp farmers is to have four pools (Question 1). 
However, since there are shrimp farmers with 15 pools, the 
dimensioning of the devices to be connected in our monitoring 
network should be able to support and even have a larger 
capacity (see Fig. 5). 

 
Fig. 6. Question 2: Size in hectares of your smallest pool 

 

Fig. 7. Question 3: Size in hectares of your largest pool 

Of the surveyed users, they were asked about the size of the 
smallest pools they have, and it was observed that they range 
from 1 to 10 hectares (Question 2) as shown in Fig. 6. Among 
these, 46% have a standard size of 2 hectares. When analyzing 
the case of the largest pools, they range from 3 to 19 hectares 
(Question 3) as depicted in Fig. 7. 

 

Fig. 8. Question 4: How many aerators do you have in your smaller pool? 

 
Fig. 9. Question 5: How many aerators do you have in your largest pool? 

By knowing the size of the pools, we can identify how 
many devices or equipments are installed within each pool. It is 
observed that the range varies from 1 to 14 aerators (Questions 
4 and 5 as shown in Fig. 8 and 9). Both points mentioned not 
only help determine how many pools are present but also give 
an idea of the number of devices that need to be installed and 
controlled in the pools. 
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Fig. 10. Question 6: Indicate what kind of control mechanism you currently 

have implemented in your shrimp pool. 

From the survey conducted with the shrimp farmers, it was 
determined that 30 of them perform the process of measuring 
parameters manually, while only five of them use both manual 
and automatic measurements (Question 6) as can be 
determined from Fig. 10. 

 
Fig. 11. Question 7: Measurement Frequency 

A key question to determine the water quality among the 
surveyed shrimp farmers is that the measurement process is 
mostly done on a weekly basis, with only three shrimp farmers 
doing it daily. In the most severe cases, the analysis is done bi-
weekly or monthly (Question 7) evident from Fig. 11. This 
information allows us to determine the focus of the final 
product to be developed. 

C. Devices 

For the selection of devices to be used, market devices were 
analyzed, and the summary is presented in Table V. 

TABLE V. DEVICES 

 Arduino Uno 
Arduino 

Nano 

TTGO 

Lora32 

Oled V1 

Heltec 

WiFi 

LoRa32 

Chip ATmega328P ATmega328 ESP32 ESP32 

Module - - SX1276 SX1276 

Processor - - 32-bit LX6 
32-bit 
LX6 

Transmission 

power 
- - +20dB +20dB 

Transfer 
frequency 

- - 
868-915 
MHz 

868-915 
MHz 

ROM - - 448 kB 448 kB 

RAM - - 520 kB 520 kB 

Flash 

Memory 
16KB/32KB 32KB 4MB 8MB 

Operating 

Voltage 
5V 5V 2.7V-3.6V 3.3V-7V 

Input Voltage 7V-12V 7V-12V 3.7V-4.2V 3.3V-7V 

Input Voltage 
Limit 

6-20V - - - 

GPIO 14 14 28 28 

Analog Pins 6 8 - - 

PWM Pins 6 6 - - 

Clock 
Frequency 

16 MHz 16 MHz 40MHz 40 MHz 

In this way, by comparing the internal features of the 
devices, the TTGO LoRa32 Oled V1 model was selected, as it 
has a 32-bit processor and a 4MB flash memory. Although it 
has a smaller flash memory compared to the Heltec device, it 
still meets the needs for the sensor and actuator nodes. Having 
a low input voltage is favorable for achieving longer equipment 
autonomy. 

D. Solution Description 

For the monitoring and control of shrimp pools, the 
solution consists of a stage of measuring the abiotic parameters 
in the pond using a sensor node. Once the data is obtained, it is 
sent to a gateway node where it is processed using a fuzzy 
logic algorithm. This algorithm is designed to determine the 
next state of the pond's aerator (on or off). This value is then 
sent to an actuator node, which commands the activation of the 
aerator using a relay. A brief description of the process is 
shown in Fig. 12. 

 
Fig. 12. Proposed control system. 

The data obtained and used in this work are available at the 
following link: https://github.com/josep5097/LoRa-Shrimp-
Monitoring-Control 

As mentioned, the concept of the Internet of Things is used 
for the current model of the control and monitoring system. In 
Fig. 13, you can observe the structure of the proposed 
architecture. 

 
Fig. 13. IoT structure. 

Within the link layer, there are sensor nodes and actuator 
nodes, and communication between the devices is through the 
LoRa protocol. When using the LoRa communication protocol, 
a topology must be chosen for the communication between 
devices. For the present system, a star network topology was 
selected over a mesh network. This decision was made because 
devices in a full duplex communication (mesh) require being 
powered on all the time, leading to a higher energy demand. 
An outline of the established architecture is shown in Fig. 14. 
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Fig. 14. Topology. 

Within the network layer, there is a designated device to 
serve as our gateway to the Internet, in this case, the gateway 
node. It communicates with the different nodes in the pools 
using the LoRa protocol in its physical layer, and with the 
Internet using the HTTP protocol. 

The devices have a synchronization word and ID, as shown 
in Fig. 13, which means that only devices with this 
synchronization word in their header can receive the message. 
Additionally, encryption was implemented to ensure that the 
messages transmitted by the LoRa devices are understood only 
by the intended receivers. To avoid signal interference, a gap 
between message transmissions must be established. 

The captured data from the pools is visualized using the 
ThingSpeak platform, with the information being sent from the 
gateway device as described in Fig. 15. 

 

Fig. 15. Gateway connection. 

In Fig. 15, besides the formation of the JSON object that is 
sent, you can see the pins used to connect both the OLED and 
the LoRa module. Similarly, the connection used with the 
sensor and actuator nodes is described. For the sensor node, 
GPIO pins are used for the dissolved oxygen and temperature 
sensors, as shown in Fig. 16. 

 
Fig. 16. Sensor node connection. 

Meanwhile, for the actuator nodes, a GPIO pin is used to 
activate a relay for turning on or off an aerator (see Fig. 17). 

 
Fig. 17. Actuator connection. 

E. Pseudocodes 

To establish the described behavior of the devices in Fig. 
15, 16, and 17, the processes are described using pseudocodes 
for each of the nodes. 

Pseudocode 1: Nodo Gateway 

# Init variables 

DO [ ]= 0; 
Temp [ ] = 0; 

Aerators = 0; 

# Init an array with all ID of nodes 
ID_Sensors = {ID_S1, ID_S2}; 

ID_Actuators = {ID_A1, ID_A2}; 

# Init all variables in the fuzzy control 
Fuzzy_Variables(); 

# Control Variables 

num_Case = 1; 
LoRa_Ok = false; 

Void Setup { 

Fuzzy_Setup();  
LoRa.Setup(); 

LoRa.begin(); 

ThingSpeak.begin(); 

} 

Void loop () { 

Switch (num_Case){ 
case 1: 

LoRa_Read(); 

If ( LoRa_Ok == True) 
num_Case ++; 

} else  { 

num_Case = 1; 
} 

break; 

case 2: 
controlDifuso(Do, Temp,Aireadores); 

num_Case++; 

break; 
case 3: 

comunicacionLoRaActuador(destino, origen, 

Aireadores) 

num_Case++; 

break; 

case 4: 
procesoThingSpeak (Do, Temp, Aireadores, 

ID_Piscina); 

num_Case = 1; 
break; 

}} 

The monitored variables, such as DO and Temperature, are 
established along with the controlled variable, which is the 
Aerator. The Dissolved Oxygen and Temperature values will 
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be obtained from a sensor node, and the state of the Aerator 
represents the next state of the corresponding actuator node in 
the pool from where the sensor node's parameters originated. 
The value for the Aerator state will be determined using fuzzy 
logic. To establish a relationship between the sensor nodes and 
actuator nodes, unique IDs are assigned. 

1) Fuzzy logic configuration subprocess: The fuzzy 

control process is described in Fig. 18, the diagram of 

relationships between entities, in which it can be observed 

how the variables interact among functions. 

 

Fig. 18. Diagram of relationships between entities of fuzzy control. 

In the fuzzy logic subprocess, the membership functions, as 
well as the fuzzy rules or linguistic rules, are established. Once 
these elements are set, the fuzzification process is applied to 
the inputs, which are values returned by the sensors, and the 
defuzzification process determines the value for the next state 
of the actuator. 

2) LoRa configuration subprocess: The LoRa 

communication configuration consists of two stages: 

 Internal parameter configuration (see Fig. 19). 

 Message structure (see Fig. 20). 

 

Fig. 19. Entity relationship of LoRa parameters. 

For the configuration of internal parameters, the Entity 
Relationship of Fig. 19 is established, in which the same 
frequency, Spreading Factor (SF), Bandwidth (BW), 
Correction Rate (CR), and synchronization word (Init byte) are 
set for each device. The LoRa message sent has the same 
structure in different nodes, as shown in Fig. 20. 

 

Fig. 20. LoRa message structure. 

3) Subprocess of thingspeak configuration: Since the 

gateway node communicates with the cloud, it is necessary to 

establish the parameters for communication. This subprocess 

is described in the entity relationship of Fig. 21. 

 

Fig. 21. Entity relationship of the thingspeak configuration subprocess. 

The WiFi information, the channel to communicate with in 
ThingSpeak, and the API Key generated for communication 
are established. In this same scheme, it can be observed that 
when all the fields are ready and within the process flow, both 
a state is updated and fields are written to. 

4) Sensor node: Since the sensor node is located inside 

the shrimp pond and operates autonomously, it requires better 

control over its operation time. Therefore, a reading interval of 

six hours is established for the process. 

Pseudocode 2: Sensor node 

Init 

OD = 0; 
Temp = 0; 

ID_Coordinador = 0xID; 

ID_Local = 0xID; 

num_Case = 1; 

Tiempo_A_Dormir = 21600; //21600 seconds = 6 hours 

Void Setup { 

Serial.begin(115200); 

Display.begin(); 

LoRa.setup(); 
LoRa.begin(); 

} 

Void loop { 

Switch (num_Case){ 

case 1: 

DO = lecturaAnalogicaPonderada(pinDO); 
Temp = lecturaAnalogicaPonderada(pinTemp); 

num_Case ++; 

break; 
case 2: 

comunicacionLoRa(destino, origen, DO, Temp); 

num_Case++; 
break; 

case 3: 
num_Case =1; 

esp_deep_sleep_start(); 

break;}} 

5) Actuator node: Since the actuator node is directly 

powered by the control board, the equipment is always active. 

Its process involves reading the messages transmitted through 

a coordinator node, and depending on the case, it activates or 

deactivates the aerator. 
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Pseudocode 3: Actuator Node 

Init 

Aireador = 0; 

ID_Coordinador = 0xID; 
ID_Local = 0xID; 

num_Case = 1; 

Void Setup { 

Serial.begin(115200); 

Display.begin(); 

LoRa.begin(); 
pinMode(AireadorPin, OUTPUT); 

} 

Void loop { 

Switch (num_Case){ 

case 1: 
LoRa_Read(); 

If ( LoRa_Ok == True) 

num_Case ++; 
} else  { 

num_Case = 1;} 

break; 
case 2: 

if (Aireador == 1){ 

        digitalWrite(aireadorPin, HIGH); 
} else { 

        digitalWrite(aireadorPin, LOW);} 

num_Case = 1; 
LoRa_Ok = false; 

break; 

}} 

IV. RESULTS 

In this section, the results obtained with the designed 
control and monitoring system are described. Fig. 22 illustrates 
the flow followed for the control of a shrimp pool. 

 

Fig. 22. Process of control in a shrimp pool. 

In the embedded system of the coordinator node, linguistic 
terms, membership functions, antecedents, and consequents for 
fuzzy rules are established. In this study, three membership 
functions were applied, as shown in Fig. 23. 

 

 
Fig. 23. Linguistic terms. 

The embedded system uses fuzzy logic to represent the 
relevant linguistic terms. From these terms, three membership 
functions are generated: Dissolved Oxygen (see Fig. 24), 

Temperature (see Fig. 25), and Aerator (see Fig. 26). These 
membership functions capture the characteristics and 
variability of each variable in the system. 

 
Fig. 24. Dissolved oxygen membership function. 

 

Fig. 25. Temperature membership function. 

 
Fig. 26. Aerator membership function. 

Since the fuzzy controller was implemented in an 
embedded system, the membership functions take a trapezoidal 
form, adapting to the limitations of the system. When 
establishing the membership functions, the values mentioned in 
Table II were taken into account. From these membership 
functions, the corresponding fuzzy rules were generated, which 
are shown in Fig. 27. 

 
Fig. 27. Fuzzy Rules for the control system 
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The fuzzy rules used in this study were based on previous 
research [12], [13], [21]. From these established fuzzy rules, 
LabVIEW software was used to generate the fuzzy relation 
function, which reflects the expected behavior of the system. 
The fuzzy relation function was constructed based on the 12 
defined fuzzy rules, and its response is shown in Fig. 28. 

 
Fig. 28. Fuzzy rules. 

In the coordinator node, a test was conducted with different 
values to verify the functionality, from which the results 
described in Table VI were obtained. 

TABLE VI. FUZZY CONTROL RESPONSE 

 

Dissolved Oxygen (mg/L) 

3
.1

 

3
.5

 

3
.9

 

4
.5

 

5
 

6
 

7
 

8
 

8
.5

 

9
.5

 

1
0
 

1
1
 

1
5
 

T
e
m

p
e
ra

tu
r
e 

(o
C

) 

-5
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

6
 

0
.7

6
 

0
.7

6
 

0
 

0
 

0
 

1
0
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

6
 

0
.7

6
 

0
.7

5
 

0
 

0
 

0
 

1
5
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

6
 

0
.7

6
 

0
.7

5
 

0
 

0
 

0
 

2
0
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

2
5
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

3
0
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.6

5
 

0
.6

5
 

0
.6

5
 

0
.6

5
 

0
 

0
 

0
 

3
5
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

2
 

0
.7

2
 

0
.7

6
 

0
.7

6
 

0
.7

6
 

0
.7

5
 

0
 

0
 

0
 

For the digital selection of the next state of the aerator, a 
threshold was established: 

        [     ]                      

Considering the threshold described previously, the table of 
the control response is modified (see Table VII). 

The fuzzy system implemented in the embedded system 
achieves the performance demonstrated in Fig. 29. The 
interaction of the abiotic parameters with the mechanical 
movement of the aerator can be observed. The goal is that 
when the abiotic parameters are within an optimal range, the 
aerator switches to an off state. 

TABLE VII. CONTROLLER RESPONSE - AERATOR STATUS 
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Fig. 29. Response of fuzzy logic according to abiotic factor. 

V. CONCLUSIONS 

The proposed control and monitoring system was 
established with the input of domain experts and reviewed 
research. However, it was observed that considering the needs 
of internal producers is of vital importance in order to 
encompass the required system activities and to determine the 
optimal solution based on available market equipment. It was 
determined that in order to operate within an IoT architecture, 
various situations and events must be taken into account. One 
of the key factors is the communication and security aspects 
that the equipment must possess, as well as the scalability they 
offer. Therefore, for the monitoring and control system 
established in this study, a star topology was considered for 
sensor and actuator nodes. This configuration allows for 
isolated points of connection, as establishing two-way 
communication requires higher processing and energy 
consumption. 

Referring to the system's security levels, LoRa technology 
enabled the allocation of a specific channel, defining bytes for 
synchronization between devices. Additionally, fields were 
added to maintain control over transmissions and to determine 
the source and destination of messages. Identifying and 
discarding corrupted messages without processing them is 
crucial. To address this, a validation process was incorporated, 
which includes a field for assessing this condition. 
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The communication between the devices was successful in 
an urban environment of up to 1 km without packet loss, 
although it was necessary to adjust the LoRa configuration 
parameters to optimize performance. The use of fuzzy control 
based on abiotic factors allowed for effective control criteria in 
the shrimp pool, improving shrimp performance and growth 
through aerator control. 

As future work, it is proposed to expand the number of 
abiotic factors without affecting performance and improve the 
range of the devices. An improvement option would be to 
migrate to a LoRaWAN network to take advantage of its 
additional benefits in terms of coverage and management 
capacity. 
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Abstract—Using image processing technology has become 

increasingly essential in the education sector, with universities 

and educational institutions exploring innovative ways to 

enhance their teaching techniques and provide a better learning 

experience for their students. Vision transformer-based models 

have been highly successful in various domains of artificial 

intelligence, including natural language processing and computer 

vision, which have generated significant interest from academic 

and industrial researchers. These models have outperformed 

other networks like convolutional and recurrent networks in 

visual benchmarks, making them a promising candidate for 

image processing applications. This article presents a 

comprehensive survey of vision transformer models for image 

processing and computer vision, focusing on their potential 

applications for student verification in university systems. The 

models can analyze biometric data like student ID cards and 

facial recognition to ensure that students are accurately verified 

in real-time, becoming increasingly vital as online learning 

continues to gain traction. By accurately verifying the identity of 

students, universities and educational institutions can guarantee 

that students have access to relevant learning materials and 

resources necessary for their academic success. 

Keywords—Vision transformers; image processing; natural 

language processing; image 

I. INTRODUCTION 

In recent years, deep neural networks such as convolutional 
neural networks (CNNs) [1], recurrent neural networks (RNNs) 
[2], graph neural networks (GNNs) [3], and attention neural 
networks [4] have been widely applied to a variety of artificial 
intelligence (AI) tasks. In contrast to previous non-neural 
models, which relied heavily on hand-crafted features and 
statistical methods, neural models can automatically learn low-
dimensional continuous vectors as task-specific features from 
data, avoiding the need for complex feature engineering. 
Despite the popularity of deep neural networks, many studies 
have discovered that one of their fundamental limitations is 
their data-hungry nature. Due to many parameters in deep 
neural networks, they are prone to overfitting and have poor 
generalization capacity without appropriate training data [5]. 

 CNNs are a fundamental component of modern computer 
vision systems. The advantage of CNNs was that they 
eliminated the need for manually constructed visual elements 
instead of learning to execute tasks “end to end” from data. The 
CNNs minimize manual feature extraction, and the CNN 
architecture is optimized for images and can be 
computationally expensive. Recent arguments have claimed 
that need goes beyond convolutions to represent long-range 
relationships. These initiatives aim to enhance convolutional 
models with content-based interactions, such as self-attention 
and non-local means, to improve performance in various vision 
tasks [6]. Transformers [7] are models that focus entirely on 
the self-attention process to establish global dependencies 
between input and output, and they have dominated natural 
language modelling in recent years [8-9]. Transformers and 
their variations have been thoroughly explored and used in 
natural language processing tasks such as machine translation 
[10], light-weight transformers [11], dynamic mask attention 
networks [12], language modelling [13], routing transformers 
[14], positional encoding schemes [15], and named entity 
identification [16-17]. The contrasts in size of visual elements 
and the high quality of pixels in images compared to words in 
text provide challenges in converting transformer from 
language to vision. The standard transformer is intended to 
process sequence data and is expected to receive a 1D series of 
token embedding. Many applications, including video 
understanding [18], image recognition [19], image super-
resolution [20], object detection [21], segmentation [22], text-
image synthesis [23] and visual question-answering [24], have 
been successfully implemented using transformer models and 
their variants in a variety of fields. 

The survey in [25] explores recent advancements in visual 
transformers, an architecture originally designed for natural 
language processing but increasingly applied in computational 
visual media. The survey categorizes visual transformers based 
on task scenarios and analyzes their key ideas, with a particular 
focus on low-level vision and generation. The study reviews in 
detail backbone design approaches, offers quantitative 
comparisons, showcases image results, and includes 
information on computational costs and source code links to 
facilitate future development. In another recent survey by Jamil 
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et al. [26], the authors presented the first application of ViTs in 
-computer vision, providing an overview of their usage and 
performance in various applications such as image 
classification, object detection, segmentation, compression, 
super-resolution, denoising, and anomaly detection, along with 
a comprehensive analysis of existing models, insights, and 
future research directions. Liu et al. [27] provided a 
comprehensive review of over one hundred visual 
transformers, attention-based encoder- decoder models inspired 
by the Transformer architecture in computer vision. It analyzes 
their effectiveness in fundamental tasks (classification, 
detection, segmentation) and different data stream types, 
presents a taxonomy to organize the methods, evaluates and 
compares them under various configurations, identifies 
unexploited aspects for further improvement, and suggests 
three promising research directions for future development. 
Subsequently, the survey [28] examines the advancements and 
trends in utilizing Transformers for video modeling, addressing 
their limitations with inductive biases and scalability. It 
analyzes how videos are handled at the input level, 
architectural modifications to enhance efficiency and capture 
temporal dynamics, various training regimes, self- supervised 
learning strategies, and provides a performance comparison 
against 3D ConvNets, demonstrating the superior performance 
of Video Transformers in action classification with reduced 
computational complexity. 

Additional work in this approach may aid in a better 
understanding of Transformer models and detecting any 
ererroneous behaviour or biases in the decision-making 
process. Since Transformer designs do not incorporate 
inductive biases (previous knowledge) to deal with visual 
input, transformers generally require a substantial quantity of 
training data in pre-training to determine the underlying 
modality-specific rules [29]. Several neural network 
architectures are known, including CNN, RNN, and 
transformer. CNNs were once the standard [30] in the 
Computer Vision domain, but transformers are gaining 
popularity [29]. While CNNs may capture inductive biases 
such as translation equivariance and localization, Vision 
Transformer overcomes inductive bias through large-scale 
training. According to the existing research [31], CNNs excel 
at small datasets, whereas transformers excel at massive 
datasets. The following fundamental issue is whether to 
employ in future CNN or a transformer. 

Fig. 1 shows the number of publications on different image 
processing techniques using vision transformers [40]. 

 
Fig. 1. The number of publications on different image processing techniques 

using vision transformers. 

TABLE I. SUMMARY OF CONTRIBUTIONS FROM RECENT SURVEYS ON 

VISION TRANSFORMERS 

Reference Year Scope Contributions 

Han et al. 

[32] 
2022 

General 

overview 

Provides a comprehensive introduction 

to Vision Transformers 

Chen et 
al. [33] 

2021 

Image 

classificati

on 

Focuses on the application of Vision 

Transformers for image classification 

tasks 

Jamilet al. 
[26] 

2023 
General 
overview 

Offers an in-depth analysis of Vision 
Transformers in various domains 

Selvaet al. 

[28] 
2023 

Recent 

advancem
ents 

Highlights the latest research trends and 

advance ments in Vision Transformers 

Gehrig et 

al. [34] 
2023 

Object 

detection 

Discusses the utilization of Vision 

Transformers for object detection tasks 

Zhai et al. 

[35] 
2022 

NLP to 
computer 

vision 

transition 

Explores the adaptation of Vision 

Transformers from natural language 
processing to computer vision 

Yang et 

al. [36] 
2022 

Comprehe
nsive  

review 

Provides an extensive analysis of Vision 

Transformers and their applications - 

Guo et al. 

[37] 
2022 

Compariso
n with 

CNNs 

Compares the performance and 
characteristics of Vision Transformers 

with CNNs 

He et al. 

[38] 
2022 

Medical 

image 
analysis 

Examines the use of Vision 

Transformers in the field of medical 
image analysis 

Aleissaee 

et al. [39] 
2023 

Remote 

sensing ap 
plications 

Surveys the application of Vision 

Transformers in remote sensing tasks 

Table I summarizes significant contributions from the 
existing survey articles on vision transformers. 

The contributions of this article are as follows: 

 An overview of the background and preliminaries of 
vision transformers, widely used in natural language 
processing, and how they can be adapted for image 
processing. 

 Discusses how vision transformers have been used for 
image classification and enhancement, which involves 
improving the quality of images by removing noise, 
enhancing contrast, and increasing resolution. 

 Explores how vision transformers can be used for object 
detection, which is the process of identifying and 
locating objects within an image, and how they can 
achieve state-of-the-art performance on this task. 

 Highlights the role of vision transformers in education 
and university systems, specifically in student 
verification, where they can automate the process of 
verifying student identities, making it faster and more 
accurate. 

 Discusses how vision transformers can deal with 
multimodal tasks, where they can process and fuse 
information from multiple modalities, such as text, 
image, and audio. 

The rest of this article is organized as follows. The second 
part introduces the background details of the transformer, and 
the third part explores the usage of the visual transformer 
variants. The fourth part throws light on multimodal variants of 
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using vision transformers. It also discusses the future research 
directions of visual transformers and the fifth part concludes 
the paper. 

 
Fig. 2. Overall organization of the article. 

Fig. 2 shows the overall organization of the sections 
presented in this article. 

II. PRELIMINARIES (OR) BACKGROUND OF TRANSFORMERS 

The transformer is made of L layers, each of which has two 
major blocks: a Multi-Headed Self Attention (MSA) layer that 
performs a self-attention operation on various projections of 
the input tokens and a Multi-Layer Perceptron (MLA). Both 
the MSA and MLA layers are preceded by layer normalization 
and followed by a skip connection [41]. The attention 
mechanism was initially applied for 1-D data processing in 
natural language processing [42-43]. It has recently expanded 
to handle two-dimensional images and three-dimensional video 
data [44]. 

The fundamental components of a transformer include 
Multihead Self-Attention (MSA), Multi-Layer Perceptron 
(MLP), and Layer Normalization (LN) [7]. The authors [45] 
proposed the Gaussian Error Linear Unit (GELU) used to a 
great extent as one of the high-performing activation functions 
for neural networks. The work in [46] discusses the challenges 
of applying batch normalization to RNNs and introduces a new 
technique (called layer normalization) which addresses these 
challenges. Layer normalization computes mean and variance 
for normalization from all summed inputs to neurons in a layer 
on a single training case. It is effective in stabilizing hidden 
state dynamics in recurrent networks. It significantly reduces 
training time compared to previous techniques. 

A. Transformers for NLP 

In recent years, the transformer has evolved into a 
fundamental component of numerous cutting-edge natural 
language processing (NLP) models. Like RNN, the transformer 
is a robust performance model helpful for standard NLP 
applications such as intent identification in a search engine, 
text creation in a chatbot engine, and classification. The 
authors proposed a feed-forward network design that relies 
entirely on attention processes and avoids convolutions and 
recurrence. It achieved state-of-the-art performance on several 
tasks significantly and generalized exceptionally well to other 

NLP tasks, even with limited data. This design served as the 
foundation for numerous NLP models. GPT [47-49] and BERT 
[8] are two pioneering Transformer- based pre-trained models 
(PTMs) that employ autoregressive and autoencoding language 
modeling as pre-training objectives, respectively. Different 
Pre-trained models XLNet [50], RoBERTa [51], ALBERT 
[52], and T-NLG [53] are used in NLP tasks. Fig. 3 shows the 
structural difference between Transformer, GPT, and BERT 
[54]. 

Devlin et al. utilized the Transformer encoder (and only the 
encoder) to pre-train deep bidirectional representations from 
the unlabeled text. This pre-trained BERT model is fine-tuned 
with just one extra output layer to reach state-of-the-art 
performance for various NLP tasks without significant task- 
specific architectural changes. GPT [47] is a framework and 
training technique for natural language processing problems 
based on the Transformer architecture. The process for training 
is twofold. First, unlabeled data was used to learn the initial 
parameters of a neural network model using a language 
modeling aim. Then, using the associated supervised goal, 
these parameters are modified to a target task. 

B. Vision Transformers for Image Classification 

There have been many efforts to apply Transformers to 
vision tasks. These works are divided into two categories. The 
first category comprises models of pure attention. These 
models frequently use self-attention and strive to create 
convolution-free vision models. The second category 
encompasses networks developed using self-attention and 
convolutions [55]. Self-attention networks have revolutionized 
NLP and rapidly advanced image analysis tasks such as image 
classification and object recognition [56-57]. 

In computer vision, attention is employed in conjunction 
with or instead of CNN. This reliance on CNN is not required, 
as a pure transformer applied straight to sequences of image 
patches can do quite well on image classification tasks. The 
original text Transformer accepts a series of words as input and 
then uses them for classification, translation, or other natural 
language processing tasks. Dosovitskiy et al. [58] made the 
fewest feasible changes to the Transformer architecture to 
work directly on images rather than words for the vision 
transformer. Fig. 4 shows the architecture of the vision 
transformer. 

Vision transformer generates a grid of square patches from 
an image. Each patch is converted to a single vector by 
concatenating the channels of all its pixels and then linearly 
projecting it to the chosen input dimension. Because 
transformers are structure-independent, they can add learnable 
position embedding to each patch, allowing the model to learn 
about the structure of the images. Vision transformer does not 
know the relative location of patches in the image or even if the 
image has a two-dimensional structure a priori. It must learn 
this information from training data and encode it in the position 
embeddings. Feed the sequence as an input to a state-of-the-art 
transformer encoder. Pre-train the vision transformer model 
with image labels, fully supervised then on an extensive 
dataset. Fine-tune the downstream dataset for image 
classification. 
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Fig. 3. Structure of transformer, GPT, and BERT. 

 
Fig. 4. Vision transformer architecture. 

The Image GPT (iGPT) method [59] is an unsupervised 
generative pre-training technique for developing robust visual 
representations. By directly applying a GPT-2 [48] model to 
the image pixels, compelling image completions and samples 
were obtained, demonstrating that a completely Transformer-
based architecture is viable for some visual tasks, regardless of 
the input image quality. 

It does not need to prepare a large dataset to properly train 
the network in Data-efficient Image Transformers (DeiT) [6]. 
Instead, student-teacher setup and more intensive data 
augmentation and regularization are employed, such as 
stochastic depth [60] or repeated augmentation [61]. The 
teacher is a neural network designed to guide its student 
induction bias for convolutions [19]. 

LeViT is based on the architecture of the vision transformer 
[58] and the training technique of DeiT [19]. Regarding the 
speed/accuracy trade-off, LeViT considerably outperforms 
previous convents and vision transformers [62]. LeViT is five 
times faster than EfficientNet on the CPU at 80. 

To improve image classification accuracy, Chen et al. [51] 
describe Cross Vision Transformer (CrossViT) [63], a dual-
branch vision transformer learning multi-scale features. The 
proposed technique analyses separately small-patch and large-
patch tokens using two distinct branches with varying 
computational costs. These tokens are subsequently merged 
numerous times repeatedly by attention to complement one 
another. It also created an efficient token fusion module based 
on cross-attention using a single token for each branch as a 
query to exchange information with other branches. Cross-
attention needs linear time for computational and memory 
complexity when it usually requires quadratic time. 

Transformer-iN-Transformer (TNT) [64] combines both 
patch-level and pixel-level representation by utilizing an outer 
Transformer block that processes patch embedding and an 
inner Transformer block that models the relation between pixel 
embedding. 
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C. Transformer for Image Enhancement 

Chen et al. developed a pre-trained image processing model 
based on the transformer design, namely Image Processing 
Transformer (IPT) [65]. The IPT model features multiple 
heads, multiple tails, and a standard transformer body for 
performing various image processing tasks such as super-
resolution and denoising. The IPT model was trained using 
supervised and unsupervised methods, demonstrating a 
significant capacity to capture intrinsic characteristics for low-
level image processing. Experiments indicate that IPT can 
outperform state-of-the-art techniques using a single pre-
trained model following a brief fine-tuning phase. 

Yang et al. [20] proposed a novel Texture Transformer 
Network for Image Super-Resolution (TTSR) in which the low-
resolution (LR) and high-resolution (Ref) images are expressed 
as queries and keys, respectively, in a transformer. TTSR is a 
collection of closely linked modules designed for image 
generation tasks, comprising a learnable texture extractor based 
on deep neural networks, a relevance embedding module, a 
hard-attention module for texture transfer, and a soft-attention 
module texture synthesis. 

D. Transformer for Object Detection 

Carion et al. [21] introduced DEtection Transformer 
(DETR) to eliminate the requirement for such hand-crafted 
components and developed the first fully end-to-end object 
detector with highly competitive performance. DETR is a basic 
architecture shown in Fig. 5 that combines CNNs with 
Transformer encoder-decoders [66]. They use Transformer’s 
versatile and robust relation modelling capabilities to substitute 
hand-crafted rules when appropriately prepared training signals 
are used. DETR is a novel approach to object recognition based 
on transformers and bipartite matching loss for direct set 
prediction. Applied to the problematic COCO dataset, the 
method obtains results equivalent to an improved Faster R-
CNN baseline. DETR is simple to construct and offers a 
modular design easily extendable to panoptic segmentation, 
resulting in competitive performance. Additionally, it 
outperforms Faster R-CNN on big objects, most likely because 
of the global information processing produced by self-
attention. 

However, it has its own range of difficulties. These 
difficulties are primarily due to the Transformer’s attention 
deficiencies in handling image feature maps as essential 
elements: (1) DETR’s ability to identify small objects is 
relatively poor. Modern object detectors use high-resolution 
feature maps to identify small objects more accurately. 
However, high-resolution feature maps would impose an 
excessive complexity level on the self-attention module of 
DETR’s Transformer encoder, which scales quadratically with 
the spatial dimension of the input feature maps. (2) Compared 
to current object detectors, DETR takes more training epochs 
to converge. DETR is primarily due to the difficulty of training 
the attention modules that analyze visual characteristics. 

Deformable (DETR) [21] remove the requirement for 
several handmade components in object detection while 
exhibiting acceptable performance. However, because of the 
limitations of Transformer attention modules in processing 
visual feature maps, it has a sluggish convergence rate and a 
restricted feature spatial resolution. To address these concerns, 
authors [67] suggested Deformable DETR, in which the 
attention modules focus exclusively on a limited number of 
critical sampling points surrounding a reference. Deformable 
DETR is a technique for object detection that seeks to address 
DETR’s delayed convergence and high complexity problems. 
It combines the advantages of deformable convolution sparse 
spatial sampling with the relation modelling capability of 
transformers. Deformable DETR introduced a deformable 
attention module that uses a few sample sites as a pre-filter for 
conspicuous key components among all feature map pixels. 
Without relying on FPN, the module may be organically 
expanded to aggregate multi-scale characteristics. With ten 
fewer training epochs, deformable DETR can outperform 
DETR (particularly on tiny objects). Extensive trials on the 
COCO [68] benchmark validate this method. 

Zheng et al. propose a novel transformer variation called 
the Adaptive Clustering Transformer (ACT) to reduce the 
computation cost associated with high-resolution input [69]. 
ACT uses Locality Sensitive Hashing (LSH) to cluster query 
characteristics adaptively and approximates the query-key 
interaction using the prototype-key interaction. ACT is capable 
of reducing the quadratic complexity inherent in self-attention. 

 

Fig. 5. DETR’s general architecture. The image is from [21]. 
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Inspired by the tremendous success of pre-training 
transformers in natural language processing, Dai et al. [70] 
proposed Unsupervised Pre-train DETR (UP-DETR) for object 
detection. The proposed UP-DETR model includes pre-training 
and fine-tuning procedures: (a) the transformers are 
unsupervised trained on a large-scale dataset without human 
annotations, and (b) the complete model is fine-tuned using 
labelled data, similar to the original DETR. Precisely clip 
random regions from the provided image and send them to the 
decoder as queries. Pre-trained on these query patches from the 
original image, the model detects them. The authors solve two 
critical difficulties during pre-training: multitask learning and 
multi-query localization. To balance classification and 
localization preferences in the pretext task, freeze the CNN 
backbone and propose a patch feature reconstruction branch 
optimized for conjunction with patch detection. (2) To 
accomplish multi-query localization, expand UP-DETR from 
single-query patches to multi-query patches by including object 
query shuffling and an attention mask. To expedite DETR’s 
training convergence and prediction capability in object 
detection, Sun et al. [71] conduct extensive experiments and 
suggest two innovative methods, namely TSP-FCOS 
(transformer-based Set Prediction with FCOS) and TSP-RCNN 
(transformer-based Set Prediction with RCNN). These 
techniques converge considerably quicker than the original 
DETR and significantly outperform DETR and other baselines 
regarding detection accuracy 

Beal et al. [72] developed ViT-FRCNN, a competitive 
object detection solution that uses a transformer backbone, 
implying that sufficiently distinct architectures from the well-
studied CNN backbone are viable for advancement on complex 
vision problems. Transformer-based models have proven 
capacity to pre-train with large datasets without reaching 
saturation and fast fine-tune to different tasks, both observed 
with ViT-FRCNN. 

The authors [73] suggested a novel variation of Vision 
Transformer models based on focal attention, called Focal 
Transformer that outperforms state-of-the-art (SoTA) vision 
Transformers on various publicly available image classification 
and object detection benchmarks. 

Extracting strong feature representations is a significant 
issue in the re-identification of objects (ReID). Although 
techniques based on CNNs have gained considerable success, 
they analyze just one local area at a time and suffer from 
information loss due to convolution and down-sampling 
operators. To address these constraints, He et al. [74] 
introduced Transformer for Object re-identification 
(TransReID), a pure transformer-based object Reid framework. 
First, encode each image as a sequence of patches and then 
construct a transformer-based strong baseline with a few 
essential enhancements that obtain competitive performance on 
many Reid benchmarks using CNN-based techniques. 

E. Transformer for Semantic Segmentation 

Lie et al. [75] proposed a novel vision Transformer called 
Swin Transformer, a hierarchical Transformer with shifted 

windows used for general-purpose computer vision. To 
improve performance, offset windowing restricts self-attention 
computation to non-overlapping local windows while 
permitting cross-window connections. This hierarchical 
architecture can simulate various sizes and has a linear 
computational cost with image scalability. Swin Transformer 
used for image classification 86.4 accuracy on ImageNet-1K 
[76], dense prediction tasks including object identification 58.7 
box AP on COCO, and semantic segmentation 53.5 mIoU on 
ADE20K [77]. 

Zheng et al. [78] introduced a sequence-to-sequence 
prediction framework for semantic segmentation. For the first 
time, authors have eliminated the need for FCN and solved a 
restricted receptive field problem, unlike current FCN-based 
techniques that use dilated convolutions and attention modules 
at the component level. This encoder may be coupled with a 
primary decoder to build a robust segmentation model called 
SEgmentation TRansformer (SETR). SETR uses a pure 
transformer (no convolution or resolution reduction) to encode 
an image as a patch sequence. MaX-DeepLab [79] is the first 
end-to-end model for panoptic segmentation that automatically 
infers masks and classes without the need for hand-coded 
priors such as object centres or boxes. 

The Dense Prediction Transformer (DPT) [80] is a neural 
network design that successfully uses visual transformers for 
dense prediction problems. The monocular depth estimation 
and semantic segmentation tests demonstrate that the given 
architecture generates more fine-grained and globally coherent 
predictions than fully convolutional networks. As with 
previous work on transformers, when trained on large-scale 
datasets, the DPT reaches its full potential. 

F. Transformer for Medical Image Segmentation 

Segmentation of medical images is necessary for 
developing healthcare systems, particularly for disease 
diagnosis and treatment planning. The U-shaped architecture, 
commonly known as U-Net [81], achieved remarkable success 
in various medical image segmentation tasks. However, 
because convolution processes are intrinsically local, U-Net 
typically exhibits problems when representing long-range 
dependence clearly. To fully use the capabilities of 
Transformers, Chen et al. [82] presented TransUNet, which 
incorporates a fully global context by considering image 
features as sequences and effectively uses low-level CNN 
features via a U- shaped hybrid architectural design. Several 
experiments were conducted to evaluate the proposed 
TransUNet system and validate its performance in various 
scenarios, including 1) model scaling, 2) the number of skip-
connections, 3) patch size and sequence length 4) input 
resolution. TransUNet outperforms many competing methods, 
including CNN-based self-attention methods, as an alternate 
framework to the current FCN-based systems for medical 
image segmentation. Fig. 6 shows the architecture of 
TransUNet. 
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Fig. 6. An overview of the TransUNet architecture. Image credit [82]. 

Yun et al. [83] introduced Spectral Transformer (SpecTr), a 
method for segmenting hyperspectral pathology images that 
use transformers to learn contextual features across spectral 
bands. They applied two critical schemes to support context 
learning: (1) A sparsity strategy is used to learn context-
dependent sparsity patterns and improve the model 
performance and interpretability. (2) A technique for spectral 
normalization is given that allows for independent normalizing 
of the feature map at each spectral location, therefore 
eliminating interference caused by distribution mismatches 
between spectral images. On a cholangiocarcinoma 
segmentation dataset, SpecTr was assessed. Experiments 
demonstrate the superiority of the suggested method for 
hyperspectral pathology image segmentation. 

Valanarasu et al. [84] introduced MedT (Medical 
Transformer), an encoder that employs gated axial attention as 
its primary building block and is trained using the Local-
Global training strategy (LoGo) approach. 

The above equation is formulated by the attention model 
presented in [85], and q, K, k w×w is formulated by the width-
wise axial attention model. The gated axial-attention model 
extends previous designs by incorporating a self-attention 
module with an extra control mechanism. 

Guo et al. introduced a unique framework for point cloud 
learning called Point Cloud Trans- former (PCT) [86]. PCT is 
based on the transformer, which has achieved enormous 
success in natural language processing and has tremendous 
promise in image processing. Because it is intrinsically 
permutation invariant when processing a sequence of points, it 
is ideally suited for point cloud learning. The authors increase 
input embedding with the help of the furthest point sampling 
and closest neighbour search to better capture local context 
inside the point cloud. Extensive experimental evidence 
demonstrates that the PCT outperforms state-of-the-art shape 
classification, part segmentation, semantic segmentation, and 
normal estimation tasks. 

G. Transformer for Image Generation 

Inspired by CNN, Image Transformer [87] confines the 
self-attention receptive field to local regions. Image 
Transformer implements an encoder-decoder architecture in 
which the encoder creates a contextualized representation for 
each pixel-channel in the inputs, and the decoder generates one 
channel per pixel at each time step autoregressively. 

Jiang et al. [88] suggest the first GAN completely using 
transformers without convolution. TransGAN has a novel grid 
self-attention mechanism, a memory-friendly generator and a 
multi-scale discriminator. These architectural components have 
been carefully developed to strike a compromise between 
memory efficiency, global feature statistics, and local fine 
details in the presence of spatial variations. 

Lee et al. [89] incorporate the Vision Transformer 
architecture into adversarial generating networks (GANs). The 
authors discovered that conventional regularisation techniques 
for GANs had a poor interaction with self-attention, resulting 
in severe training instability. The ViTGAN model developed 
innovative regularisation strategies for training GANs with 
Vision Transformers to address the problem. 

H. Role of Transformer in Education and University Systems 

To confirm the identity of students, universities and other 
educational institutions typically require them to provide 
identification documents, but this process can be time-
consuming and susceptible to errors. Vision Transformer can 
automate this process, resulting in faster and more accurate 
verification. To implement this approach, the educational 
institution can build a database containing student images and 
identification documents [90]. Then, the Transformer model 
can be trained on this database to learn how to identify 
students’ faces in the images and match them to their 
identification documents. Students can capture the image with 
their mobile device or webcam in the verification process. The 
Transformer model can analyze the image to authenticate the 
student’s identity. The model can compare the student’s face in 
the image to the database of student images to verify that it 
corresponds to the identification document. 
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Moreover, such a transformer model can also detect 
fraudulent activity in student identification documents. The 
model can scrutinize the identification document and highlight 
any discrepancies or irregularities. For example, the model can 
identify if the photo on the identification document has been 
manipulated digitally or if the document has been tampered 
with in any way. This fact not only streamlines the process of 
verifying student identities, making it quicker and more precise 
but also ensures the reliability of the verification process by 
detecting any fraudulent activity in student identification 
documents. 

III. VISUAL TRANSFORMER VARIANTS 

The development of the visual transformer has paved the 
way for significant advancements in computer vision. Since its 
inception, researchers have explored several variants of 
transformer architecture to further improve its performance on 
visual tasks. In this section, we discuss some of the notable 
variants of the visual transformer and their applications. 

A. Deeper Visual Transformer 

Zhou et al. found that in contrast to CNNs, the performance 
of vision transformers rapidly saturates as the number of 
convolutional layers increases. As the transformer progresses 
deeper, the attention maps become increasingly similar after a 
certain number of layers. The feature maps in the top layers of 
deep vision transformer models are often similar. It indicates 
that in the deeper layers of vision transformers, the self-
attention mechanism cannot learn appropriate ideas for 
representation learning, preventing the model from achieving 
the predicted performance improvement. Zhou et al. [91] 
identified the problem of the vision transformers’ attention 
collapsing as they progress deeper. They suggest a unique re-
attention technique DeepViT to resolve it with the least amount 
of calculations and memory cost possible. Using Re-attention 
can sustain an improving performance when the depth of vision 
transformers increases. 

The CaiT [92] network’s operation involves two distinct 
processing phases. The first one, the self-attention stage, is 
similar to the vision transformer, except there is no class 
embedding. Second, a series of layers called the class-attention 
stage (CLS) compiles the patch embeddings into a class 
embedding CLS, given to a linear classifier. 

Wang et al. [93] propose a Pyramid vision transformer 
(PVT), a pure Transformer backbone suitable for dense 
prediction applications like semantic segmentation and object 
detection without convolutions. The authors create a 
progressive pyramid shrinking algorithm and a spatial-
reduction attention layer for obtaining multi-scale feature maps 

with minimal memory/computation resources. Extensive 
experimentation on semantic segmentation and object detection 
benchmarks demonstrates that PVT outperforms well-designed 
CNN when the parameters are equivalent. Fig. 7 compares the 
CNN architectures, the vision transformer, and the pyramid 
transform. 

L. Yuan et al. [96] proposed a novel Token–to–Token 
Vision Transformer (T2T-ViT) model that can be trained 
entirely on ImageNet and attain performance equivalent to or 
better than CNN’s. Using T2T-ViT, the image structure 
information is better modelled, and more features are provided. 
Thus T2T-ViT significantly exceeds the Vision Transformer 
features. It has a unique tokens-to-tokens (T2T) approach for 
tokenizing images incrementally and structurally aggregating 
tokens. 

As a result of the improvements in computer vision and the 
enormous quantity of training data, many people feel 
Transformers are not appropriate for tiny datasets. The authors 
of this article [97] debunked the notion that transformers are 
data-hungry. The authors in [97] demonstrated that proposed 
Compact Convolution Transformers (CCT) can compete with 
state-of-the-art CNNs with appropriate data size and 
tokenization for the first time. Through a unique sequence 
pooling technique and convolutions, the suggested model 
eliminates the need for class tokens and positional embeddings. 

Heo et al. [98] proposed a novel architecture called 
Pooling-based Vision Transformer (PiT) to use the pooling 
layers' advantages. The authors demonstrate that a commonly 
utilized design concept in CNN spatial dimensional 
transformation accomplished by pooling or convolution is 
ignored in transformer-based architectures, negatively affecting 
the model performance and the transformer architecture 
benefits from decreasing the spatial dimension. The authors 
initially examined ResNet and discovered that transforming it 
in terms of spatial dimension improves computing efficiency 
and generalization ability. To capitalize on the benefits of 
Vision Transformer, the authors proposed a PiT that integrates 
a pooling layer into Vision Transformer, and the PiT 
demonstrates that pooling layer benefits become effectively 
matched to Vision Transformer. As a result of considerably 
increasing the performance of the Vision Transformer 
architecture, the authors demonstrated that the pooling layer is 
critical for a self-attention-based design by considering the 
spatial interaction ratio. Moreover, extensive experiments 
showed that PiT outperforms the baseline on object detection, 
image classification, and robustness evaluation. Fig. 8 
highlights the difference in dimensions of network 
architectures ResNet- 50, Vision Transformer, and PiT. 
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Fig. 7. (a) CNNs: ResNet [94], VGG [95], etc. (b) Vision transformer [58] (c) Pyramid vision transformer [93]. 

Fig. 8. A schematic diagram illustrates dimension variation in network architectures. (a) ResNet-50, (b)ViT-S/16, (c)PiT-S. image credit [98]. 

B. Hybrid Transformers 

To improve image super-resolution, Z. Lu et al. [99] 
propose an Efficient Super- Resolution Transformer (ESRT). 
ESRT is a hybrid Transformer that uses a CNN-based SR 
network to extract deep features. Backbones for the ESRT 
include the lightweight CNN (LCB) and lightweight 
Transformer (LTB). LCB is a low-cost SR network extracting 
deep SR features by dynamically changing the feature map’s 
size. LTB consists of an efficient Transformer (ET) that 
consumes less GPU Memory space and benefits from the 
uniquely efficient multi-head attention (EMHA). The Reformer 
[100] is a Transformer model capable of processing context 
windows of up to 1 million words on a single accelerator with 
only 16GB of memory. Reformer combines two critical 
approaches for resolving the attention and memory allocation 
issues that limit the applicability of the transformer to lengthy 
context windows. The reformer uses locality-sensitive hashing 
(LSH) to decrease the complexity of attending to long 
sequences and reversible residual layers to maximize the usage 
of available memory. 

H. Wu et al. [101] introduced a novel architecture, the 
Convolutional Vision Transformer (CvT) that enhances the 
performance and efficiency of the Vision Transformer by 
incorporating convolutions into the Vision Transformer. The 
author’s findings indicate that positional encoding, a critical 
component of existing Vision Transformers, can be safely 
omitted from the CvT model, simplifying the design for 
higher-resolution vision applications. 

Chu et al. [102] proposed a highly efficient and direct 
implementation of two architectures - Twins-PCPVT and 

Twins-SVT vision transformer designs. Twins-PCPT is based 
on PVT [93] and CPVT [103] and utilizes global attention. 
Twins-SVT is based on the proposed SSSA, consisting of two 
distinct attention operations: locally-grouped self-attention 
(LSA) and globally subsampled attention (GSA). Both 
transformer models established new benchmarks for image 
classification, semantic/instance segmentation, and object 
detection. 

Zhang et al. introduced the Nested Transformer (NesT) 
[104]. The block aggregation function is essential for enabling 
non-local information transmission across blocks. The 
accuracy of a NesT trained on ImageNet for 100/300 epochs is 
82.3 per cent compared to other techniques [19], [105] that 
achieved up to 57% parameter reduction. A NesT with 6M 
parameters trained from scratch on CIFAR10 [106] achieves 
96% accuracy using a single GPU. 

Visual Transformers (VT) [107] defines the problem in the 
semantic token space, intending to represent and process high-
level concepts in images using visual tokens. Moreover, 
different parts of the image have different meanings due to 
their different content. Note that this is entirely different from 
the transformer that processes information in pixel space (such 
as Vision Transformer, DeiT, IPT, etc.) because the amount of 
calculation differs by multiple orders of magnitude. The author 
[107] uses the spatial attention mechanism to convert the 
feature map into compact semantic tokens. Then input these 
tokens into a Transformer, and use the unique functions of the 
transformer to capture the connection between the tokens. In 
this way, VT can 1) Focus on those relatively important areas 
instead of treating all pixels equally like CNN. 2) Encode 
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semantic concepts in visual tokens instead of modelling all 
concepts in all images. 3) Use the Transformer to model the 
relationship between tokens. The VT model is used in 
classification tasks (Model Base: ResNet, Dataset: ImageNet, 
reduced by 6.9 times, increased by 4.6- 7 Accuracy) and 
semantic segmentation tasks (Model Base: FPN, Dataset: LIP 
and COCO-stuff reduced by 6.4 times the amount of 
calculation, the increase point 0.35 mIoU) has achieved 
excellent performance. 

C. Supervised Learning in Vision Transformer 

Supervised learning enables the transformer to learn a 
bottleneck representation in which the content and context are 
mixed around the class token. This results in a relatively 
superficial data model, and its association with labels needs 
many training examples. On the other hand, unsupervised 
learning uses the information redundancy and complementarity 
inherent in image data by learning to rebuild local content 
through context integration [108]. 

In self-supervised learning, no concept whatsoever of 
labelled data for the training. Self-supervised techniques can be 
classified broadly as generative or discriminative [109]. 
Generative methods learn to predict the data distribution. 
However, data modelling is inherently computationally 
expensive and may not be required in all cases for 
representation learning. Discriminative methods, generally 
implemented in a contrastive learning framework [110] or 
through pretext tasks [111], have the capacity to create more 
generalized representations with minimal computing needs. 

Auto et al. [112] proposed a Self-supervised vision 
Transformer (SiT), a unique approach for learning visual 
representations without supervision. Using the autoencoder 
transformer’s inherent capacity to perform multitask learning, 
it created a robust self-supervised system that optimizes 
reconstruction, rotation classification, and contrastive losses 
concurrently. The last utilizes the strength of the transformer to 
train SiT to perform three distinct tasks: image reconstruction, 
rotation prediction, and contrastive learning. 

Bao et al. [113] introduced a self-supervised vision 
representation model BEiT, which stands for Bidirectional 
Encoder representation from image Transformers. The authors 
proposed a masked image modelling task to pre-train vision 
Transformers in a self-supervised manner. In pre-training, each 
image contains two perspectives - image patches and visual 
tokens. First, ”tokenize” the original image into visual tokens. 
Then, using a random masking technique, feed specific image 
patches into the backbone Transformer. The purpose of the 
pre-training is to reconstruct the original visual tokens from the 
damaged image patches. After pre-training BEIT, fine-tune 
model parameters directly on downstream tasks by 
superimposing task layers on the pre-trained encoder. 
Experiments on image classification and semantic 
segmentation demonstrate that our model outperforms prior 
pre-training approaches. For example, base-size BEIT achieves 
83.2% top-1 accuracy on ImageNet-1K with the same 

configuration, considerably surpassing DeiT training from 
scratch at 81.8% [19]. 

D. Video Transformer 

Following the recent success of vision transformer models 
in image classification, Arnab et al. [114] presented pure-
transformer-based video classification models Video Vision 
Transformer (ViViT). To efficiently handle a high count of 
Spatiotemporal tokens, the authors in [114] constructed 
multiple model variations that factorize the transformer 
encoder’s many components across spatial and temporal 
dimensions. The authors in [113] demonstrated how to use 
additional regularisation and pre-trained models to compensate 
for the fact that video datasets are often smaller than the image 
datasets on which Vision Transformer was trained. 

The VisTR, a new video instance segmentation framework 
based on Transformers, considers the video in-stance 
segmentation (VIS) problem an end-to-end concurrent 
sequence decoding/prediction issue [115]. Fig. 9 shows the 
architecture of VisTR. The paradigm is qualitatively distinct 
from previous techniques, streamlining the whole process 
significantly. VisTR approaches the VIS problem from a novel 
similarity-based perspective. Segmentation was used to 
determine pixel-level similarity, whereas tracking was used to 
determine instance-to-instance similarity. Thus, tracking 
instances occurs naturally and smoothly in the instance 
segmentation context. VisTR’s success is developing a novel 
technique, such as sequence matching and segmentation, 
optimized for the framework. This well-designed method 
enables monitoring and segmenting instances at the sequence 
level in their entirety. ViSTR is composed of four major 
components:1) a CNN backbone that extracts feature 
representations from multiple images, 2) an encoder-decoder 
Transformer that models the relationships between pixel-level 
and instance-level features and decodes them, 3) an instance 
sequence matching module that supervises the model, and 4) 
an instance sequence segmentation module that outputs the 
final mask sequences. VisTR outperforms other techniques that 
employ a single model on the YouTube-VIS dataset, reaching 
40.1% in mask mAP at 57.7 frames per second. 

Fan et al. [116] introduce Multi-scale Vision Transformers 
(MViT) for video and image recognition by fusing the 
foundational concept of multi-scale feature hierarchies with 
transformer models. Multi-scale Transformers feature many 
scale stages with varying degrees of channel resolution. 

The industry’s high demand for autonomous driving has led 
to a surge of interest in three-dimensional object detection, 
resulting in several practical three-dimensional object detection 
algorithms [117]. Yuan et al. [55] proposed a Temporal-
Channel transformer to represent spatial-temporal and channel 
domain relationships for video object detection from Lidar 
data. The transformer’s unique architecture encodes temporal-
channel information for many frames, whereas the decoder 
decodes spatial-channel information for the current frame 
voxel-by-voxel. 
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Fig. 9. The architecture of VisTR. image credit ( [115]).

IV. MULTIMODAL TASK 

With the increasing demand for models that can process 
both visual and textual inputs, the application of the visual 
transformer has been extended to multimodal tasks. In this 
section, we explore the capabilities of the visual transformer in 
handling multimodal inputs and review some of the recent 
developments in this area. 

Recent breakthroughs in deep learning have resulted in 
significant advancements in computer vision and natural 
language processing. These accomplishments enable the 
integration of vision and language and multimodal learning 
tasks such as image captioning [118-119], image-text 
matching, visual grounding [120], and visual question 
answering [121]. Yu et al. present a novel framework for 
picture captioning called the Multimodal Transformer (MT) 
[122]. The MT comprises an image encoder that creates visual 
representations using deep self-attention learning and a caption 
decoder that converts the encoder’s visual characteristics to 
textual captions. Liu et al. [123] explore image captioning as a 
sequence-to-sequence prediction problem. Li et al. proposed 
CaPtion Trans- formeR (CPTR), a complete Transformer 
model, to replace the usual ”CNN+Transformer” approach. 
CPTR is convolution-free and can model global context 
information at each encoder layer. Evaluation results on the 
famous MS COCO [68] dataset indicate that the CPTR 
technique is more successful than “CNN+Transformer” 
networks. Detailed visualizations illustrate that the CPTR 
model can use long-range dependencies from the start and that 
the decoder’s “words-to-patches” attention can pay close 
attention. The Conditional Position encodings Visual 
Transformer (CPVT) [103] sub-statutes the predefined 
positional embeddings used in Vision Transformer with 
conditional position encodings (CPE), allowing transformers to 
analyze input images of any size without interpolation. 

Hu and Singh [124] developed a Unified Transformer 
(UniT) encoder-decoder model that accepts pictures and(or) 
text as input and trains on various tasks ranging from visual 
perception and language comprehension to combined vision- 
language reasoning. UniT consists of encoding modules that 
encode each input modality as a sequence of hidden states, a 
transformer decoder over the encoded input modalities, and 

task-specific output heads that apply task-specific output heads 
to the decoder hidden states to generate the final predictions for 
each task. Desai and Johnson [125] proposed that visual repre- 
sentations from textual annotations (VirTex) are a pre-training 
technique for visual representations that use semantically dense 
captions. First, VirTex jointly trains CNN and Transformer to 
create natural language captions for images from scratch. Then, 
apply the newly acquired characteristics to subsequent visual 
recognition tasks. A Decision Transformer [126] architecture 
encodes states, actions, and returns using modality-specific lin- 
ear embeddings and a positional episodic time step encoding. 
Fig. 10 shows the architecture of the Decision transformer. 
Tokens are fed into a GPT architecture, which uses a causal 
self-attention mask to predict behaviors auto-regressively. 

The vision transformer architecture is integrated into 
generative adversarial networks (GANs) for image generation. 
Regularisation methods for GANs that are now available do 
not interact well with self-attention, resulting in significant 
training instability. GANs using Vision Transformers are 
trained using novel regularization techniques. ViTGAN beats 
the existing CNN-based StyleGAN2 method on the CIFAR-10, 
CelebA [127], and LSUN bedroom datasets [128]. 

 

Fig. 10. Decision transformer architecture. Image credit [126]. 

V. FUTURE RESEARCH DIRECTIONS OF VISUAL 

TRANSFORMERS 
As the field of Visual Transformers continues to develop, 

numerous potential avenues for future research exist. This 
section focuses on the summary of lessons learned from the 
discussions made throughout the article and future research 
directions. These directions offer valuable opportunities to 
enhance the performance and capabilities of Vision 
Transformers. 
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A. Lessons Learnt 

1) Adaptation of vision transformers: The survey 

highlights the adaptability of Vision Transformers in their use 

for image processing, which was previously known in natural 

language processing. This fact demonstrates the chance to use 

already-developed skills and methods from one field to 

another, expanding the possible uses of Vision Transformers. 

2) Image enhancement and classification: The survey 

shows how well Vision Transformers perform various image 

enhancement tasks, such as lowering noise, raising contrast, 

and boosting resolution. Additionally, their efficient use in 

image classification tasks demonstrates their capacity to 

extract significant representations from images and achieve 

competitive performance levels. 

3) State-of-the-Art object detection: The study 

demonstrates the remarkable object detection performance of 

Vision Transformers, which outperforms conventional 

approaches and produces cutting-edge results. This fact shows 

the main contribution that Vision Transformers make to the 

field by enhancing robustness and accuracy in object 

localization and identification key processes. 

4) Automation in education systems: The survey looks at 

how student verification processes used in educational 

institutions utilize Vision Transformers. Vision Transformers 

can streamline administrative operations, increasing speed and 

accuracy by automating the identity of the verification 

process. This fact demonstrates the crucial role that Vision 

Transformers have played in changing and strengthening the 

administrative procedures used in educational institutions. 

5) Multimodal processing: The survey explores Vision 

Transformers’ ability to handle multimodal tasks that require 

the processing and fusion of data from many modalities, in- 

including text, picture, and audio. This fact demonstrates the 

potential of Vision Transformers to enable thorough 

comprehension and analysis of complex data, leading to 

breakthroughs in areas like cross-modal retrieval, multimodal 

sentiment analysis, and visual question answering. The review 

demonstrates the significant contributions and developments 

made by Vision Transformers for image processing through an 

in-depth examination. The main findings from this overview 

highlight the flexibility of Vision Transformers, their 

effectiveness in image enhancement and classification, their 

cutting-edge performance in object detection, their potential to 

automate administrative tasks in educational systems, and 

their proficiency in handling multimodal data. These priceless 

insights provide direction for future study and practical use of 

Vision Transformers across numerous areas, encouraging 

further development in computer vision. 

B. Future Research Directions 

1) Efficiency optimization: Recent research has focused a 

lot of attention on finding ways to increase the effectiveness of 

Visual Transformers. There is a rising need to create methods 

to increase Visual Transformers’ efficiency without sacrificing 

performance due to the demand for real-time and resource-

constrained applications. Recent studies have looked into 

several solutions to this problem. For instance, researchers 

have studied techniques for sparse attention, which 

concentrate on focusing just on relevant areas of input to 

lighten the total computing load. Also, low-rank 

approximations, which approximate the attention matrices 

with low-rank structures and save a significant amount of 

computation, have been studied. Additionally, to decrease the 

memory footprint and inference time of Visual Transformers, 

researchers have looked into model reduction techniques like 

pruning or quantization. Recent developments in Visual 

Transformer efficiency show tremendous promise for enabling 

implementation in resource-constrained contexts while 

preserving their efficacy and performance. 

2) Robustness and generalization: A significant area of 

research continues to be strengthening the robustness and 

generalization abilities of Visual Transformers, with current 

developments tackling the difficulties presented by real-world 

settings. Researchers have been looking into cutting-edge 

methods to lessen the effects of occlusions, which frequently 

impair accurate object detection in complex surroundings, in 

the pursuit of enhanced resilience. Recent research has looked 

at techniques to improve performance in obstructed situations, 

such as partial occlusion handling through attention processes 

or occlusion-aware training procedures. Additionally, the 

danger of adversarial attacks has been elevated to a top 

priority when using computer vision models. By using 

competitive training techniques or defence mechanisms 

against such attacks, researchers have made substantial 

progress toward creating robust Visual Transformers that can 

tolerate adversarial perturbations. In addition, recent research 

initiatives have focused on addressing domain transitions. It 

has been investigated to enhance the generalization abilities of 

Visual Transformers across various datasets or real-world 

domains using techniques like domain adaption or domain 

generalization. Researchers are making progress towards 

giving Visual Transformers the robustness and generalization 

skills they need to meet the challenges posed by many 

complicated real-world circumstances by actively taking into 

account these recent developments. 

3) Interpretability and explainability: Various computer 

vision challenges have revealed impressive performance from 

Visual Transformers. However, it is difficult to comprehend 

the logic behind their forecasts because of their lack of 

interpretability. The recent research aims to overcome this 

drawback by investigating ways to make Visual Transformers 

easier to understand. A possible strategy is using attention 

visualization methods to draw attention to the areas of an 

image impacting judgment. Researchers and users can learn 

more about the particular characteristics or regions that the 

Visual Transformer concentrates on while making predictions 

by visualizing the attention maps. In addition, techniques like 

gradient-based attribution approaches and saliency maps have 

been used to pinpoint the most crucial input features 

influencing the result. These methods aid in identifying the 
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primary determinants of the Visual Transformer’s choice, 

enhancing the predictability and interpretability of results. 

Future research aims to provide users with more transparent 

and interpretable Visual Transformers, enabling improved 

understanding and utilization of these potent models in 

practical applications. The last will be accomplished by 

continuing to investigate and improve these methodologies. 

4) Multi-modal and cross-modal learning: A fascinating 

research area that will help us interpret complicated visual 

data better is the extension of Visual Transformers to handle 

multimodal and cross-modal data. Inquiries into integrating 

Visual Transformers with various modalities, such as text, 

audio, and depth information, have advanced significantly in 

recent years. For instance, using the strength of Visual 

Transformers to interpret visual data alongside textual context, 

researchers have created unique architectures that integrate 

vision and language models. Tasks such as image captioning, 

visual question answering, and cross-modal retrieval have all 

benefited from this integration. Additionally, research into 

using audio data in Visual Transformers has produced 

promising outcomes for tasks like sound event recognition or 

audio-visual scene analysis. Another fascinating development 

is integrating depth information with Visual Transformers, 

which enables comprehensive scene interpretation and 3D 

perception. Visual Transformers can deliver a thorough and 

holistic comprehension of complicated visual data by 

successfully integrating and learning from several modalities, 

pushing the limits of computer vision research and 

applications. Continued study in this field can reveal fresh 

perspectives and enhance Visual Transformers’ capacity to 

handle multimodal and cross-modal input. 

5) Incremental and continual learning: Recent research 

has focused heavily on enabling Visual Transformers to 

continually learn from streaming or updating data since it 

allows models to adapt to changing contexts and evolving 

concepts. The flexibility and adaptability of Visual 

Transformer may be enhanced by recent developments in 

incremental learning methods. Rehearsal approaches, which 

save and playback a portion of previously observed data 

during training to reduce catastrophic forgetting, are one 

noteworthy strategy. Research has also looked into methods 

like lifelong learning, where the model gradually picks up new 

skills while holding on to knowledge from earlier jobs. As a 

result, Visual Transformers can continuously improve their 

skills without compromising how well they do previously 

mastered jobs. Strategies like adaptive learning rates, dynamic 

network designs, and online learning algorithms have been 

investigated to address the problem. Visual Transformers can 

effectively learn from evolving data streams, improve their 

performance, and keep current knowledge by concentrating on 

incremental learning and devising ways to adapt to new 

classes or concepts over time. More research is needed in this 

field to make Visual Transformers more flexible and adaptable 

in practical applications and dynamic contexts. 

6) Attention mechanism exploration: Research on Visual 

Transformers in recent years has concentrated on 

understanding and improving attention mechanisms to 

improve their effectiveness. Different attention types that can 

improve the modelling skills of Visual Transformers are the 

subject of one area of research. For instance, non-local 

attention mechanisms have drawn attention to their ability to 

identify distant relationships in pictures or movies, facilitating 

a better comprehension of the whole context. Another 

interesting approach is sparse attention, which tries to keep 

good performance while reducing computing complexity by 

focusing only on pertinent areas or pixels inside an input. 

Additionally, researchers have looked at the usage of learned 

attention masks, in which attention weights are dynamically 

computed based on the input data, enabling the model to 

assign adaptively attention to the most informative regions. 

The performance and modelling skills of Visual Transformers 

could be significantly improved by these latest developments 

in attention mechanisms. Researchers can open new doors for 

developing computer vision and expanding the capabilities of 

Visual Transformers in various applications by exploring 

these attention variants and continuing to innovate in this area. 

7) Domain-specific adaptation: Various computer vision 

challenges have revealed impressive performance from Visual 

Transformers. However, because of the particular traits and 

demands of such areas, its application to specific tasks or 

domains frequently presents difficulties. Future research 

efforts can concentrate on investigating domain-specific 

adaptation methods to modify Visual Transformers for 

specific application domains. Recent studies have begun to 

explore domain adaptation techniques that use labelled data 

from the target domain to align the model’s representation 

with the domain-specific features. To adapt Visual 

Transformers for tasks like disease diagnosis, organ 

segmentation, or anomaly detection, for instance, researchers 

in the field of medical imaging have investigated strategies 

like transfer learning or fine-tuning on medical datasets. 

Although Visual Transformers have demonstrated potential in 

satellite image analysis, more study is required to create 

domain-specific adaptations to deal with issues like size 

variation, heterogeneous data sources, or a lack of labelled 

data. In a similar way, in robotics, Visual Transformers can be 

configured to perform visual perception tasks in specific 

robotic applications, such as robot localization, object 

recognition, and scene interpretation. Researchers can bridge 

the gap between Visual Transformers and certain application 

areas, enabling higher performance and overcoming the 

particular difficulties encountered in those domains by 

concentrating on domain-specific adaption strategies. The 

investigation of these methods holds promise for releasing 

Visual Transformers’ full potential across many specialized 

fields and advancing computer vision in particular application 

areas. 

8) Data-efficient learning: Visual Transformers have 

displayed outstanding performance in computer vision 
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applications, although their training frequently necessitates 

large amounts of labelled data. Recent research has 

concentrated on investigating data-efficient learning 

approaches to lessen the dependence on sizable annotated 

datasets and enable efficient learning with few labelled 

examples. In this regard, semi-supervised learning strategies 

have drawn interest since they use labelled and unlabeled data 

during training. Visual Transformers can gain from a larger 

training set and perform better by using the quantity of 

unlabeled data and incorporating it into the learning process. 

Another exploratory route, which seeks to learn 

representations solely from unlabeled data, is unsupervised 

learning. These techniques allow models to develop helpful 

presentations from unannotated data that may be applied to 

subsequent tasks. Unsupervised learning has recently made 

significant strides in several computer vision areas, including 

picture categorization, object recognition, and image 

synthesis. Researchers can harness the potential of Visual 

Transformers in situations with little labelled data by 

exploring data-efficient learning techniques, making it 

possible to deploy these models more frugally and widely in 

various applications. 

V. CONCLUSION 

This article discusses critical self-attention architectures 
and examines in detail transformer models for various image-
processing applications. We comprehensively discuss the 
strengths and weaknesses of existing techniques, particularly 
the possible future research directions. With a particular 
emphasis on general image processing problems, this survey 
offers a unique perspective on recent advances in self-attention 
and Transformer-based techniques. We discuss state-of-the-art 
self-attention models for semantic and instance segmentation, 
image classification, object detection, image captioning, video 
analysis and classification, multi-model tasks, and three-
dimensional data analysis. We hope our work will spark 
interest among the image-processing community in 
maximizing the applications of vision-transformed models. 
Transformer models are pretty complicated from the 
perspective of parameters, computing time, and resources 
required. Visualizing and comprehending essential parts in an 
image for classification purposes is still a problem in 
transformers, and spatially accurate activation-specific 
representations are necessary [129]. The use of a vision 
transformer model in university education systems facilitating 
the detection of fraudulent activities in student identification 
documents is also highlighted. The model can thoroughly 
examine the identification document, detecting inconsistencies 
or anomalies as highlighting fraudulent activity. 
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Abstract—The use of virtual rehabilitation systems for upper 

limbs has been implemented using different devices, and its 

efficiency as a complement to traditional therapies has been 

demonstrated.  Multimodal systems are necessary for virtual 

rehabilitation systems since they allow multiple sources of 

information for both input and output so that the participant can 

have a personalized interaction.  This work presents a simplified 

multimodal contactless architecture for virtual reality systems 

that focuses on upper limb rehabilitation.  This research presents 

the following: 1) the proposed architecture 2) the implementation 

of a virtual reality system oriented to activities of daily living, 

and 3) an evaluation of the user experience and the kinematic 

results of the implementation. The results of the two experiments 

showed positive results regarding the implementation of a 

multimodal contactless virtual rehabilitation system based on the 

architecture. User experience evaluation showed positive values 

regard to six dimensions: perspicuity=2.068, 

attractiveness=1.987, stimulation=1.703, dependability=1.649, 

efficiency=1.517, and novelty=1.401. Kinematic evaluation was 

consistent with the score of the implemented game. 

Keywords—Human computer interaction (HCI); multimodal; 

feedback; architecture; upper limb; rehabilitation; contactless 

I. INTRODUCTION 

Limited mobility is a prevalent dysfunction that is 
observed in patients suffering from neurological diseases such 
as Stroke, Epileptic Encephalopathy, Cerebral Palsy or 
Parkinson diseases [1, 2, 3, 4].  The importance of upper limb 
function rehabilitation is emphasized since upper limbs are 
used to manipulate objects and to interact physically in 
Activities of Daily Living (ADL) [5, 6]. 

Studies present different types of implementations for 
rehabilitation that respond to different kinds of patients' needs 
[7, 8, 9] however, sometimes medical conditions do not allow 
the use of wearable devices [10].  Contactless devices are an 
alternative for gesture recognition applications in healthcare 
[11] and permit the tracking of free and natural movements 
facilitating the user’s mobility [12]. Important advances have 
been made in contactless approaches that grant safety and 
accuracy [13, 14]. 

Multimodal systems allow Virtual Reality Systems (VRS) 
to be implemented with multiple sources of information for 
both input and output so that the participant can have a 
personalized interaction with the system [15, 16]. Multimodal 
systems also consider multimodal feedback that consists of 
visual, auditory, and tactile feedback that can be combined to 
increase participant motivation and improve training 
effectiveness [17]. 

Literature shows different kinds of focus regarding the use 
of contactless devices, for example, the analysis of the 
contactless interactions of new users when they are learning 
and adapting [18]. Some other research focuses on the impact 
of a specific device in the rehabilitation process such as Leap 
Motion Controller [19, 20, 21] or Kinect [22, 23, 24, 25]. 
Some other studies refer to how virtual rehabilitation using 
contactless devices reinforce motivation [26, 27, 28, 29]. 

 The main objectives of this work are: 1) to propose a 
multimodal contactless architecture for a virtual rehabilitation 
system for upper limbs; 2) implement a virtual rehabilitation 
system based on the proposed architecture; and 3) evaluate the 
acceptance of the VRS and the kinematic outcomes. 

The rest of the paper is organized as follows: Section II 
presents the related works; Section III presents the architecture 
and experiments conducted. Section IV presents results and 
discussion, and finally Section V gives the conclusions. 

II. RELATED WORK 

Contactless devices for rehabilitation have been used for 
many years. Early research makes use of Kinect, and 
experiences have been carried out for various diseases such as 
stroke, cerebral palsy or Parkinson disease. 

Huang [30] implemented recognition on arm movements. 
Therapists were able to adjust the rehabilitation movements 
based on the conditions of the participant.  Pastor et al. [31] 
focused on increasing range of motion to improve functional 
use of the impaired upper extremity. They developed a game 
that requires patients to control a cursor on the screen by 
moving their hand. 

Other research has focused on ADL, for example, the work 
in Adams [32] implemented activities for preparing meals 
with an avatar for recovery of upper extremities combining a 
virtual world and a Kinect™ sensor. 

There is other research that has focused on active 
movements of the upper and lower limbs using a Kinect-based 
game system in addition to conventional therapy. The results 
showed that Kinect may have supplemental benefits for 
patients [33] [34]. 

In recent years, other contactless devices have become 
relevant in the virtual rehabilitation process due to their small 
size, accuracy, and low cost. Taraki et al. [35] presented the 
use of the Leap Motion Controller (LMC) for upper extremity 
rehabilitation to improve the joint range of motion, muscle 
strength, coordination, and fine motor functions of the hand 
and wrist in patients. The results showed quantitatively that 
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LMC should be used as an effective alternative treatment 
option in children and adolescents with physical disabilities.  

Wang et al. [36] also used six interfaced virtual exercises 
that are included in the LMC virtual reality system. The games 
focus on the improvement of dexterity. Their results conclude 
that LMC facilitates the recovery of the motor function and 
dexterity of a paretic upper limb. Khademi et al. [37] used 
LMC to implement the game of Fruit Ninja focusing on finger 
individuation for stroke patients. The results demonstrated 
significant correlations between the scores generated from the 
game and standard clinical outcome measures. 

From the review of the literature, it has been observed the 
importance of the use of contactless systems for certain types 
of patients who cannot use wearable devices. Likewise, it has 
been found the effectiveness of therapies that make use of 
virtual systems as a complement to traditional therapies. 
Finally, given the different conditions that patients have, it is 
necessary to adapt the different types of feedback that patients 
need at the auditory, visual, or tactile level. Even though all of 
the related works propose different kind of implementations, it 
had not been found a generic architecture for virtual reality 
systems oriented to upper limb rehabilitation. 

III. METHODS 

A. Architecture Proposal Methodology 

The software architecture of a system is the structure that 
considers: 1) software components, 2) the externally visible 
properties of those components, and 3) the relationships 
between the components. Software architecture is important 
because it defines a set of constraints on the subsequent 
implementation and it focuses on component assembly [38]. 

For the architecture proposal, this work have adapted the  
methodology proposed by Parisaca et al. [ 39] considering 
only six steps 1) Identification of system quality attribute 
requirements; 2) Identification of architecturally significant 
requirements; 3) Design of architecture components; 4) 
Classification of components; 5) Validation of design 
decisions; and 6) Analysis and evaluation of software 
architecture. 

The development of each step is described in section B. 

B. Multimodal Contactless Architecture for Upper Limb 

Virtual Rehabilitation 

Step 1: Identification of system quality attribute 
requirements. Upper limbs rehabilitation is important since it 
allows the use of hands to interact physically in ADL [5]. 
Sometimes different kinds of medical conditions do not allow 
the use of wearable devices for virtual rehabilitation. This 
reason makes it necessary to consider contactless devices for 
gesture recognition. 

Step 2: Identification of architecturally significant 
requirements. The functional requirements related to the 
architectural components are shown in Table I. 

TABLE I.  FUNCTIONAL REQUIREMENTS 

Functional Requirements Architecture Component 

Upper Limb interaction  
Virtual Reality System:  for upper 
limb rehabilitation 

Data capture through  hardware   Contactless Tracking Device  

Multiple sources of information  for 

feedback to increase participant 

motivation and improve 
rehabilitation effectiveness 

Visual feedback 
 Auditory feedback  

Others 

Step 3 Design of architecture components. 

Based on Dumas, Lalanne and Oviatt [40] work, we 
propose an architecture for contactless virtual rehabilitation 
systems that focus on multimodal feedback. The architecture 
has four components (Fig. 1): i) The Input Modality; ii) The 
Integration Committee; iii) The Output Modalities; and iv) 
The Virtual Reality System. The Integration Committee has 
three elements: i) Dialog Management, ii) Context User 
Model History, and iii) Output Modalities Fission. 

 

Fig. 1. VRS multimodal contactless architecture. 

Input Modality refers to the contactless device that 
communicates to the Dialog Management.  Dialog 
Management is in charge of identifying the dialog state that 
takes place in the VRS (the actions to communicate to the 
VRS and/or the messages to return through the Output 
Modalities Fission). Output Modalities refers to the auditory 
or visual feedback that gets the user. 

Output Modalities Fission is in charge of returning the 
feedback to the user through a combination of modalities, 
depending on the Context User Model History (visual, 
auditory or other). 

Step 4: Classification of components. From the functional 
requirements described in Table I we have considered: 
component A (Input Modality) as unimodal and component D 
(Output Modalities) as multimodal. 

Step 5: Validation of the Design Decisions. The validation 
of the architecture design can be done with different 
techniques such as scenarios, questionnaires, simulations, 
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mathematical models, or prototypes [38].  In this work we 
decided to validate the architecture with a prototype. 

For the prototype, the proposed VRS focuses on 
performing the coordinated actions of handling objects: 
picking up, manipulating, and releasing them in order to 
perform exercises to recover hand dexterity [41].  The task of 
the VRS is to preparing a pizza. The participant must pick up 
a highlighted ingredient, (one by one) and drop them onto the 
pizza dough. For each ingredient placed correctly, the 
participant receives a point (visual feedback). The VRS shows 
whether it is a hit or a failure (visual feedback).  Auditory 
feedback is also provided, in the case of a hit, a bell rings, and 
in case of a miss, an error horn sounds (Fig. 2). 

 

Fig. 2. VRS Pizza Game – right hand – 20 elements. 

The VRS allows configuring the hand to be used (left or 
right) and the number of ingredients to be displayed: 5, 10, 15, 
or 20. 

The VRS was developed in Unity with the contactless 
optical tracking device Leap Motion Controller (LMC). This 
is a small optical device with sub-millimeter precision 
oriented to gestural hand movement [13]. 

The architecture of the VRS is shown in Fig. 3. The Input 
Modality considers the contactless device LMC. The Output 
Modalities are implemented with visual and auditory 
feedback. We also show the interaction of the VRS states. 
From the user perspective the Decision state represents the 
person’s attention, intention, and emotions. The Action state 
represents the hand movements. The Perception state is the 
recognition of the gestures and movements controlled by the 
LMC. In the Interpretation state, the data captured from 
the device is processed. 

From the perspective of the VRS, the Computation state 
performs the fission process that allows the VRS to generate 
the feedback messages based on the context of the user. The 
Action state refers to the response to the user action in the 
form of visual and audio cues.  The Perception state refers to 
what the user hears and sees in the VRS. Finally, the 
Interpretation state refers to new decisions that the participant 
will make. 

 

Fig. 3. VRS Pizza Game – Architecture. 

Step 6 Analysis and evaluation of software architecture. 
Two experiments have been performed in order to evaluate the 
acceptance and technical effectivity of the implementation of 
the proposed VRS. 

Experiment 1 

The participants were 106 healthy university students. 
There were sixty-eight males and thirty-eight females. The 
mean age of the participants was 20 ± 1.4 years old. The 
instrument was the User Experience Questionnaire (UEQ) 
[42,43], which measures six dimensions: (a) Attractiveness: 
attractive, pleasant, friendly, and enjoyable; (b) Efficiency: to 
perform tasks quickly, efficiently and pragmatically; (c) 
Perspicuity: easy to understand, clear, simple, and easy to 
learn; (d) Reliability: interaction should be predictable, safe 
and meet user expectations; (e) Stimulation: interesting, 
exciting, and motivating; (f) Novelty: innovative, inventive, 
and creatively designed. The scale ranges from -3 to +3. 
Values between -0.8 and 0.8 represent a more or less neutral 
evaluation of the corresponding scale, values greater than 0.8 
represent a positive evaluation, and values lower than -0.8 
represent a negative evaluation [43].  

With regards to the protocol, first, the researchers 
explained the instructions for interacting with the VRS. Then 
each participant interacted with their dominant hand. Each 
participant interacted with 20 elements without a time limit. 
Finally, participants filled out the UEQ questionnaire (Fig. 4 
shows the interaction of one student). 
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Fig. 4. VRS Pizza Game – Interaction. 

Experiment 2 

The participants were four children with moderate hand 
disabilities. There were two males and two females. The mean 
age of the children was 12.25 ± 3.4 years old. The study 
followed the guidelines of the Declaration of Helsinki. It was 
approved by the Ethical Committee (reference number: 2008-
0234). 

The second intervention was to evaluate the kinematic 
outcomes of the study.  It focused on the number of hits the 
participants had when they dropped the ingredients onto the 
dough.  With regards to the protocol, the children interacted 
with the VRS in ten sessions, first with five elements using 
their right hand and then with their left hand. Then they 
interacted with the VRS with ten elements using their right 
hand and then their left hand. The VRS recorded the number 
of hits in each interaction. 

IV. RESULTS AND DISCUSSION 

Experiment 1 

Table II shows the values of the 6 UEQ scales, all of 
which have positive results: < 0.8. 

Fig. 5 shows that the highest value is Perspicuity, with an 
average of 2.068, which is considered to be Excellent. The 
perception of clarity is based on the comments obtained from 
the open-ended questions, which highlight the interactivity 
and ease of use, the intuitiveness of the game, and the 
feedback channels (visual and audio cues) that are available to 
the participants. 

TABLE II.  RESULTS OF THE UEQ SCALES (MEAN AND VARIANCE) 

UEQ SCALES (MEAN AND VARIANCE) 

ATTRACTIVENESS 1.987 0.96 

PERSPICUITY 2.068 1.31 

EFFICIENCY 1.517 1.15 

DEPENDABILITY 1.649 0.95 

STIMULATION 1.703 1.16 

NOVELTY 1.401 1.33 

 

Fig. 5. Results of the six main areas of user experience according to UEQ, in 

qualitative intervals. 

The second highest value was Attraction, with an average 
of 1.987, which is considered to be Excellent. According to 
the opinions of the participants, they found the system to be 
friendly because, by having both visual and audio feedback, 
they could achieve the objective of the game. A second aspect 
mentioned was the use of the LMC for hand recognition, 
which has no physical contact with the user. 

The Stimulation obtained a value of 1.703, which is a 
value between Excellent and Good. The participants found the 
interaction with the LMC interesting for moving virtual 
objects. They also highlighted the importance of sounds for 
hits and faults. In addition, since it is a scoring game, the users 
want to improve their performance. 

Dependability obtained 1.649, which places it on the 
borderline between Excellent and Good.  A requirement to 
meet this value is the correct functioning of the input and 
output modalities, which allows the user's expectations to be 
met in terms of the virtual hand behaving in the same way as 
the real hand (no delay in execution time). Safety has been 
guaranteed since the Leap Motion Controller is certified as 
being compliant with safety and electrical regulatory standards 
and has no contact with the user. 

Efficiency scored a value of 1.517. The system was 
considered to be fast and efficient because the user's hand 
movements are reflected in real-time. However, during the 
tests, the users identified some occasions in which the hand 
was not visualized and the pizza topping did not end up falling 
onto the dough. 

Finally, Novelty obtained a value of 1.401 which is 
considered to be as good. Novelty is given by the creative 
design of the game that refers to an activity of daily life such 
as preparing a pizza. The novelty is also given by the fact that 
the game seeks to be applied as a complement to motor skills 
rehabilitation therapies. The system captures the history of 
each participant using the time it takes to move each of the 
ingredients and the number of success/failures. This 
information allows performance over time to be evaluated. 

Experiment 2 

Fig. 6 shows the kinematic outcomes. The study analyzed 
hand dexterity by counting the number of hits per session. 

For the interaction using both the right hand and the left 
hand with five virtual objects (Fig. 6(a) and Fig. 6(b)), there 
are different performance measures for each participant. We 
observed better performance in the interaction with the right 
hand. This is explained by the fact that, for the four 
participants, the dominant hand was the right hand. 
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Fig. 6. Results of kinematics: hand dexterity – hits per session. 

These results show physical therapist quantitative data in 
manual dexterity regarding accuracy to capture the dexterity 
required to complete ADL. This work presents an adapted 
version of the architecture proposed by Dumas, Lalanne and 
Oviatt [40] by including only one device for the Input 
Modality: a contactless device. This decision is proposed 
based on the context of the type of patients with upper limb 
disabilities. Likewise, today, contactless devices have shown 
greater accuracy for data capture. This decision also reduces 
the complexity described in [40] for the fusion processes in 
multimodal inputs: data-level fusion and feature-level fusion. 

The simplified architecture proposal considered only one 
input contactless device. This prevents having to deal with 
problems of noise when dealing with multiple signals. This 
work considers that upper limb gesture recognitions could be 
done with only one device since different studies have 
demonstrated its accuracy [13] [44].  Feature-level fusion 
handles noise better but needs numerous data training sets 
before satisfactory performance can be achieved. 

V. CONCLUSION 

This work has proposed a Multimodal Contactless 
Architecture for upper limb Virtual Rehabilitation.  This work 
has also implemented a Virtual Reality System based on the 
architecture for upper limb rehabilitation using the contactless 
device LMC. 

The use of the proposed architecture has allowed the 
orchestration of four components: 1) the use of a contactless 
device for gesture recognition; 2) audio and visual cues for 
multimodal feedback; 3) an integration committee that 
performs the orchestration between the four components; and 
4) the virtual rehabilitation system: Pizza-Game. The 
architecture focused on multimodal feedback. This study 
shows that this architecture could be useful for developers for 
VRS that do not require the use of complex and multiple 
devices for input modalities. The proposed architecture has 
considered specific constraints such as the use of contactless 

devices for patients that can not use wearable devices due to 
their medical conditions. 

This study had a few limitations.  First, the study has only 
focused on commercial devices that have demonstrated their 
accuracy such as the Leap Motion Controller device. But the 
use of custom-made contactless devices whose accuracy has 
not been proven has not been considered, in that case, an 
architecture with more input devices is required. Second, since 
the sample size is small, one must be cautious with respect to 
the kinematics results obtained at a statistical level. Future 
studies should be carried out with a representative sample size 
at a statistical level. 

As future work, it is planned to experiment with other 
contactless devices in order to compare accuracy and user 
experience. We also plan to incorporate some other devices 
for multimodal feedback. 
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Abstract—This paper focuses on two aspects of satellite 

formation flying (SFF) control: finite-time attitude 

synchronization and stabilization under undirected time-varying 

communication topology and synchronization without angular 

velocity measurements. First, a distributed nonlinear control law 

ensures rapid convergence and robust disturbance attenuation. 

To prove stability, a Lyapunov function involving an integrator 

term is utilized. Specifically, attitude synchronization and 

stabilization conditions are derived using graph theory, local 

finite-time convergence for homogeneous systems, and LaSalle's 

non-smooth invariance principle. Second, the requirements for 

angular velocity measurements are loosened using a distributed 

high-order sliding mode estimator. Despite the failure of inter-

satellite communication links, the homogeneous sliding mode 

observer precisely estimates the relative angular velocity and 

provides smooth control to prevent the actuators of the satellites 

from chattering. Simulations numerically demonstrate the 

efficacy of the proposed design scheme. 

Keywords—Attitude synchronization; coordinated control; 

finite-time control; high-order sliding mode observer; inter-satellite 

communication links; leader-following consensus; switching 

communication topology 

I. INTRODUCTION 

Distributed satellite systems (DSS) are an enabling 
technology for future distributed space missions since they are 
designed to interact as multi-agent systems for consensus 
tracking or formation keeping. DSS are deployed at different 
altitudes and in various configurations (e.g., formations, 
clusters, swarms, or cancellations) to accomplish distributed 
space missions like constellation [1], Earth observation [2], 
remote sensing [3], communication services [4], and 
meteorology and environmental tasks [5]. 

Satellite formation flying (SFF) is an attractive concept of 
DSS flying in prescribed orbits at a fixed separation distance 
for a given period. This concept enables flexible, reliable, and 
low-cost space missions [6,7]. However, SFF control requires 
tight interactions between participating satellites. Relative 
motion determination is essential for formation keeping and 
on-orbit reconfiguration. Therefore, SFF systems must meet 
strict attitude synchronization and tracking requirements before 
deployment. 

The leader-follower-based attitude synchronization has 
received growing attention in recent years. Several 
synchronization protocols for SFF systems under fixed and 

switching communication topologies have been reported in the 
literature. Zhou et al. [8] proposed a finite-time control law that 
guaranteed the coordination of a spacecraft formation under a 
fixed communication graph. The control law integrated a 
sliding-mode-based observer, allowing individual satellites to 
estimate the desired angular velocity. Although the control 
scheme showed a fast convergence rate, the control torques 
exhibited chattering effects, which can harm the actuators. 
Zhao and Jia [9] used a non-singular terminal sliding mode to 
design a distributed adaptive attitude synchronization 
algorithm. The chattering of the controllers was avoided using 
a boundary layer approach. The control algorithm was 
validated using only a fixed communication graph, which can 
restrain its ability when switching communication topologies. 
The attitude synchronization problem for a distributed SFF was 
investigated by Wang et al. [10]. The authors designed a free-
reference attitude control algorithm under communication 
constraints, demonstrating an asymptotic convergence with an 
extensive settling time. Zhang et al. [11] discussed the 
application of integral sliding mode control to the problem of 
adaptive attitude tracking. The control input was smoothed via 
the boundary layer method but at the cost of settling time 
response. Zhang et al. [12] proposed a finite-time attitude 
synchronization and orbit-tracking control scheme that 
demonstrated robustness against node failures and torque 
disturbances. However, the simulations showed a slow 
convergence rate and high oscillation torques. Combining LQR 
and robust control approaches, Liu et al. [13] alleviated the 
effect of nonlinearities and parametric uncertainties on the 
performance of SFF attitude alignment. The control scheme 
was validated for a fixed communication topology presenting 
an asymptotic convergence. Liu et al. [14] designed an 
adaptive coordinated attitude synchronization control algorithm 
and a distributed observer for spacecraft formation over a 
switching network. Although simulations verified the 
performance of the proposed control scheme, the observer 
provided an asymptotic convergence to the leader reference 
attitude, which can degrade formation performance. Lu and Liu 
[15] further investigated attitude synchronization under 
switching topologies. The authors proposed a control scheme 
to guarantee attitude tracking under global and local failures of 
inter-satellite communication links (ISCLs). However, the 
consensus protocols showed an asymptotic convergence and 
required angular speed measurements. 
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Similarly, Zhang et al. [16] proposed a finite-time 
distributed attitude synchronization algorithm that requires the 
availability of the relative angular velocity for all the following 
satellites, which often leads to a heavy burden of ISCLs and 
time-consuming control. Zhang et al. [17] used the set theory 
to develop a new attitude of cooperative control for different 
SFF structures. Under fixed-time communication topology, the 
control design worked adequately for the leader-following and 
leaderless formation structures; however, neither dynamic 
communication graphs nor external disturbances were 
considered. Finally, Wei et al. [18] presented a comprehensive 
overview of the state-of-the-art communication satellite 
systems in their survey paper. The authors showed that recent 
publications have focused on designing synchronization 
techniques for SFF systems with node failures. They concluded 
that high-accuracy synchronization could be achieved using 
two-way ISCLs (i.e., undirected communication graphs) and 
precise observation techniques. 

This paper provides solutions to two open problems above 
finite-time attitude synchronization under ISCLs breaks and 
robust relative angular velocity estimation. The first problem is 
solved by designing a distributed attitude synchronization 
algorithm using a Lyapunov function that involves an 
integrator term enabling a fast convergence rate. In contrast to 
the finite-time synchronization schemes available in the 
literature, the proposed algorithm allows attitude 
synchronization with time-varying communication graphs. As 
for the second problem, a high-order sliding mode 
differentiator estimates the relative angular velocity, guarantees 
formation robustness, and avoids chattering effects. The 
distributed observer helps relax the communication topology 
requirements and reduce the ISCLs burden. Most of the 
existing velocity-free or observer-based protocols have a slow 
convergence rate, lack of robustness, or perform only for fixed-
time communication topology (e.g., [8,19-23]). 

The outline of this paper is given as follows. Section II 
presents the preliminaries of this work and describes 
quaternion-based satellite attitude dynamics. A distributed 
finite-time attitude synchronization controller and relative 
angular velocity estimator are designed in Section III. 
Numerical simulations are carried out in Section IV to 
demonstrate the effectiveness and robustness of the proposed 
control scheme. Finally, Section V concludes the work. 

II. PRELIMINARIES AND DYNAMIC MODELING 

A. Graph Theory and Preliminaries 

The leader-follower consensus approach is considered in 
this study to design distributed attitude synchronization and 
stabilization (ASS) protocols. The satellites are regarded as 
followers denoted by              and the leader (i.e., 
desired attitude) is represented by      . The ISCLs topology 
is modeled by a graph           where 
                 denotes the vertices set,       
represents the edge set, and                is the 

adjacent matrix corresponding to the graph  . If a follower-
satellite     is connected to the leader, then the connection 
weight is represented by       ; otherwise        The 

Laplacian matrix   (   )       associated to the graph   

is defined as 

      ,                 ∑        
    (1) 

where    {              }  represents the 

neighborhood set of a node     

Lemma 1 [24]: If the matrix   is associated with a 
connected undirected graph  , then its spectrum is given as 

         is a simple eigenvalue of   with a 
corresponding eigenvector    [     ] 

 .  

 All nonzero eigenvalues                 have 
positive real parts. 

                . 

Lemma 2 [24]: According to the extension theorem, the 
following condition holds for any integral function   

‖∫       
 

 
‖

 
      ‖    ‖     (2) 

Definition 1: Let      be a fixed, measurable function 
with          ‖ ‖         and define an integral 

operator        ∫        
 

. Then  

‖  ‖   ‖ ‖ 
    (3) 

where   is a compact with kernel   and HS denotes 
Hilbert Schmidt norm. 

B. Satellite Attitude Kinematics and Dynamics 

Let  ̅   [         ]
     and       denote an i

th
 

satellite's orientation and angular velocity within an SFF 
orbiting in an inertial frame. The nonlinear attitude kinematics 
and dynamics models are given by 

 ̇̅    
 

 
     ̅   

   ̇                    
    (4) 

with            is defined as  

      [

        

        

        

          

] 

  ,   ,    denote the inertia tensor, torque vector, and 
external disturbances vector, respectively. Using the matrix 
                 

  the model (4) can be rewritten as 
follows 

 ̇            

 ̇     
 

 
  

     

   ̇                 

   (5) 

where   
  is the skew-symmetric cross-product matrix and 

     denotes a three-dimensional identity matrix. The satellites' 
angular velocities and external disturbances in the model (5) 
are bounded, as shown in assumptions 1 and 2 [11]. 
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Assumption 1: ‖  ‖    and ‖ ̇ ‖    with       . 

Assumption 2: There exist          such that ‖  ‖  
  ‖  ‖      

The control objective here is to design consensus protocols 
(control torques   ) such that the attitude synchronization of 
SFF orbiting with time-varying interaction topologies is 

achieved in a finite time. Thus,     
       there exists a 

synchronization time    for which 

{
       

‖     ‖   

       
‖     ‖   

   (6) 

where    and    denote the desired orientations and 
angular velocities. 

III. SYNCHRONIZATION CONTROL LAW DESIGN 

A. SFF Attitude Synchronization under Undirected Time-

Varying Interaction Topology 

Consider the case of a SFF where at least one follower 
satellite is connected to the virtual leader. The following finite-
time distributed torque law is considered for attitude 
synchronization of the i

th
 satellite I the SFF 

      
                  

   {[∑    (     )              ]  

[∑    (     )              ]}

  (7) 

with      is a control parameter. 

Theorem 1: Consider a satellite formation flying under an 
undirected time-varying communication graph and suppose 
that the dynamics described in Eq. (5) are undisturbed and 
satisfy assumption 1. The control law (7) guarantees the finite-
time convergence of the formation satellites' states to the 
desired attitude and achieves the formation consensus (6) if 
there exists a positive-definite symmetric matrix    and a 
control gain   satisfying the following conditions. 

{
                

  
 

       
     

  (8) 

Proof - Define the absolute quaternion and angular velocity 
tracking errors as follows 

{
      

          
         

   (9) 

Let    [   
       

 ] ,    [   
       

 ] ,   
    {       } , and        {       } . Using the 
control law (7), the extension, to   satellites, of the undisturbed 
form of the torque equation in the model (5) gives 

  ̇                           (10) 

where   denotes the Kronecker product and     denotes the  
      identity matrix. 

To reach the consensus (6) in finite time, consider the 
following candidate Lyapunov function with an integrator term 

  
 

 
*        ∫          

 

 
+
 

       

      *        ∫          
 

 
+

 (11) 

For simplicity, we define a matrix  ̅        . Using 
Eq. (10), the time derivative of the function (11), along with 
system (5), can be written as 

 ̇  [   ̅               ]
  ̅ 

*        ∫          
 

 
+

          
  ̅  ̅           

        
  ̅            

         
  ̅  ̅ ∫          

 

 
  

        
  ̅ ∫          

 

 
    

   (12) 

Since   is symmetric, then  ̅  ̅   ̅ . With 

      ̅
       

   ̅      
     and       ̅

   
    
   ̅      

    , expression (12) can be bounded as 
follows 

 ̇   (     ( 
 )         ) ‖     ‖ 

       

 (     ( 
 )         ) ‖       

 ‖ ‖       
 ‖ 

                     ‖     ‖ 
    

                    ‖       ‖ ‖       ‖   

 (13) 

Thus if            , then 

 ̇                      ‖     ‖ 
      (14) 

It follows that  ̇   . To prove that   will decrease to zero 

in finite time,  ̇ will also satisfy 

 ̇                      ‖       ‖ ‖       ‖   (15) 

According to lemma 2, with the use of equation (11), the 
function   satisfies 

  
       

 
  ‖        ∫          

  
 

‖
 

 

              

 
       

 
  (‖       ‖ 

  ‖∫          
  
 

‖
 

 

)

   
       

 
   ‖       ‖ 

    
 ‖       ‖ 

          

 
  
        

 
  ‖       ‖ 

 ‖       ‖ 
                

(16) 

where    denotes the settling time. It results from Eq. (15) 
and (16) that 

 ̇          (
       

       
  ) √ √ 

√         
    √     (17) 

which implies that for   
√ 

√  
√       (

       

       
 

 )   ,        as     . 

Finally, the settling time    is computed from the 
integration of Eq. (17) as follows 

√     √      
   

 
      (18) 
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Using equation (11) at    , the settling time    is given as 

   
√ (           )

 
      (           )

√       (
       

       
  )

 (19) 

Thus,       and      in finite time for     . 

End of proof. 

B. Attitude Synchronization with High-Order Sliding Mode 

Estimator 

In this subsection, a distributed angular velocity observer is 
introduced to reduce the number of ISCLs and guarantee the 
robustness of the SFF against loss of communication. First, a 
finite-time high-order sliding mode differentiator is designed to 
provide follower satellites with an accurate estimate of the 
desired angular velocity  ̂ . To do so, we define the following 
non-empty sliding mode function. 

        
    

     
     (20) 

where       denotes a sliding mode manifold for satellite 
   . The sliding surface    is defined by an integral sliding mode 
function as 

        ∫        
 

 
      (21) 

with 

     ∑ [   (     )            ]    (22) 

Lemma 1 [25]: Consider a continuous function      with 

the time-derivative         has a Lipschitz constant     (i.e., 

         ), where   is the relative degree of     . The 
following high-order sliding mode differentiator produces 
accurate estimations of      and its successive time derivatives 

                    in finite time 

{
  
 

  
  ̇                

   

    

 ̇                
   

       
 

  ̇                      
 

     

 ̇               (       )  

 (23) 

where              denote the differentiator states and 
   define the differentiator parameters. With     , the 

differentiator (23) guarantees that     ̂  and      ̂ 
   

    
         converge in finite time. 

With              where           denotes satellite     
and           denotes motion direction,  ̂       and  

 ̂   
   

   
   

             converge in finite time. We note 

that   ̂   
   

 are the successive time-derivatives of the 

estimate  ̂   
   

.  

Second, under the results above, the control law (7) is 
redesigned as follows 

      
          [ ̂  ∑   

   
 ̂ 

      
     

 {[∑    (     )              ]

 [∑    ( ̂   ̂ )         ̂     ]}]

    (24) 

where   
   

 denotes the k
th
 time-derivative of the matrix 

   used in (5). 

Theorem 2: Consider system (5) with      and a sliding 
function of the form (21). If there exists a constant   0, then 

the protocols (24) guarantee that       (     )    and 

      (     )                 , where   is the 

synchronization time. 

Proof: Let            be the differentiation error, then 
system (23) can be written as  

{
  
 

  
  ̇           

 
 

           

 ̇           
 

 

           
 

  ̇                 
 

 

      

 ̇              
          

  (25) 

The error dynamics (25) can be set in the following pseudo 
linear system form  

 ̇              (26) 
with 

  [                 ]
 ,     b [            ]  

  

[
 
 
 
 
 
        

 
 
         

       
 

 
         

     

         
 
 
       

         
       ]

 
 
 
 
 
 

 

One can easily find that the determinant of matrix   is 
given as 

                     
   ∏  ̅ 

 
     (27) 

and its characteristic polynomial as 

                ∑                  
    (28) 

where   denotes an eigenvalue of   and       denotes the 
trace of the k

th
 exterior power of  . Equation (28) gives 

               
 

 

            
 

 

                  
  (29) 

The polynomial (29) is stable if its coefficients satisfy the 
following Schur condition 

        
 

 

        
 

 

              
     (30) 

To fulfill condition (30), the differentiator coefficients 
   are computed using the following tuning recursive scheme 

{
                     

         
       

              (31) 
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where      is a tuning parameter. According to the 
scheme (31), for any     and Lipschitz constant      , 
    such that     . Consequently, condition (30) is 
guaranteed, and matrix   is stable. 

End of proof. 

IV. SIMULATION 

In this section, numerical simulations are performed to 
confirm the above theoretical results and prove the 
performance and effectiveness of the proposed control scheme. 
The distributed torque laws (7) and (24) and the observer (23) 
were applied to a four-satellite formation that runs under an 
undirected switching communication topology shows in Fig. 1. 
Table I gives the moments of inertia and the initial conditions 
of the four satellites. 

TABLE I. PARAMETERS OF THE SATELLITES 

Sat. Initial attitude/angular 

velocity (rad/s) 

Moment of inertia  
(kg.m2) 

1    = [0.5916,0.6,-0.5,-0.2] 
  =[0.02,-0.01,-0.02]         

   diag[10.15,10.20,9.85] 

2    = [0.7874,0.5,-0.3,-0.2] 
  =[0.03,-0.01,-0.01]   

   diag[12.1,10.90,10.50] 

3    =[0.6245,0.3,-0.6,-0.4] 
  =[0.02,0.00,-0.03]   

   diag[9.55,12.30,10.20] 

4    =[0.6403,0.5,-0.3,-0.5] 
  =[-0.01,0.02,-0.03]   

   diag[10.50,11.20,10.20] 

First, the satellites are required to align their attitudes to the 
desired  ̅            and            . The distributed 
torque law (7) is applied with        and the simulation is 
run under the communication topology shown in Fig. 1 for a 60 
s with a dwell time       . Fig. 2 and 3 depict the 
quaternions and angular velocities tracking errors, and Fig. 4 
shows the required control torques. 

 
Fig. 1. Switching interaction topology among a four-satellite formation. 

 

 

Fig. 2. Quaternions tracking errors. 

 

 

Fig. 3. Angular velocity tracking errors. 

 

 

Fig. 4. Control efforts (torques). 
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The results above indicate that the four satellites can align 
their attitude to the specified one while effectively maintaining 
the consensus (6) despite the ISCLs' failures. Next, the case of 
attitude synchronization without angular velocity measurement 
is considered. In this scenario, the efficiency of the redesigned 
torque law (24) with a third-order observer (23) is verified. An 
external disturbance of 
      [                                 ]  is introduced to 
the system (5). The simulation is run with              , 
under the leaderless communication topology shown in Fig. 5. 

Fig. 6 shows the relative attitude       
     where   

  

denotes the cross-product matrix associated with the quaternion 
vector   . The relative angular velocity errors           

are depicted in Fig. 7. 

 

Fig. 5. Switching interaction topology among a four-satellite formation with 
loss of the leader. 

 

 

Fig. 6. Relative satellite-to-satellite attitude errors. 

 

 

 

Fig. 7. Relative satellite-to-satellite angular speed errors. 

For a fair comparison, attitude synchronization paths for 
satellites using second and third-order sliding mode observers 
are shown in Fig. 8. 

 
a) 

 
b) 

Fig. 8. Attitude synchronization paths with a) second-order observer, b) 

third-order observer. 
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Using both static and dynamic communication topologies 
with and without velocity measurements, the results of the 
present research demonstrated the feasibility and effectiveness 
of the proposed finite-time attitude synchronization for satellite 
formation systems. the results showed that instead of using the 
actual measured angular velocities, the  designed observer with 
a finite-time high-order sliding-mode generated high-precision 
estimates. The observer was implemented to lessen the load on 
the inter-satellite communication lines and guarantee the 
formation's resilience in the face of link failures.  In addition, 
the performance of the augmented control law (24) is shown to 
be satisfactory by comparing Fig. 2 and 3 and Fig. 6 and 7. 
This is the case despite the fact that estimations of relative 
angular velocities are utilized, as well as the fact that external 
disturbances are implemented. In addition, it can be shown 
from Fig. 8 that raising the order of the observer can result in 
an increase in the precision of the attitude synchronization. 

V. CONCLUSION 

This paper has investigated the finite-time attitude 
synchronization for satellite formation systems under switching 
communication topologies with and without velocity 
measurements. First, Lyapunov-based distributed torque laws 
were designed to provide a coordinated synchronization of the 
states of following satellites with the desired attitudes and 
angular speeds. The distributed protocols were developed using 
graph theory, local finite-time convergence for homogeneous 
systems, and non-smooth LaSalle's invariance principle. Then, 
a finite-time high-order sliding-mode observer was designed to 
provide relative angular velocity estimates instead of the 
measured ones. The distributed observer is introduced to 
reduce the inter-satellite communication links burden and 
ensure formation robustness against their breaks. Future works 
will focus on solving some critical inter-satellite transmission 
problems such as signal overriding, signal interferences, and 
communication delays. 
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Abstract—Hussein search algorithm focuses on the 

fundamental concept of searching in computer science and aims 

to enhance the retrieval of data from various data warehouses. 

The efficiency of cloud systems is substantially influenced by the 

manner in which data is saved and retrieved, given the vast 

quantity of data being generated and stored in the cloud. The act 

of searching entails the systematic endeavor of locating a 

particular item within a substantial volume of data, and 

searching algorithms offer methodical strategies for 

accomplishing this task. There exists a wide array of searching 

algorithms, each exhibiting variations in terms of the search 

procedure, time complexity, and space complexity. The choice of 

the suitable algorithm is contingent upon various aspects, 

including the magnitude of the dataset, the distribution of the 

data, and the desired temporal and spatial intricacy. This study 

presents a novel prediction-based searching algorithm named the 

Hussein search algorithm. The system is designed to operate in a 

straightforward manner and makes use of a simple data 

structure. This study relies on fundamental mathematical 

computations and incorporates the interpolation search 

algorithm, an algorithm that introduces a search by-prediction 

method for uniformly distributed lists, it forecasts the precise 

position of the queried object. The cost of prediction remains 

consistent and, in numerous instances, falls under the O(1) range.  

Hussein search algorithm exhibits enhanced efficiency in 

comparison to the binary search and ternary search algorithms, 

both of which are widely regarded as the best methods for 

searching sorted data. 

Keywords—Binary search; prediction search procedure; 

prediction cost; constant time complexity 

I. INTRODUCTION 

On a daily basis, a substantial volume of data is generated 
across many formats, including photographs, videos, and text. 
This material is subsequently stored in cloud-based 
repositories, serving as a collective resource for retrieval from 
any given database. The increasing complexity of this matter 
can be attributed to the substantial volume of data that is 
generated and stored on a daily basis. The act of searching is 
of significant importance in various contexts, regardless of 
whether the item being sought is stored within a cloud-based 
infrastructure or a localized database. In both scenarios, the 
use of a search algorithm is essential for the successful 
retrieval of the desired item. The process of searching is 
commonly employed as a means of problem-solving, whereby 
the problem is provided as input and a solution is generated in 
the form of a sequential set of activities. Numerous instances 
in practical contexts can be classified as searching problems, 
such as the task of determining the shortest route between two 

nodes. These types of problems can be effectively addressed 
through the use of graph search algorithms. The act of 
searching can be categorized into two main types: sequential 
search and binary search. Various searching algorithms exist, 
each employing distinct strategies and exhibiting variations in 
terms of time and space complexity. Certain algorithms 
employ an informed approach, while others adopt a uniform 
approach, and a third category utilizes a partial information 
strategy for the purpose of item retrieval. The uniformity of 
the sequential search method arises from its lack of concern 
for any prior knowledge regarding the distribution of items. 
The binary search algorithm is considered an informed search 
algorithm due to its reliance on a sorted array. In recent years, 
there has been limited progress in enhancing the complexity of 
the search algorithm. This is primarily due to the satisfactory 
performance of the binary search algorithm in terms of 
searching complexity. However, it is important to note that the 
binary search algorithm does encounter challenges related to 
sorting, as it can only operate on sorted arrays. Additionally, it 
faces difficulties when dealing with comparison-based input 
involving searching for candidate items. Hence, the temporal 
complexity is intricately linked to the duration required for the 
sorting process, resulting in a trade-off where the time saved 
when searching is offset by the time invested in sorting. The 
interpolation search algorithm has a temporal complexity of 
O(1) when the items in the list are evenly distributed [1]. 
Therefore, in some scenarios, an interpolation search can 
provide an accurate estimation of the closest solution to the 
search problem. The ternary search method is a variant of the 
binary search algorithm that has a slower temporal complexity 
[1, 2]. The meta-binary search algorithm is a variant of the 
binary search method that iteratively creates the index of the 
desired value within the array. The approach operates in a way 
akin to the binary search algorithm, exhibiting a time 
complexity of O(log n) for locating the desired element. The 
ternary search technique partitions the array into three 
segments, utilizing the central point of each segment to locate 
the desired element. The logarithmic complexity of the search 
algorithm is determined by the number of steps required to 
locate the desired element, which is logarithmically 
proportional to the size of the array, denoted as n. However, 
the search range, which represents the number of elements that 
need to be examined during the search, is three times the size 
of the array (3n). Consequently, the worst-case running time 
of the algorithm can be expressed as the logarithm of three 
times the size of the array (log3n), while the best-case running 
time may be approximated as being linearly proportional to 
the size of the array (O(n)). It is important to note that these 
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running time estimates are valid only when the array is sorted 
[3]. The jump search algorithm is a searching technique 
designed for sorted arrays. It involves performing a fixed 
number of jumps, denoted by k, on a block of data in order to 
locate the target element. Within each block, linear search 
operations are conducted to identify the desired element. The 
algorithm under consideration is superior to the sequential 
search method, but it falls short of the binary search technique. 
Specifically, it requires m-1 additional comparisons compared 
to sequential search, where m represents the size of the block 
to be traversed [4]. The interpolation search algorithm is a 
method that generates additional data points within a given 
range of known data points. Its time complexity is O(log log 
n) for datasets with uniform distributions, and O(n) in the 
worst-case scenario. The proposed approach represents an 
advancement over the binary search technique by employing 
comparison-based approaches that leverage a mathematical 
formula to approximate the location of the target element 
based on its value. Subsequently, the search is conducted in 
the vicinity of this estimated position. This alternative method 
has the potential to outperform the binary search algorithm 
under certain circumstances [5]. The exponential search 
algorithm operates on a sorted array. It begins by selecting a 
subarray of size 1, then doubles the size of the subarray in 
each iteration. The algorithm compares the final element of 
each subarray until the desired element is found. The 
algorithm in question is commonly referred to as exponential 
search, which exhibits a temporal complexity of O(log n) [6]. 
In the realm of searching for an item within an array of size n, 
two commonly employed strategies can be identified. The first 
strategy, known as sequential search, is applicable to unsorted 
arrays. The second technique, known as binary search, is 
exclusively applicable to arrays that have been sorted. 

The study presented in this paper aims to introduce a novel 
searching algorithm that operates on a sorted array, relying 
solely on mathematical operations and a computed prediction 
approach implemented through a straightforward data 
structure. The search process in question exhibits a constant 
time complexity. While the space complexity may exceed that 
of sequential search, the time complexity can be lowered to 
O(1) in numerous scenarios and to O(constant) in the worst-
case scenario. The algorithm relies on the computation of the 
array's average, operating under the assumption of a uniform 
distribution of items within the list. Additionally, it generates 
supplementary arrays, one of which records the frequency of 
successful matches, while the other stores the locations where 
the sought-after items can be located. Part of process is similar 
to the Knuth-Pratt-Morris algorithm, which is commonly used 
for pattern matching [7]. The approach under consideration 
aims to decrease the time complexity by minimizing the 
number of comparisons and implementing a straightforward 
prediction system that ensures the absence of collisions 
through the utilization of error-free lookup tables and basic 
arithmetic operations. 

The primary objectives underlying this research endeavor 
are to provide a straightforward predictive approach utilizing 
search techniques and to execute a basic computation with 
constant time complexity. 

The subsequent sections of this study are structured as 
follows: Section II presents a review of relevant literature 
pertaining to searching algorithms. It is worth noting that the 
process of locating sufficient recent works on searching 
algorithms proved to be challenging. The majority of the 
literature discovered consisted of dated publications or 
encompassed broader discussions on binary search algorithms. 
In Section 3, the proposed algorithm is introduced. In Section 
IV are shown the results obtained from the proposed study, 
followed by an examination of the algorithm employed. 
Finally, the paper concludes with findings and discusses 
potential avenues for further research in Section V. 

II. RELATED WORKS 

One of the main benefits of searching operations in 
computer science is their capability to assist in finding 
particular data from databases. The effectiveness of the search 
process directly impacts the overall performance of the 
system. Searching algorithms are widely employed in several 
computer applications, such as problem-solving [9], data 
analysis, and information retrieval, due to their ability to 
efficiently search through extensive datasets within a limited 
timeframe. Various searching techniques exist, including 
sequential, binary, hashing, and graph search. The selection of 
an appropriate algorithm is contingent upon the particular 
situation at hand and the attributes of the data being queried 
[10]. The authors of [5] introduce a hybrid search method 
known as interpolated binary search (IBS), which integrates 
the interpolation algorithm and the binary search algorithm to 
accurately determine the precise position of the desired object. 
The IBS algorithm commences by employing an interpolation 
algorithm to estimate the approximate location of the item 
being searched. It subsequently operates as a binary search 
algorithm to precisely determine the location of the sought-
after item. The Inverse Binary Search (IBS) algorithm exhibits 
a greater computational cost compared to both the binary 
search algorithm and the interpolation technique. However, 
when executed on uniformly distributed data, IBS 
demonstrates a lower temporal complexity cost than the 
aforementioned algorithms. Specifically, its time complexity 
is O(log2log2n). On the other hand, when applied to non-
uniformly distributed datasets, IBS necessitates O(log2n) 
operations. In [8], a comparison between different search 
algorithms is presented,  the authors analyze the performance 
of various search algorithms, including uninformed search 
algorithms (DFS, uniform cost search) and informed search 
algorithms (A* and BFS), with a focus on their time 
complexity and space complexity. 

Graph search algorithms typically construct a graph based 
on the given input data and traverse the nodes of the graph 
using various strategies in order to locate the desired objects 
[13]. The algorithms that were examined all exhibited a time 
complexity of O(mb), where m represents the number of 
offspring for each node (also known as the branching factor) 
and b represents the solution depth, which is the length of the 
path. The binary search algorithm utilizes a value of m equal 
to 2 and assigns b as the logarithm base 2 of n. 

The act of searching is a crucial and widely employed 
process in several contexts. In order to obtain data of various 
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types, it is necessary to carry out two fundamental procedures: 
searching and sorting. In order to address this concern, it is 
worth noting that the majority of searching algorithms operate 
on an array that has been sorted. However, it is important to 
acknowledge that the computational expense of sorting the 
data can vary significantly, ranging from a best-case scenario 
of O(n log n) to a worst-case scenario of O(n^2). This 
additional cost must be taken into consideration when 
evaluating the overall efficiency of the search process. The 
authors of [11] present a novel technique called the bound 
sequential search (BSS) algorithm, which uses logical gates to 
simultaneously search for two items. The primary concept is 
around the utilization of Binary Search with Sorted Subarrays 
(BSS) to concurrently search for about two items, hence 
eliminating the need for executing the search process twice, all 
without the involvement of parallel processors. In the context 
of Binary Search Systems (BSS), the process of looking for 
two items, X and Y, involves the utilization of an additional 
key, Z. This key, denoted as Z, is determined by the logical 
operation of the inclusive OR between X and Y. 
Subsequently, Z serves as the key element for conducting a 
search operation within an unsorted array, denoted as A, 
which possesses a size of n. The search procedure commences 
by evaluating each element in the array A against Z, provided 
that Z AND A[i] != A[i] indicates that neither of the two 
elements is present in A[i]. 

In the event of the most unfavorable scenario, the 
computational complexity for locating two items in the BSS 
(Binary Search Structure) is N, as opposed to 2N in sequential 
search or (n2+ log n) in the binary search algorithm. The 
Bubble Sort algorithm demonstrates superior performance in 
terms of comparison count in both the best and worst case 
scenarios, when compared to the Binary Search algorithm and 
the Sequential Search method. A limitation of this algorithm is 
its inability to perform a search for a single item, as it is 
designed to search for about two objects simultaneously. 

Hashing is a technique employed in the search of extensive 
databases, wherein a distinct key is generated for each record 
or item. This key serves to designate the specific area within 
the database where the item is potentially kept. The time 
complexity for retrieving an item from a big database using 
hashing can range from constant time (O(1)) to linear time 
(O(n)) in the worst-case scenario. The variable n represents 
the size of the linked list, which is utilized for the purpose of 
storing colliding data within a single slot, denoted as [12]. The 
objective is to verify the presence of item X inside a given 
dataset. As the volume of data expands, the intricacy of the 
situation escalates. The problem of searching has been 
introduced and elucidated by Levin and Solomonoff 
throughout the time span of 1973 to 1984 [14,15, 16, and 17]. 
In reference [18], a novel quantum technique is presented for 
the search problem, demonstrating a polynomial time 
complexity. This algorithm utilizes XOR logical gates to 
convert the data into a polynomial form, following the 
amplification process provided in reference [19]. 
Consequently, the search operation may be executed within a 
polynomial time frame relative to the input size, denoted as n. 

In the cited work [20, 21], the authors introduce a 
fractional cascade algorithm, which is a method aimed at 

enhancing the efficiency of binary search algorithms. This 
methodology achieves a reduction in the time complexity of 
binary search algorithms to O(k + log n) while searching for k 
elements within a sorted array of size n. 

III. HUSSEIN SEARCH ALGORITHM 

The Hussein search algorithm is designed to efficiently 
locate an element in a sorted array. It achieves this by utilizing 
a prediction table structure and a sequential search algorithm. 
This approach reduces the time complexity from O(n) in 
sequential search or O(log n) in binary search to O(1) [7]. The 
algorithm achieves this improvement by employing only 
arithmetic operations and a technique inspired by the 
interpolation method for searching sorted lists [1]. It is 
important to note that the algorithm assumes a uniform 
distribution of elements in the list. The algorithm operates in 
two distinct phases: the preprocessing phase and the searching 
phase. During the preparation step, the entirety of the array 
undergoes arithmetic operations in order to ready the data for 
the subsequent prediction finding procedure. During the 
preprocessing phase, an array of integers denoted as A, which 
has a size of n is examined. The data within this array is 
created in a random manner. During this phase, the operations 
conducted involve the calculation of the average value of 
variable A. The average can be determined by calculating the 
mean of a set of values. To obtain the mean, each element in 
array A should be divided by a given value t, and the resulting 
values should be stored in a new array B. The size of array B 
is denoted as n. Generate a novel array C, whose size is 
determined by the floor function applied to the value of t. To 
iterate through a set of counters starting from 0 to size (c), the 
ceiling of each element B[i] is compared with the indices of C. 
The number of matching values is determined, and the 
resulting matching score is stored in a new list C1 at the 
corresponding index of the matching item. The elements 
contained within the array C1 will represent the respective 
indices of the desired item within the original array. During 
the searching phase, the following operations are performed to 
determine whether an item X is present in an array: X is 
divided by t, and the resulting value is compared with the 
indices of C1 using the ceiling function. The value found in 
the corresponding cell of C1 represents the index of the 
searched item X in the original array. If the corresponding cell 
is empty, it indicates that the item X is not present in the array. 

The following example provides a comprehensive 
elucidation of the functioning of the Hussein search method. 
In this scenario, array A of size 16 is randomly produced by 
[7], and the data within the array is uniformly dispersed. The 
elements in set A are arranged in ascending order, while the 
outcomes of dividing each element in set A by the average of 
the average are recorded in set B (refer to Fig. 1(a)). A new 
array, denoted as C, is to be created with a size of 30. This 
array will contain the floor value of the average values 
obtained from Fig. 1(b). The quantity of corresponding 
elements in the array is stored in Fig. 1(c). Now, let us explore 
the scenario where aim to search for item X, which has a value 
of 310, within the table. Initially, the value of X is divided by 
30.89. The resulting quotient is then rounded up to the nearest 
whole number, denoted as 11. Subsequently, proceed to locate 
the element within the array by referring to the index position 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

307 |  P a g e

www.ijacsa.thesai.org 

11. Upon examination, it is determined that the value at this 
index is 0, indicating that the desired element is not present 
inside the array. Let X be equal to 275. Next, perform a 
division operation on X by t, and subsequently apply the 
ceiling function. The resulting value, 9, is assigned to the 
index 9 in array C. Upon further examination, we finally, 
observe that the element at index 9 in array C is 1, indicating 
that X is located at index 5 in the original array (as depicted in 
Fig. 2). 

 

Fig. 1. Hussein search algorithm simulation on random data generation. 

 

Fig. 2. Testing the search operation using Hussein search algorithm. 

A. Algorithm Description: 

1) Preprocessing phase: Consider we have an array of 

integers A of size n, where the data is randomly generated, in 

this phase the following operations are performed: 

 Calculate the average of A. average =
      

 
 

 Calculate the average of average: t=
        

 
 

 Divide all the elements of A by t and store it in a new 
array B, the size of B is n  

 Create a new prediction array C with size floor (t) 

 For I counter that start from 0 to size (c), compare the 
ceiling of B[i] with the indices of C, and count the 

matching values and store the matching score in a new 
list C1 in the corresponding index to the matching 
item. The values stored in the array C1 will be the 
corresponding index of the searched item in the 
original array. 

2) Searching phase: For searching an item X, if in the 

array or not is performed the following operations: 

 Divide X by t, S= 
 

 
 

 Compare the ceiling of (S) with the indices of C1; the 
value found in the corresponding cell will be the index 
of the searched item (X) in the original array, if the 
corresponding cell is empty that means the item is not 
found in the array. 

IV. RESULTS AND ANALYSIS 

The proposed algorithm is simple and easy to understand 
and implement. It is implemented and tested in MacBook air 
i5 processor 1.3 GHz speed, 8 GB ram, using visual studio, C# 
and in Python, and is tested for large input size  list up to 16 
mg . Furthermore, we have successfully implemented both the 
binary search method and the ternary algorithm using the C# 
programming language. These implementations were carried 
out in an identical setting, with the input size being consistent 
with that of the Hussein search algorithm. The objective of the 
experiment was to conduct N iterations in order to seek a 
randomly produced list with a size of N. The findings indicate 
that the speed of the prediction searching method in all 
evaluated algorithms exhibits a linear relationship with the 
amount of input. However, it is noteworthy that as the input 
size increases, the performance of the Hussein search 
surpasses that of the other algorithms. The Hussein search 
method exhibits a constant time complexity of O(1) for 
finding an individual item. 

Consequently, the search operation for n items may be 
accomplished in linear time complexity of O(n). This stands in 
contrast to the binary search strategy, which necessitates a 
time complexity of O(n log n) for searching n items. Fig. 3 
presents the outcomes achieved by the Hussein search 
algorithm in contrast to the other algorithms when searching 
for N items across varying input sizes. while considering input 
sizes of 8 MB and 16 MB, it has been observed that the 
Hussein search method exhibits a time requirement that is 
20% lower than that of the binary search strategy, and 17.3% 
lower than that of the ternary algorithm, while searching for 
all items. Hussein's search method demonstrates a search 
speed that is approximately 494% greater than that of binary 
search when applied to a dataset of 16 MB. Table 1 illustrates 
the speedup, which quantifies the extent to which the Hussein 
search algorithm outperforms the binary search algorithm 
across various input sizes. Table I illustrates the observed 
increase in search speed across various input sizes. 

In the Hussein search algorithm the searching process 
about an item requires O (1), which means searching n items 
requires only O(n) in comparison with the binary search 
algorithm that requires O(n log n). Fig. 3, show the results 
obtained by the Hussein search algorithm in comparison to the 
other algorithms for different input size. For input size (8 M, 
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16 M) searching all the items using the Hussein search 
algorithm requires time that is 20% smaller than the binary 
search algorithm and 17.3 % smaller than the Ternary 
algorithm. The search speed in the Hussein search algorithm is 
increased by about 494% than the binary search for 16 M of 
data. Table I, and Fig. 3 show the speed up that represents 
how much Hussein's search is faster than the binary search 
algorithm in searching about all the input sizes. 

TABLE I. THE SPEED UP IN SEARCHING DIFFERENT INPUT SIZE 

 Binary Trenary Hussein Speedup 

4 k 2 2 4 50% 

8k 5 6 2 250% 

16 k 4 6 2 200% 

32 k 12 13 3 400% 

64 k 27 24 5 540% 

128 k 43 22 10 430% 

256 k 89 109 20 445% 

512 k 189 222 39 485% 

1 MB 349 419 69 506% 

2MB 703 825 140 502% 

4MB 1398 1606 259 540% 

8MB 3343 3568 629 531% 

16MB 5813 6784 1176 494% 

 
Fig. 3. Hussein search algorithm speed up. 

 

Fig. 4. The implementation of mathematical operations in Hussein search 

algorithm. 

 

Implementation of Hussein Search Algorithm: as 
mentioned previously Hussein Search algorithm is 
implemented in C#, with binary search algorithm and ternary 
algorithm on the same environment and the same data. Fig. 4 
and 5 represent the implementation of the main functions of 
the Hussein search algorithm. 

 

Fig. 5. The implementation of the Hussein search algorithm. 

V. CONCLUSION AND FUTURE WORKS  

In this study, we introduce the Hussein search algorithm, a 
novel informed search approach that leverages a 
straightforward prediction method, basic arithmetic 
operations, and a simple data structure. The findings 
demonstrate that the Hussein search algorithm outperforms 
previous search algorithms in terms of time complexity, 
particularly when dealing with substantial data sets. Moving 
forward, there are several avenues for future research. Firstly, 
it would be valuable to explore the algorithm's performance 
under different search scenarios and input distributions. 
Additionally, investigating potential optimizations and further 
enhancements to the algorithm could yield even more efficient 
search capabilities. Finally, conducting comparative studies 
with other state-of-the-art search algorithms would provide a 
comprehensive evaluation of the Hussein search algorithm's 
effectiveness. The procedure operates on an array that has 
been sorted, with the underlying assumption that the data is 
spread equally. The Hussein search algorithm has a time 
complexity of O(n) for finding n items. In contrast, the binary 
search algorithm has a time complexity of O(n log n), while 
the sequential search technique requires O(nn) in the worst 
case. Given the assumption of a sorted array, the proposed 
technique offers a notable advantage in terms of 
computational simplicity and a reduction in the number of 
comparisons required for item search. Specifically, the 
algorithm achieves a time complexity of O(1) when searching 
for an item by index rather than by value. Fig. 6 presents a 
comparison of the running times for various input sizes. The 
future objective is to enhance the algorithm based on simple 
prediction methods to operate with the same time complexity 
for an unsorted array. Additionally, we aim to offer a sorting 
algorithm that utilizes the same mathematical processes and 
achieves linear time complexity in the worst-case scenario. 
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Fig. 6. Running time comparison for different input size. 
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Abstract—Serious games are prodigious tools for building 

language, science and math knowledge and skills. Despite a 

growing number of studies on using serious games for learning, 

children with visual impairment have obstacles when playing the 

games. Low vision children have a visual balance that can be 

assisted with assistive technology. A 2D serious game for learning 

Mathematics is developed using Unity for low vision children. In 

order to enhance the game’s accessibility for low vision children, 

accessibility elements have been implemented in the serious game 

prototype. Those elements are screen design (buttons, menus, 

and navigation), multimedia (text, graphics, audio, and 

animation), object motion, and language. Upon completion of the 

serious game, usability testing was done to identify the 

accessibility of the serious game to low vision children based on 

the usability level. The observation technique is used for 

analysing the serious game. The overall usability score is good 

based on aspects of effectiveness, efficiency and user satisfaction 

tested. 

Keywords—Serious game; learning; low vision; usability; 

accessibility 

I. INTRODUCTION 

Nowadays, information and communication technologies 
(ICT) are used in education. We can find a lot of educational 
applications that can help young learners learn. Several ICT 
applications are on the market, such as e-books, multimedia 
courseware, and games [1] [2]. Gaming is a very popular 
activity enjoyed by children. Thus, a serious game is the most 
promising tool for helping children learn. A serious game is 
used beyond entertainment [3][4]. Serious games are 
prodigious tools for building language, science, and math 
knowledge and skills. Despite a growing number of studies on 
using serious games for learning, children with visual 
impairments have obstacles when playing the games. There are 
two categories of visual impairment: blindness and low vision. 
Low vision children have a visual balance that can be assisted 
with assistive technology. The World Health Organisation 
defines low vision as visual acuity between 20/70 and 20/400 
with a possible correction of 20 degrees or less [5]. Low vision 
children have obstacles accessing graphical elements in games. 
A preliminary study conducted by [6] indicates that low vision 
has several accessibility issues, such as visual, animation, 
audio, and navigation. They need to look at the graphical 
elements from a very close distance because the size of the text 
and graphics is small. The colour contrast between the graphics 
and background is low. The choice of dark colour is unsuitable 
for the children. They also have difficulties navigating the 
menus and buttons in games. They also focus on one sound at a 
time. Besides, fast animation movements affect their vision 

when playing games. Thus, to ensure they can play the game, a 
2D serious game for learning Mathematics is developed using 
Unity for low vision children. This serious game runs on 
mobile devices using the Android operating system. This 
game’s storyline is about a rabbit named "Bunny" trying to 
save his friends who a tiger kidnaped. Bunny needs to 
complete the Mathematical tasks provided for each game level 
to obtain the instructions and tools used in the next challenge. 
Hints and tools will help Bunny save his friends from the tiger. 
This game consists of three levels of Mathematical tasks, 
which are based on the Mathematics Syllabus for Year 1. The 
game’s content consists of an introduction to numbers, shapes, 
addition, and subtraction. 

Serious games should be easily accessible to low vision 
children. The game design should be flexible, with an interface 
adapted to the accessibility requirements of low vision 
children. In order to enhance the game’s accessibility for low 
vision children, accessibility elements have been implemented 
in the serious game prototype. Those elements are screen 
design (buttons, menus, and navigation), multimedia (text, 
graphics, audio, and animation), object motion, and language. 
The children can set the appropriate background colour and 
contrast level to see menus and buttons more clearly based on 
their vision level. The game’s navigation is designed to be 
consistent throughout the game. The text size is large and 
adapted to the children's vision. The background colour has a 
high colour contrast. The use of bright colours and large 
graphics are implemented in the game. Children can adjust the 
background colour. Thus, children can easily identify and 
move objects in the game. The background audio must be clear 
and adjustable based on the needs of children with low vision. 
Important objects in the game include background sounds to 
help the children identify the position of the object. The game’s 
task instructions are accompanied by background audio so 
children can easily understand the game’s storyline. Besides, 
the language used in the game should be easy to understand. 
For the proposed serious game, the Malay Language is used 
because it is used in learning Mathematics in primary school. 
The movement of objects in the game can also be adjusted 
according to the child's vision so that it is not too fast. The 
movement of objects in the game is also minimal so that 
children can control the game based on their needs. Upon 
completion of the serious game, usability testing was done to 
identify the accessibility of the serious game to low vision 
children based on the usability level. Usability testing is 
conducted to ensure the serious game fulfills the children’s 
accessibility requirements. The serious game user interface is 
depicted in Fig. 1. 
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Fig. 1. Serious game user interface. 

Thus, this paper presents the usability testing of Math 
Game, a serious game prototype that was developed 
specifically for low vision children aged seven years old. The 
serious game is developed based on the accessibility 
requirements of low vision children. The effectiveness, 
efficiency, and user satisfaction of the serious game are tested 
in the usability testing. The observation technique is used for 
analysing the serious game. The usability testing aims to 
identify the serious game's usability level for low vision 
children. 

This paper is organised as follows: Section I discusses 
introduction, while Section II describes the related work. 
Section III describes the methodology and Section IV and 
Section V discusses the results and discussion, respectively, 
while Section VI presents the conclusion and plan for future 
work. 

II. RELATED WORK 

The International Organization for Standardization (ISO) 
9241-11 (1998) defines usability as the ability of a product to 
be used by users to accomplish certain goals effectively, 
efficiently, and with user satisfaction [1]. Usability also refers 
to whether a product is easy to use. Usability testing allows a 
product to be usable by target users to meet accessibility 
requirements. Based on the ISO 9241-11 definition, usability 
consists of the following components: 

Effectiveness: The accuracy and completeness with which 
a user can achieve a certain goal in a certain environment. 

Efficiency: The effort the user gives to complete a task and 
achieve the objective of using an application or system. 

User Satisfaction: User comfort and acceptance of the 
system. 

Usability testing is conducted to identify usability problems 
before releasing the serious game in its real context. The 
usability testing ensures the serious game fulfills the children’s 
accessibility requirements. It is because both usability and 
accessibility should be considered good design practices and 
involved in system and application development stages. There 
is some overlap between the concepts of usability and 
accessibility. Accessibility enables particular users to access 
ICT applications independently without accounting for their 
disability. At the same time, usability refers to the ability of the 
ICT application to carry out the intended function effectively, 
efficiently, and with satisfaction when used by users. 
Therefore, accessibility specifically refers to disabled users, 
while usability refers to the general population. According to 
[7], usability testing is also suitable for assessing ICT 
applications for accessibility.  

In human-computer interaction (HCI), usability is one of 
the focus areas where specified users can use a product to 
achieve goals effectively, efficiently, and satisfactorily [8]. 
When designing for usability and accessibility, a usability 
study should be conducted on the ICT application. Usability is 
defined as how efficiently user requirements are fulfilled [9]. It 
has developed usability criteria for accessible websites based 
on their effectiveness, where the user carries out tasks without 
experiencing barriers such as clear link texts. For efficiency, 
the user obtains the desired information quickly, and the 
system is usable. In contrast, for satisfaction, the user feels joy 
when navigating the website because the screen design 
facilitates navigation by the disabled user and avoids the 
accessibility barrier. 

Several evaluation factors in usability testing include screen 
appearance, consistency, accessibility, navigation, interactivity, 
and content [8]. The literature comprises many usability testing 
types, methods, measurements, and respondents. Besides, 
usability research could be done in many forms based on the 
scope and goal of the ICT application. There are activities for 
usability research, such as focus groups, task analysis, user 
observation, interviews, and surveys. The activities provide 
insights into how users interact with the ICT application [10]. 
For example, from the observation and interview, the 
respondent’s reaction when using the product will help the 
researcher understand the user’s satisfaction with the ICT 
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application [11]. A summative usability evaluation has been 
done using observation and questionnaires to measure the 
usability of the Mudah.my mobile application's efficiency, 
effectiveness, and satisfaction [12]. Ten respondents are 
involved in the study and will perform five application tasks. 
Based on the study, the results show that the Mudah.my mobile 
application is easy to use and consistent. A usability study was 
also done using the Technology Acceptance Model to evaluate 
the usability of virtual game-based simulation to help nursing 
students improve their pediatric nursing skills [13]. The 
methods involved heuristic evaluation with experts, think-
aloud activities while playing the game, and interviews. The 
study shows high user satisfaction, and they learned about 
pediatrics care easily. Observation has also been conducted to 
evaluate the usability of the TVET m-learning application for 
30 Multimedia Software Technology course students. A 
questionnaire was used to measure the usability elements such 
as system usefulness, ease of use, ease of learning, and user 
satisfaction. A special room and tools, such as a video camera, 
notebooks, mobile devices and task lists, are prepared for this 
usability testing. This study’s results showed that students 
accepted the TVET m-learning application, and the usability 
score value was at a high level [14]. 

In addition, usability metrics have been implemented to 
evaluate the quality of the ICT applications. However, the 
metrics used for usability testing always change due to new 
inventions in ICT applications [15]. There are numerous 
usability measurement tools for usability testing. Website 
Analysis and Measurement Inventory (WAMMI) is a usability 
measurement tool that assesses website usability. WAMMI is a 
questionnaire developed by the Human Factors Research 
Group (HFRG). WAMMI comprises usability factors such as 
attractiveness, controllability, efficiency, and helpfulness [16]. 
WAMMI is used to evaluate the usability level of the Ministry 
of Education Malaysia (MOE) web portal and provide usability 
enhancement based on the testing results. There are two stages 
of usability testing, such as pre-usability testing to evaluate the 
current web portal and post-usability testing for the web portal 
that has been enhanced. The pre-usability testing result showed 
that the usability of the current web portal was at a moderate 
level. In contrast, the post-usability testing result showed that 
usability improved significantly [16]. 

Besides, the Software Usability Measurement Inventory 
(SUMI) was used as a usability measurement tool to measure 
system usability. SUMI was used to evaluate user experience 
when it was introduced in the 1990s. SUMI consists of 
usability criteria such as effectiveness, efficiency, satisfaction, 
error management, consistency, adaptability, and compatibility. 
This evaluation tool assesses a semantic image retrieval 
application, WebSIR. The results showed that 85% of 
respondents were satisfied with this application, which is easy 
to use [16]. Another study by [17] evaluated the usability of 
South Tangerang E-Government using SUMI. Based on the 
study, the usability scores of the e-government website are 
taken as a benchmark for the system’s usability. The system 
usability scores are 85 for effectiveness, 81.5 for efficiency, 
and 72.5 for satisfaction. Thus, the usability of the e-
government website is good. 

A representative sample of users must conduct usability 
testing because users are different and have different problems 
[18]. Suitable usability testing methods and measurement 
should be considered when planning the testing with users, 
especially children. Usability testing with children consists of 
introspection, direct observation, thinking aloud, and 
interaction. Simple observation is used to observe users as they 
perform their tasks. Thus, this technique has been recognised 
as one of the best techniques for usability testing [19]. The 
usability testing should be planned before it is conducted on a 
real user. 

III. METHODOLOGY 

The usability testing method used in this study is direct 
observation. The observation method is conducted to evaluate 
the user experience of the product. This method involved 
evaluating users by observing them carrying out the tasks 
provided. Observations are conducted based on effectiveness, 
efficiency, and user satisfaction. User satisfaction is subjective. 
Thus, interviews were also conducted with low vision children 
to get feedback regarding their satisfaction level with the tested 
serious game. During the interview, emoticons (like, normal, 
dislike) are prepared to observe the user's reaction to the game. 
Observations will be recorded on the user satisfaction 
checklist. Users are required to perform tasks using the 
provided prototypes. 

This usability testing used a selected study sample 
conducted at Sekolah Kebangsaan Pendidikan Khas Jalan Batu, 
Kuala Lumpur, and Sekolah Kebangsaan Pendidikan Khas 
Muar. This testing involves fifteen to seven-year-old low 
vision children (nine boys and six girls). In order to conduct 
usability testing, there are ethics that the researcher must 
follow. Since the testing was conducted during the COVID-19 
pandemic, it complied with the Standard Operating Procedures 
(SOP) set by the Ministry of Education. Before conducting the 
usability test, consent from parents or guardians is required to 
ensure that the study meets research guidelines and ethics. The 
purpose of this research is also explained to the teachers 
involved. 

A. Usability Testing Procedures 

The activities involved in usability testing include 
determining the testing objective, preparing the instruments 
and testing tools, identifying the task scenario, preparing the 
testing checklist, and measuring usability testing. The testing 
procedure begins with the preparation of the testing 
instruments and tools. The testing procedure is further 
explained in the following sections. 

1) Determination of testing objective: This usability 

testing was conducted to verify the accessibility of serious 

games to low vision children. Evaluation is important to 

ensure serious games accomplish development objectives. The 

evaluation is conducted based on the ISO 9241-11 definition, 

which covers effectiveness, efficiency, and user satisfaction 

concerning serious games. 

2) Testing instruments and testing tools preparation: The 

testing instruments are prepared before the test is conducted. 

The testing instruments are reviewed by lecturers who are 
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experts in multimedia and games. The testing instruments 

consist of a serious game prototype, a usability testing task 

list, an observation checklist, a video recording, and a screen 

recording. Testing tools, such as tablets, a video camera, and a 

screen recorder, are prepared to support the usability test. 

3) Identify task scenarios: Usability testing is conducted 

by giving the user a task scenario while the user plays the 

game. Researchers help users play the game when needed. 

The task scenario is an action that needs to be performed by 

the user during interface testing. The task scenario is based on 

the game task instructions. The task scenario is prepared 

according to the game screen and the game's design, such as 

the start screen, the narration screen, and the game task screen. 

Researchers use these task scenarios to ensure that all testing 

activities are going as planned. 

4) Testing checklist preparation: A checklist is prepared 

based on the usability construct [1], [19], which consists of 

effectiveness, efficiency, and user satisfaction. The usability 

checklist consists of sixty-three items. Checklists are provided 

based on game functions and actions that players need to 

perform while playing the game. Table I shows the contents of 

the usability checklist. 

TABLE I.  THE CONTENTS OF THE USABILITY CHECKLIST 

Accessibility 

Elements 
Effectiveness Efficiency 

User 

Satisfaction 

Menu and 

Button Screen 

Design) and 
Navigation 

Children can click 

the menu and 

button functions. 
 

Children easily 
click on menus 

and buttons. 

Children click on 
the right menu 

and button. 

Children's 

reactions when 

they click the 
menu and button. 

Multimedia 
(Graphics, 

Animation, 

Text, and 
Audio) 

The multimedia on 

the screen are 
interesting for 

children. 

The audio used 
appeals to 

children. 

Children click 

objects in the 

game easily. 
Children do not 

confuse while 

playing. 

Children's 

reactions to 
multimedia in 

the game. 

Object 

Movement 

Adjustable speed 

of objects helps 
children to play. 

Object 
movement 

makes it easier 

for children to 
click on the 

correct object in 

the game. 

Children's 
reactions to the 

object’s 

movement. 

Language 

The language used 
in the game is 

understandable 

and suitable for 
the children's 

ability. 

The language 
used does not 

confuse or cause 

children to make 
mistakes while 

playing. 

Children's 
reactions to the 

language used. 

5) Measurement of usability testing: The measurement of 

effectiveness, efficiency, and user satisfaction are measured 

using the usability score [15], [20]. There are three 

observation options, effectiveness, efficiency, and user 

satisfaction, for the checklist, with the score represented for 

each option. Scores are awarded based on completing each 

task. Scores are then accumulated based on the three 

observation options. The usability measurements are as 

follows: 

a) Effectiveness Measurement: Effectiveness measures 

is the ability of the user to complete a task within the game. If 

a task is completed successfully, a score of 5.0 will be marked 

on the effectiveness checklist item. Half of the task is 

completed or fails to complete; a score of 2.5 and 0 will be 

marked on the checklist item, respectively. Table II shows the 

scoring guide for the effectiveness checklist item during the 

observation. 

TABLE II.  EFFECTIVENESS SCORING GUIDELINES 

Score 5.0 2.5 0 

Details 

When the 

children manage 

to complete the 

task successfully, 

the accessibility 
elements on-

screen help 

children playing 
the game as 

below: 

 
-Children have no 

problem 

navigating the 
button and menu 

display on the 

screen. 
 

-Children 

understand the 
instructions of the 

game. 

Children completed 

half of the task but 
had several issues, 

as below: 

 
-Children have 

difficulty navigating 

certain buttons and 
menu displays on the 

game screen, but 

they can still 
proceed with the 

game. 

 
-Multimedia 

elements do not 

consistently attract 
children's attention. 

 

Children do not 

complete the task 
below: 

 

-Children have a 
problem finding all 

the menus and 

button displays on 
the game screen. 

 

-Children do not 
understand the game 

instructions. 

Thus, the usability score for the effectiveness, X, is 
formulated as: 

X = (∑ Score for each effectiveness checklist item) / Total 

effectiveness checklist item  (1) 

b) Efficiency measurement: Efficiency is measured 

based on the duration of task completion time, which is the 

average task completion time. The average task completion 

time is a reference in efficiency testing [21]. The efficiency 

aspect is better when the user completes the task faster. The 

efficiency checklist has three observation options, with the 

score represented for each option. If the time is taken by the 

child to complete the task is equal to or faster than the average 

task completion time, then a score of 5.0 will be marked on 

the efficiency checklist item. Whereas, if the time the child 

takes to complete the task exceeds the average task 

completion time, a score of 2.5 will be marked on the 

efficiency checklist items. However, if the task fails, a score 

of 0 will be marked on the checklist items. Table III shows the 

scoring guide for the efficiency checklist item during the 

observation. 
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TABLE III.  EFFICIENCY SCORING GUIDELINES 

Score 5.0 2.5 0 

Details 

Children choose 

the right menu 

and button based 
on the game 

function 

 
The assistance 

provided when 

children play the 
game is minimal. 

Some menus and 

buttons in the game 

are not selected 
correctly. However, 

they still could 

proceed to play the 
game. 

 

Some of the tasks 
require help. 

Children are 
difficult to choose 

the right menu and 

button. 
 

Children play the 

entire game with 
assistance from the 

researcher 

Thus, the usability scores for the efficiency, X, formulated 
as: 

X = (∑Score for each item of efficiency checklist)/ Total 

Efficiency Checklist item (2) 

c) User satisfaction measurement: User satisfaction 

measurement consists of like, neutral, and disliked. A 5.0 

score will be marked on the user's satisfaction checklist items 

if a child likes the serious game. If the child's reaction is 

neutral, a score of 2.5 will be marked on the checklist items, 

and if the child does not like the game, a score of 0 will be 

marked on the checklist items. Table IV shows the scoring 

guide for the user satisfaction checklist item during the 

observation. 

TABLE IV.  USER SATISFACTION SCORING GUIDELINES 

Score 5.0 2.5 0 

Details 

Children show 

emoticons 

provided with 

"happy" signs. 

Children can 
focus on playing 

the game. 

Children finish 
the game 

successfully. 

Children show 

emoticons provided 

with "neutral" signs. 
Children can focus 

on some of the 

games. 
Children stop 

playing in the middle 

of the game 

Children show 

emoticons provided 

with signs 
"dislike". 

Children are not 

focused while 
playing the game. 

Children are unable 

to finish the game. 

Thus, usability scores for the user satisfaction category, x, 
can be formulated as: 

X = (∑ Score for each item of user satisfaction checklist)/ 

(Total User Satisfaction Checklist item) (3) 

The average value of each usability category is considered 
the use score for that category. The overall usability score is 
the average value of usability scores for three usability 
categories. Thus, the overall usability score, X, can be 
formulated at Table V: 

TABLE V.  USABILITY SCORE 

Weak Moderately Good Good 

.0 ≤ x ≤ 2.49 2.5 ≤ x ≤ 3.49 3.5 ≤ x ≤ 5.0 

6) Implementation of usability test: A pilot study is 

conducted on the instrument to test its reliability before it is 

used in the actual testing. The pilot study involved a sample of 

five to seven-year-old low vision children. The pilot study was 

conducted to ensure that the assessment faced no problems. 

Through a pilot study, children's reactions, behaviours, and 

play tasks can be recorded. During the usability testing, 

children played the game with minimal assistance. The camera 

is used to record testing sessions. Screen recorder software 

records children's activities on the screen when playing the 

game. During the observation, researchers must observe the 

child's actions and reactions to the game tested. Children’s 

actions in the game are recorded on the provided task scenario 

checklist and transferred to the usability checklist. Scores are 

given on the user’s achievement in the task, which is recorded 

on the usability checklist based on the effectiveness, 

efficiency, and user satisfaction constructs. The data collected 

was analyzed with a descriptive analysis method. Fig. 2 shows 

the usability testing preparation. 

 

  

  

Fig. 2. Usability testing preparation. 

IV. RESULTS 

The usability measurement is done by analysing the user's 
success in completing tasks. Usability data is collected as a 
usability score and determines whether the game design goals 
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are achieved and the need to improve the serious game. A 
user's success score indicates how successful the user is at 
completing a task. Scores are then accumulated based on three 
categories of usability: measurement of effectiveness, 
efficiency, and user satisfaction. 

Based on the analysis, the effectiveness score for the game 
screen is 4.74. The children complete the tasks successfully on 
the game screen. Children begin to adapt in the early stages of 
the game. They make mistakes when selecting objects in the 
game and choosing the wrong answer. However, they can still 
reselect the correct button and complete the task. When the 
children can play at a higher level in the game, the user can 
adapt to the game interface. Fig. 3 shows the graph of the 
effectiveness score for each screen. 

 

Fig. 3. The graph of effectiveness score. 

Efficiency scores are given based on the time it takes to 
complete the task and efficiency measurement metrics. For the 
level 1 task, the average time the children took to complete the 
task was seven minutes. Children need more time to complete 
games because they begin to explore the game interface and 
begin to adapt to the game environment. The average time the 
children complete the level 2 and level 3 tasks is five minutes. 
At level 2 and 3 game tasks, children become more efficient at 
playing games because they can already adapt to the game 
interface and environment. They already understand how to 
play the game. The efficiency score is 4.55. Based on the 
usability score, the efficiency level is good. The game task can 
be executed smoothly and easily. Serious game efficiency 
analysis shows children click on the right buttons and menus to 
play the game. The assistance given to children is minimal, and 
they easily correct mistakes. Therefore, children can play the 
game easily and smoothly. Fig. 4 shows the graph of the 
efficiency score for each screen. 

 

Fig. 4. The graph of efficiency score. 

User satisfaction is measured based on the user’s feelings 
when playing serious games, such as their reactions to screen 
design, buttons, menus, and games. For user satisfaction 
constructs, the user satisfaction score is 4.92. Based on 
usability scores, the level of user satisfaction is good. This 
shows that the children react positively to playing the game. 
Children react positively to the game interface, such as buttons, 
menus, graphics, and animations. Multimedia elements such as 
audio and in-game animations also attract users to play games. 
Fig. 5 shows the user the graph of the user satisfaction score. 

 

Fig. 5. The graph of user satisfaction score. 

Based on aspects of effectiveness, efficiency, and user 
satisfaction tested, the overall usability score is 4.76, which is 
good. Based on descriptive usability analysis, elements of 
accessibility such as screen design (buttons, menus, and 
navigation), multimedia, language, and object motion are 
important in increasing the usability of serious games for low 
vision children. 
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V. DISCUSSION 

In the context of the usability of serious games, 
accessibility elements such as screen design, multimedia, 
language, and object motion help children complete the game 
successfully. The game interface features a simple screen 
design with larger buttons, menus, and icons to prevent 
accidental clicks, enabling children to interact with the game 
easily. This is consistent with a previous study by Allah et al. 
[22], which found that screen design elements such as menus 
and buttons were considered for improving the usability of the 
user interface. 

Animations provide visual and auditory feedback when 
objects are selected or actions are performed, aiding children to 
choose the correct answers during gameplay. This finding 
aligns with the results of Ghanouni et al. [23], who emphasized 
the important role of animations in game design for children. 
The game also includes audio to assist children with low vision 
in understanding the content. The option to adjust audio 
volume ensures that children can set it to a comfortable level or 
mute it if needed. This outcome demonstrates that background 
audio associated with objects in the game assists users in 
selecting the correct object or answer, as reported by Najjar et 
al. [24]. 

Brighter colors are used for important in-game objects. A 
good contrast between text, graphics, and background colors 
enhances readability, allowing children to easily identify 
important object. Concise language helps children understand 
and follow the game's tasks, and these findings are in line with 
previous research conducted by Benaida [25]. However, this 
study goes further by demonstrating that object speed can be 
adjusted based on children's preferences to help children 
control the game. 

Furthermore, when children navigate the game interface 
without confusion, they enjoy the gameplay and feel satisfied 
with the experience [26]. Multimedia elements make the game 
more enjoyable for children [14]. When children can easily 
understand the gameplay and objectives, they experience a 
sense of accomplishment and satisfaction. Positive 
reinforcement through sounds or animations can keep users 
engaged and motivated [27]. Therefore, the use of accessibility 
elements on each screen is important for helping low vision 
children play games. 

VI. CONCLUSION 

In this study, usability testing on a serious game was done 
successfully, involving low-vision children playing the game. 
The testing has been done through observation. The results of 
usability testing show that the effectiveness aspect achieved a 
good average score of 4.74, while the efficiency aspect 
obtained an average score of 4.55. Moreover, the user 
satisfaction aspect received a high average score of 4.92. Thus, 
the overall level of usability is rated as good, with an average 
usability score of 4.76. Accessibility elements such as 
multimedia, screen design, language, and object motion 
enhance the usability of serious games. With this testing, the 
prototype will be more usable. Therefore, this serious game 
meets the usability aspects of serious games for low vision 
children. In conclusion, this study shows that this serious game 

is useful for children with low vision. The design of this game 
helps children play and learn more comfortably and improves 
their play experience. Future research could be done on 
designing an accessibility design for serious games for other 
disabilities, and new technology, such as artificial intelligence, 
could be implemented into the game design. 
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Abstract—The management of critical infrastructure heavily 

relies on Supervisory Control and Data Acquisition [SCADA] 

systems, but as they become more connected, insider attacks 

become a greater concern. Insider threat detection systems [IDS] 

powered by machine learning have emerged as a potential 

answer to this problem. In order to identify and neutralize 

insider threats, this review paper examines the most recent 

developments in machine learning algorithms for insider IDS in 

SCADA security systems. A thorough analysis of research 

articles published in 2019 and later, focussed on variety of 

machine learning methods, have been adopted in this review 

study to better highlight difficulties and challenges being faced 

by professionals, and how the study will contribute to overcome 

them. The results show that, in addition to conventional methods, 

machine-learning based intrusion detection techniques offer 

important advantages in identifying complex and covert insider 

attacks. Finding pertinent insider threat data for model training 

and guaranteeing data privacy and security are still difficult to 

address. Ensemble techniques and hybrid strategies show 

potential for improving detection resiliency. In conclusion, 

machine learning-based insider IDS has the potential to protect 

critical infrastructures by strengthening SCADA systems against 

insider attacks. The similarities and differences between cyber 

physical systems and SCADA systems, emphasizing security 

challenges and the potential for mutual improvement were also 

reviewed in this study. In order to be as effective as possible, 

future research should concentrate on addressing issues with 

data collecting and privacy, investigating the latest developments 

in technology, and creating hybrid models. SCADA systems can 

accomplish proactive and effective defence against insider 

attacks by integrating machine learning advancements, 

maintaining their dependability and security in the face of 

emerging threats. 

Keywords—Threat detection; SCADA security; machine 

learning-based intrusion detection; cyber-physical systems security; 

insider attack prevention 

I. INTRODUCTION 

SCADA systems are widely used in areas such as 
telecommunications, water management, electricity [1], [2]. 
These systems employ specialized control units like Master 
Terminal Units (MTUs) and Remote Terminal Units [RTUs] to 
automate and manage industrial operations [3]. With the advent 
of Industry 4.0, the integration of Internet of Things [IoT] 
devices into Cyber-Physical Systems (CPS) has given rise to 
Industrial IoT. This technology enables real-time monitoring of 
machine status, providing operators with immediate feedback 
and facilitating faster operations in industries that heavily rely 
on electrical machinery, particularly induction motors [1], [4]. 

Modernized SCADA systems have evolved into highly 
advanced and intricate technological systems. The adoption of 
open standard protocols has significantly enhanced their 
productivity and profitability. SCADA architecture offers 
numerous benefits, including improved data access, cost-
effectiveness, flexibility, configurability, accessibility, and 
scalability [5], [7]. However, these advancements have also 
introduced new threats and vulnerabilities [6]. Similar concerns 
have been raised by other researchers [2], who emphasized the 
increasing cyber-attacks on SCADA systems due to their rapid 
evolution, automation, real-time operation, and decentralized, 
multi-component design. A few researchers [6],[4],[8] 
highlighted the complexity and severity of the situation, 
attributing it to the utilization of the Internet for 
communications within SCADA systems. 

Scope of the Review: The study concentrated on 
investigation and analysis of recent developments in Insider 
Intrusion Detection Systems (IDS) in SCADA systems. A 
variety of machine learning methods, deep learning models, 
advanced algorithms, and other new techniques utilized for 
insider IDS in SCADA contexts were covered (Tables I to III). 
The studies have also examined the difficulties encountered 
when putting these ideas into practice and assess how well they 
work at identifying insider threats [9]. In this study the 
developments over the past five years have been discussed. 

Research Problem: As the review study focuses on 
addressing key challenges by exploring the advancements and 
issues in insider threat detection systems (IDS) for SCADA 
environments. The research problem lies here is enhancing the 
detection and prevention of insider threats within SCADA 
systems using machine learning-based approaches. By 
examining the latest developments in this field, we aim to 
provide a comprehensive understanding of how machine 
learning techniques can be harnessed to fortify SCADA 
systems against insider attacks. 

The significance of this study is twofold: Firstly, it offers 
insights into the application and efficiency of Insider IDS in 
SCADA systems, highlighting their capabilities to identify 
complex and covert insider attacks. Secondly, it delves into the 
limitations and obstacles faced while implementing these 
systems, guiding practitioners and researchers towards more 
effective and secure solutions. By bridging the gap between the 
evolving threat landscape and SCADA security, this review 
contributes to the advancement of cyber-physical system 
protection and ensures the continuous operation of critical 
infrastructures [8]. 
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A. Research Objectives: The Key Objectives of this Study are;  

1) to give a thorough review of insider IDS's application 

and efficiency in SCADA systems. 

2) to recognize the main issues and new developments in 

insider threat detection and prevention in SCADA 

environments. 

3) to assess the effectiveness and constraints of the current 

insider IDS systems and suggest additional areas for 

development. 

B. Research Questions: Based on above Objectives the Study 

Addressed following Questions;  

1) What are the prevalent methods and strategies 

employed in insider IDS for SCADA systems, and how have 

they evolved to address the growing challenges posed by 

insider attacks?  

2) What are the key issues and challenges in insider threat 

detection and prevention in SCADA environments, and what 

are the recent advancements in machine learning-based 

intrusion detection techniques to overcome these challenges 

effectively?  

3) How effective are the current insider IDS systems in 

SCADA environments, and what are their strengths and 

weaknesses? Additionally, what are the potential areas for 

further development to enhance the capabilities of insider IDS 

systems in SCADA? 

This paper is structured as follows: In the Review of 
Literature section, we delve into the comprehensive body of 
existing research to establish the context and identify the gaps 
that motivate our study. The Review Methodology section 
outlines our approach to analyzing recent advancements and 
challenges in Insider IDS for SCADA systems. We have then 
presented our findings in the Discussion and Analysis section, 
where we explored the strengths, limitations, and potential 
solutions of different techniques. Then, at challenges and 
recommendations section, we addressed the identified gaps and 
provide insights into enhancing the effectiveness of Insider 
IDS. The Comparison of IDS SCADA and Cyber Physical 
section highlighted the distinctive features of both realms and 
their interaction [10]. Finally, we concluded by summarizing 
our key findings, followed by a discussion of limitations and 
future research directions. 

By following this structure, we aim to offer a holistic 
understanding of the advancements and challenges in Insider 
IDS for SCADA systems, providing valuable insights to both 
researchers and practitioners in the field (Table IV). 

II. REVIEW OF LITERATURE 

A. Machine Learning Techniques for Insider IDS in SCADA 

Systems 

SCADA systems are vital in maintaining and controlling 
different infrastructures, such as power grids, water treatment 

facilities, and transportation networks. These systems come 
with higher risk of insider attacks as they become more 
networked and accessible [10], [11]. The security and 
dependability of SCADA systems are seriously threatened by 
insider assaults carried out by anyone with authorized access to 
the system. 

Traditional security solutions frequently fall short in 
addressing these internal risks. Machine Learning [ML] based 
Insider Intrusion Detection Systems [IDS] have become a 
potential method for improving insider attack detection and 
prevention in SCADA systems. The machine learning is 
commonly known as a branch of artificial intelligence [12]. 
ML has the capacity to examine massive amounts of data, spot 
trends, and spot unusual behaviour that might be indicative of 
hostile intent. 

For insider IDS in SCADA systems, machine learning 
techniques comprise on developing models from past data in 
order to understand typical system behaviour and spot 
abnormalities that can point to insider assaults. These methods 
benefit from flexibility and the capacity to learn from fresh 
facts, enabling them to advance alongside new dangers [13]. 

The use of machine learning in insider IDS enables the 
detection of intricate and covert attacks that rule-based or 
signature-based methods can miss. Machine learning 
algorithms may recognize small anomalies and identify 
aberrant actions that depart from established standards by 
learning patterns and behaviours from data. 

It is not without issues, yet, to implement machine learning 
methods for insider IDS in SCADA systems [1], [14]. As 
recognized insider threat data is often difficult to come by due 
to the frequency of such instances, data collection, pre-
processing, and classification can be challenging jobs. 
Furthermore, it is essential to protect the confidentiality and 
security of critical SCADA system data while developing 
machine learning models [14]. 

The goal of the current study is to examine the most recent 
developments in insider IDS techniques for SCADA systems. 
It has explored the many methodologies, approaches, and 
algorithms applied in this field (Tables I to II). The review has 
also gone through the advantages, difficulties, and potential 
future research paths of using insider IDS to improve the 
security and resilience of SCADA systems [15]. 

Insider IDS in SCADA systems may strengthen the ability 
to identify and respond against insider attacks by utilizing 
machine learning techniques. The subsections below will 
provide in-depth discussion on particular machine learning 
techniques and methodology used in insider IDS, as well as the 
difficulties and opportunities presented by their application in 
SCADA systems [16]. 
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TABLE I. IDS SOLUTIONS COMPARISONS 

IDS 

Solution 

Algorithm 

Description 
Scalability Limitations Advantages Conditions for Algorithm Use 

Snort Rule-based Systems 

Snort is suitable for small 

to medium-sized 

networks, easily scaled up 

by adding more hardware 

or utilizing distributed 

deployments [10]. 

Limited in detecting 

novel or zero-day 

attacks, requires regular 

updates to stay up-to-

date with emerging 

threats [10]. 

Easy customization and 

quick deployment, 

widely used and well-

established in various 

network environments. 

Rule-based systems are the primary 

approach in Snort. Machine learning 

and statistical analysis are used to a 

limited extent for rule generation 

and identifying abnormal behavior. 

[10],[14] 

Suricata Rule-based Systems 

Suricata is highly scalable 

and can handle large 

network traffic volumes, 

making it suitable for 

enterprise-level 

deployments. 

Deployment complexity 

may require more 

expertise, continuous 

tuning for minimizing 

false positives [15]. 

Accurate detection of 

known attack patterns, 

data fusion capability 

enhances detection of 

complex attack 

scenarios. 

Rule-based systems are the primary 

approach in Suricata. Data fusion is 

used to correlate data from multiple 

sources and enhance detection 

capabilities [15]. [16]. 

Bro/Zeek 

Rule-based 

Systems, Statistical 

Analysis 

Bro/Zeek is highly 

scalable and can handle 

large network traffic 

volumes, making it 

suitable for enterprise-

level deployments. 

Requires more 

computational resources 

due to the 

comprehensive analysis 

it performs, potential 

performance impact in 

high traffic scenarios. 

Comprehensive network 

monitoring capabilities, 

rule-based approach 

with added statistical 

analysis for anomaly 

detection. 

Rule-based systems are the primary 

approach in Bro/Zeek. Statistical 

analysis is used to identify 

anomalies and detect patterns within 

network traffic [19].20]. 

McAfee 

Rule-based 

Systems, Machine 

Learning 

McAfee IDS solutions are 

designed for scalability 

and can be deployed in 

various network 

environments, including 

small to large enterprise 

networks. 

Complexity in managing 

machine learning 

models, potential false 

positives/negatives 

depending on training 

data quality. 

Combination of rule-

based systems with 

machine learning 

techniques for enhanced 

threat detection, suitable 

for different network 

environments [23]. 

Rule-based systems are the primary 

approach in McAfee IDS solutions. 

Machine learning is used to detect 

unknown or evolving threats in 

some versions of the solution 

[20],[25]. 

Cisco 

Firepower 

IPS 

Rule-based, 

Statistical Analysis, 

Graph-based, 

Machine / Deep 

Learning, Data 

Fusion, NLP, 

Hybrid Approaches 

Cisco Firepower IPS is 

designed to scale for large 

enterprise networks and 

can handle high network 

traffic volumes. 

Complex deployment 

and management, 

potential resource-

intensive processing for 

advanced techniques, 

dependence on quality 

training data. 

Comprehensive set of 

detection techniques, 

ability to handle high 

network traffic volumes, 

advanced approaches 

like machine learning 

and graph-based analysis 

[14], 16]. 

Multiple algorithms are used based 

on the specific requirements and 

features. The solution employs rule-

based systems, statistical analysis, 

machine learning, deep learning, 

graph-based approaches, and data 

fusion [23]. 

In order to solve the particular difficulties, problems, and 
traits of insider IDS [Intrusion Detection Systems] in SCADA 
systems, machine learning approaches have been developed 
and customized [17]. These modifications take into account the 
unique demands and limitations of SCADA systems, such as 
the necessity for rapid and precise anomaly detection and real-
time monitoring and large-scale data processing. We have gone 
through some of the most significant modifications made to 
machine learning methods for insider IDS in SCADA systems 
in this part. 

 Feature Engineering: In SCADA systems, feature 
engineering is key to machine learning for insider IDS. 
Domain-specific features must be identified and 
designed due to the nature of SCADA data, which 
consists of time-series measurements, sensor readings, 
and control orders [18]. These characteristics record 
crucial facets of system activity and give machine 
learning models useful input. Statistical measurements, 
signal processing methods, and frequency domain 

analysis are a few examples of features frequently 
found in SCADA systems. 

 Imbalanced Data: Compared to typical system 
behaviour, insider attacks are frequently infrequent 
occurrences. As a result, datasets become unbalanced, 
with a vastly greater number of regular instances than 
attacks [1]. Machine learning algorithms may have 
trouble effectively identifying the minority class of 
attacks. The performance of machine learning 
algorithms can be strengthened by rebalancing the 
dataset using a variety of techniques, such as 
oversampling, under sampling, or the use of ensemble 
methods like SMOTE (Synthetic Minority Over-
Sampling Technique). 

 Real-time Processing: SCADA systems work in real-
time settings where it's crucial to promptly detect and 
respond to insider threats. For SCADA systems to 
handle the high-speed data streams they produce, 
machine learning algorithms must be modified. Models 
can update and react in real-time thanks to methods like 
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online learning or streaming algorithms, ensuring the 
prompt detection of insider threats [19]. 

 Model Interpretability: In the context of SCADA 
systems, machine learning model interpretability is 
crucial. The reasoning behind the judgments made by 
the models must be understood by system 
administrators and security staff. Rule extraction, 
feature importance analysis, or the application of 
explainable AI [XAI] methodologies are a few 
techniques that can give insights into model behaviour 
and improve user confidence in and comprehension of 
the applied machine learning models [9]. 

 Resource Constraints: SCADA systems frequently use 
constrained computational resources, necessitating the 
development of effective and portable machine learning 
models. Reduce the computing requirements of the 
models without sacrificing performance by using 
methods like model compression, model pruning, or the 
usage of simplified architectures [10]. 

 Transfer Learning and Domain Adaptation: Transfer 
Learning and Domain Adaptation methods are useful 
because classified insider threat data is hard to get in 
SCADA systems [10]. Retrained models from related 
domains can be used as a starting point or to bootstrap 
the training process, which may then be fine-tuned 
using the specific data from the SCADA system. By 
using this strategy, the machine learning models 
perform better and the problem of data scarcity is 
lessened. 

The improvements and adjustments of machine learning 
approaches for insider threats in SCADA systems take into 
account the particular difficulties and traits of these systems. 
They make it possible to create intrusion detection systems that 
are effective and efficient, capable of handling unbalanced 
data, providing interpretability, and operating within the 
resource limitations of SCADA environments [12]. In order to 
strengthen the security of SCADA systems against insider 
assaults, current research in this area intends to further improve 
and refine these adaptations along with investigating fresh 
approaches. 

Insider IDS [Intrusion Detection Systems] for SCADA 
[Supervisory Control and Data Acquisition] systems provide 
compelling potential for fresh methodologies and applications. 
These methods improve insider threat detection and prevention 
by utilizing the capabilities of machine learning algorithms. 
We'll talk about a few cutting-edge methods and uses of 
machine learning in this part as they relate to insider IDS for 
SCADA systems [5], [7]. 

 Behaviour Analysis: Using machine learning algorithms 
for behavioural analysis in SCADA systems is one 
cutting-edge strategy. Machine learning models can 
identify variations that can be signs of insider assaults 
by learning the typical patterns of user behaviour and 
system operations [10]. To respond to changing system 
behaviour, these models can be continuously updated 
and trained using past data. 

 Anomaly Detection: Machine learning approaches are 
excellent at recognizing anomalies, which is essential 
for identifying insider threats in SCADA systems [9]. 
Models are able to spot alterations from the norm that 
could be indicative of malicious activity by learning 
from the typical system behaviour. Auto encoders, 
Gaussian mixture models, or one-class SVMs are 
examples of unsupervised learning techniques that can 
be used to quickly identify anomalies and flag 
questionable behaviour [10]. 

 Ensemble methods: To increase detection accuracy and 
robustness, ensemble approaches mix various machine 
learning models. Ensembles of models can be built 
using methods like bagging, boosting, or stacking that 
were trained on various subsets of the data or with 
various techniques. This ensemble-based strategy 
reduces false positives and improves insider IDS's 
overall performance in SCADA systems [12], [16]. 

B. Deep Learning Models 

For insider IDS in SCADA systems, deep learning models 
like deep neural networks, have demonstrated potential in a 
number of fields. These models are capable of discovering 
complex features and patterns from unprocessed data, which 
makes it possible to identify sophisticated insider attacks [13]. 
For evaluating network traffic and time-series data, 
Convolutional Neural Networks [CNNs] and Recurrent Neural 
Networks [RNNs] are frequently used in deep learning-based 
IDS. 

 Graph-Based Approaches: SCADA systems frequently 
have a complicated network structure, where 
components and dependencies can be represented as 
graphs. The relationships between system items can be 
captured and potential insider threats can be identified 
using graph-based machine learning techniques (Tables 
II and III). In SCADA systems, suspicious patterns, 
attack pathways, and alert priority can all be found 
using methods like graph neural networks and graph 
clustering techniques [17]. 

 Hybrid Approaches: To take use of their complimentary 
qualities, hybrid approaches incorporate various 
machine learning techniques such as rule-based 
systems, statistical analysis, and machine learning 
algorithms. These methods make it possible to combine 
several detection techniques, and they improve insider 
IDS in SCADA systems' precision and robustness [12]. 

 Natural Language Processing [NLP]: Textual 
information from logs, configuration files, and system 
messages can offer crucial information for spotting 
insider threats in SCADA systems according to Natural 
Language Processing [NLP]. The NLP techniques can 
be used to process and analyse this textual data, extract 
pertinent data, and spot potential attack indications.  

A thorough insider IDS architecture can benefit from the 
use of machine learning models that can be trained to 
categorize and analyze text input [18]. 
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These revolutionary methods and insider IDS for SCADA 
systems uses of machine learning techniques offer enormous 
potential to improve security and safeguard crucial 
infrastructures. Continuous research and development in these 
field aims to improve the effectiveness of these methods, 
handle the changing problems brought on by insider threats in 
SCADA systems, and further these approaches [6]. 

In addition to the machine learning techniques, deep 
learning models, and advanced algorithms mentioned earlier, 
there are other tools and approaches that can be explored in the 
context of insider IDS in SCADA systems (Table IV). Here are 
a few examples: 

 Statistical Approaches: Data from SCADA systems can 
be examined for patterns, trends, and abnormalities 
using statistical approaches. Techniques like time series 
analysis, statistical process control, and multivariate 
analysis can shed light on unusual behaviour or 
departures from the way a system is supposed to work 
[7]. 

 Rule-based Systems: To identify potential insider 
threats, rule-based systems use a set of established rules 
or criteria. These guidelines may be drawn from 
professional judgment or widely accepted commercial 
norms. To improve detection accuracy, rule-based 
systems are frequently employed in conjunction with 
other methods [16]. 

 Data Fusion: To increase the precision of insider threat 
detection, data fusion merges data from many sources, 
including sensor data, network logs, and user behaviour. 
Complex patterns and correlations that might not be 
obvious when evaluating individual data sources might 
be found by integrating various data streams [20]. 

 Evolutionary Algorithms: To maximize a solution, 
evolutionary algorithms imitate the processes of natural 
selection and genetic evolution. They can be used to 
improve insider IDS parameters, feature choices, or 
model architectures in SCADA systems. Examples of 
evolutionary algorithms include differential evolution, 
genetic algorithms, and particle swarm optimization [4]. 

 Reinforcement learning includes teaching an agent how 
to make decisions sequentially in a setting to maximize 
a reward signal. This method can be used to develop 
IDS systems that are self-adaptive and self-learn in 
order to dynamically respond to insider threats in 
SCADA systems [19]. 

 Graphical probabilistic models called Bayesian 
networks are used to describe ambiguous relationships 
between variables. They can be used to simulate causal 
chains and interdependencies within a SCADA system, 
making it easier to spot irregularities and possible 
insider threats. 

 Fuzzy Logic is a mathematical framework for handling 
deliberation and decision-making in the face of 
uncertainty. In insider IDS for SCADA systems, it can 
be used to describe imprecise or uncertain knowledge, 

enabling more adaptable and reliable detection 
procedures [13], [19]. 

This broadens the selection of tools available for 
identifying insider threats in SCADA systems by offering 
alternatives to conventional machine learning and deep 
learning techniques. When choosing and implementing these 
approaches, it's crucial to thoroughly evaluate their 
applicability for the specific SCADA environment and take 
into account their advantages, disadvantages and performance 
traits. 

C. Cyber Physical Systems 

Cyber-Physical Systems (CPS) are networked systems that 
combine computing and communication skills with physical 
aspects [10]. CPS denotes to the integration of SCADA 
systems with the latest information and communication 
technologies in the context of this review study. CPS is 
essential for controlling critical infrastructure, but it also 
creates new security risks, especially with regard to insider 
attacks [21],[22]. To increase the security of CPS, the study 
intends to investigate the most recent advancements and 
breakthroughs in Insider Intrusion Detection Systems (IDS) 
based on machine learning. The study seeks to pinpoint major 
issues and offer suggestions for proactive security against 
insider assaults in CPS contexts by examining the use and 
efficacy of various machine learning approaches (Table III). 

III. IDS SOLUTIONS 

Machine learning is a subfield of artificial intelligence (AI) 
which entails training computers to learn from data and make 
judgments or predictions without being explicitly programmed. 
ML approaches can be applied to Intrusion Detection Systems 
(IDS) to improve the solutions' capacity for identifying 
potential hacking attempts or anomalies [5]. 

The major components of the IDS solutions like Snort, 
Suricata, Bro/Zeek, McAfee IPS, and Cisco Firepower IPS—
use established rules or patterns to identify known threats. 
These IDS systems can, however, be enhanced using ML 
algorithms to make them more intelligent and flexible 
[15],[23]. 

An outline of how ML relates to IDS solutions is provided 
below: Data is necessary for ML algorithms to learn from and 
generate predictions with. In the case of IDS, ML models can 
be trained using historical network traffic data [24]. 

Learning Patterns: Machine learning algorithms examine 
the training data and discover patterns or traits that distinguish 
between legitimate and harmful activity. For instance, they can 
spot specific network traffic patterns linked to particular kinds 
of attacks [13]. 

Making Predictions: Following training, ML models can be 
used to generate predictions about incoming network traffic 
that hasn't yet been seen. The models look for any signs of an 
ongoing assault or unusual activity by comparing the observed 
traffic patterns with what they have learnt from the training 
data. 

Adaptability and Anomaly Detection: ML algorithms are 
also capable of identifying anomalies, which are atypical 
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patterns or behaviours that don't correspond to well-known 
assault patterns. Due to their versatility, ML-based IDS 
solutions can recognize new or undiscovered assaults [12], 
[13]. 

Continuous Improvement: As they are exposed to more 
data over time, ML models can continuously train and get 
better. They can refresh their knowledge to recognize new risks 
and respond to changing attack methodologies [12]. 

In summary, ML algorithms are employed in IDS solutions 
to learn from historical network traffic data, discover patterns 
linked to legitimate and nefarious conduct, and generate 

forecasts about impending attacks or anomalies. This makes 
IDS solutions more proficient in identifying and stopping 
network intrusions. 

It’s important to note that the conditions for algorithm use 
as displayed in Table II are general guidelines which may vary 
based on the specific configurations, versions, and deployment 
environments of each IDS solution. 
The performance metrics for each technique, such as detection 
accuracy, false positive rate, and response time, are compared 
thoroughly in the Table II. These were selected based on 
studies [26], 27]. 

TABLE II. PERFORMANCE METRICS REVIEW FOR INSIDER IDS SCADA SYSTEMS TECHNIQUES 

Technique 
Detection 
Accuracy 

False 

Positive 

Rate 

Response 
Time 

Applicability / 
Usage Condition 

Limitation Advantages Other Information 

Behavioural 

Analysis 
High Low Fast 

Effective for 
identifying 

insider threats 

May not capture all 
insider attack 

patterns 

Captures unusual 

patterns of behavior 

that may indicate 
insider attacks [1],[3] 

Measures the accuracy of 
detecting insider threats 

based on behavior 

Anomaly 

Detection 
High Low Fast 

Effective for 
identifying 

unknown threats 

May result in false 

positives for 

certain data 
distributions 

Can detect previously 
unseen insider attack 

patterns 

Measures the accuracy of 
detecting anomalies in 

network traffic [3] 

Ensemble 
Methods 

High Low Fast 

Effective for 

improving overall 

accuracy 

Complexity may 

lead to higher 
resource 

requirements [9] 

Combines multiple 

models to reduce false 
positives and increase 

accuracy [14] 

Measures the overall 

detection accuracy of the 

ensemble 

Deep Learning 

Models 
High Low Fast 

Effective for 

complex pattern 
recognition 

Requires large 

amounts of 
labelled data 

Can identify intricate 

patterns and detect 
novel insider threats 

Measures the accuracy of 

detecting threats based on 
deep learning models 

Graph-Based 

Approaches 
High Low Fast 

Effective for 

capturing 

network 
relationships 

May face 
challenges in large-

scale networks 

Can detect insider 

threats by analyzing 

complex relationships 
in SCADA 

Measures the accuracy of 
detecting threats based on 

graph analysis [15] 

Hybrid 

Approaches 
High Low Fast 

Effective for 

improving overall 

accuracy 

Requires careful 

integration of 

different 
techniques 

Combines multiple 

methods to enhance 

detection capabilities  

Measures the overall 

detection accuracy [14],[15] 

Natural 

Language 
Processing 

[NLP] 

High Low Fast 

Effective for 

analysing textual 

data 

Requires pre-

processing of 

unstructured data 

Can identify indicators 

of potential insider 
attacks from text data 

[21] 

Measures the accuracy of 

detecting insider threats 

based on NLP 

IV. REVIEW METHODOLOGY 

A structured approach has been used in the review study to 
collect, evaluate, and synthesize relevant research on insider 
IDS in SCADA systems. The methodology is comprised on 
following steps:  

Literature Search: To find studies, conferences, and journal 
publications from the previous five years [2019 to the present] 
that are relevant to the objectives of the research, a thorough 
search was carried out in research databases including IEEE 
Xplore, WOS, ScienceDirect, and Google Scholar. 

The selection of relevant research is based on previously 
established inclusion and exclusion criteria. This study has 
taken into account works that concentrate on machine learning 
methods, deep learning models, advanced algorithms, and new 
insider IDS strategies in SCADA systems. Papers that don't fit 
the criteria for scope or quality were not being considered. 

Data Extraction: Important details from the chosen articles, 
including the title, authors, publication year, methodology, 
algorithms employed, performance measures, and conclusions 
were taken out. In order to facilitate comparison and analysis, 
such information was displayed in a tabular manner. 

The search was conducted in June 2023, and the years 2019 
through 2023 were taken into consideration. 183 papers were 
obtained as a result, including: 59 papers from Science Direct, 
77 papers from WOS, Google scholar, and 47 papers from 
IEEE Xplore. The final collection contained 94 papers after 
manual inspection and the elimination of the replicated 
publications. 

Additionally, we chose potential articles based on the titles 
and abstracts, paying particular attention to those that offered 
novel suggestions for NIDS-specific to SCADA [5],[14]. There 
were 51 papers in the remaining collection. 

After reviewing the complete candidate papers, the goal 
was to collect a set of original and similar solutions. As a 
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result, we disregarded publications that were similar in content 
but had different authors or described the outcomes of the same 
initiatives, as well as papers that lacked IDS evaluation 
findings. 27 papers were selected in the end. 

Data Analysis: To find patterns, trends, and insights 
regarding the most recent developments in insider IDS for 
SCADA systems, the retrieved data was evaluated and 
synthesized. A comparative analysis was done to assess how 

well various strategies and algorithms perform [Reference 
Table IV].  

Development of a Conceptual Framework: Based on the 
research and analysis, conceptual framework was constructed 
to classify and comprehend the numerous machine learning 
methods, deep learning models, and advanced algorithms 
utilized in insider IDS for SCADA systems (Table III). 

TABLE III. CPS AND SCADA SECURITY LANDSCAPE AND LEARNINGS REVIEW 

Comparison 

Aspect 

Cyber-Physical 

Systems [CPS] 
SCADA Systems 

Security Landscape 

Comparison 
Advantages for Learning 

Integration of 

Technologies 

CPS integrates cyber 
and physical 

components to create 

interconnected systems 
[6]. 

SCADA focuses on 
integrating sensors, 

actuators, and control 

systems in industrial 
environments. 

Both CPS and SCADA 
require secure integration of 

diverse technologies to 

prevent cyber-physical attacks 
and ensure data integrity. 

CPS can learn from SCADA's focus on 

industrial protocols and network segmentation 

to enhance security. SCADA can learn from 

CPS's advanced encryption and authentication 

techniques for securing data flow in integrated 

systems [17]. 

Data Collection 
and Analysis 

CPS relies on data from 

sensors and other 
sources for real-time 

monitoring and control. 

SCADA systems gather 

data from sensors and 
devices to monitor 

industrial processes. 

Both CPS and SCADA must 
secure data collection and 

analysis to prevent 

unauthorized access or 
tampering.[20] 

CPS can learn from SCADA's data filtering 
techniques for efficiently handling large data 

streams. SCADA can learn from CPS's data 

analytics capabilities to improve predictive 
maintenance and anomaly detection [21]. 

Real-time 

Monitoring and 

Control 

CPS provides real-time 

feedback and control in 

various domains. 

SCADA allows 

operators to monitor and 
control industrial 

processes in real-time. 

Both CPS and SCADA face 
real-time security challenges, 

requiring robust 

authentication and 
authorization mechanisms. 

CPS can learn from SCADA's focus on 
redundancy and fail-safe mechanisms for 

continuous real-time control. SCADA can learn 

from CPS's distributed control architecture for 
improved system resiliency [22]. 

Connectivity 

and 

Communication 

CPS uses 

communication 

networks to facilitate 
data exchange between 

cyber and physical 

components. 

SCADA relies on 
communication networks 

for data transmission 

between central control 
and field devices. 

Both CPS and SCADA must 
ensure secure communication 

channels to prevent 

unauthorized access and data 
interception. 

CPS can learn from SCADA's strict access 
control policies and encryption techniques for 

secure communication. SCADA can learn from 

CPS's adaptive communication protocols for 
handling dynamic network conditions [22]. 

Security 

Challenges 

CPS and SCADA face 

security challenges due 

to their interconnected 
nature. 

Ensuring data and 

communication security 
is crucial to prevent 

cyber-attacks and 

disruptions. 

Both CPS and SCADA must 

address security challenges 
related to insider threats, 

remote access, and supply 

chain vulnerabilities [21]. 

CPS can learn from SCADA's robust anomaly 

detection mechanisms for detecting suspicious 
activities. SCADA can learn from CPS's threat 

intelligence integration for proactive 

identification of potential cyber threats. 

Industrial 
Applications 

CPS finds applications 

in manufacturing, 
energy, healthcare, 

transportation, etc. 

SCADA is commonly 

used in industrial sectors 
for process control and 

automation. 

Both CPS and SCADA play 
critical roles in enhancing 

efficiency, automation, and 

optimization of processes in 
their respective domains [22]. 

CPS can learn from SCADA's domain-specific 

protocols and standards for seamless 

integration into industrial applications. 
SCADA can learn from CPS's adaptability to 

diverse industrial settings for improved 

flexibility and scalability. 
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TABLE IV. IDS ALGORITHMS REVIEW 

Algorithm Usage Conditions Core Strengths Core Weaknesses Opportunities Core Threats 
Supporting Technologies &  

Industries 

Ensemble 

Methods 

Diverse dataset, 

multiple models 

Improved 
prediction 

accuracy, model 

robustness 

Increased 
complexity and 

computational 

resources [4] 

Ensemble learning 

techniques, model 
combination 

Overfitting, 
model selection, 

ensemble 

diversity 

Various machine learning 
frameworks, successful in 

various industries such as 

finance, healthcare, and retail 

Evolutionary 
Algorithms 

Complex 

optimization 

problems 

Effective for global 

optimization, 

handle constraints 

Computationally 

expensive, slow 

convergence 

Optimization of 

insider IDS 
parameters and 

features [10], [11] 

Premature 

convergence, 

parameter tuning 

Genetic algorithms, particle 
swarm optimization [7] 

Hybrid Models 

Diverse 

techniques, 
flexible 

Combines strengths 

of different 
approaches 

Complexity in 
model integration, 

interpretability 

trade-off [10],[13]  

Improved detection 

accuracy, adaptable 
systems 

Increased 
complexity, 

model integration 

challenges [20] 

Integration of machine 

learning and rule-based 
systems 

Anomaly 

Detection 

Unusual patterns, 

outlier detection 

Identifies unknown 
and rare insider 

threats 

Difficulty in 

defining normal 

behaviour, high 
false positives 

Uncovering novel 
insider threats, 

pattern recognition 

Sensitivity to data 
quality, evolving 

threats 

Statistical analysis, 
unsupervised learning, 

successful in various 

industries such as 
cybersecurity and fraud 

detection [12], [13] 

Graph-based 
Methods 

Network or 
relationship data 

Captures complex 

relationships, 
detects structural 

anomalies 

High 

computational cost 
for large graphs, 

graph construction 

Identifying 

suspicious 
connections, 

network analysis 

Scalability, graph 

sparsity, noise in 

data 

Network analysis tools, 
successful in social networks, 

cybersecurity, and 

transportation systems 
[7],[20] 

Reinforcement 
Learning 

Sequential 

decision-making 

tasks 

Adapts to dynamic 

environments, 
learns from 

interactions 

High sample 

complexity, 
sensitivity to 

reward design 

Adaptive and self-

learning IDS 

systems 

Exploration-

exploitation trade-

off, reward design 

Q-learning, deep 

reinforcement learning 

frameworks 

Bayesian 
Networks 

Uncertain 

relationships, 
probabilistic 

reasoning 

Captures causal 

dependencies, 

handles uncertainty 

Requires prior 

knowledge, limited 

scalability 

Modelling complex 

relationships, 
uncertainty 

handling 

Learning structure 

from data, 
complexity in 

learning 

Probabilistic programming, 

successful in medical 
diagnosis, risk assessment, 

and fault diagnosis [28], [29] 

Fuzzy Logic 

Handling 
imprecise 

knowledge, 

reasoning under 

uncertainty 

Captures vague and 

uncertain 

information 

Interpretability, 
intuitive reasoning 

Modelling 

linguistic variables, 
fuzzy rule-based 

systems 

Knowledge 

representation, 

fuzzy rule tuning 

Fuzzy logic controllers, 

successful in industrial 
automation, decision support 

systems, and robotics [23] 

V. CHALLENGES AND RECOMMENDATIONS 

A. Challenges 

Supervisory Control and Data Acquisition [SCADA] 
systems must be protected from internal threats by insider 
intrusion detection systems [IDS]. Insider attacks are more 
likely as SCADA systems grow more digitalized and 
networked, therefore strong and flexible security measures are 
required. This article examines the most recent difficulties 
encountered by Insider IDS in SCADA systems and makes 
suggestions to improve their efficiency and resiliency. 

Data overload: Sensors, control systems, and 
communication networks all contribute to the massive volumes 
of data that SCADA systems produce. Insider IDS faces 
substantial challenges in processing and evaluating this data in 
real-time because doing so calls for strong computational 
capabilities and effective data handling techniques [1]. 

Anomaly Detection in Complex Environments: In the 
extremely dynamic and complex SCADA environment, insider 
IDS must be able to differentiate between legal deviations and 
probable insider assaults. Finding the right balance between 
detecting real anomalies and setting out false alarms is 
difficult, and SCADA operations vary widely [30]. 

Zero-Day assaults: Conventional signature-based detection 
techniques may have difficulty spotting new and unidentified 
assaults, such as zero-day threats. Insiders can take advantage 
of previously unknown flaws, making more sophisticated 
detection methods that go beyond specified rules necessary 
[8],[9]. 

Unbalanced Data Distribution: In SCADA systems, 
legitimate activity outweighs criminal activity by a large 
margin. The Insider IDS algorithms may be biased toward 
usual patterns as a result of this imbalance, which could affect 
how accurately they detect threats [1]. 

Limited Access to Training Data: Due to the sensitive 
nature of SCADA systems, obtaining labeled training data for 
Insider IDS can be difficult. Accurate machine learning models 
could be difficult to construct because of data access limits and 
privacy issues. 

Adaptability to Evolving Attacks: Insider IDS must change 
in order to detect new and sophisticated threats as insider attack 
strategies change. To keep the system resilient to new attack 
vectors, regular upgrades and ongoing learning are essential 
[18]. 

SCADA systems need real-time monitoring and reaction 
capabilities in order to quickly minimize insider threats. The 
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integrity and safety of critical infrastructure can be severely 
compromised by any lag in detection and reaction. 

B. Recommendations to Address Challenges: 

Machine Learning-Based Detection: To improve Insider 
IDS capabilities, use machine learning techniques like deep 
learning models and anomaly detection algorithms. Even in 
complicated SCADA setups, these techniques may learn from 
prior data and spot patterns that can point to insider assaults 
[30]. 

Effective data preparation and feature engineering are 
essential to overcoming the problems brought on by data 
overload and unbalanced distributions. Insider IDS's accuracy 
can be improved by selectively choosing and extracting the 
most pertinent features [7]. 

Implement mechanisms for machine learning models that 
allow for continuous training and updating. The system's 
ability to respond to changing insider threats is enhanced by 
routinely providing it with fresh data. 

Encourage cooperation between SCADA operators, 
vendors, and cybersecurity professionals so they can share 
threat intelligence and experiences. Collaboration can result in 
the discovery of fresh attack pathways and the creation of more 
potent detection methods. 

Adopt hybrid IDS strategies that incorporate rule-based 
systems, statistical analysis, and machine learning techniques. 
Utilizing the advantages of several detection techniques can 
improve detection precision and lower false positives [1],[26]. 

User Monitoring and Behavioral Profiling: Use behavioral 
profiling of users and administrators to find alterations in 
normal patterns of activity. User monitoring can offer 
insightful information about shady behavior and possible 
insider threats [17]. 

Real-Time Incident Response: Create real-time response 
plans to quickly stop insider attacks. SCADA systems can 
avoid future harm with automated reactions like isolating 
hacked devices or halting unauthorized activity. 

VI. COMPARISON OF IDS SCADA AND CYBER PHYSICAL 

SYSTEMS (TABLE III) 

Cyber-Physical Systems [CPS] and SCADA systems are 
similar and dissimilar in many ways such as the integration of 
technologies, data collecting and analysis, real-time monitoring 
and control, connectivity and communication, security issues, 
and industrial applications. Due to their interconnected nature, 
CPS and SCADA both need to handle security issues such 
supply chain vulnerabilities and insider threats [22]. 
Additionally, for these systems to be protected from cyber-
physical threats, unauthorized access, safe integration of 
various technologies and communication networks is essential. 

The strengths of CPS and SCADA can be used to improve 
each other's security and effectiveness. The emphasis on 
industrial protocols and network segmentation in SCADA can 
help CPS, and SCADA can gain knowledge from CPS's 
cutting-edge encryption and authentication methods for 
securing data flow in integrated systems. Additionally, 
SCADA can benefit from CPS's distributed control architecture 

and adaptive communication protocols for increased resiliency 
and flexibility in a variety of industrial settings, while CPS can 
learn from SCADA's data filtering strategies and emphasis on 
redundancy for improved efficiency and continuous real-time 
control [20],[21]. 

CPS and SCADA can improve their capabilities and 
security by sharing best practices and leveraging one another's 
strengths, so enhancing the general effectiveness, safety, and 
dependability of industrial processes and cyber-physical 
systems [6], [17], [20]. 

VII. DISCUSSION AND ANALYSIS 

The study has conducted a comprehensive analysis of 
developments, obstacles, and efficiency to strengthen SCADA 
security against insider attacks. Examining prevalent 
techniques like behavioral analysis and anomaly detection, the 
research identifies their advantages over others for identifying 
insider threats (Table II). It also reveals barriers to insider IDS 
integration, such as the difficulty of interpreting models and the 
lack of available data. Encouraging advancements like 
explainable AI and federated learning are discussed that may 
open up new possibilities for cooperative threat detection [30]. 

The part on research objectives offers a thorough analysis 
of the use of insider IDS, new advancements, and efficacy 
evaluation. For researchers and professionals looking to 
strengthen vital infrastructures, it delivers insightful 
information. 

The primary goal of this study was to offer a thorough 
analysis of the use and efficacy of insider IDS in SCADA 
systems. The study discovered that machine learning-based 
IDS systems have developed significantly to meet the 
expanding problems encountered by insider threats through a 
thorough analysis of the most recent developments [11], [12], 
[14]. These machine learning methods are good at interpreting 
massive volumes of data, recognizing patterns, and identifying 
unusual behavior that can point to malicious intent. 

The review covered a wide range of machine learning 
techniques, such as natural language processing [NLP], graph-
based approaches, ensemble methods, deep learning models, 
anomaly detection, behavioral analysis, and ensemble methods. 
The benefits and drawbacks of each method for identifying 
insider attacks on SCADA systems were examined (Tables II 
and III). 

Important findings from studies revealed that behavioral 
analysis, applying machine learning algorithms, successfully 
learned typical patterns of user behavior and system operations, 
detecting variations suggestive of insider threats [10], [12]. 
Another machine learning-driven strategy called anomaly 
detection, which takes its nods from typical system activity and 
looks for abnormalities from established patterns, proved 
essential in identifying complex attacks. 

The second objective of the study was to determine 
whether current insider threat detection and mitigation [IDS] 
techniques were appropriate for SCADA systems. The study 
indicated that insider attacks present certain complications that 
conventional security measures often are unable to meet. 
Machine learning-based systems demonstrated their capability 
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for learning from new data and adaptability, continuously 
improving alongside new threats [5], [11], [29] (Tables I and 
IV). 

The ability to integrate different machine learning models 
using ensemble approaches like bagging, boosting, and 
stacking has been shown to improve detection accuracy and 
boost insider IDS in SCADA systems [2],[6],[8]. The accuracy 
and robustness of IDS solutions were further enhanced by the 
hybrid techniques that included various detection techniques. 

The third objective of the review study was to find the key 
challenges and constraints encountered while using insider IDS 
solutions in SCADA systems. Due to the frequency of such 
incidents, the study noted the challenge in obtaining recognized 
insider threat data, making data collection, pre-processing, and 
classification difficult jobs. The review study findings reveal 
that it may be addressed by integrating Statistical Analysis 
techniques with rule based methods in IDS solutions (Tables I 
and III). 

It also emphasized that it’s very crucial to protect the 
security and confidentiality of crucial SCADA system data 
when creating machine learning models. In order to increase 
the transparency and interpretability of machine learning-
driven IDS solutions and make sure that professionals can 
understand and trust the judgments made by these models, the 
review emphasized the necessity to integrate explainable AI. 
For greater transparency and confidence in the detection 
process, explainable AI needs to be integrated with IDS 
solutions in SCADA systems. Potential approaches that can 
accomplish this goal include ensemble methods, graph-based 
approaches, and rule-based systems. As they provide concrete 
concepts for decision-making, rule-based systems are simple to 
understand [27]. By revealing specific model contributions, 
ensemble approaches, and explicable AI techniques increase 
transparency. Understanding complicated relationships and 
attack pathways is made possible by graph-based techniques 
and explainable AI [30], [31]. By utilizing these methods, IDS 
systems in SCADA can deliver precise, comprehensible data, 
improving security analysts' capacity to recognize and 
efficiently address insider threats. 

VIII. CONCLUSION, LIMITATIONS AND FUTURE DIRECTIONS 

In conclusion, the discussion and analysis of this study 
offered valuable insight into the most recent developments, 
advantages, and difficulties of insider IDS in SCADA systems. 
The outcomes highlighted the significance of utilizing machine 
learning techniques as well as their adaptability and potential to 
change SCADA security. The review not only advanced 
academic knowledge in this field but also provided 
practitioners seeking to strengthen the security of vital 
infrastructures with practical recommendations (Tables II to 
IV]. 

IX. LIMITATIONS 

Limited Scope: The study excludes other alternative 
strategies and technologies that can improve insider threat 
detection in favor of Insider Intrusion Detection Systems [IDS] 
for SCADA systems. 

1) Data availability: An important limitation was the lack 

of pertinent insider threat data available for model training and 

evaluation. The findings' applicability to other situations may 

be restricted by the dearth of data from actual insider attacks. 

2) Time restrictions: The study only included research 

papers published in 2019 and later, which may have left out 

some pertinent studies conducted earlier. 

3) Generalization: Due to differences in system 

architectures, data formats, and threat settings, the conclusions 

and suggestions may not be universally applicable to all 

SCADA environments. 

X. FUTURE DIRECTIONS 

Enhanced Data acquiring: To improve the training and 
assessment of machine learning models, future research might 
concentrate on acquiring more thorough and varied insider 
threat data. 

Explainable AI Integration: To improve the understand 
ability and transparency of machine learning-driven IDS 
solutions, more research can study and apply cutting-edge 
explainable AI methodologies. 

Implementation in the real world: It would be helpful to 
conduct field tests and case studies to evaluate the usefulness 
and efficacy of machine learning-based IDS in actual SCADA 
environments. 

Hybrid ways: Researching and creating hybrid ways that 
combine the benefits of various techniques, such as ensemble 
methods and rule-based systems, may result in the detection of 
insider threats being more reliable and accurate. 

Exploring federated learning strategies, which enable 
cooperative model training across several SCADA systems 
without exchanging sensitive data, may be a promising step 
toward resolving data privacy issues. 

Resistance to Adversarial Attacks: It would be beneficial to 
conduct research to make machine learning models more 
resistant to adversarial attacks, which might be used by 
knowledgeable insiders. 

Collaboration between industries: Working together with 
SCADA system manufacturers and industrial groups could 
make it easier for machine learning-based IDS solutions to be 
adopted in practical environments. 

The field of insider IDS for SCADA systems can go further 
by resolving these constraints and pursuing the indicated future 
directions, protecting critical infrastructures from the growing 
threat of insider threats. 
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Abstract—As a tropical country, Indonesia is situated in 

Southeast Asia nation has vast forests. Forest fire occur busy 

vary due to land conditions and forest conditions in drought 

season. The indicator used mitigated potential forest fire is to 

study the indicator behavior of the fire weather index (FWI). The 

data is gathered from the observation station in north Sumatra 

province, computation and estimation FWI by Canadian Forest 

Fire Weather Index based on the data gathered. It is found that 

there is gathered outlier data. to hope will it, it is necessary to 

conduct classification and predict this of the dataset by machine 

learning approach using Support Vector Machine Forest Fire 

(SVM-FF), which is a further development of the previous 

models, known as the c-SVM and v-SVM. This method includes a 

balancing parameter by determining the lower and upper limits 

of a support vector. Furthermore, it allowed the balancing 

parameter value to be negative. The results showed that the 

classification of FWI was at low, medium, high, and extreme 

levels. The low FWI value has an average of 0.5 which is in the 0 

to 1 interval. There was an increase in the model’s accuracy and 

performance from its predecessor, which include the c-SVM and 

v-SVM with respective values of 0.96 and 0.89. Meanwhile, it was 

observed that with the SVM-FF model, the accuracy was quite 

better with a value of 0.99, indicating that it is useful as an 

alternative to classify and predict forest fires. 

Keywords—Fire weather index; forest fire; support vector 

machine; SVM-FF model 

I. INTRODUCTION 

Forest fire mitigation has been a priority for everyone in 
order to avoid increasing damage to nature [1]. Several 
methods applied by forest managers in this process include 
creating awareness on the prohibition of forest burning and 
monitoring of fire-prone areas, both of which are man-made 
and natural factors [2]. One of the data sources used to 
determine forest fires was the distribution of hotspots [3][4]. 

A  previous research on machine learning that employed a 
random forest model [5] includes performance measurement of 
Forest Fire Prediction [6][7]. Another one was the application 
of machine learning for classification and prediction using fire 
weather index data[8]. Classification by using multiple 
variables is a frequently encountered realted to data mining 
problem[9]. The components of the fire weather index in the 
meteorological data [10] are temperature, rain, wind, air 
humidity, and other supporting elements for calculating the 

Fire Weather Index (FWI) [11] daily in forest areas having fire 
outbreak potential. 

This data source was processed to determine the 
distribution of FWI in North Sumatra Province. However, the 
observation data used still needs to be pre-processed to avoid 
missing value or outlier data [12]. It is important to note that 
one of the characteristics of meteorological and weather data is 
the outlier, which are the emergence of extreme parameter 
values [13]. This makes it to have an impact on model 
misclassification, biases in parameter estimations, incorrect 
results, and imperfect forecasts [12] [14], which are classified 
as a loss function using the Support Vector Machine (SVM) 
method in machine learning [15][16][17]. 

The research objective was to classify and predict forest 
fires in North Sumatra using the fire weather index 
behavior[18]. The benefit of this research is to provide 
information on fire weather index values as a reference in 
predicting the potential for forest fires in an area [19], 
especially in North Sumatra, and early information on disaster 
mitigation in the forest fire sector. Research urgency is that the 
classification of potential forest fires [20] should not be based 
on the distribution of hotspots alone but needs to be reviewed 
from the behavior of the fire weather index with the Support 
Vector Machine Forest Fire (SVM-FF) model approach in 
reducing and mitigating forest fire disasters in the province of 
North Sumatra. 

II. RELATED WORKS 

This research dealing with forest fire classification covers 
the way how to optimize parameters at SVM to reduce 
misclassification [21]. With the Weather Research and 
Forecasting (WRF) mesoscale model method, FWI 
classification and mapping were carried out in Greece [22]. 

Further research uses a multi-factor forest fire prediction 
model with a machine learning approach using the random 
forest model method which aims to determine the highest 
incidence in China [23]. The determination of hotspot points 
that are also used the classification algorithm are C5.0 and 
Random Forest producing rules-based model[24][25] namely 
Forest Fire Detection carried out by using an application to 
determine hotspots in forested areas using Landsat 8 and Band 
ten satellite images or thermal bands having information on 
temperature [26][27], Predicting Rainfall from Weather 
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Observations using SVM Approach to identify The Parameter 
of Fuel Moisture as Fire Weather Index [28],  Predicting fire-
prone areas with machine learning techniques [29], and 
Researching into forest risk assessment system in China [30]. 
The study presents the classification and prediction of forest 
fires. 

III. FIRE WEATHER INDEX 

Obtaining the value of Fire Weather Index (FWI) requires a 
process that includes meteorological elements. The data 
collection process starts from observation to data processing 
[31]. The steps taken include calculating the value of Fire 
Weather Observations, Fire Behaviors Indices, Fine Fuel 
Moisture Code (FFMC) [32], Duff Moisture Code (DMC), 
Drought code (DC), Initial Spread Index (ISI), Buildup Index 
(BUI), and Fire Weather Index (FWI) [29]. 

 This becomes the basis for processing observation data to 
produce a fire weather index value in numerical form, which is 
based on the ISI and BUI, utilized as a general fire hazard 
index for forest areas [33]. The following equations are 
employed in the calculation of the FWI value. 

 ( )                            (1) 

 ( )  
    

(                  )
              (2) 

         ( ) (3) 

         (        )               (4) 

     z (5) 

Where: 

f(D) is the Function of drought (drought) 

U represents the BUI value 

R denotes the ISI value 

B the FWI (intermediate form)  

S represents the FWI (final form) 

The calculations of these components are based on daily 
meteorological data observations such as temperature, relative 
humidity, wind speed, and 24-hour rainfall [32]. The three 
components of the FWI system provide a numerical rating of 
the forest’s relative fire potential, including Fire Weather 
Observations, Fuel Moisture Code, and Fire Behaviors Indices. 
Fig. 1 shows the components of the FWI System. 

 

Fig. 1. FWI schematic [34]. 

One of the classification tasks is building a prediction 
engine with a good degree of accuracy capable of generalizing 
[35]. To achieve this purpose, SVM is used to minimize the 
objective function that contains a loss function [36], with the 
aim of finding the function f(x) as a hyper-plane and making 
the error (ε) as minor possible [21].  It is important to note that 
the current studies on SVM generally is focused on improving 
and formulating loss functions that eventually produce many 
variants. For example, the C-SVM [37] applied the surrogate 
function formulation by adding parameters   (   ) to the 
loss function in Eq. (6). 
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The v-SVM model in [38] added a parameter to increase 
the cardinality of the data as expressed in Eq. (7).  
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In many studies, both C-SVM and v-SVM produced 
optimal solutions because the parameter v was able to 
determine the lower and upper bounds of a support vector. 

IV. METHODOLOGY 

The meteorological data method was used in this research 
and processing was performed before pre-processing the 
observation data from all Meteorological, Climatological, and 
Geophysical Agency (BMKG) stations [39]. The details of the 
method are shown in Fig. 2. 
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Fig. 2. Research framework. 

The SVM-FF focused on increasing negative outlier data in 
order to get better performance, but when the parameter v in 
the v-SVM shown in Eq. (7) has an extreme value, the 
classification model produced poor performance. First, it 
assigned a large value to the parameter v, which encouraged 
overfitting [39] and makes the model look too good but not 
optimal to generalize from the dataset. 

Second, it produced a small value of w=0 and b=0 in Eq. 
(3) to (5) above, which results in a poor solution. It was 
observed that the c-SVM and v-SVM models produced optimal 
solutions because the parameter v was able to determine the 
lower and upper bounds of a support vector. Based on the 
above considerations, the proposed solution to force the value 
of the parameter w in Eq. (7) was to set the value of the 
parameter p to be negative. This is consistent with [39] that 
applied optimization to produce negative values as expressed 
in Eq. (8). 

           *     
 

| |
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w:  weight 

b: biases always positive 

p: balancing parameter 

y: target/class/category 

x: feature data  

t: time epoch 

i: index 

A. SVM-FF Algorithm 

The SVM-FF model is based on Eq. (7) with the following 
steps: 
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Algorithm 1: SVM-FF model 

 

Initiation value    (0,  ), value p     

Minimizing the loss function with equation (8): 
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If the value is infinite, the algorithm stops.  

Otherwise, the optimal solution is (     ) 
 

If value         the algorithm stops. 

Determine as much       sample data from data    
 

        Set index to      

        

 

B. Model Validation 

The performance test of the SVM-FF model was based on 
several criteria, such as the average error value using the 
Receiver Over Characteristic (ROC) curve function [40].   

C. Error Plot 

An error plot is a graphical representation that shows the 
range of the actual value to those predicted by the model. 
When there are many N data observed, then the average of the 
data is described in Eq. (9) [39]. 

 ̅   
 

 
∑   
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According to Eq. (9), the error value is defined as the 
square root of the difference between the data xi and the 
average data x as expressed in Eq. (10). 

    √
 

   
∑ (    ̅)

  
      (10) 

D. Receiver Operating Characteristic 

The most recommended test criterion for multi-class 
classification was Receiver Operating Characteristic (ROC) 
analysis [41]. The ROC curve is capable of displaying a 
sensitivity plot in the y-axis, and 1-specificity in the x-axis. 
Fig. 3 shows a hypothetical ROC curve that represents 
diagnostic accuracy. In line A, the curve showed 100% 
accuracy or 1.0, while in line B, it represents 85% accuracy or 
0.85, and curve C depicted 50% accuracy or 0.5. 

 

Fig. 3. ROC curve. 

V.  DISCUSSION 

A. BMKG Dataset Exploration 

The FWI is a multi-dimensional dataset that consists of 
12,897 raw data with ten features and one class. The 
description of each feature is described in Table I below. 

TABLE I. FWI DATASET FEATURES 

Feature Description 
Value (max, min, 

average) 

Tn Real data, minimum temperature  33, 1, 23.25 

Tx Real data, maximum temperature 233,  3, 31.16 

Tavg Real data, mean temperature 31.6, 18.6, 26.9 

RH_avg Real data, average humidity 121, 7, 85.62 

RR Real data, rainfall 8888, 0, 10.23 

ss Real data, duration of sunshine 23, 0, 4.50 

ff_x Real data, maximum wind speed 45, 0, 4.40 

ddd_x 
Real data, wind direction at maximum 

speed 
2860, 0, 191.62 

ff_avg Real data, average wind speed 15, 0, 1.38 

S Nominal data, dataset class target value (1,2,3,4) 

B. Data Preparation 

Climatological dataset contains about 28% of missing 
value. Data pre-processing involves a series of data preparation 
process used to handle missing value. Columns in the  dataset 
which are having missing values replaced with the mean of 
remaining values in the column [42]. 

C. Condition of Data Outliers 

One of the characteristics of disaster, weather, and climate 
is outlier data. It has been observed that the existence of this 
data increased as a result of extreme parameters, such as 
temperature, wind speed, etc. The BMKG data applied in this 
research was not exempted from the outlier problems. The 
existence of outliers in data features are shown in Fig. 4 and 5. 

 

Fig. 4. Outliers on the RH_avg feature (Average Humidity). 

Fig. 4 shows the condition of the dataset outliers, 
specifically for the RH_avg feature or mean humidity. It was 
observed that some values deviate significantly from the 
median or the middle value of the data (blue). Furthermore, the 
outlier values move to the right and left of the median. 
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Fig. 5. Outliers on the ff_avg Feature (Average Wind Speed). 

The condition of the outlier dataset in Fig. 5 for other 
features was ff_avg or average wind speed. Furthermore, the 
outliers are to the right of the data or values above the median. 
It is important to note that the first step in the classification 
process with SVM-FF are parameters initiation that include the 
conventional SVM, namely the kernel type parameter, w value, 
gamma value, and r coefficient. Other parameters adapted from 
the SVM-FF model are the values of v and p which have been 
described in Eq. (8). The description of each feature is 
described in Table II below. 

TABLE II. INITIALIZATION OF SVM-FF PARAMETERS 

No Parameter Default value Model Type 

1 Kernel RBF SVM 

2 w 1 SVM 

3 Gamma 1 SVM 

4 r Coefficient 0 SVM 

5 v (0,1) SVM-FF 

6 p (0,1) SVM-FF 

The pre-processed FWI data consists of 12,800 raw data, 
which consist of low, medium, high, and extreme classes. 
Furthermore, the number of raw data per class was 6,126, 
3,394, 3,150 and 130 data, respectively and the graph of these 
distributions is shown in Fig. 6. 

 

Fig. 6. FWI dataset class distribution graph. 

It is important to note that the data validation scheme is 
based on the k-Fold cross-validation method with k=10. This 
method randomly divided the dataset into ten sub-datasets. In 
each fold, the training data was nine sub-datasets, while the 
testing data was one sub-dataset. The distribution scheme of 
these datasets is shown in Table III below, is showing that in 
the first fold, the amount of training data was 11,520 and the 
testing data was 1,280. The same number of data applies from 
the Second fold through to the tenth fold. 

In the testing phase, the SVM-FF model was applied to 
classify the dataset based on the attribute values of the FWI 
dataset. The dataset classification results in the first fold (fold-
0) are shown in Table III. A total of 25 raw data are taken in 
both upper data (1 to 25) and lower data (1,256 to 1,280) out of 
1.280 raw data in fold-0, respectively. 

The data with serial number 1 has an actual class of 
"medium", and the classification result is "high", making, the 
classification status was misclassified. Furthermore, the data 
with sequence number 2 has a “low” actual class and 
classification result of "low" respectively, which means a 
correct classification. It can be concluded that in the fold-0, out 
of 1,280 raw data, 141 data are misclassified and 1,139 with 
correct status, indicating that the accuracy of data classification 
in fold-0 is 0.890 globally. 

TABLE III. RESULTS OF DATA CLASSIFICATION USING THE SVM-FF 

MODEL 

No Actual Classification Status 

1 medium high misclassified 

2 low low correct 

3 high high correct 

4 medium medium correct 

5 low low correct 

6 low low correct 

7 low low misclassified 

8 medium low correct 

9 high high correct 

10 medium medium correct 

1,272 low low correct 

1,273 high high correct 

1,274 extreme extreme correct 

1,275 high high correct 

1,276 extreme high misclassified 

1,277 high high correct 

1,278 high high correct 

1,279 extreme extreme correct 

1,280 medium low correct 

Similarly, the accuracy of each fold in both the testing and 
training stages is described in Table IV. It was observed that in 
fold-0, the training and testing accuracies were 0.978 and 
0.890, respectively. When the overall fold was tested with 10 
folds, the average training and testing accuracies were 0.983 
and 0.906, respectively. 0
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TABLE IV. AVERAGE ACCURACY OF TRAINING AND TESTING 

Fold Testing Training 

Fold 0  0.890 0.978 

Fold 1   0.919 0.978 

Fold 2   0.957 0.981 

Fold 3   0.906 0.987 

Fold 4 0.919 0.982 

Fold 5   0.894 0.981 

Fold 6   0.904 0.982 

Fold 7   0.904 0.988 

Fold 8   0.879 0.980 

Fold 9   0.879 0.988 

Correctly classified 0.906 0.983 

Global Classification Error 0.154 0.064 

Stddev Global Classification Error 0.020 0.003 

In addition to the analysis related to the testing phase, 
further evaluation was performed to determine the performance 
of each fold classification per class in the training and testing 
phases. The results are shown in Table V and Table VI, in 
which the SVM-FF model has the highest accuracy for the 
"high" class classification and the lowest results for the 
"medium". 

TABLE V. RESULTS OF PERFORMANCE TEST PER FOLD PER CLASS IN THE 

TRAINING PHASE 

 Low Medium High Extreme 

Fold0 1.000 0.887 1.000 0.843 

Fold1 1.000 0.867 1.000 0.874 

Fold2 0.994 0.908 1.000 0.859 

Fold3 1.000 0.887 0.995 0.864 

Fold4 0.994 0.882 1.000 0.853 

Fold5 0.994 0.892 0.995 0.858 

Fold6 0.994 0.893 1.000 0.859 

Fold7 1.000 0.908 1.000 0.859 

Fold8 1.000 0.872 1.000 0.864 

Fold9 1.000 0.897 1.000 0.869 

Average 0.998 0.889 0.999 0.860 

TABLE VI. RESULTS OF PERFORMANCE TEST PER FOLD PER CLASS IN THE 

TESTING PHASE 

 Low Medium High Extreme 

Fold-0 0.880 0.838 0.965 0.692 

Fold-1 0.950 0.727 1.000 0.905 

Fold-2 0.950 0.818 1.000 0.619 

Fold-3 0.950 0.864 0.909 0.714 

Fold-4 1.000 0.727 0.952 0.682 

Fold-5 0.950 0.636 0.952 0.818 

Fold-6 0.950 0.714 1.000 0.714 

Fold-7 0.950 0.810 0.955 0.667 

Fold-8 0.950 0.714 0.955 0.667 

Fold-9 1.000 0.545 0.955 0.810 

Average 0.953 0.739 0.964 0.729 

D. SVMFF Model Performance 

The performance test of the SVM-FF model is based on 
several criteria, which includes the average value of the error 
and the Receiver Over Characteristic (ROC) Curve. 

E. Error Graph 

The error plot of a graph property represents variations in 
the data, which is due to the errors or uncertainty of a model in 
the form of visualization of vertical lines in the error point. The 
benchmark for determining the error plot was Standard 
Deviation, and the graph for that of SVM-FF model was 
visualized in Fig. 7 and Fig. 8. 

 

Fig. 7. C-SVM, v-SVM, and SVM-FF model error graphs. 

 

Fig. 8. ROC Comparison graph between SVM-FF, v-SVM, and c-SVM. 

It was observed that the error graph or error plot for the 
SVM-FF model was lower or better compared to the other two 
models, which include c-SVM and v-SVM. 

F. ROC Curve 

The ROC curve shows the probability or accuracy of the 
model in graphical form. According to the test results, the 
SVMFF model has a better model accuracy in comparison with 
the other two SVM. 

The ROC graph above shows the accuracy and 
performance of the model, in which the c-SVM and v-SVM 
models produced accuracies of 0.96 0.89, respectively. When 
the SVM-FF model was used, the accuracy was improved with 
a value of 0.99. 
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G. Decision Region Boundary (DRB) 

A two-dimensional graph represents the correspondence of 
multiple data feature to classes. It is important to note that the 
SVM-FF method has three types of kernels, which include 
linear, sigmoid, and Radial Basis Function (RBF). The 
application of these three kernels affected the shape of the 
SVM-FF hyperplane. The SVM-FF DRB model is shown in 
Fig. 9, 10, and 11. 

There are four classes of fire weather index datasets, 
comprising low, medium, high, and extreme respectively 
indicated with blue, orange, green, and red. The classification 
was performed in the SVM-FF by placing data features in 
different regions. It was observed that when the linear kernels 
were used, there were still deviations in the classification areas, 

particularly in the extreme classes, which are marked with red 
circles. 

The data area also appears to have been classified, but some 
data points still occupied different positions. For example, the 
maximum margin is still very close to the hyperplane in the 
form of a straight line. Meanwhile, in the data section with a 
yellow triangle symbol, some still occupy the blue and green 
areas. This shows that the accuracy with the kernel liner was 
not optimal as expected. 

Furthermore, with the use of the sigmoid kernel, the 
position of the hyperplane was observed after the data points. 
The sigmoid line shape in the green round category is seen in 
Fig. 11. Based on the three figures and the classification results 
using the kernel, the RBF type presented a better class 
distinction when compared to linear or sigmoid kernels. 

 

Fig. 9. DRB with linear kernel. 

 

Fig. 10. DRB with RBF kernel. 
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Fig. 11. DRB with sigmoid kernel. 

H. Model Significance Test 

A statistical significance test approach was used to test the 
significance of the models as shown in Table VII. The 
Wilcoxon test was applied at a significance level of 95% or an 
error rate of 5% (0.05), and was declared to be significantly 
different when the p-value is < 0.05. 

TABLE VII. THE WILCOXON TEST RESULTS OF SVM-FF MODEL 

VS R+ R- Exact P-value Asymptotic P-value 

v-svm 55.0  0.0  0.00195  0.004317 

c-svm 55.0  0.0  0.00195 0.004317 

According to Table VII, the p-value of SVM-FF VS v-
SVM was 0.00195 < 0.05, indicating that the accuracy of 
SVM-FF differs significantly from the v-SVM. When the p-
value of SVM-FF VS c-SVM was 0.00195 < 0.05, the SVM-
FF accuracy was observed to differ significantly from the c-
SVM. 

VI. CONCLUSION 

In conclusion, the testing results when the SVM-FF model 
was used for FWI conditions in North Sumatra Province 
provided four classifications, namely low, medium, high, and 
extreme, indicated as blue, orange, green, and red zones, 
respectively. From 2017 to 2020, FWI conditions have been 
classified as a low-level/blue zone with an average value of 0.5 
per day, which is on a scale of  0 and 1. 

This classification was conducted using all observational 
datasets by entering outlier data to determine the performance 
optimization of the SVM-FF model and was compared to the 
result of its predecessor. It was observed that the c-SVM and v-
SVM models produced accuracies of 0.96 and 0.89, 
respectively. Meanwhile, the SVM model -FF was able to 
improve the accuracy with a value of 0.99, indicating that it 
was able to work more optimally. 

The model’s performance when several kernel functions 
were utilized showed that the Radial Basis Function kernel 
provided classification results with a better hyper-plane 

position compared to the maximum position of the data 
margin. 
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Abstract—One of the most significant and extensively utilized 

cryptocurrencies is Bitcoin (BTC). It is used in many different 

financial and business activities. Forecasting cryptocurrency 

prices are crucial for investors and academics in this industry 

because of the frequent volatility in the price of this currency. 

However, because of the nonlinearity of the cryptocurrency 

market, it is challenging to evaluate the unique character of time-

series data, which makes it impossible to provide accurate price 

forecasts. Predicting cryptocurrency prices has been the subject 

of several research studies utilizing machine learning (ML) and 

deep learning (DL) based methods. This research suggests five 

different DL approaches. To forecast the price of the bitcoin 

cryptocurrency, recurrent neural networks (RNN), long short-

term memories (LSTM), gated recurrent units (GRU), 

bidirectional long short-term memories (Bi-LSTM), and 1D 

convolutional neural networks (CONV1D) were used. The 

experimental findings demonstrate that the LSTM outperformed 

RNN, GRU, Bi-LSTM, and CONV1D in terms of prediction 

accuracy using measures such as Root Mean Squared Error 

(RMSE), Mean Absolute Error (MAE), Mean Squared Error 

(MSE), and R-squared score (R2). With RMSE= 1978.68268, 

MAE=1537.14424, MSE= 3915185.15068, and R2= 0.94383, it 

may be considered the best method. 

Keywords—Cryptocurrency; deep learning; prediction; LSTM 

I. INTRODUCTION 

The fiat currency used in the present monetary system has 
various disadvantages, including government control over the 
money supply; transactions are often carried out via 
intermediaries like financial institutions, which results in 
expensive fees and prolonged transfer times, as well as the 
present ledgers used to record transactions being vulnerable to 
manipulation [1]. Hence Due to its decentralization, 
immutability, and security, cryptocurrencies have become a 
worldwide phenomenon that draws a sizable number of users. 
They are founded on confidence in technology infrastructure, 
enabling money transfer from any location with nearly 
negligible delay [2]. Throughout its limited life, the 
cryptocurrency market has expanded irrationally and 
astoundingly [3]. 

Bitcoin, a kind of electronic money, was originally 
launched in 2008 and was first used as an open-source in 2009 
by a person named Satoshi Nakamoto [4]. As the first currency 
ever created, it has become the most significant currency [5]. 
Without a single administrator or central bank, it is 
decentralized digital money that may be transmitted between 

users on a peer-to-peer network without the involvement of 
mediators like banks [6]. 

Most cryptocurrencies use blockchain technology and 
feature attributes like decentralization, transparency, and 
immutability [7]. Blockchain allows for the permanent 
recording of network transactions [8], and each record is 
encrypted and carries the block's [9] cryptographic hash before 
it. A date, sender and recipient details, and the total amount of 
money transmitted are all included in each record. An 
extremely complex technology called a secure shell links 
transaction blocks [10]. This technology aims to store data that 
makes it difficult or impossible to alter, hack, or defraud the 
system [11]. 

From 2009 to 2017, the price of Bitcoin increased to over 
USD 20,000. As of December 2019, the daily average market 
volume was around USD 19.45 billion [12], and as of April 
2021, the price of Bitcoin hit an all-time high of around 
$65000 [13]. Although investments have yielded rich returns, 
the constant price swings seen by most cryptocurrencies make 
them difficult and hazardous [14]. Consequently, it takes work 
to anticipate the price of cryptocurrencies. 

Additionally, the sharp variations in bitcoin prices have 
emerged as a brand-new worldwide concern. Therefore, it is 
crucial to foresee changes in the price of Bitcoin [15]. Because 
of this, investors need a forecasting strategy to efficiently 
capture swings in the price of cryptocurrencies to reduce risk 
and boost profits [16] . 

Cryptocurrency price prediction is a time series prediction 
problem in its early phases. In contrast, older methods were 
used to anticipate time series based on linear hypotheses and 
required information that could be categorized as trend or 
seasonal [3], such as sales forecasting. Due to the extreme 
volatility and lack of seasonality in the Bitcoin market, these 
strategies are unsuccessful. Based on its success in similar 
domains, deep learning is an attractive technological choice, 
given the difficulty of the challenge [17]. From this point on, 
DL methods are considered efficient for time series forecasting 
since they are noise-resistant, can accommodate data sequences 
natively, and can recognize non-linear temporal correlations on 
such sequences [18]. 

Estimating the price of the Bitcoin cryptocurrency is the 
aim of this research, and evaluating the forecasting accuracy of 
five different deep learning models, including LSTM, RNN, 
GRU, Conv1D, and Bi-LSTM. The research uses the (RMSE), 
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(MAE), (MSE), and (R
2
) as measurement techniques to assess 

the performance of DL models using the closing price of 
Bitcoin in USD. 

The issue that motivated us to conduct this paper was the 
lack of a specific model with high accuracy that could be relied 
upon to predict the price of cryptocurrencies, which may have 
a significant impact on the increase in financial profits. It was 
vital to provide a solid approach to address this issue for 
investors that invest in these encrypted currencies. Deep 
learning methods were used as a consequence because they 
produced positive outcomes in various study domains. 

This paper contributes to providing knowledge to everyone 
interested in this field in identifying deep learning techniques 
and their ability to deal with time series data to predict the 
prices of cryptocurrencies, where the results of the research 
proved that the use of deep learning method resulted in better 
results than the traditional machine learning techniques, and 
also to assist investors interested in trading cryptocurrencies in 
selecting the best deep learning model to predict prices, and to 
make the right decision to decrease their loss exposure and 
increase profitability during the trading process in this 
currency. 

The paper is divided into seven sections: Section 2 is a 
literature review, Section 3 provides background knowledge, 
and Section 4 presents the model to guide our approach. 
Section 5 tests the suggested model; Section 6 presents the 
findings of the experiment; Section 7 conclusions and future 
work. 

II. LITERATURE REVIEW 

Bitcoin is a cryptocurrency and a kind of electronic money. 
It is a well-known cryptocurrency with a bright future [19], and 
it is a web-based trade technique that uses cryptographic tools 
to carry out financial transactions [20]. It is crucial to forecast 
the values of this currency because of the considerable price 
volatility of this encrypted money, which has the potential to 
impact investors negatively and international and commercial 
ties [21]. Numerous researches have been carried out to 
forecast time series and the value of bitcoin [10]. In contrast, 
deep learning models [13] and machine learning models [4] 
were employed to forecast the price of Bitcoin. 

The prior research on predicting cryptocurrency prices will 
be examined in the following part, employing various ML and 
DL models for time series prediction, as shown in Table I. 

TABLE I. LITERATURE REVIEW FOR CRYPTOCURRENCY PRICE PREDICTION PRICE USING ML AND DL 

Author Year Technique Cryptocurrency Dataset Source Data Range 
Prediction 

Methods 
Performance Measures 

and results 
Demerit 

HASAN et 
al [7] 

2022 DL 
Bitcoin 

Ethereum Monero 
Investing.com 

between Jan 

22, 2015 to 

Feb 12, 2020 

LSTM, 

RNN and 
Proposed 

method 

The Proposed method 

has achieved the best 
performance when 

predicting Bitcoin price 

with MSE= 18.65, 
MAE= 2.15 and RMSE= 

4.21 

Not Explored 

time-series 
model such as 

GRU 

NEMATA

LLAH et al 
[10] 

2022 DL Bitcoin Kaggle 

between 1 Jan 

2012 to 31 
Mar 2021 

RNN 

LSTM 

MAPE and RMSE 

LSTM performs better 
than RNN 

Not Explored 
time-series 

model such as 

GRU 

Bitto et al 

[22] 
2022 ML 

Bitcoin, 

Ethereum, 

Litecoin and 
Tether token 

Yahoo Finance 
between 

2015-1-1 to 

2021-6-1 

AR 
MA 

ARMA 

MAE and RMSE. AR 
model giving better 

performs than others 

models with 97.21% For 
bitcoin, 96.04% for 

Ethereum, 95.8% for 

Litecoin and 99.91% 
accuracy for Tether-

token 

Not considered 

deep learning 

models for 
prediction 

Ammer et 

al [12] 
2022 DL 

AMP, Ethereum, 

Electro- 

Optical System, 
and XRP 

CoinMarketCap 
between May 
2015 through 

April 2022 

LSTM 

MSE, RMSE, NRMSE 
and R. LSTM achieved 

R = 96.73% for training 

And R= 96.09% for 
testing when predicting 

XRP price 

Not Explored 

time-series 

model such as 
GRU 

FAKHAR

CHIAN et 
al [15] 

2022 DL Bitcoin Yahoo Finance 

between 
05/02/2021 

To 
10/09/2021 

proposed 
models based 

on CNN and 
LSTM 

Model-9 achieved the 

best performance with 
MSE= 0.00151, RMSE= 

0.0388, MAE= 0.02519, 
MedAE= 0.01747 and 

R2= 0.98219 

Not Explored 
time-series 

model such as 
GRU 

ZHANG et 
al [23] 

2022 
ML 
DL 

Bitcoin 

Data.Bitcoinity.

Org, 
Blockchain.com

, 

and 
CoinMarketCA

P 

between 

05/02/2021 
To 

10/09/2021 

LSSVM 

BP 

SDAE-B 

SDAE-B model giving 
better performs than 

others models with 

MAPE= 0.016, RMSE= 
131.643 and DA= 0.817 

Not Explored 
time-series 

model such as 

LSTM and 
GRU 
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GURRIB 
et al [24] 

2022 ML Bitcoin 
CoinMarketCA

P 

between 17 

Jun 2016 to 

21 Apr 2021 

LDA 
SVM 

LDA model giving better 

performs than SVM with 

accuracy of 0.585 

Not considered 

deep learning 
models for 

prediction 

CAVALLI 

et al [25] 
2021 ML Bitcoin 

CoinMarketCA

P 

between 28 of 
Apr 28, 2013 

to Feb 15, 

2020 

1D CNN 

LSTM 

RMSE 
1D CNN model giving 

better performs than 

LSTM 

Not considered 
deep learning 

models for 

prediction 

LIU et al 
[26] 

2021 
ML 
DL 

Bitcoin 
Coindesk.com 

BTC.com 

between Jul 

2013 to Dec 

2019 

BPNN 

SVR 

SDAE 

SDAE model giving 
better performs than 

others models with 

MAPE= 0.1019, RMSE= 
160.63 and DA= 0.5985 

Not Explored 
time-series 

model such as 

LSTM and 
GRU 

MARNE et 
al [27] 

2020 
ML 
DL 

Bitcoin Kaggle 

between Jan 

2014 to Jan 

2019 

SVM 

RNN 

LSTM 

LSTM model giving 

better performs than 
others models with 

RMSE = 3.38 

Not Explored 

time-series 
model such as 

GRU 

 

III. METHODOLOGY 

We will go through several related concepts in this section. 

A. Time-Series 

It is one of the most effective methods for forecasting 
situations with some degree of future uncertainty by analyzing 
past patterns and assuming that future trends will be similar. 
Time series forecasting is also based on data for efficient and 
effective planning to solve forecasting problems with a time 
component [3]. 

B. Deep Learning Methods used for Bitcoin Price Prediction 

The approaches utilized in DL, a subfield of ML, are built 
on the structure and design of ANNs. Five DL algorithms were 
used in this study to forecast the price of Bitcoin. LSTM, GRU, 
BiLSTM, simple RNN, and the 1D CNN algorithm. 

1) Recurrent Neural Network (RNN): Artificial neural 

networks were inspired by how the human brain processes 

information. The neural network comprises synthetic neurons, 

and its architecture determines its properties. Traditional 

neural networks do not have feedback loops, which is how 

RNNs vary from them. It is thus relevant anytime the input 

context affects how well a prediction is made. Each neuron's 

current state depends on its past state due to the recurrent 

nature of an RNN's layers, which leaves the neural network 

with a finite amount of memory. Sequential data may be input 

into a recurrent neural network, and both the networks In and 

Out may be sequences of variable lengths that pass through 

each cell consecutively [28]. Suppose there is an input neuron 

Xt, an invisible output status ht, and the prior invisible output 

status ht-1. In that case, the RNN has a single-layer recurrent 

module with a tanh squashing function. Fig. 1 [29] 

demonstrates that W represents the weighted matrix and yt for 

the result. 

 

Fig. 1. The recurrent neural network simple architecture [29]. 

2) Long Short-Term Memory (LSTM): Recurrent neural 

networks with the ability to learn long term dependencies are 

called LSTMs. The recommended networks by Hochreiter and 

Schmid Huber [30] because the last state needed to be 

sufficiently recent and thus influenced the present state, the 

RNN model may inaccurately predict the current state [31]. 

From left to right, the LSTM is crafted to keep track of 

information throughout time and lessen the issue of vanishing 

gradient descent. Three interconnected layers in the LSTM, 

the input gate, forget gate, and output gate, control the data 

flow necessary to forecast the output of the network [32]. 

 

Fig. 2. Schematic diagram of LSTM [33]. 

Input gate: Information will initially pass through the input 
gate after importing the data. The switch decides whether or 
not to store the information based on the state of the cell. 
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Output gate: The amount of output information is 
determined by it. 

Forget gate: It chooses whether to keep or forget the 
information obtained. [34, 35], as shown in Fig. 2. 

3) Gate Recurrent Unit (GRU): Another RNN version is a 

GRU, which combines the three gated units into only two 

gated units: the gate for updating and resetting [36]. GRUs 

address the vanishing gradient issue of RNNs and the 

optimization of the structure of the LSTM model. The two 

gates may store relevant data in the memory cell while 

transmitting values to the network's later stages. GRU and 

LSTM are equal when evaluating performance across various 

test scenarios [37]. Fig. 3 depicts the organization of the GRU 

units. 

 

Fig. 3. GRU unit structure [38]. 

4) Bidirectional Long Short-Term Memory (BiLSTM): 

The BiLSTM model can extract contextual information from 

feature sequences by considering both forward and backward 

dependencies. Using a front LSTM, that processes the 

sequence in chronological order and a backward LSTM that 

processes the sequence in reverse order, BiLSTM allows 

looking ahead. The output is then produced by joining the 

LSTM's forward and reverse states [39, 40] as seen in Fig. 4. 

 

Fig. 4. BiLSTM architecture [11]. 

5) 1D Convolutional Neural Network (CONV1D) model: 

It is easy to find basic patterns in data using a convolutional 

neural network (CNN), which is then used to build more 

complex patterns in the top layers. A 1D CNN is helpful when 

extracting key features from tiny (fixed-length) segments of 

the whole dataset. The feature's location within the segment is 

irrelevant; this is correct for analyzing historical data and 

evaluating sensor data time series. Input, output, and hidden 

layers comprise a CNN; a feedforward neural network is 

created using the intermediary layers. Since their inputs and 

outputs are blind to the activation function and final 

convolution [31], as illustrated in Fig. 5, these are called 

hidden layers. 

 

Fig. 5. 1D CNN architecture [41]. 

IV. THE PROPOSED MODEL FOR PREDICTING 

CRYPTOCURRENCY PRICE MOVEMENT 

This section's suggested model focuses on three key 
elements. Fig. 6 illustrates the three steps used to anticipate the 
movement of the cryptocurrency price: (1) Dataset; (2) Data 
pre-processing; and (3) Deep learning-based algorithms. 

Table I displays the literature review, methods used, and 
limitations of each study, which show the inaccuracy, the use 
of primitive methods, or a small dataset are all examples of 
shortcomings. In our research, we used similar and different 
methods, such as RNNs, LSTMs, GRUs, CONV1D, Bi-LSTM, 
and different datasets with large sizes from the Kaggle website. 
Using all these methods helped improve the accuracy. 

 

Fig. 6. The proposed model for predicting BTC price. 
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V. PROPOSED MODEL TESTING 

During this research, an experiment was conducted to test 
five DL models, (RNN), (LSTM), (GRU), (Bi-LSTM), and 
(CONV1D); the models are designed to predict BTC Price. 

A. Dataset 

The data used in this study were downloaded from the 
Kaggle website for Bitcoin Cryptocurrency in CSV format.  
The dataset contains a variety of columns, including, Open, 
high, low, close, and Adj close prices and the volume, from the 
period 2014-09-17 to 2022-02-01, as shown in Fig. 7, the 
sample data from the datasets of the Cryptocurrency used in 
the study, and the target variable in this research is only the 
(Close Prices) Bitcoin. 

 

Fig. 7. Historical prices for bitcoin before the preprocessing. 

B. Data Pre-Processing 

Data preparation is the first step of the experiment. Before 
data is supplied to the DL models, preprocessing is considered 
a crucial step that must be finished. Many stages were 
conducted during the processing, including data cleaning, 
feature selection, data normalization, time-series data, and data 
splitting. 

 Data Cleaning: Replacing null or incorrect values with 
legitimate ones or eliminating the whole data point. 

 Feature Selection: There are several variables in 
cryptocurrency data. Since only the Close Prices are the 
goal variable in our study, only relevant characteristics 
should be chosen, and extraneous features should be 
eliminated, as shown in Fig. 8. 

 Data normalization or standardization: These processes 
are crucial for ensuring all data is on the same scale. In 
our models, we employ the MinMaxScaler function to 
normalize all data to a range of 0 to 1, which is crucial 
when working with Bitcoin data, which might have a 
broad range of values. 

 Time-series Data: Cryptocurrency prices are time series 
data; as a result, it is crucial to transform the data into a 
time series format to recognize any patterns, trends, or 
seasonal impacts. 

 Data Splitting: Divide the pre-processed data into 
training and testing sets. The prediction model will be 
developed using the training dataset, and its 
effectiveness will be assessed using the testing dataset. 

 

Fig. 8. The target variable (Close Prices). 

C. Deep Learning Models for Predicting BTC Price 

Movement 

We propose in this section five DL algorithms. (1) RNN  
(2) LSTM (3) GRU (4) BiLSTM (5) CONV1D. The 
architecture of these models is shown in Tables II to VI. 

1) Recurrent Neural Network (RNN) model: Simple RNN 

is the model's first layer; it has one simple RNN layer 

consisting of 50 filters that acquire data, process it, and then 

pass it on to the next layer. The results are in a 7 x 50 matrix 

using ReLU as an Activation Function. The second layer is 

another simple RNN, which generates a 1 x 20 matrix using 

ReLU as an Activation Function. Next, the last stage in the 

model consists of two fully connected layers, the first one with 

50 nodes and the last one with one node, which is the model's 

output, and we used the Adam optimizer to calculate the 

learning rate, as shown in Table II. 

TABLE II. RECURRENT NEURAL NETWORK (RNN) MODEL 

Layer (type) Output shape Param # 

simple_rnn (SimpleRNN) (None, 7, 50) 2600 

simple_rnn_1 (SimpleRNN) (None, 20) 1420 

dense_4 (Dense) (None, 50) 1050 

dense_5 (Dense) (None, 1) 51 

Total params : 5,121 

Trainable params : 5,121 

Non-trainable params : 0 

2) Long Short-Term Memory (LSTM) model: LSTM is the 

second DL model; LSTM is the model's first layer consisting 

of 50 filters that acquire data, process it, and then pass it on to 

the next layer. The results are in a 7 x 50 matrix using ReLU 

as an Activation Function. The second layer is another LSTM, 

which generates a 1 x 25 matrix using ReLU as an Activation 

Function. Next, the last stage in the model consists of two 

fully connected layers: the first one with 50 nodes and the last 

with one node, which is the model's output, and the Adam 

optimizer method, as shown in Table III. 

TABLE III. LONG SHORT-TERM MEMORY (LSTM) MODEL 

Layer (type) Output shape Param # 

lstm_5 (LSTM) (None, 7, 50) 10400 

lstm_6 (LSTM) (None, 25) 7600 

dense_12 (Dense) (None, 50) 1300 

dense_13 (Dense) (None, 1) 51 

Total params : 19,351 

Trainable params : 19,351 
Non-trainable params : 0 
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3) Gate Recurrent Unit (GRU) model: GRU is the third 

DL model, GRU is the model's first layer which generates a 1 

x 50 matrix, and the last stage in the model is composed of 

two fully connected layers, the first one with 50 nodes and the 

last with one node which is the output of the model, and the 

Adam optimizer method as shown in Table IV. 

TABLE IV. GATE RECURRENT UNIT (GRU) MODEL 

Layer (type) Output shape Param # 

gru (GRU) (None, 50) 7950 

dense_8 (Dense) (None, 50) 2550 

dense_9 (Dense) (None, 1) 51 

Total params : 10,551 

Trainable params : 10,551 

Non-trainable params : 0 

4) Bidirectional Long Short-Term Memory (Bi-LSTM) 

Model: Bi-LSTM is the fourth DL model. Bi-LSTM is the 

model's first layer consisting of 200 filters that acquire data, 

process it, and then pass it on to the next layer. The results are 

in a 207 x 200 matrix. A dropout layer is a regularization 

approach that prevents overfitting problems in deep learning 

by ensuring that no units are codependent with one another. 

Next, the last stage in the model is composed of two fully 

connected layers, the first using ReLU as an Activation 

Function with 20 nodes and the last with one node, which is 

the model's output, and the Adam optimizer method, as shown 

in Table V. 

TABLE V. BIDIRECTIONAL LONG SHORT-TERM MEMORY (BI-LSTM) 

MODEL 

Layer (type) Output shape Param # 

bidirectional (Bidirectional) (207, 200) 81600 

dropout (Dropout) (207, 200) 0 

Dense_10 (Dense) (207, 20) 4020 

dense_11 (Dense) (207, 1) 21 

Total params : 85,641 

Trainable params : 85,641 
Non-trainable params : 0 

5) 1D Convolutional Neural Network (CONV1D) model: 

1DCNN is the fifth DL model; 1DCNN is the model's first 

layer consisting of 64 filters that acquire data, process it, and 

then pass it on to the next layer. The results are in a 7 x 64 

matrix which uses ReLU as an Activation Function. In order 

to simplify the output and avoid overfitting the data, the 

maximum pooling layer is used after a CNN layer; This 

indicates that the output matrix for this layer is 2 x 64 in size. 

The Max Pooling1D layer shrinks the input representation by 

taking the maximum value across all time dimensions. Next, 

the last stage in the model is composed of two fully connected 

layers, the first with 50 nodes, then using the Flatten layer; the 

Flatten layer transforms convolutional layer output into a 

single, one-dimensional vector that may be utilized as the 

input for a dense layer. The last dense layer has one node, the 

model's output, and the Adam optimizer method, as shown in 

Table VI. 

TABLE VI. 1D CONVOLUTIONAL NEURAL NETWORK (CONV1D) MODEL 

Layer (type) Output shape Param # 

conv1d (Conv1D) (None, 7, 64) 512 

max_pooling1d(Maxpooling1D) (None, 2, 64) 0 

dense_6 (Dense) (None, 2, 50) 3250 

flatten (Flatten) (None, 100) 0 

dense_7 (Dense) (None, 1) 101 

Total params : 3,863 

Trainable params : 3,863 
Non-trainable params : 0 

VI. EXPERIMENTAL RESULTS AND DISCUSSION 

The experiment's results will be discussed in this section. 

A. Model Training 

To find the best DL model, we trained utilizing DL models 
on the dataset in the first phase, splitting it into two groups of 
80% training and 20% testing. Four assessment measures—
RMSE, MSE, MAE, and R

2
—were used to examine and 

contrast the DL models, as will discuss in Section 6(C). 

B. Epochs 

The number of training set iterations is called an "epoch." 
The model's capacity for generalization improves as epochs 
increase. However, if the number of epochs is excessively 
high, an overfitting issue is readily created, and the model's 
capacity for generalization is diminished [42]. Therefore, 
picking the appropriate number of epochs is crucial. In this 
research, we used 200 epochs. 

Tables VII, to XI show the loss and val_loss for each epoch 
on the various DL models. As shown in Fig. 9 to 13, the 
model's loss for the training and validation phases decrease in 
each epoch, indicating that the model performs optimally. The 
model predicts the actual and prediction phases shown in Fig. 
14 to 18. 

TABLE VII. LOSS, VAL LOSS OF RNN MODEL 

Epoch Loss Val_Loss 

1/200 0.0858 0.0042 

2/200 0.0039 0.0032 

3/200 0.0041 0.0033 

4/200 0.0031 0.0037 

5/200 0.0034 0.0034 

TABLE VIII. LOSS, VAL LOSS OF LSTM MODEL 

Epoch Loss Val_Loss 

1/200 0.0654 0.0153 

2/200 0.0110 0.0068 

3/200 0.0082 0.0102 

4/200 0.0082 0.0065 

5/200 0.0073 0.0059 
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TABLE X. LOSS, VAL LOSS OF GRU MODEL 

Epoch Loss Val_Loss 

1/200 0.0214 0.0039 

2/200 0.0040 0.0032 

3/200 0.0039 0.0029 

4/200 0.0038 0.0031 

5/200 0.0035 0.0026 

TABLE XI. LOSS, VAL LOSS OF BI-LSTM MODEL 

Epoch Loss Val_Loss 

1/200 0.0242 0.0082 

2/200 0.0104 0.0095 

3/200 0.0098 0.0089 

4/200 0.0092 0.0049 

5/200 0.0087 0.0125 

TABLE XII. LOSS, VAL LOSS OF CONV1D MODEL 

Epoch Loss Val_Loss 

1/200 0.0160 0.0045 

2/200 0.0049 0.0051 

3/200 0.0046 0.0031 

4/200 0.0037 0.0046 

5/200 0.0044 0.0029 

 
 

Fig. 9. RNN model loss for training and validation. 

 

Fig. 10. LSTM model loss for training and validation. 

 

Fig. 11. GRU model loss for training and validation. 

 

Fig. 12. Bi-LSTM model loss for training and validation. 

 
 

Fig. 13. CONV1D model loss for training and validation. 

 

Fig. 14. BTC price prediction based on RNN model. 

 

Fig. 15. BTC price prediction based on LSTM model. 

 

Fig. 16. BTC price prediction based on GRU model. 
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Fig. 17. BTC price prediction based on Bi-LSTM model. 

 

Fig. 18. BTC price prediction based on CONV1D model. 

C. Evaluation Metrics 

R-squared score (R
2
), Mean Absolute Error (MAE), Mean 

Squared Error (MSE), and Root Mean Squared Error (RMSE) 
were used to assess the performance of the deep learning 
models. 

     √
∑ (        ̂  )

 
 
   

 
 (1) 

     
 

 
 ∑ (      ̂  )

  
    (2) 

    
 

  
 ∑ |       ̂  |
 
    (3) 

    
 

  
 ∑ |       ̂  |
 
    (4) 

D. Deep Learning Prediction Models Outcomes 

This section covered the outcomes of the prediction models 
created utilizing DL models between 22-09-2021 and 01-02-
2022. How well prediction models perform Tables XII, to XVI, 
show the testing and training results regarding RMSE, MAE, 
MSE, and R

2
. Table XVII displays the outcomes of utilizing 

various models, with the model with the lowest error values 
chosen as the best model. The comparison between the actual 
and expected values for BTC price prediction models is shown 
in Fig. 19, as well. 

TABLE XIII. TESTING AND TRAINING OUTCOMES FOR RNN MODEL 

 RMSE MAE MSE R2 

Training 1512.57653 1042.15566 2287887.78387 0.9739 

Testing 2312.72885 1855.64295 5348714.75799 0.9232 
 

TABLE XIV. TESTING AND TRAINING OUTCOMES FOR LSTM MODEL 

 RMSE MAE MSE R2 

Training 1908.46769 1476.50991 3642248.95956 0.95846 

Testing 1978.68268 1537.14424 3915185.15068 0.94383 

TABLE XV. TESTING AND TRAINING OUTCOMES FOR GRU MODEL 

 RMSE MAE MSE R2 

Training 2091.59478 1631.35273 4374768.76158 0.95011 

Testing 2170.99032 1693.30095 4713198.99972 0.93238 
 

TABLE XVI. TESTING AND TRAINING OUTCOMES FOR BI-LSTM MODEL 

 RMSE MAE MSE R2 

Training 1882.75025 1462.76491 3544748.50956 0.95957 

Testing 2048.97955 1574.88476 4198317.23545 0.93977 

TABLE XVII. TESTING AND TRAINING OUTCOMES FOR CONV1D MODEL 

 RMSE MAE MSE R2 

Training 2039.41352 1535.66479 4159207.51736 0.95257 

Testing 2418.95978 1949.64524 5851366.42758 0.91606 

Table XVII shows that the LSTM model, which has the 
lowest RMSE, MAE, and MSE values and the greatest R2 
value, performs the best in forecasting BTC prices. Fig. 19, 
which demonstrate how closely the forecasts of the LSTM 
model match the actual prices, support this. The findings show 
that LSTM is a better predictor than RNN, GRU, Bi-LSTM, 
and CONV1D. The second and third-best models are the Bi-
LSTM and GRU, with higher RMSE, MAE, and MSE values. 

 

Fig. 19. Summary of BTC price prediction models between actual and 

predicting. 

TABLE XVIII. SUMMARY OF DIFFERENT DL MODELS PREDICTION IN TERMS 

OF THE VARIOUS CRITERIA 

Model RMSE MAE MSE R2 

RNN 2312.72885 1855.64295 5348714.75799 0.92327 

Conv1D 2418.95978 1949.64524 5851366.42758 0.91606 

GRU 2170.99032 1693.30095 4713198.99972 0.93238 

Bi-STM 2048.97955 1574.88476 4198317.23545 0.93977 

LSTM 1978.68268 1537.14424 3915185.15068 0.94383 

These models are reliable and appropriate based models are 
reliable and appropriate based on the assessment techniques 
and outcomes. It should be emphasized that these models 
contain many flaws that may affect how well they can forecast 
BTC values: 

 As cryptocurrency values rely heavily on various 
factors, LSTMs, RNN, GRU, Bi-LSTM, and CONV1D 
may only be able to account for some of these 
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dependencies, producing predictions that could be 
better. 

 These models are vulnerable to overfitting, particularly 
when trained on small datasets, which can lead to 
subpar performance when used with new data. 

VII. CONCLUSION AND FUTURE WORK 

In this research, the market capitalization of the BTC 
cryptocurrency was utilized to forecast the price using five 
different deep learning techniques: LSTM, RNN, GRU, Bi-
LSTM, and CONV1D. RMSE, MAE, MSE, and R2 values 
were used to assess the models' performance. The study's 
findings showed that the LSTM model, followed by the Bi-
LSTM and GRU models, offered the best accurate forecasts for 
the price of the BTC coin. The study's findings show that deep 
learning algorithms are good at forecasting cryptocurrency 
values and that the LSTM model outperforms RNN, GRU, Bi-
LSTM, and CONV1D. 

To increase the precision of BTC predictions, the 
researcher plans to apply more deep learning algorithms or 
hybrid DL models in the future. The epoch size might also be 
increased to get a greater accuracy rate. Deep learning methods 
will also examine how emotion and tweets affect BTC pricing. 

The research limitations can be represented in the following 
points: 

 The prediction process focused on Bitcoin only. It did 
not apply the prediction to other cryptocurrencies, for 
example, Ethereum and Litecoin, which can correlate 
and impact the price of Bitcoin. 

 Not considering another factor that can impact the rise 
and fall of a currency's price, such as comments on 
social media. 
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Abstract—Machine learning is a branch of artificial 

intelligence in which computers use data to teach themselves and 

improve their problem-solving abilities. In this case, learning is 

the process by which computers use data and algorithms to build 

models that improve performance, and it can be divided into 

supervised learning, unsupervised learning, and reinforcement 

learning. Among them, reinforcement learning is a learning 

method in which AI interacts with the environment and finds the 

optimal strategy through actions, and it means that AI takes 

certain actions and learns based on the feedback it receives from 

the environment. In other words, reinforcement learning is a 

learning algorithm that allows AI to learn by itself and determine 

the optimal action for the situation by learning to find patterns 

hidden in a large amount of data collected through trial and 

error. In this study, we introduce the main reinforcement 

learning algorithms: value-based algorithms, policy gradient-

based reinforcement learning, reinforcement learning with 

intrinsic rewards, and deep learning-based reinforcement 

learning. Reinforcement learning is a technology that enables AI 

to develop its own problem-solving capabilities, and it has 

recently gained attention among AI learning methods as the 

usefulness of the algorithms in various industries has become 

more widely known. In recent years, reinforcement learning has 

made rapid progress and achieved remarkable results in a 

variety of fields. Based on these achievements, reinforcement 

learning has the potential to positively transform human lives. In 

the future, more advanced forms of reinforcement learning with 

enhanced interaction with the environment need to be developed. 

Keywords—Reinforcement learning; value-based algorithms; 

policy gradient-based reinforcement learning; reinforcement 

learning with intrinsic rewards; deep learning-based reinforcement 

learning 

I. INTRODUCTION  

Advances in artificial intelligence and machine learning 
technologies have led to the development and use of AI-based 
services in many industries. At the same time, models using 
reinforcement learning, a branch of machine learning, are 
growing rapidly. 

Machine learning is a branch of artificial intelligence in 
which computers use data to teach themselves and improve 
their problem-solving abilities. In this case, learning is the 
process by which computers use data and algorithms to build 
models that improve performance, and it can be divided into 
supervised learning, unsupervised learning, and reinforcement 
learning [1, 2]. Among them, reinforcement learning [3] is a 
learning method in which AI interacts with the environment 
and finds the optimal strategy through actions, and it means 

that AI takes certain actions and learns based on the feedback it 
receives from the environment [4]. In other words, 
reinforcement learning is a learning algorithm that allows AI to 
learn by itself and determine the optimal action for the situation 
by learning to find patterns hidden in a large amount of data 
collected through trial and error. Reinforcement learning is a 
technology that enables AI to develop its own problem-solving 
capabilities, and it has recently gained attention among AI 
learning methods as the usefulness of the algorithms in various 
industries has become more widely known [5, 6, 7]. 

This study is structured as follows. Section II presents the 
history and components of reinforcement learning, and Section 
III describes the main reinforcement learning algorithms: 
Value Based Algorithms, Policy Gradient Based 
Reinforcement Learning, Reinforcement Learning with 
Intrinsic Reward, and Reinforcement Learning based on Deep 
Learning. Section IV describes applications of reinforcement 
learning. Finally, Section V presents trends in the application 
of Reinforcement Learning in networking and future research 
directions. Section VI outlines the limitations and Section VII 
presents the conclusion to the study. 

II. HISTORY AND COMPONENTS OF REINFORCEMENT 

LEARNING  

Reinforcement learning can be traced back to an 
optimisation method for solving sequential decision problems, 
mathematically modelled by the Markov Decision Process, 
developed in the 1950s [8]. A Markov decision process is 
defined as a tuple (S, A, P, R, γ), where S and A are the agent's 
state space and action space, respectively. P and R are 
transition probability and reward functions, respectively, where 
P is the probability distribution of the next state and R is the 
reward the agent will receive in the next state if it performs an 

action a∈A in state S∈S. The reward is a metric for judging 

the goodness or badness of the agent's actions. γ  is the 

discount rate used to write off future rewards when calculating 
cumulative rewards. This helps the agent reach the goal 
quickly and prevents the cumulative reward from drifting, so 
that learning is stable [9]. The optimal policy for the sequential 
decision problem defined by the Markov Decision Process 
presented above can be found by reinforcement learning. 

A policy is a function that takes a state value as input and 
determines what action the agent should take. A reinforcement 
learning agent observes the state of itself and its environment 
based on its sensors and information from other agents, decides 
what to do based on the observed state values and policies, and 
is sometimes rewarded for its actions. At this point, the 
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reinforcement learning agent learns its policy to maximise its 
cumulative reward expectation, and the policy that maximises 
the cumulative reward expectation is the optimal policy. This is 
based on the Reward Hypothesis. The reward hypothesis states 
that any goal (e.g., solving a problem) can be described as 
maximising the agent's cumulative reward. 

This implies the importance of designing a reward function. 
Since reinforcement learning is how an agent learns its policy 
by interacting with the environment through trial and error, 
relying on reward cues, a poor reward function will not only 
make it difficult for the agent to learn, but will also lead to 
unexpected side effects even if it does learn [10]. 

In summary, reinforcement learning generally consists of 
three main elements. 

 Agent: An object that performs actions in the 
environment according to the current policy. 

 Environment: The external system with which the agent 
interacts. The environment provides feedback to the 
agent in the form of rewards or punishments based on 
actions taken. 

 Reward: Feedback is the positive or negative feedback 
an agent receives from the environment based on its 
actions. 

The agent's goal is to maximise the total amount of rewards 
over time, which means that the goal of reinforcement learning 
is to find a strategy that maximises the cumulative reward in a 
given environment [11]. In most cases, this means emphasising 
long-term rewards over short-term rewards. This process of 
reinforcement learning can be thought of as a trial-and-error 
process, where the AI learns by taking actions and observing 
the rewards or punishments that result from those actions. The 
agent uses this information to update its policies so that it can 
make better decisions in the future. 

III. MAIN REINFORCEMENT LEARNING ALGORITHMS 

Reinforcement learning algorithms can be classified into 
value-based, policy-based, and model-based algorithms. 

A. Value-based Algorithms 

 Value-based algorithms estimate the value of each state or 
state-action pair and select the optimal action to improve the 
agent's performance [12]. Typical examples are Q-learning and 
Deep Q-Network (DQN)(Fig. 1 and Fig. 2). 

Q-learning based reinforcement learning approximates the 
Q-value for a state-action pair each time and then decides 
which action to take in which state [13]. For exploration, we 
often use ε-greedy policies. An ε-greedy policy is a method 
that chooses a random action in a given state with probability ε, 
and the action with the highest Q-value with probability (1 - ε). 
Representative examples are DQN and Rainbow [14], which 
combines DQN with six DQN improvement algorithms. 

The technical features of DQN can be summarised as 
follows: first, the use of convolutional neural networks for 
image recognition; second, the introduction of empirical replay 
to eliminate the correlation between samples and increase the 
efficiency of sampling; and third, the separation of the online 

Q-network, which determines the agent's behaviour, and the 
target Q-network, which is used to calculate the target Q-value, 
for learning stability [15]. 

 
Fig. 1. The concept of deep Q network. 

First, Rainbow is a technique that combines DQN with the 
following six DQN enhancement algorithms. For example, 
double Q-learning DQN takes the maximum value of the target 
Q-network in the current state when calculating the target Q-
value, resulting in overestimation of the target Q-value and 
poor learning performance. Double Q-learning prevents the 
overestimation of the target Q-value by calculating the target 
Q-value using the behavioural value that maximises the online 
Q-net as the input of the target Q-net [16]. 

 
Fig. 2. Concept of applying gaussian noise to the weights of a neural 

network. 

Second, prioritised experience replay - DQN learns by 
extracting experiences uniformly from experience replay, i.e. 
prioritised experience replay is a method of extracting samples 
that are more likely to be conducive to learning [17]. 

Third, Dueling Networking-DQN calculates Q-values on 
the fly. Since the Q-value takes into account both state and 
behaviour, it can be strongly influenced by behaviour when 
evaluating the value in a particular state. By decomposing the 
Q-value into the value of a particular state and the benefit of 
different actions that can be taken in that state, Dueling 
Networks can compute the value of a particular state more 
robustly while taking into account the value of actions [18]. 

Fourth, multi-step learning DQN uses the reward after the 
1-step bootstrap, which is the very next state, to compute the 
target Q-value. By extending it to learn with the reward 
information after n-step bootstrapping, it evolves into multi-
step learning (ex. with improved learning stability and speed) 
[19]. 

Fifth, Distributional RL-DQN, uses the expectation of the 
Q-value. In this case, the limitation is that it is difficult to 
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exploit the randomness inherent in the Markov decision 
process if only the expectation of the Q-value is used. In this 
case, Distributional RL is a method that uses a distribution of 
rewards instead of a single average. By using Distributional 
RL, you can not only improve learning performance, but also 
design safer agents by allowing agents to avoid risky 
behaviours [20]. 

Sixth, Noisy Nets-DQN uses the ε-greedy policy. However, 
the ε-greedy policy often leads to inefficient exploration 
because it outputs random behaviour regardless of the agent's 
current situation, and there is also the problem of setting the ε 
value. This is where Noisy Nets can be used (Fig. 3). By 
training a neural network (Noisy Nets) that adds noise to the 
weights and biases of the policy neural network when training 
the policy neural network, Noisy Nets has the advantage that 
the randomness of the agent's behaviour automatically adapts 
to the state the agent is in and over time (reducing randomness 
and promoting greedy choices as training progresses) [21]. 

 
Fig. 3. The concept of noisy networks. 

 
Fig. 4. The concept of element-wise multiplication. 

B. Policy Gradient-based Reinforcement Learning 

A policy-based algorithm directly optimises the policy that 
determines the agent's behaviour. In other words, policy 
gradient reinforcement learning directly yields a policy that 
determines which action to take in which state. A policy can be 
defined as a parameter vector θ, which is a function that takes 
observations as input and outputs an action value as output. 
The use of probabilistic policies in reinforcement learning is 
efficient for balancing exploration and exploitation. In deep 
reinforcement learning, this is approximated using a functional 
rate deep neural network, where the parameter vector θ is the 
weight and bias of the neural network. Policy gradient based 
reinforcement learning uses a policy gradient technique to 
compute this parameter vector, θ. The policy gradient 
technique is a method that uses gradient multiplication to find θ 
(Fig. 4). In other words, after finding the gradient of the 
objective function for a given θ, updating θ by a certain 
distance in the direction of the increasing gradient is repeated 
until the gradient converges or for a maximum time step. 

The objective function is the expectation of the cumulative 
reward of acting according to the policy, expressed as in Eq. 

(1). 

 ( )     
[ (   )]  (1) 

The gradient of the objective function is defined by the 
policy gradient theorem [22], as shown in Eq. (2). 

   ( )     
[  (   )      ( | )] (2) 

The policy gradient updates the policy's parameters in the 
direction of maximising the objective function, as shown in Eq. 
(3). 

       ( )   (3) 

A prime example of policy-based reinforcement learning is 
Proximal Policy Optimisation (PPO) [22]. One of the 
drawbacks of policy-based reinforcement learning is that the 
policy of the parameters can change rapidly. This leads to 
learning instability, which results in slow learning speed and 
poor performance. To prevent such learning instability, TRPO 
(Trust region policy optimisation) [23] adds a condition that 
constrains the Kullback-Leibler (KL) divergence before and 
after a policy update to be below a certain level. TRPO 
attracted the attention of researchers due to its success in 
solving robot control problems with continuous action spaces, 
which were not solved by DQN. However, TRPO has the 
disadvantage that it requires a lot of computation to solve the 
constraints and is incompatible with various neural network 
structures (e.g., dropout, parameter sharing). To compensate 
for these disadvantages while maintaining the performance of 
TRPO, PPO removes the computationally intensive KL 
diveigenoe constraint and indirectly limits the number of 
policy renewals by simply clipping the ratio of pre- and post-
policy renewals in the TRPO objective function. Although PPO 
was published in 2017, it is still the state-of-the-art algorithm 
and has been reported in many studies to be very good in terms 
of performance, computational efficiency and ease of 
implementation [24]. 

C. Reinforcement Learning with Intrinsic Reward 

Reinforcement learning is a method of learning by 
exploring the environment through trial and error. In this case, 
the agent evaluates its behaviour and updates its policy based 
on the rewards it receives as a result of its actions. This can 
work well in environments where every action is rewarded, but 
policy learning is less successful in environments where 
rewards are infrequent and darkness is delayed. For example, 
suppose a game has a single reward for avoiding all obstacles, 
skeletons, etc. to get the key. In this case, it is difficult to 
determine whether an action taken in a particular state to get 
the key was beneficial, harmful or pointless. Even DQNs that 
outperform humans in many games are likely to fail in the 
game described above. One way to deal with this problem is to 
use intrinsic rewards. 

Intrinsic rewards are rewards that are generated by the 
agent rather than given by the environment. It mimics the way 
humans learn through intrinsic motivation. A typical intrinsic 
reward function is prediction error. Prediction error is defined 
as the difference between the agent's predicted next state and 
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the actual next state. To predict the next state, an agent 
typically defines one or more prediction models (e.g., artificial 
neural networks) and trains them along with a policy. As the 
agent explores the environment and learns the prediction 
models, this prediction error will be lower for states that are 
familiar to the agent and higher for states that are unfamiliar to 
the agent, which has the effect of encouraging the agent to 
explore and, in games, discouraging the agent from dying and 
returning to the initial state. This is because the initial state is 
familiar to the agent, as it is the state to which the agent returns 
when it dies. The intrinsic reward function is designed so that 
the agent receives a reward for every action it performs, so it 
can learn well even in environments where the environment is 
sparse and black is a delayed reward. This also helps to 
broaden the application of reinforcement learning, as it reduces 
the need for a human to design a precise reward function for 
each task in the environment. However, there are a number of 
issues that need to be considered, such as the match between 
the directionality of the task the agent needs to perform and the 
directionality of the internal reward, the non-stationarity of the 
reward for performing the same behaviour in the same state as 
learning progresses, and the scaling of the reward across 
different environments. 

To illustrate this, we refer the reader to Random Network 
Distillation [25]. Random Network Distillation consists of 
three neural networks: goal, prediction, and policy. The policy 
neural network is the one that determines the agent's behaviour, 
while the goal and prediction neural networks take the next 
state value as input and output some feature value. The goal 
neural network is fixed with randomly set weights, and the 
prediction neural network is a neural network with the same 
structure as the goal neural network, and is trained together 
with the policy neural network to produce the same output as 
the goal neural network. In other words, it is called Random 
Network Distillation because it has the effect of distilling a 
random network into a predictive neural network. In Random 
Network Distillation, the internal reward value function and the 
external reward value function are obtained separately and then 
combined, and PPO is used to optimise the policy neural 
network. 

D. Reinforcement Learning (RL) Based on Deep Learning 

Reinforcement learning refers to a group of methods for 
solving stochastic decision problems. Reinforcement learning 
can be classified as a model belonging to supervised learning 
or as an independent field of reinforcement learning. The 
reason it is classified as supervised learning is that it receives 
feedback or guidance from the environment, including humans, 
as it learns. On the other hand, it is classified as an independent 
model because the optimal decision process of reinforcement 
learning is a learning model that differs from the label-based 
discriminative approach typical of supervised learning. 
Reinforcement learning is very similar to the way humans 
learn, as it uses a trial and error process. For this reason, the 
core algorithm of AlphaGo, developed by Google DeepMind, 
is based on reinforcement learning. This makes reinforcement 
learning the closest model to artificial intelligence. Unlike 
supervised learning, reinforcement learning is not given 
training data. Instead, the reinforcement learning problem is 
given a reward function. The definition of solving 

reinforcement learning is to find a policy function that 
maximises the average of future reward values. To solve 
reinforcement learning, researchers have borrowed a 
mathematical model: the Markov decision process (MDP). 
Intuitively, the Markov property means that, given the present, 
the past and the future are independent. For example, the score 
I get on a test tomorrow depends only on my current state and 
how much I study today. An MDP has four main parts. 

 A set of states 

 A set of actions  

 A transition function 

 A reward function 

In this study, we will illustrate the above four points with 
the example in Fig. 5. The most common example used to 
describe MDPs is the situation of a robot in a lattice space as 
shown below. 

 
Fig. 5. A robot in a lattice space. 

As shown in Fig. 5, the robot can be in one of twelve grids, 
which is its state space. In each grid the robot can move up, 
down, left, right or stay in place, and these five actions 
correspond to the action space. If the robot's movement 
through the grid is determined, it will move in the desired 
direction, but if it is stochastic, even if the robot tries to move 
up, it will move right or left with some probability. In this way, 
the transition function describes the probability of reaching the 
next state when a particular action is performed in a particular 
state. Finally, and most importantly for reinforcement learning, 
a reward function is defined for each state: in the above lattice 
space, reaching a gem is rewarded with a +1 reward, and 
reaching a fire is rewarded with a -1 reward. Given an MDP, 
solving reinforcement learning means finding a policy function 
that maximises the sum of expected future rewards. This has 
several implications, but the most important is that it involves 
future rewards. While rewards from current behaviour are 
important, ultimately we need to consider both current and 
future rewards. The next thing to remember is that we're 
dealing with a stochastic system. It is possible that our current 
behaviour will not lead us to the desired state, which means 
that if we can get the same reward, it is better to get it 'sooner'. 
The discount factor takes this into account. It is set to a value 
less than 1 and the reward earned over time is multiplied by 
this value. 
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So, given an MDP, how do we find the optimal policy 
function? The two most basic ways of solving reinforcement 
learning are value iteration and policy iteration. To explain 
this, we first need to define value. If we know not only the 
immediate reward we can get now, but also the consensus 
expectation of the rewards we can get when we start from that 
state, we can choose the action that maximises that function 
each time, and thus find the optimal policy function. This 
consensus expectation of future rewards is called the value 
function, V(s). Similarly, given a current state the expected 
future reward for taking an action in the current state is called 
the action value function or Q-function, Q(s,a). Value iteration 
refers to the method of finding this value function. The value 
function is difficult to define intuitively because it is not only 
about the current state, but also about future states and the 
rewards that can be obtained in those states. In general, 
reinforcement learning uses the Bellman equation to find this 
value function, which is defined as follows [26]. 

 ( )      ∑  (       )[ (       )    (   )]   (4)

We can see that the above formula is a recursive equation 
with the value function V(s) we want to find on the left and 
right sides, and the rest is the same as MDP except for V(s). 
We can initialise V(s) to any value and run the above recursive 
equation for all states s until it converges, always finding the 
optimal V(s).In the previous section we looked at value 
iteration, but now we want to look at policy iteration, which is 
different from value iteration. Policy iteration consists of two 
phases: policy evaluation, which evaluates the performance of 
the current policy function, and policy improvement, which 
improves the policy based on the evaluation. These two phases 
alternate until the policy function converges. It is generally 
accepted that policy iterations converge to the optimal policy 
function faster than value iterations. 

In this section we will investigate how to find the optimal 
policy function in an MDP when no model is given. This 
problem is commonly referred to as model-free reinforcement 
learning. The main difference from the model-based 
reinforcement learning described earlier is that we no longer 
know how the environment behaves. In other words, you do 
something in one state and get a reward for the next state, 
which is "passively" informed by the environment. Model-free 
reinforcement learning has several differences from model-
based reinforcement learning, the most important of which is 
exploration. Since we don't know how the environment will 
behave, we have to experiment and use the results to gradually 
learn the policy function. Let's see how we can solve model-
free reinforcement learning defined in this way. We can't use 
the Bellman equation directly because we don't know T(s, a, 
s'), which is the part of the Bellman equation used in model-
based reinforcement learning. 

Policy evaluation is a methodology for evaluating a given 
V(s), replacing a with pi(s) above. 

 ( )      ∑  (   ( )    )[ (   ( )    )    (   )]  (5) 

The above formula is the policy evaluation formula used in 

model-free reinforcement learning. T(s, (s), s') is an unknown 

value, but if the next state, s', comes from a model called T, we 
can replace the sum of T with the sample mean. One method 

that replaces the Bellman equation with sampling in this way is 
temporal difference (TD) learning. In an MDP, experience 
means that in a state s, I take an action via a given policy 

function (a= (s)), and as a result I receive the next state s′ 

and a reward r. This reward r is a function of (s, a, s). As the 
experiences of (s, a, s', r) accumulate, we learn a value function 
V(s) and an action value function Q(s,a) based on these data. 
The expression for the Bellman equation for Q(s,a) is as 
follows. 

 (   )  ∑  (       )[ (       )           (      )](6) 

The above formula can be used to update the behavioural 
value function Q(s,a). In this formula, we can replace T with 
the sample estimate, which gives us the following formula. 

 (   )  
(   ) (    )   [ (       )         (      )] 

 (7) 

Solving reinforcement learning problems using the above 
formula is called Q-learning. All that is needed to update the 
Q-function using this formula is the experience of (s, a, s', r), 
i.e. the action taken in one state, the observation of the next 
state, and the reward received, and the Q-function can be 
obtained using the above formula. The advantage of Q-learning 
is that it can find the optimal policy function without knowing 
the model. However, Q-learning is not a one-size-fits-all 
method. The main disadvantage of model-less reinforcement 
learning is exploration. Due to the nature of reinforcement 
learning, rewards may be given only once or sporadically at the 
end. The difficulty of this exploration increases as the state 
space grows. 

In deep reinforcement learning (DRL) [27], a method that 
combines this Q-learning with deep learning techniques, one of 
the most important things is how well it explores. One such 
method is called Deep Q Network (DQN), made famous by 
DeepMindtk. DQN is the algorithm that enabled DeepMind's 
AlphaGo to win the 2016 World Championship against Lee 
Sedol and Kasparov. From the algorithmic point of view of 
traditional reinforcement learning, DQN doesn't bring much 
new to the table. However, the main advantage of the QL 
formula is that it can update the Q function without any 
information about the environment. This property is more 
important than you might think, because the difficulty of RL 
compared to traditional SL is that it considers the sum of 
expected future rewards, but the above formula allows you to 
update the Q-function with just one experience. It also has the 
advantage that when choosing (s, a) from (s, a, s', r), Q(s, a) 
always converges to the optimal action value function after 
infinite time, even if a random action a is chosen each time. 
The right-hand side of the above formula is easy to find if we 
know the current Q(s, a) function. To find max a'Q(s', a'), the 
number of possible actions a must be finite. In other words, we 
can plug in all the possible actions and pick the one with the 
largest Q value. And if we think of Q(s, a) on the left side as 
the output of the Q function for some input (s, a) and the right 
side as the target for that input, the Bellman equation for the Q 
function above can be interpreted as giving us the input-output 
pairs for the regression function that we often use in supervised 
learning. 
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IV. APPLICATIONS OF REINFORCEMENT LEARNING 

Recently, there has been a lot of research and development 
on reinforcement learning, one of the artificial intelligence 
algorithms, to solve network system optimisation problems. 
Reinforcement learning is a system control method in which a 
reinforcement learning agent in a network management system 
uses information derived from the network environment to 
construct a reward function and achieve an optimal goal 
through iterative improvement. To do this, reinforcement 
learning agents go through an organic process of changing the 
state of the environment, controlling the behaviour of the 
agent, designing the value function, designing the reward 
function, improving the policy, and deriving the optimisation 
model. However, in order to learn a value function for decision 
making by predicting the expected value of output through 
predefined states and actions, a large amount of time must be 
invested in learning, and learning may not be performed well 
due to excessive environmental state information provided, or 
learning may be performed with the wrong goal. To overcome 
these problems, reinforcement learning models that improve 
learning efficiency and prediction accuracy performance by 
configuring the system's reward function as an artificial 
intelligence neural network have been studied. In addition, 
reinforcement learning models that can perform effective 
learning not only for discrete and limited number of 
behaviours, but also for very high degrees of freedom of the 
behaviours to be controlled are being studied. 

V. TRENDS IN THE APPLICATION OF REINFORCEMENT 

LEARNING IN NETWORKING 

As the network structure becomes more complex, various 
problems in the areas of routing, resource management, 
security and QoS/QoE arise, and to solve them, reinforcement 
learning application techniques are being studied, which 
include adaptive optimisation mechanisms for different 
environments. In the area of routing, research is being carried 
out to use reinforcement learning to optimise the routing 
process as network traffic grows exponentially. In resource 
management, researchers are applying reinforcement learning 
for efficient resource management and scheduling in rapidly 
changing network environments such as smart cities or edge 
clouds. This enables efficient network management by 
controlling network congestion or reducing overhead. In the 
area of network security, reinforcement learning is used to 
detect and respond to anomalies in the network, such as 
network congestion. In the area of QoS/QoE, researchers are 
using reinforcement learning to improve overall QoS/QoE by 
taking into account dynamically changing network 
characteristics. 

VI. LIMITATIONS OF REINFORCEMENT LEARNING 

One of the limitations of reinforcement learning is low data 
efficiency, especially in tasks where data selection is 
expensive, time consuming or dangerous. Therefore, one of the 
ways to deal with this is the off-policy technique, which can 
overcome the limitations of reinforcement learning to some 
extent if the behaviour policy and the target policy are different 
and the behaviour policy is carefully learned. Under this 
premise, imitation learning can also achieve good performance. 
However, most imitation learning algorithms have difficulties 

in achieving performance in suboptimal trajectory situations, 
and usually require interaction with the environment to 
overcome them. Therefore, in the future, it is necessary to 
develop imitation learning with enhanced interaction with the 
environment that can overcome suboptimal trajectory 
situations. 

VII. CONCLUSION 

In summary, reinforcement learning is a learning method at 
the heart of the AI revolution, enabling unimagined 
innovations in fields as diverse as autonomous driving, 
healthcare and gaming. As with any ML technology, it is 
important to consider the ethical implications of its use and 
ensure that it is applied in a responsible and beneficial way. In 
recent years, reinforcement learning has made rapid progress 
and achieved remarkable results in a variety of fields. Based on 
these achievements, reinforcement learning has the potential to 
positively transform human lives. In the future, more advanced 
forms of reinforcement learning with enhanced interaction with 
the environment need to be developed. 
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Abstract—Blockchain technology has gained widespread 

recognition and adoption in various domains, but its 

implementation beyond crypto currencies faces a significant 

challenge - poor scalability. The serial execution of transactions 

in existing blockchain systems hampers transaction throughput 

and increases network latency, limiting overall system 

performance. In response to this limitation, this paper proposes a 

static analysis-driven data partitioning approach to enhance 

blockchain system scalability. By enabling parallel and 

distributed transaction execution through a simultaneous block-

level transaction approach, the proposed technique substantially 

improves transaction throughput and reduces network latency. 

The study employs a hybrid shard generation algorithm within 

the Geth node of the blockchain network to create multiple 

shards or partitions. Experimental results indicate promising 

outcomes, with miners experiencing a remarkable speedup of 

1.91x and validators achieving 1.90x, along with a substantial 

35.34% reduction in network latency. These findings provide 

valuable insights and offer scalable solutions, empowering 

researchers and practitioners to address scalability concerns and 

promoting broader adoption of blockchain technology across 

various industries. 

Keywords—Ethereum; shard generation; data partitioning; 

proof of work 

I. INTRODUCTION 

Blockchain technology has emerged as a groundbreaking 
innovation with transformative potential across various 
industries, revolutionizing the way we conduct transactions 
and manage data. The decentralized and tamper-resistant 
nature of blockchain networks, first introduced with Bit coin 
in 2008 by the enigmatic Satoshi Nakamoto, has paved the 
way for new applications beyond crypto currencies, such as 
supply chain management, healthcare, finance, and more. 
However, as blockchain networks continue to gain traction 
and see widespread adoption, a critical challenge looms large: 
scalability. Scalability is a pivotal concern in the broader 
implementation of blockchain systems [1]. As the number of 
participants (network nodes) and the volume of transactions 
grow exponentially, traditional blockchain architectures face 
limitations in accommodating the increasing demands on their 
resources and processing capabilities. This has led to 
performance bottlenecks, increased network latency, and 
limited transaction throughput, hindering the seamless 
scalability of blockchain networks. To address this challenge, 
this paper presents a novel and comprehensive solution that 

leverages a combination of hybrid shard generation and data 
partitioning techniques. The primary objective of this 
approach is to enhance the scalability of blockchain 
architectures while preserving the core principles of 
decentralization, security, transparency, and immutability [2]. 

Sharding techniques and data partitioning have emerged as 
promising solutions to address scalability challenges in 
blockchain networks. By effectively distributing the workload 
and data across multiple shards or partitions, these techniques 
aim to enhance transaction throughput and overall network 
performance [3]. However, implementing sharding and data 
partitioning in blockchain networks comes with its own set of 
challenges. Ensuring consensus across multiple shards, 
facilitating secure cross-shard communication, and 
maintaining data synchronization are critical considerations. 

The proposed solution begins with the introduction of a 
groundbreaking hybrid shard generation algorithm, inspired 
by the concept of sharding in database technology. This 
algorithm intelligently creates multiple shards within the 
blockchain network, each functioning as an independent 
blockchain with its own set of verified users and data. By 
strategically distributing the transaction load among these 
shards, we aim to optimize resource utilization and improve 
overall system performance, facilitating seamless scalability. 
Moreover, to further enhance the efficiency of the blockchain 
network, we employ a static analysis-driven data partitioning 
technique. This innovative approach enables the execution of 
transactions in parallel and distributed fashion across different 
shards, reducing contention and enhancing coordination 
among network nodes. By effectively partitioning data and 
workloads, we mitigate performance bottlenecks, promoting 
smoother transaction processing and improved scalability [4]. 

The combination of hybrid shard generation and data 
partitioning forms a powerful and synergistic approach to 
tackle the scalability challenge in blockchain networks. By 
enhancing transaction throughput, reducing network latency, 
and efficiently utilizing network resources, our solution aims 
to pave the way for the broader adoption of blockchain 
technology across diverse industries. The primary goal of this 
study is to implement the sharding technique in a blockchain 
network to improve transaction throughput and reduce 
network latency. By distributing the workload across multiple 
shards, the aim is to achieve higher transaction processing 
capacity and faster transaction confirmation times. 
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The two significant contributions to enhance the scalability 
of blockchain networks are: 

 A novel hybrid shard generation algorithm is 
introduced, creating multiple shards within the 
network, each functioning as an independent 
blockchain with its set of verified users and data. The 
algorithm strategically distributes transaction load 
among these shards, optimizing resource utilization 
and improving system performance. 

 A static analysis-driven data partitioning technique is 
proposed, enabling parallel transaction execution 
across shards, reducing contention and enhancing 
efficiency. 

The paper is organized with discussions on related work in 
Section II, followed by the detailed design of the hybrid shard 
generation algorithm in Section III, explanation of the static 
analysis-based data partitioning technique in Section IV, and 
an experimental evaluation in Section V, showcasing 
impressive speedups for miners and validators and reduced 
network latency. A comparison with existing solutions 
highlights the advantages and effectiveness of the proposed 
approach. Section VI concludes the study. 

II. RELATED WORK 

This section provides a comprehensive review of the 
existing literature and research on blockchain scalability, 
shedding light on the current state of the field and the various 
approaches proposed to tackle scalability challenges. The 
related work encompasses studies on sharding techniques, data 
partitioning, and other scalability solutions tailored for 
blockchain networks. Satoshi Nakamoto's introduction of 
blockchain in 2008 [5] numerous industries such as finance, 
healthcare, supply chain, and real estate have experienced 
significant benefits from its innovative capabilities. However, 
both traditional distributed databases and blockchain systems 
exhibit distinct failure modes, as highlighted in [6]. To address 
this, a shard formation mechanism has been developed to 
facilitate the creation of efficient shards for parallel 
processing. The process of mining, being laborious and 
computationally intensive, has led to the emergence of 
distributed mining pools in well-known blockchain systems 
like Bitcoin and Ethereum. These pools harness distributed 
computational power to collectively identify the Proof of 
Work (PoW) and distribute rewards based on pre-established 
protocols [7]. Notably, the concept of dynamic blockchain 
sharding has been proposed, enabling the blockchain to alter 
its sharding configuration in real-time without requiring hard 
forks. An exemplary implementation of dynamic blockchain 
sharding is found in RapidChain. 

Yizhong Liu et al. [8] present a thorough investigation of 
sharding in blockchain systems, with a focus on fundamental 
concepts, diverse approaches, and the challenges related to 
blockchain scalability. Their study offers a comprehensive 
overview of the essential building blocks of sharding 
solutions, with a particular emphasis on partitioning strategies, 
consensus mechanisms, and data management. Hung Dang et 
al. [9] have made significant progress in extending sharding to 
permissioned blockchain systems, emphasizing its potential as 

a solution to address scalability challenges in blockchain 
networks. Their primary goal is to develop a blockchain 
system capable of accommodating large network size 
comparable to major crypto currencies like Bitcoin and 
Ethereum. By doing so, they aim to overcome the limitations 
of existing blockchain networks, which are often confined to 
crypto currency applications and struggle to scale consensus 
protocols for handling average workloads comparable to 
centralized processing systems[10]. 

Mahdi Zamani et al. [11] introduce Rapid Chain as a 
robust and Byzantine-resilient public blockchain protocol. By 
employing full sharding, Rapid Chain efficiently partitions 
network nodes into multiple committees, enabling parallel 
processing of disjoint blocks of transactions and maintaining 
separate ledgers. This sharding approach brings significant 
advancements in scalability for blockchain systems. The 
authors further conduct a comprehensive performance 
comparison, pitting Rapid Chain against other state-of-the-art 
sharding-based protocols like Elastico and Omniledger [12]. 
The evaluation showcases RapidChain's smooth scalability, 
effectively supporting network sizes of up to 4000 nodes. 
Deepal Tennakoon et al. [13] introduce a novel dynamic 
blockchain sharding protocol, which offers advanced 
capabilities such as creating new shards, adjusting existing 
shards, and rotating shard participants. This dynamic approach 
addresses the limitations of traditional blockchain sharding 
protocols that lacked the flexibility to modify the number of 
shards used. The authors also emphasize the importance of 
security during shard creation to prevent malicious nodes from 
taking control of shards [14][16]. To counter bribery attempts, 
the paper proposes a shard committee rotation approach 
through transaction mapping. The performance evaluation of 
the solution on the CollaChain blockchain demonstrates quasi-
linear scalability, highlighting its effectiveness in handling an 
increasing number of shards [18][19]. A comprehensive and 
systematic study of sharding techniques in blockchain 
systems. They extensively examine the key components of 
sharding schemes and the major challenges associated with 
each component. The paper thoroughly discusses various 
methods to generate epoch randomness and techniques for 
handling cross-sharding transactions [21]. This study provides 
valuable insights into the state-of-the-art in sharding on 
blockchain, contributing to a deeper understanding of this 
important scalability solution [15][17]. 

III. DESIGN OF HYBRID SHARD GENERATION ALGORITHM 

The design of hybrid shard generation algorithm is a novel 
approach aimed at creating efficient and scalable blockchain 
networks through the intelligent generation of multiple shards. 
Hybrid shard generation algorithm is derived through a 
combination of concepts from traditional sharding techniques 
and data partitioning strategies, with the aim of optimizing 
blockchain network scalability. The algorithm follows a 
systematic process to intelligently create multiple shards 
within the network, ensuring efficient transaction processing 
and resource utilization. It is derived through a combination of 
concepts from traditional sharding techniques and data 
partitioning strategies, with the aim of optimizing blockchain 
network scalability [20]. Here is a detailed description of the 
key steps involved in the hybrid shard generation algorithm: 
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A. Shard Size Determination 

The first step in the algorithm is to determine the ideal size 
of each shard. This is based on various factors, such as 
network capacity, computational power, and desired 
transaction throughput. The goal is to find a shard size that 
allows for efficient processing of transactions within each 
shard without causing performance bottlenecks. 

B. High-Volume Transaction Identification  

The technique analyzes the transaction data to identify 
high-volume transactions and frequently accessed smart 
contracts. These high-volume transactions are crucial for shard 
creation, as they form the basis for creating initial shards. 

C. Shard Creation 

Shard creation is formed using the identified high-volume 
transactions and relevant smart contracts, the technique forms 
initial shards. Each initial shard is designed to handle specific 
types of transactions efficiently. The technique assigns a 
unique identifier to each shard for easy reference. 

D. Load Balancing 

Once the shards are created the load balancing technique 
analyzes the transaction load on each shard. The goal is to 
evenly distribute the workload among the shards to optimize 
resource usage and avoid overloading any specific shard. If 
there is an imbalance in the transaction distribution, load 
balancing mechanisms are employed to address it. 

E. Dynamic Sharding 

One of the key features of the Hybrid Shard Generation 
Technique is its dynamic sharding capability. This means that 
the technique can adjust the number of shards in real-time 
based on changing network conditions and transaction 
demands. This adaptability allows the blockchain network to 
scale efficiently as the transaction load fluctuates. 

F. Consensus Mechanism Selection 

Once the shards are formed the consensus mechanism is 
applied on each shard, this mechanism defines an appropriate 
consensus mechanism that suits the specific requirements and 
characteristics of the transactions processed within that shard. 
Different shards may use different consensus protocols, 
depending on their unique needs. 

G. Data Partitioning 

Data partitioning strategies are implemented to ensure that 
relevant data is stored within each shard. The aim is to 
minimize the need for frequent cross-shard communication, as 
this can impact the overall performance of the blockchain 
network. Data is partitioned in a way that reduces data access 
across different shards. 

H. Communication Protocol Establishment 

Blockchain transactions may require interactions between 
different shards, the technique establishes a communication 
protocol to facilitate cross-shard transactions when necessary. 
This communication protocol ensures secure and efficient 
communication between the shards. 

I. Security Measures 

To protect the security and integrity of the blockchain 
network, the technique incorporates robust security measures. 
These measures are designed to prevent shard takeovers by 
malicious nodes and safeguard the overall security and 
decentralization of the network. 

The hybrid shard generation algorithm continuously 
optimizes the shard configuration, load balancing, and 
consensus mechanisms based on the dynamic nature of the 
network. It adapts to changing transaction demands, ensuring 
that the blockchain network can efficiently scale while 
maintaining security and performance [16]. The result of the 
algorithm is a set of optimized shards that work 
collaboratively to achieve enhanced scalability, increased 
transaction throughput, and reduced network latency. Hybrid 
Shard Generation Algorithm is a technique used to 
intelligently create multiple shards within a blockchain 
network, optimizing transaction distribution and load 
balancing to enhance scalability.  

The Parameters considered for the design of hybrid shard 
generation algorithm are as follows [24]: 

 Total Number of Shards: This parameter defines how 
many shards will be created in the blockchain network. 
The number of shards affects the overall network 
capacity and scalability. 

 Shard Size: Each shard's size determines the number of 
transactions it can accommodate. Smaller shard sizes 
might lead to more efficient processing, but could also 
introduce overhead due to the increased number of 
shards. 

 Hybrid Approach Ratio: If the algorithm combines 
different shard generation approaches (e.g., static and 
dynamic), this parameter might define the proportion 
of each approach to use. 

 Dynamic Thresholds: If dynamic shard generation is 
used, parameters related to the thresholds for triggering 
the creation or merging of shards might be defined. 

 Data Partitioning Criteria: Parameters related to how 
transactions are partitioned into different shards, such 
as transaction attributes, geographical location, or other 
relevant factors. 

 Security and Consensus Parameters: Depending on the 
consensus mechanism used in the blockchain network 
(e.g., Proof of Work, Proof of Stake), there might be 
parameters related to security, validation, and 
consensus that impact shard generation. 

 Load Balancing Criteria: Parameters related to load 
balancing across shards to ensure even distribution of 
transactions and computational resources. 

 Adaptability Parameters: Parameters that determine 
how the system adapts to changing conditions, such as 
variations in transaction volume or network size. 
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A high-level description of the Hybrid Shard Generation 
Algorithm and its pseudocode: 

Algorithm: Hybrid shard generation algorithm 

Input: 

Total number of nodes in the blockchain network (N) 

Desired number of shards (S) 

Sharding criteria and parameters (e.g., transaction load, user 

verification) 

Output: 

List of shards with their assigned nodes 

Procedure: 

a. Calculate the number of nodes per shard 

(Nodes_Per_Shard   = N / S). 

b. Initialize an empty list to store shards and their  

      assigned nodes (Shard_Assignment). 

   c.   For each shard (i = 1 to S), perform the following steps: 

    i. Create a new shard (Shard_i). 

    ii. Select Nodes_Per_Shard nodes randomly from the   

         blockchain network and assign them to   Shard_i. 

    iii. Add Shard_i with its assigned nodes to the    

         Shard_Assignment list. 

d. If there are any remaining nodes after all shards have been  

    created: 

     i.  Assign the remaining nodes to existing shards to balance  

         the load (e.g., round-robin fashion). 

     ii. Update the Shard_Assignment list accordingly. 

e. Return the Shard_Assignment list as the final result. 

 

def  hybrid_shard_generation(N, S): 

 # Calculate the number of nodes per shard 

     nodes_per_shard = N // S 

# Initialize an empty list to store shards and their assigned   

    nodes 

       Shard_Assignment = [ ] 

# Create shards and assign nodes 

        for i in range(S): 

        shard_i = "Shard_" + str(i+1) 

 assigned_nodes=randomly_select_nodes(N,nodes_per_shard) 

 shard_assignment.append ((shard_i, assigned_nodes)) 

# Handle any remaining nodes 

         remaining nodes = N % S 

        for i in range(remaining_nodes): 

        Shard_Assignment[i][1].append(Nodes[i]) 

        return Shard_Assignment 

IV. STATIC ANALYSIS-BASED DATA PARTIONING  

Static Analysis-Based Data Partitioning is an innovative 
technique designed to enhance the efficiency and scalability of 
blockchain networks by optimizing data distribution and 
transaction execution across different shards. Unlike 
traditional data partitioning methods that rely on runtime 
analysis, this approach utilizes static analysis to pre-determine 
data partitioning strategies, enabling more effective workload 
distribution and minimizing contention among network nodes. 
Here is a detailed description of the Static Analysis-Based 
Data Partitioning technique 

A. Data Analysis 

The first step in this technique involves a comprehensive 
analysis of the blockchain data. The goal is to identify data 
patterns, dependencies, and access frequency for various 
transactions and smart contracts. Static analysis tools are 
employed to analyze the code and data structures within the 
blockchain network. 

B. Dependency Graph Generation 

Based on the data analysis, a dependency graph is 
generated. This graph represents the relationships between 
different data elements and their dependencies on each other. 
The dependency graph provides insights into how data should 
be logically grouped and distributed across different shards. 

C. Workload Estimation 

This technique estimates the workload for each shard 
based on the transactions and smart contracts that are likely to 
be executed within each shard. This workload estimation helps 
in ensuring that each shard is appropriately sized to handle its 
share of the transactions. 

D. Transaction Grouping 

Transaction grouping technique groups related transactions 
together based on their dependencies and access patterns. 
Transactions that frequently interact with the same data 
elements are grouped together to reduce the need for cross-
shard communication. 

E. Shard Allocation  

Once transaction grouping operation is performed, the data 
is partitioned and allocated to specific shards based on the 
dependencies and workload estimation. The goal is to 
minimize data access across different shards, thereby reducing 
contention and enhancing transaction processing speed. 

F. Parallel Transaction Execution 

Once the data is partitioned and allocated to the shards, 
parallel transaction execution process is carried out within 
each shard. Transactions within the same shard can be 
executed concurrently, optimizing resource utilization and 
reducing transaction processing time. 

G. Cross-Shard Communication Optimization 

Although the focus is on minimizing cross-shard 
communication, some transactions may still require 
interactions with data in other shards. To optimize such 
communication, the technique employs efficient 
communication protocols and algorithms, reducing latency 
and ensuring secure and timely cross-shard interactions. 

H. Scalability Evaluation 

The performance of the blockchain network with Static 
Analysis-Based Data Partitioning is evaluated through 
experiments and simulations. The goal is to assess the 
scalability improvements achieved by this technique and 
compare it with other data partitioning approaches. 

Static Analysis-Based Data Partitioning is a technique that 
optimizes the distribution of data and workloads across 
different shards in a blockchain network. The goal is to 
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improve the efficiency of transaction processing and reduce 
contention among network nodes. Static Analysis-based Data 
Partitioning offers a proactive and efficient approach to data 
distribution and transaction execution in blockchain networks. 
By leveraging static analysis tools and pre-determined 
partitioning strategies, it minimizes performance bottlenecks, 
reduces contention, and enhances overall system performance, 
contributing to the seamless scalability and improved 
efficiency of the blockchain network [25]. 

Here is the Pseudocode and algorithm for Static Analysis-
Based Data Partitioning: 

Algorithm: Static Analysis-Based Data Partitioning 

Input: 

Transaction pool: List of pending transactions in the 

blockchain network. 

Shards: List of shards in the blockchain network. 

Static analysis data: Information about the workload and data 

distribution of each shard. 

Output: 

Partitioned transactions: Transactions distributed across 

different shards based on static analysis. 

Procedure: 

a. Initialize an empty dictionary to store the workload  

    estimation for each shard. 

b. For each shard in the Shards list, perform the following     

    steps: 

i. Calculate the estimated workload for the shard using   

      static analysis data, such as the number of pending   

      transactions and their complexity. 

    ii. Store the estimated workload in the dictionary. 

c. Sort the shards in ascending order based on their estimated  

    workload. 

d. For each transaction in the Transaction pool, perform the   

    following steps: 

i. Assign the transaction to the shard with the lowest    

        estimated workload. 

ii. Update the estimated workload for that shard in 

the  

        dictionary. 

e. Return the partitioned transactions, which are now    

    distributed across different shards based on static analysis. 

 

# Initialize an empty dictionary to store the workload     

    estimation for each shard 

    workload_estimation = { } 

 

# Calculate the estimated workload for each shard using static   

    analysis data for shard in Shards: 

    workload = calculate_workload_estimate(shard) 

    workload_estimation[shard] = workload 

  

# Sort the shards in ascending order based on their estimated    

    workload 

    sorted_shards=sort_shards_by_workload     

    (workload_estimation) 

 

# Initialize an empty dictionary to store the partitioned     

   transactions 

   partitioned_transactions = { } 

# Assign transactions to shards based on workload 

   for transaction in Transaction_pool: 

   shard_with_lowest_workload = sorted_shards[ ] 

partitioned_transactions[transaction]=shard_with_lowest_w

orkload 

   workload_estimation[shard_with_lowest_workload] + = 1 

sorted_shards=sort_shards_by_workload(workload_estimatio

n) 

# Re-sort the shards after workload update 

# Return the partitioned transactions 

      return partitioned_transactions 

V. RESULTS AND ANALYSIS 

The experiment is carried out using historical transaction 
data from the Ethereum blockchain, obtained from Google's 
Bigquery Engine's public-data archive. It's important to note 
that the proposed hybrid shard generation algorithm might 
indeed be better suited to some types of data. Blockchain 
networks often deal with diverse use cases, such as financial 
transactions, supply chain data, IoT data, and more. A hybrid 
approach might be optimized for specific types of transactions 
or use cases, making it perform better in scenarios that align 
with its design goals. The dataset comprised approximately 5 
million transactions distributed across 80,000 blocks. Within 
the dataset, two types of transactions were considered: 
monetary transactions, involving simple and low-latency 
transfers of value, and contractual transactions, which required 
the execution of smart contracts and took longer to process. 
Hyperledger Caliper is a benchmarking tool specifically 
designed to measure the performance of blockchain systems, 
including transaction scalability. It supports various 
blockchain platforms, including Ethereum and Hyperledger 
Fabric, which makes it suitable for evaluating the proposed 
technique in different blockchain environments. 

To evaluate the proposed scalable blockchain architecture, 
a workload was created by varying the ratios of smart contract 
and monetary transactions within each block. Different ratios, 
such as {1/1, 1/2, 1/4, 1/8, 1/16}, were used to represent 
different transaction scenarios. Each block in the workload 
contained 140 to 560 transactions based on the specified 
ratios. The execution setups involved both serial execution 
and parallel execution with multiple slave setups. 

A. Performance Evaluation Metrics 

The key metrics considered for assessing the effectiveness 
of the proposed Hybrid Shard Generation Algorithm and 
Static Analysis-Based Data Partitioning technique are: 

 Transaction Throughput: This metric quantified the 
number of transactions processed per second by the 
blockchain network. A higher transaction throughput 
indicates better efficiency in handling a larger volume 
of transactions within a given time frame. Improving 
transaction throughput is a crucial aspect of enhancing 
the scalability of blockchain networks [22]. 
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 Network Latency: Network latency refers to the time 
taken for a transaction to be propagated and confirmed 
across the blockchain network. It was measured as the 
end-to-end block generation time, which indicates how 
quickly new blocks are created and validated. Lower 
network latency signifies faster confirmation and 
validation of transactions, contributing to a more 
responsive and efficient blockchain system [23]. 

These performance metrics are fundamental in evaluating 
the proposed technique's impact on the scalability of the 
blockchain network. By analyzing transaction throughput and 
network latency, The aim is to demonstrate improvements in 
transaction processing speed and reduced network latency, 
leading to a more scalable and responsive blockchain 
architecture. 

Fig. 1 show the average transaction execution time by the 
miner in relation to the number of shards generated, ranging 
from 1 to 5. As the number of shards increases, the transaction 
execution time decreases, measured in milliseconds (ms). This 
reduction in transaction execution time is attributed to the 
increased transaction processing efficiency within a block, 
resulting in enhanced transaction throughput. A larger number 
of shards in a block enable higher levels of parallelism, 
facilitating faster transaction processing and contributing to 
improved overall system performance. 

 

Fig. 1. Average transaction execution time by miner.

 
Fig. 2. Average transaction execution time by validator. 

Fig. 2 illustrates the average transaction execution time by 
the validator as the number of shards generated increases from 
1 to 5. The transaction execution time, measured in 
milliseconds (ms), decreases with a higher number of shards. 
This decrease in transaction execution time is attributed to the 
increased transaction processing efficiency within a block, 
resulting in improved transaction throughput. As the number 
of shards in a block increases, the transaction processing of 
the transactions within that block becomes more efficient, 
enabling greater parallelism. This enhancement in parallel 
processing contributes to the overall improvement in 
transaction throughput. 

 

Fig. 3. Average end-to-end block creation time by miner (with mining). 

Fig. 3 displays the average end-to-end block creation time 
by the miner (with mining) as the number of shards increases. 
As the number of shards rises, the block creation time, which 
refers to the time taken for a block to be accepted and added to 
the ledger, decreases. This reduction in block creation time is 
attributed to the efficient processing of more transactions at a 
faster rate when more shards are utilized. Consequently, the 
adoption of multiple shards leads to shorter block creation 
times, as the transactions are processed more rapidly and 
added to the blockchain in a more efficient manner. 

 
Fig. 4. Speedup of parallel mining over serial mining for average block 

creation. 
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Fig. 4 illustrates the speedup of parallel mining over serial 
mining for average block creation. Speedup represents the 
increase in transaction throughput compared to the baseline of 
serial execution, which is assigned a value of 1x. As the 
number of shards increase, the speedup observed becomes 
more significant, indicating a higher enhancement in 
transaction throughput. This increase in speedup is attributed 
to the efficient parallel processing of transactions achieved 
with the greater number of shards. Consequently, the adoption 
of more shards leads to a substantial boost in transaction 
throughput, demonstrating the effectiveness of the proposed 
approach in improving the overall performance of the 
blockchain system. 

 
Fig. 5. Miner average speed increase (without mining) for transaction 

execution. 

Fig. 5 displays the miner's average speed increase (without 
mining) for transaction execution. Speedup represents the rise 
in transaction throughput when compared to the baseline of 
serial execution, where the serial miner execution is assigned a 
value of 1x. As the number of shards increases, the observed 
speedup becomes more significant, indicating a higher 
enhancement in transaction throughput. Notably, the 5-shard 
architecture offers the highest speedup over the serial miner, 
suggesting that the adoption of a 5-shard configuration 
provides the most substantial improvement in transaction 
processing efficiency. This finding underscores the 
effectiveness of the proposed technique in optimizing the 
performance of the blockchain system and achieving higher 
transaction throughput. 

Fig. 6 illustrates the validator's average speed increase for 
transaction execution. Speedup represents the rise in 
transaction throughput when compared to the baseline of serial 
execution, where the serial validator execution is assigned a 
value of 1x. As the number of shards increases, the observed 
speedup becomes more significant, indicating a higher 
enhancement in transaction throughput. Remarkably, the 5-
shard architecture offers the highest speedup over the serial 
validator, signifying that the adoption of a 5-shard 
configuration provides the most substantial improvement in 
transaction processing efficiency for validators. This result 
further reinforces the efficacy of the proposed technique in 
optimizing the performance of the blockchain system and 
achieving higher transaction throughput for validators. 

 
Fig. 6. Validator average speed increase for transaction execution. 

B. Performance Analysis and Discussion 

Table I presents the estimated workload speedup achieved 
with validators and miners (without mining) for different 
numbers of slaves in the system. The speedup values indicate 
how much faster the workload is executed when both 
validators and miners work concurrently compared to 
sequential execution (baseline). The table also provides the 
total number of transactions executed per block for each 
workload scenario. In the baseline scenario of serial execution, 
both miners and validators achieve a speedup of 1.00, which 
means no improvement in transaction throughput compared to 
sequential execution. 

TABLE I. ESTIMATED WORKLOAD SPEEDUP WITH VALIDATOR AND 

MINER (WITHOUT MINING) 

Workload (Average 

Speedup) 

Total number of transactions executed 

per block 

100 200 300 400 500 

Serial 

Execution 

Miner 1.00 1.00 1.00 1.00 1.00 

Validator 1.00 1.00 1.00 1.00 1.00 

1 Slave 
Miner 0.82 0.75 0.76 0.86 0.91 

Validator 0.78 0.71 0.69 0.82 0.89 

2 Slaves 
Miner 1.12 1.01 1.26 1.28 1.32 

Validator 1.03 1.05 1.22 1.24 1.45 

3 Slaves 
Miner 1.32 1.38 1.40 1.45 1.54 

Validator 1.05 1.34 1.56 1.65 1.72 

4 Slaves 
Miner 1.42 1.48 1.51 1.58 1.62 

Validator 1.21 1.28 1.31 1.52 1.72 

5 Slaves 
Miner 1.47 1.58 1.62 1.70 1.82 

Validator 1.28 1.29 1.36 1.79 1.89 

The average speedup of miner and validator nodes for 
varying number of slave nodes as follows: 

 1 Slave: When using a single slave, both miners and 
validators experience a speedup of less than 1.00. This 
indicates that concurrent execution with only one slave 
is slower than sequential execution. The workload is 
not efficiently distributed among the participants. 
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 2 Slaves: With two slaves, both miners and validators 
show a speedup greater than 1.00. This demonstrates 
that concurrent execution with two slaves is more 
efficient than sequential execution. The workload is 
better distributed, resulting in improved transaction 
throughput. 

 3 Slaves: As the number of slave increases to three, the 
speedup for both miners and validators further 
improves. This indicates that concurrent execution with 
three slaves is even more efficient in processing 
transactions compared to sequential execution. 

 4 Slaves: With four slaves, the speedup values continue 
to increase for both miners and validators, indicating a 
higher level of efficiency in parallel processing. 

 5 Slaves: The highest speedup values are observed 
when using five slaves for both miners and validators. 
This indicates that concurrent execution with five 
slaves offers the best transaction throughput 
improvement compared to sequential execution. 

The results of the evaluation showcased the speedups 
achieved by miners and validators using the proposed scalable 
blockchain architecture. The architecture demonstrated 
significant improvements in transaction throughput compared 
to traditional serial execution. Additionally, network latency 
was reduced, indicating enhanced efficiency in block 
generation and transaction processing. To further emphasize 
the advantages and effectiveness of the proposed approach, a 
comparison with existing solutions was provided. The 
evaluation demonstrated that the Hybrid Shard Generation 
Algorithm and Static Analysis-based Data Partitioning 
technique outperformed conventional blockchain approaches, 
highlighting its potential to address scalability challenges 
effectively. 

The results of the evaluation showcased the speedups 
achieved by miners and validators using the proposed scalable 
blockchain architecture. The architecture demonstrated 
significant improvements in transaction throughput compared 
to traditional serial execution. Additionally, network latency 
was reduced, indicating enhanced efficiency in block 
generation and transaction processing. To further emphasize 
the advantages and effectiveness of the proposed approach, a 
comparison with existing solutions was provided. The 
evaluation demonstrated that the Hybrid Shard Generation 
Algorithm and Static Analysis-Based Data Partitioning 
technique outperformed conventional blockchain approaches, 
highlighting its potential to address scalability challenges 
effectively. Overall, the results suggest that as the number of 
slaves increases in the system, the workload speedup also 
improves significantly. This demonstrates the benefits of 
parallel processing and how it enhances transaction 
throughput when validators and miners work concurrently in 
the blockchain network. The use of more slaves allows for 
better workload distribution and improved performance, 
contributing to the overall scalability and efficiency of the 
blockchain system. 

VI. CONCLUSION 

The proposed scalable blockchain architecture presents a 
significant step forward in addressing the critical challenge of 
scalability in blockchain networks. By leveraging the Hybrid 
Shard Generation Algorithm and Static Analysis-based Data 
Partitioning technique, the architecture effectively enhances 
transaction throughput and reduces network latency. The 
experimental evaluation using a blockchain simulation tool 
validates the effectiveness of these solutions, demonstrating 
notable improvements in performance. The results of the 
evaluation reveal that as the number of shards generated 
increases, transaction execution times by both miners and 
validators decrease, leading to improved transaction 
throughput. The speedup achieved by parallel mining over 
serial mining also increases with the rise in the number of 
shards, highlighting the advantages of parallel processing and 
efficient workload distribution. Moreover, the comparative 
study analysis emphasizes the significance of concurrent 
execution with multiple slaves, which substantially improves 
workload speedup for both miners and validators. This 
underscores the importance of parallel processing in achieving 
higher transaction throughput and overall network efficiency. 
The findings of the paper provide valuable insights into the 
potential of Hybrid Shard Generation and Static Analysis-
Based Data Partitioning techniques in addressing scalability 
limitations in traditional blockchain platforms. These 
techniques offer practical solutions that make blockchain 
networks more efficient and adaptable for diverse applications 
in various industries. As research in this area continues to 
evolve, it is expected that these innovative techniques will 
play a pivotal role in shaping the future of blockchain 
networks, enabling them to handle increasing transaction 
volumes and meet the demands of an ever-evolving digital 
landscape. 
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Abstract—Fast and accurate detection technology for 

individual pigs raised in herds is crucial for subsequent research 

on counting and disease surveillance. In this paper, we propose 

an improved lightweight object detection method based on 

YOLOv5s to improve the speed and accuracy of detection of 

herd-raised pigs in real-world and complex environments. 

Specifically, we first introduce a lightweight feature extraction 

module called C3S, then replace the original large object 

detection layer with a small object detection layer at the output 

(head) of YOLOv5s. Finally, we propose a dual adaptive 

weighted PAN structure to compensate for the information loss 

of feature map at the neck of YOLOv5s caused by down 

sampling. Experiments show that our method has an accuracy 

rate of 95.2%, a recall rate of 89.1%, a mean Average Precision 

(mAP) of 95.3%, a model parameter number of 3.64M, a 

detection speed of 154 frames per second, and a model layer 

count of 183 layers. Comparing with the original YOLOv5s 

model and the current state-of-the-art object detection models, 

our proposed method achieves the best results in terms of mAP 

and detection speed. 

Keywords—Pig; deep learning; computer vision; object 

detection 

I. INTRODUCTION 

According to the data of the National Bureau of Statistics 0, 
the total meat production in China in 2022 was 92.27 million 
tons, of which the pork production was 55.41 million tons, 
accounting for about 60.05%. It can be seen that pig farming 
has become a pillar industry in China's livestock industry, and 
with the continuous expansion of pig farming, there is a 
growing demand for intelligent farming technologies to 
improve efficiency and productivity. Currently, the daily 
monitoring of pigs in herds is mainly performed by humans, 
which is subjective and time-consuming. Computer vision 
technologies such as object detection can realize automatic 
monitoring, which is more efficient and timely. 

In recent years, many studies have investigated pig object 
detection. However, to obtain high detection accuracy in 
complex scenes such as piggery requires the deployment of 
large models, resulting in low detection speed and an inability 
to meet the real-time requirements. Furthermore, pigs tend to 
pile up and gather together, leading to severe occlusion and 
adhesion in images. In addition, pigs in images often appear as 
small objects occupying few pixels, which makes it more 
difficult to extract effective features and recognize. In 

summary, the main challenges faced by the current pig 
detection based on computer vision are: 

 Detection speed and accuracy cannot be balanced, that 
means higher detection accuracy need bigger model 
size with lower detection speed, and it is difficult to 
meet the demand of high accuracy and real-time 
detection simultaneously. 

 The heavily occluded nature of pigs in real farming 
scenarios presents a challenge for increasing detection 
accuracy. 

 Detecting small objects such as pigs that occupy few 
pixels in the image is difficult and often leads to missed 
detections.  

To address the above problems, we propose an improved 
object detection algorithm based on YOLOv5s for group-
farmed pig. The main contributions of this paper are 
summarized as follows: 

 A lightweight module is introduced for achieving better 
performance and faster speed simultaneously. The C3 
module in YOLOv5s with more branches and deeper 
model layers has a large number of parameters and 
computation, which affects the model detection speed. 
Therefore, a more lightweight C3S module is used 
instead of C3 module to improve the detection speed 
without reducing the accuracy. 

 A small object detection branch is added to the 
detection layer. Since small objects account for a 
substantial part of the dataset, and the characteristics of 
small objects are difficult to detect. A small object 
detection branch is added instead of the large object 
detection layer to improve the detection capability of 
the model for small objects. 

 A dual adaptive weighted PAN structure is proposed to 
enhance the feature extraction ability of the neck. In 
view of the complexity of the real farming environment, 
the dual adaptive weighted PAN structure can extract 
more feature for object detection and thus improve the 
detection accuracy of the model. 

II. RELATED WORKS 

In recent years, a series of achievements have been made in 
the field of individual pig detection based on deep learning. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

365 | P a g e  

www.ijacsa.thesai.org 

The detection algorithms mainly consist of one-stage and two-
stage, with the one-stage representative algorithms including 
the YOLO series [2], SSD [5], FOCS [6], etc., and the two-
stage representative algorithms including RCNN [7], Fast-
RCNN [8], Faster-RCNN [9], etc.  

In terms of one-stage algorithms, Yan et al. [10] improved 
the detection accuracy without introducing additional 
computation by combining Tiny-YOLO with feature pyramid 
attention, achieving an accuracy of 85.85% on detecting pigs in 
group breeding. Shen et al. [11] used the YOLOv3 and FPN 
algorithm for detecting piglets, achieving a detection accuracy 
of 93.84%. Fang et al. [12] improved the CenterNet by using 
MobileNet as the feature extraction network to reduce the 
number of parameters and increase the computation speed. By 
introducing a feature pyramid structure to enhance the feature 
extraction ability, they achieved an mAP of 94.3%. Seo et al. 
[13] reduced the computational workload of 3×3 convolutions 
in YOLOv4 to achieve fast detection of individual pigs and 
improved accuracy through the generation of a three-channel 
composite image using simple image preprocessing techniques. 
Ahn et al. [14] combined the test results of two YOLOv4 
models at the bounding-box level to increase the pig detection 
accuracy from 79.93% to 94.33%. These one-stage object 
detection algorithms have achieved satisfactory detection 
accuracy in scenarios with lower pig density and less occlusion 
and adhesion. However, in practical applications, they may not 
accurately reflect the desired performance. In real breeding 
conditions, there is still room for improvement in striking a 
balance between detection accuracy and speed. 

In terms of second-stage algorithms, Riekert et al. [15] 
combined NAS (Neural Architecture Search) with the Faster-
RCNN to detect the posture and position of pigs, achieving an 
average detection accuracy of 80.2%.  Li et al. [16] used 
ResNet101 combined with the FPN algorithm as the backbone 
network and trained Mask R-CNN with transfer learning to 
detect pig crawling behavior, achieving a detection accuracy of 
94.5%. However, their detection speed does not satisfy the 
real-time detection requirements, and their large model size 
makes them difficult to deploy on embedded devices. 

III. DATASETS AND PROPOSED METHOD 

A. Datasets 

The data in this study were collected from 
Tianpengxingwang pig breeding farm in Shunyi, Beijing in 
November 2019. A Hikvision camera was fixed above the 
pigsty at an oblique angle to cover the entire pig pen. The 
video was recorded in MP4 format with a resolution of 
1920×1080 and a frame rate of 30 frames per second. A frame 
was extracted from the collected video every two minutes or 
every 3600 frames, resulting in a total of 500 images. 

To enrich the background and shooting angles of the 
dataset, a publicly available group-feeding pig dataset provided 
by iFlytek was added. This portion of the dataset contains a 
total of 920 images with a resolution of 1920 × 1080, a bit 
depth of 24 bits, and 3-channel RGB color images. The two 
parts of the dataset contain 1,420 images and 43,592 pigs in 
total. The shooting angle is from a top-down perspective, and 
the shooting time includes both day and night scenes. Table Ⅰ 

provides a statistical summary of pig density in the dataset used 
in this study. We augmented the images in the training set 
online, including HSV transformation, horizontal flipping, 
translation, proportional scaling, and Mosaic augmentation. 

TABLE I. A STATISTICAL SUMMARY OF PIG DENSITIES 

Number of individual pigs in a single image Number of images 

13-23 287 

24-34 675 

35-45 360 

46-62 98 

B. Improved YOLOv5s 

In order to strike a balance between detection speed and 
accuracy, in this study, we consider adopting a one-stage 
approach as the base model. YOLOv5 [17] is a one-stage 
object detection model and has been improved on the basis of 
YOLOv4 [18], with the characteristics of small size, fast 
detection speed, and easy deployment. The improvement points 
that greatly improve its speed and accuracy mainly include the 
following four aspects: 

 Input: Mosaic data augmentation, adaptive anchor box 
calculation and adaptive image scaling. 

 Backbone: CSP structures, Focus structure. 

 Neck: The Path Aggregation Network (PAN) [19] and 
Feature Pyramid Network (FPN) [20] structures are 
added between the backbone and head layers as a neck 
network. 

 Head: Loss function CIoU-Loss [21] during train, IOU 
[22] during prediction and Non-maximum suppression 
(NMS) for prediction box screening. 

There are four versions of YOLOv5, which are YOLOv5s, 
YOLOv5m, YOLOv5l and YOLOv5x, with the network depth 
and width increasing progressively. While the larger versions 
of YOLOv5 have higher detection accuracy, they also have a 
larger number of parameters and computation, making them 
less suitable for real-time detection scenarios. As a result, we 
have chosen to use YOLOv5s as the base network, as it has the 
smallest number of parameters among the four versions and 
can provide a reasonable trade-off between detection accuracy 
and computational efficiency. However, it still cannot fully 
meet the demands of detection of herd pigs, which require 
faster and more accurate object detection algorithms. 

To address the challenges posed by severe occlusion and 
aggregation of pigs in group-raised pig farming scenarios and 
the requirement for real-time detection, we propose an 
improved version that significantly enhances its performance. 
Fig. 1 shows the structure details of improved YOLOv5s. By 
replacing C3 with C3S module, the number of parameters and 
calculation amount are greatly reduced, and the detection speed 
is accelerated while the accuracy remains unchanged. We also 
add a small object layer to improve the ability of the network to 
detect small objects. Finally, a dual adaptive weighted PAN 
structure is proposed to enhance the feature extraction ability 
and further improve its detection accuracy. 
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Fig. 1. The structure of improved YOLOv5s. 

C. C3S Module 

C3 module consists of convolutional layers (Conv), batch 
normalization layers (BN), the SiLU activation function, 
addition operations (add), and feature map concatenation along 
the channel dimension (Concat). The depth factor controls the 
number of BottleNeck modules in the structure and can be 
adjusted to control the model's depth. While the C3 module 
improves detection performance, it can also result in a deep 
model that reduces inference speed and increases 
computational cost and parameter count. 

To improve the efficiency of the model, we introduced a 
lightweight convolutional module called C3S, which replaced 
the original C3 module. In Fig. 1, the C3S module is composed 
of 1x1 convolutions, 3x3 convolution, and residual structure to 
enhance the model's expressive power and feature extraction 
ability. Specifically, the 1x1 convolution can not only reduce 
the channel dimension but also promote inter-channel 
information exchange. Therefore, we first use 1x1 convolutions 
to reduce the input feature map's channel number by half, 
aiming to decrease the parameter count and computation cost. 
Next, we incorporate 3x3 convolutions to strengthen the 
feature extraction ability, increasing the feature map's channel 
number to twice the current number and subsequently using 
another 1x1 convolution to perform cross-channel information 
integration. Finally, we introduce residual structure to prevent 
gradient vanishing or explosion during model training. To 
further improve efficiency, we also decrease the channel 
number of the C3S module to 3/4 of the original by controlling 
the width factor. 

D. Small Object Detection Layer 

The input image resolution is 640×640, and then the 
downsampling operation is used by convolution with a stride of 
two, resulting in output feature maps with half the width and 
height of the input feature map. P1, P2, P3, P4, and P5 denote 
feature maps obtained via convolutional layers with 

downsampling steps of 1, 2, 3, 4, and 5, respectively, resulting 
in resolutions of 320×320, 160×160, 80×80, 40×40, and 
20×20. As shown in Fig. 2, the head of YOLOv5s model 
consists of three detection layers, which take input feature 
maps of different resolutions (P3, P4, and P5). The P3 feature 
map, with the lowest resolution, is used to detect small objects, 
while the P4 and P5 feature maps are used to detect medium 
and large objects, respectively. In our dataset, small objects 
account for a large proportion of the total. Therefore, we 
replace the original large object detection layer in the head with 
a smaller one (as indicated by the red solid line) to enhance the 
model's ability to detect small objects in the images. The 
removed module is indicated by the light green dashed line. 

Directly upsampling the feature map results in four times 
computational cost increase, which can negatively impact the 
inference speed. To address this issue, we first reduce the 
dimension of the input feature map before upsampling, which 
can partially alleviate the increase in parameters and 
computational cost. This approach improves the model's 
inference speed compared to direct upsampling. 
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Eq. (1) represents the calculation formula for the 

convolutional computation. In this equation, Caculated
represents the convolutional computation, B represents the 
batch size used during training, O represents the number of 

input feature map channels, C represents the number of output 

feature map channels, H andW represent the height and width 

of the input feature map, wP and hP represent the number of 

pixels padded in the height and width directions, respectively, 
S represents the stride of the convolutional kernel and K
represents the size of the convolutional kernel ( H and W are 

much larger than K , S , wP and hP ).
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Fig. 2. Sketch of the model structure after adding the small object detection layer and dual adaptive weighted PAN structure. 

E. Dual Adaptive Weighted PAN Structure 

A dual adaptive weighted PAN structure was proposed to 
enhance the feature extraction ability of the neck. The blue part 
in Fig. 2 represents the dual adaptive weighted PAN structure, 
which consists of 1x1 convolutions and adaptive addition (AA) 
operations. In the YOLOv5s model, the features extracted by 
the backbone are fed into the neck for feature fusion. The neck 
performs multiple downsampling and upsampling operations to 
generate feature maps of different sizes for detecting objects of 
different sizes. However, some feature information is 
inevitably lost during the downsampling process. To address 
this issue, we reuse the original features extracted by the 
backbone and adjust their channel numbers using 1x1 
convolutions to match the channel numbers of the large, 
medium, and small object feature maps output by the neck. We 
then perform adaptive addition between the adjusted feature 
maps and the object feature maps. Since the importance of 
backbone features and neck features may not be the same, 
direct addition may assume equal importance. Therefore, we 
define this addition operation as adaptive weighted addition, 
where a learnable weight is used to adjust the importance of the 
two types of features. We train the model using 
backpropagation and gradient descent to update the weight 
until convergence is reached. 

21 )1( inputinputout XwXwX    (2) 

Eq. (2) represents the adaptive add operation, where outX

represents the output feature map, w represents the weight, 

1inputX represents input feature map A, and 2inputX represents 

input feature map B. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experimental Parameters Setting 

The experiments in this study were conducted in Linux 
Ubuntu 18.0.4 environment (CPU: Inter Core i9 10900K, 
GPU: Nvidia GeForce RTX3060×2, RAM: 64G), and the deep 
learning framework was Pytorch 1.9.0. See Table Ⅱ for other 
parameter settings. The experiments in this paper were 
conducted using the same experimental configuration. 

TABLE II. PARAMETERS SETTING IN THIS PAPER 

Configuration Value 

Optimizer SGD 

Learning Rate 0.01 

Momentum 0.937 

Weight Decay 0.0005 

Batch Size 8 

Training Epochs 200 

B. Evaluation Metrics 

The evaluation metrics used in this paper are precision, 
recall, mAP, model depth, parameter count, computational 
complexity, F1 score, and Frames Per Second (FPS). Precision 
represents the proportion of true positive predictions among all 
positive predictions made by the model, while recall represents 
the proportion of true positive predictions among all actual 
positive instances. The mAP is related to both precision and 
recall, with a higher mAP indicating a higher average detection 
accuracy of the model. The model's parameter count, 
computational complexity, and depth affect the inference speed 
of the model, while FPS measures the number of images the 
model can process per second, indicating the computational 
speed of the model. The F1 score is the harmonic mean of 
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precision and recall and is used to measure the overall 
performance of the model. The equations for calculating these 
evaluation metrics are as follows: 

FPTP

TP
Precision

+
=

  (3) 

TP+FN

TP
Recall=

   (4) 


1

0
PdRAP=

   (5) 


N

i=1

iAP
N

1
mAP=

   (6) 

RecallPresicion+

Recall)(Presicion2
F1=



  (7) 

In the above equations, N represents the total number of 

classes and TP , FP and FN represent the number of true 

positive predictions, false positive predictions and false 
negative predictions, respectively. P and R are abbreviations 
for precision and recall, respectively. 

C. Impact of Different Detection Layers on Model 

Performance 

To explore the impact of varying numbers of detection 
layers and input feature map resolutions on model 
performance, we performed three sets of comparative 
experiments, and the results are presented in Table Ⅲ. 
Experiment 1 used YOLOv5's original detection layers ([P3, 
P4, P5]). Experiment 2 added a small object detection layer 
with input resolution P2 ([P2, P3, P4, P5]). Compared to 
Experiment 1, although the precision decreased by 0.4%, the 
recall and mAP increased by 1.7% and 0.7%, respectively, in 
Experiment 2. Therefore, the overall performance of the model 
with the added small object detection layer was superior to that 
of the original YOLOv5 model. Experiment 3 removed the 
large object detection layer with input resolution P5 ([P2, P3, 
P4]). Compared to Experiment 2, the precision, recall, and 
mAP of the model further improved in Experiment 3, with 
precision increasing by 0.4%, recall increasing by 0.7% and 
mAP increasing by 0.5%. 

In summary, the performance of the model was improved 
by adding a small object detection layer, as the feature map 
with input resolution P2 contained more information about 
small objects, making it easier to detect them. Furthermore, 
removing the large object detection layer with input resolution 
P5 led to further improvements in the model's performance. 
We believe this is because the number of large objects in our 
dataset was relatively small, resulting in fewer positive samples 
allocated to the large object detection layer during training. As 
a result, the parameters of the large object detection layer were 
difficult to optimize, making it challenging to accurately 
predict the presence of large objects, which ultimately affected 
the overall detection accuracy. 

TABLE III. IMPACT OF DIFFERENT DETECTION LAYERS ON MODEL 

PERFORMANCE 

Experiment 

Number 

Input of detection 

layer Precision(%) 

Precision 

(%) 

Recall 

(%) 

mAP 

(%) 

1 [P3，P4，P5]a 94.8 85.3 93.3 

2 [P2，P3，P4，P5] 94.4 87 94 

3 [P2，P3，P4] 94.8 87.7 94.5 

a. The input of the detection layer [P3, P4, P5] indicates that there are 3 detection layers, and the input 
resolutions are 8, 16, and 32 times downsampled from the input image, respectively. 

D. Comparison with Different Object Detection Models 

To verify the superiority of the improved YOLOv5s model 
proposed in this paper for individual pig detection in group 
feeding, we compared its performance with the other five 
common object detection models, such as Faster-RCNN [9], 
CenterNet [23], YOLOv3 [4], YOLOv4 [18], and YOLOX 
[24]. The experiments were conducted using the same 
experimental configuration. Fig. 3 shows the training accuracy 
curves for the six models, with the horizontal axis representing 
Epoch and the vertical axis representing mAP values. It can be 
seen that our method achieved the highest accuracy during the 
training phase. 

 

Fig. 3. Training accuracy curves of different models. 

Table Ⅳ illustrates the detailed quantitative analysis of the 
model performance on the test dataset under same 
experimental configuration. It can be found that our proposed 
method outperforms other methods in terms of accuracy, 
speed, and computational efficiency. The mAP of our method 
achieved the highest value of 95.3%, while the FPS reached 
154 frames/second. The computational complexity and number 
of parameters were also the lowest, with only 16.7 GFLOPs 
and 3.64M parameters, respectively. 

To provide a more intuitive comparison of the performance 
of different models for individual pig detection in group 
feeding, Fig. 4 compares the detection results of the improved 
YOLOv5s model with those of other models. The green arrows 
in the figure indicate the missed pigs detected by each model. 
Compared to our model, the other models all showed missed 
detections, and the missed pigs in these models were all in 
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heavily occluded, with two of them showing only a small part 
of their bodies, which is a small object detection problem. 
These results demonstrate that the improved YOLOv5s model 
performs better in detecting occluded and sticky pigs, as well 
as small objects, effectively improving the accuracy of 
individual pig detection in group feeding. 

E. Ablation Study 

To explore the effectiveness of the proposed improvements 
in this paper, we conduct extensive ablation study of C3S 
module, dual adaptive weighted PAN structure and small 
object detection layer. Table Ⅴ shows that the C3S module 
significantly reduces the number of parameters, computation 

cost, and model layers while maintaining almost the same 
detection accuracy, demonstrating its effectiveness in 
improving the detection speed. Additionally, the proposed dual 
adaptive weighted PAN structure improves the precision, 
recall, and mAP of the model while keeping the computation 
cost, parameter count, and detection speed almost unchanged. 
By improving the detection layer, the model's recall and mAP 
are effectively increased with minimal reduction of detection 
speed. The improved YOLOv5s model shows a 3.8% increase 
in recall and a 2% increase in mAP, while reducing the 
parameter count by 48%, increasing FPS by 12.4%, and 
reducing model depth by 22%. 

 

Fig. 4. Comparison of the detection effect of different models. 

TABLE IV. PERFORMANCE COMPARISON OF DIFFERENT OBJECT DETECTION MODELS 

Model Backbone mAP (%) Params (MB) FLOPs(G) FPS Model size (MB) 

Faster-RCNN VGG16 86.28 136.7 369.9 20 521 

YOLOv3 DarkNet53 92.19 61.5 65.52 47 235 

YOLOv4 CSPDarkNet53 86.55 63.9 60 46 244 

YOLOX CSPDarkNet53 93.06 8.9 26.6 61 34 

CenterNet ResNet50 86.83 32.7 70 53 125 

Ours CSPDarkNet53 95.3 3.64 16.7 154 8 

TABLE V. RESULTS OF ABLATION EXPERIMENT 

Model Precision (%) Recall (%) mAP (%) Parameters (MB) FLOPs (G) FPS Layers 

YOLOv5s 94.8 85.3 93.3 7 15.8 137 235 

YOLOv5s+a 94.7 84.8 93 4.4 9.5 169 150 

YOLOv5s+a+b 95.3 87.5 94.1 4.57 9.9 164 168 

YOLOv5s+a+b+cb 95.2 89.1 95.3 3.64 16.7 154 183 

b. Note: a is the C3S module, b is the dual adaptive weighted PAN structure, and c is the small object detection layer. 
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F. Compared to Existing One-stage Pig Detection Methods 

Table Ⅵ shows a comparison of the detection results 
achieved by our proposed improved YOLOv5s model on the 
test set, as well as the reported results of existing one-stage 
herd pig detection methods. Our dataset has a higher average 
number of pigs per image compared to the data reported in [10], 
[12] and [14]. Moreover, the pigs in our dataset exhibit higher 
levels of occlusion and adhesion, which increases the difficulty 
of object detection. Compared to the methods proposed in [10], 
[12] and [14], our proposed method achieved improvements of 
9.45%, 1% and 0.97%, respectively, in terms of mAP. 

TABLE VI. COMPARISON OF IMPROVED YOLOV5S AND EXISTING ONE-
STAGE PIG DETECTION METHODS 

Method 
Average number of pigs 

per image 
Model 

mAP 

(%) 

[10] 6 FPA-Tiny-YOLO 85.85 

[12] 13 MF-CenterNet 94.30 

[14] 9 YOLOv4 94.33 

ours 31 Improved YOLOv5s 95.30 

V. CONCLUSION 

In this paper, an improved lightweight object detection 
method is proposed based on YOLOv5s, which has achieved 
higher accuracy and faster detection speed in high pig density 
scenarios with severe occlusion and adhesion. The lightweight 
C3S module proposed in this paper reconstructs the backbone 
and neck, resulting in a significant reduction in model 
parameters, computational complexity, and model depth. These 
modifications greatly enhance the detection speed to meet the 
requirements of real-time detection. The proposed dual 
adaptive PAN structure enhances the feature fusion capability 
of the neck, leading to improved detection accuracy. 
Furthermore, replacing the original large object detection layer 
with a small object detection layer in the detection stage 
significantly increases the recall rate and average detection 
precision. 

Compared to existing methods for herd pig detection, our 
method simultaneously satisfies the requirements of high 
accuracy and real-time detection, making it deployable in 
practical group-raised farming scenarios and providing 
significant technical support for disease monitoring and pig 
counting. For future work, we expect to further enhance the 
feature extraction capabilities of the backbone network and 
streamline the model to construct a faster and more accurate 
object detection model for group-raised pig monitoring. 
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Abstract—As technology advances and cyber threats continue 

to evolve, cyber security professionals play a critical role in 

developing and implementing robust security measures, staying 

ahead of potential risks, and mitigating the impact of cyber 

incidents. Many studies have examined the impact of cyber 

security on banks, without focusing on electronic crimes. Despite 

its importance, to the best of our knowledge, there are no studies 

on the impact of cyber security on mitigating electronic crimes in 

the banking sector. Therefore, the purpose of this study is to 

ascertain how cyber security affects electronic crimes in the 

Jordanian banking industry. The study sample consisted of 270 

senior Jordanian managers and employees who understand the 

importance of cyber security in the banking sector in 14 

Jordanian commercial banks, listed on the Amman stock 

exchange. The study used SPSS to evaluate how banks can 

enhance network security infrastructure to prevent unauthorized 

access and data breaches and also to find out the role of 

cybersecurity in granting competitive advantage to banks. A 

relative importance index (RII) was conducted to rank the 

importance of variables’ statements and test the hypotheses. The 

results found the most important method through which banks 

can effectively mitigate the risk of electronic crimes and ensure 

the security of customers’ financial data is that banks utilize 

robust encryption technologies to ensure the protection of 

customer financial data while it is being transmitted and when it 

is stored (RII=0.740). About 81.5 % of the sample agree, also, 

banks that have a strong cyber security system provide a secure 

platform for digital financial services which increases the 

competitive advantage as they were ranked first for their relative 

importance at both the category level and overall ranking with 

(RII=0.754). The study recommended that the banking industry, 

must consistently educate its customers on information security 

techniques and how to avoid hacking into their accounts, and 

develop an alert system that can raise awareness for both banks 

and bank customers if there is any possible entry or access to the 

customer's account or organization confidential information. 

Keywords—Cyber security; electronic crime; Jordanian banks; 

banking sector 

I. INTRODUCTION 

As technology advances and cyber threats continue to 
evolve, cyber security professionals play a critical role in 
developing and implementing robust security measures, 
staying ahead of potential risks, and mitigating the impact of 
cyber incidents. Moreover, cyber security refers to the practice 
of protecting computer systems, networks, and data from 

unauthorized access, use, disclosure, disruption, modification, 
or destruction [1]. With the increasing reliance on technology 
and the interconnectedness of digital systems, cyber threats 
have become a significant concern for individuals, 
organizations, and governments worldwide [2]. The field of 
cyber security encompasses various measures, technologies, 
and practices designed to defend against cyber threats and 
ensure the confidentiality, integrity, and availability of 
information [3]. It involves protecting not only computers and 
servers, but also other devices connected to networks, such as 
smartphones, tablets, and the Internet. 

Electronic crimes refer to illegal activities that are carried 
out using electronic devices, networks, or the internet [4]. 
With the rapid advancement of technology and the increasing 
reliance on digital systems, electronic crimes have become a 
significant concern for individuals, businesses, and 
governments worldwide [5]. In addition, to combat electronic 
crimes, governments, law enforcement agencies, and cyber 
security professionals work together to develop stringent laws, 
improve cyber security measures, raise public awareness, and 
promote digital literacy [6]. It is crucial for individuals and 
organizations to take necessary precautions, such as using 
strong passwords, keeping software up to date, and practicing 
safe online behavior, to protect themselves from falling victim 
to electronic crimes. 

According to Arcuri et al. [7], the median cost of 
electronic crimes has climbed by approximately 200 percent in 
the last five years. Electronic crime expenditures quadrupled 
between 2015 and 2019, and it appears that they will double 
again between 2019 and 2024 [8]. Nonetheless, a considerable 
fraction of electronic crimes go unnoticed, such as industrial 
espionage getting access to confidential information. 
According to Seete [9], cyber risk is a huge potential threat to 
public and private institutions because of its effects on 
organizational information systems, reputation, loss of 
stakeholders' confidence, and financial losses. According to 
Bonfanti [10], the daily operations of virtually every person 
and organization are impacted by cyber security. Therefore, 
we must try to protect ourselves, our customers, and the 
supply chain against the loss of personal or sensitive 
information as technology enhances the flexibility, agility, and 
global reach of day-to-day operations. Must also be on the 
lookout for intellectual property theft, brand or reputation 
damage, and of course, monetary and economic losses. 
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Accordingly, the current study questions can be represented as 
follows questions: 

 How can banks effectively mitigate the risk of 
electronic crimes and ensure the security of customers’ 
financial data? 

 How banks can enhance network security infrastructure 
to prevent unauthorized access and data breaches? 

 How strong cyber security can give banks a 
competitive advantage? 

 How banks can effectively educate and train 
employees and customers to be aware of and prevent 
cyber threats? 

Many studies have examined the impact of cyber security 
on banks, without focusing on electronic crimes. However, the 
results are mixed [11, 12, 13] with cyber security having both 
a positive and a negative impact. Despite its importance, to the 
best of our knowledge, there are no studies on the impact of 
cyber security on electronic crimes in the banking sector. 
Therefore, the purpose of this study is to ascertain how cyber 
security affects electronic crimes in the Jordanian banking 
industry. In the unique context of the Jordanian banking 
industry, the study offers actual proof of the link between 
cyber security measures and the prevention and mitigation of 
electronic crimes. This empirical finding adds to the body of 
knowledge already available in digital crime prevention and 
cyber security. The study may aid in the creation and 
improvement of theoretical frameworks that clarify the 
complex link between cyber security measures and the decline 
in electronic crimes. This could improve the theoretical 
underpinnings of studies in cyber security. By concentrating 
on the Jordanian banking sector, the study provides context-
specific insights into a particular business. For researchers, 
policymakers, and practitioners looking to grasp the 
complexities of cyber security within financial institutions, 
these sector-specific results can be helpful. The research will 
be separated into sections. We present a literature review and 
hypothesis development in Section II. We describe the data 
and methodology in Section III. We review the findings in 
Section IV and offer our discussions in Section 5 and 
conclusions in Section 6. 

II. LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT 

A large number of studies [14, 15, 16, 17, 18, 19, 20, 21] 
deal with information security breaches, but there is still a 
limited amount of literature related to the banking sector. 
Electronic crimes have an unknown economic impact. A 
breach in information security has a negative economic 
impact, including decreased sales revenues, more expenses, a 
loss in future profits and dividends, a deterioration in 
reputation, and a decrease in market value [22]. Market value 
symbolizes investor confidence in a bank, and evaluating it is 
one way to calculate the damage of electronic crimes. 
Furthermore, Arcuri et al. [7] claim that investor behavior is 
influenced by what they have seen in the past, i.e., investors 
make decisions based on the impact of security breaches on a 
bank's market value in the past. 

In the same context, information security plays a crucial 
role in combating electronic crimes [23]. Electronic crimes, 
also known as electronic crimes, encompass a wide range of 
illegal activities that are carried out using digital technologies 
and the internet. According to Wang et al. [12], these crimes 
include hacking, identity theft, phishing, malware attacks, data 
breaches, online fraud, and more. According to Mughal [24], 
Information security measures such as strong passwords, 
encryption, access controls, and multifactor authentication 
help prevent unauthorized access to sensitive data and 
systems. In addition, information security ensures the integrity 
and confidentiality of data [25]. Encryption techniques, secure 
data transmission protocols, and secure storage mechanisms 
help safeguard data from unauthorized modification, 
interception, or disclosure. Maintaining data integrity and 
confidentiality is vital in protecting sensitive information from 
cybercriminals who exploit it for financial gain or other 
malicious purposes [26]. 

According to Burton-Howard [27], network security plays 
a crucial role in mitigating electronic crimes in firms. 
Furthermore, effective network security measures help protect 
an organization's digital assets, including sensitive data, 
intellectual property, and financial information, from 
unauthorized access, data breaches, and cyberattacks [28]. 
Network security measures, such as firewalls, intrusion 
detection systems (IDS), and access controls, help prevent 
unauthorized individuals from gaining access to a firm 
network and systems [29]. Network security plays a vital role 
in safeguarding sensitive data from unauthorized disclosure or 
manipulation [30]. According to Prasad et al. [31], network 
security tools and technologies, such as intrusion prevention 
systems (IPS), security information and event management 
(SIEM) systems, and advanced threat detection solutions, 
enable firms to detect and respond to electronic crimes more 
effectively. According to Rafea et al. [32], network security 
plays a critical role in mitigating electronic crimes in the 
banking sector. As technology has advanced, so have the 
methods and sophistication of cybercriminals. By 
implementing robust access controls and encryption protocols, 
banks significantly reduce the risk of cybercriminals gaining 
unauthorized access to sensitive financial information [6]. 
According to Zainal et al. [33], banks store vast amounts of 
personal and financial information about customers, including 
account details, social security numbers, and transaction 
records. 

In the same context, operational security known as 
OPSEC, plays a crucial role in mitigating electronic crimes 
[34]. According to Bandari [35], operational security 
measures, such as strong access controls, authentication 
protocols, and encryption, help prevent unauthorized 
individuals from gaining access to critical sensitive customer 
data. Banks hold vast amounts of personal and financial 
information about customers, making them attractive targets 
for cybercriminals [36]. According to Ritchot [37], effective 
operational security measures safeguard this data, ensuring its 
confidentiality, integrity, and availability. By implementing 
robust data encryption, secure storage practices, and regular 
data backups, banks mitigate the risk of data breaches, identity 
theft, and financial fraud. Operational security encompasses 
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advanced monitoring and detection systems that identify 
suspicious activities or anomalies within banking networks 
[38]. By deploying intrusion detection and prevention 
systems, security information and event management (SIEM) 
tools, and real-time monitoring solutions, banks promptly 
detect electronic crimes, such as malware infections, phishing 
attempts, or network intrusions [39]. Rapid detection allows 
for swift incident response, minimizing the potential damage 
caused by cybercriminals. According to Rivaldo et al. [40], 
maintaining a strong reputation and customer trust is vital for 
banks. Operational security measures, including robust 
cybersecurity frameworks and transparent communication 
about security practices, contribute to building customer 
confidence [41]. 

End-user education plays a crucial role in mitigating 
electronic crimes in the banking sector [42]. According to 
Catota et al. [43], end-user education, such as bank-customers 
and employees, about the risks, best practices, and preventive 
measures, the overall security posture of the banking sector be 
significantly improved. According to Alkhalil et al. [44], 
phishing attacks are a common method used by cybercriminals 
to trick users into revealing sensitive information like 
passwords, credit card numbers, or social security numbers. 
Through education, end-users learn to identify phishing 
attempts, recognize suspicious emails or websites, and avoid 
falling victim to such scams. This knowledge helps protect 
personal and financial information from being compromised. 
End-user education about safe online practices, such as 
keeping software and devices updated, avoiding suspicious 
downloads or attachments, and using secure networks, helps 
prevent malware infections and unauthorized access to 
sensitive information [45]. In the same context, end-user 
education and report suspicious activities promptly. Prompt 
reporting of potential electronic crimes to the bank security 
teams helps prevent further damage and enables the bank to 
take appropriate measures to investigate and mitigate the 
threat [46]. Reporting incidents also aids in the identification 
of emerging trends and the development of proactive security 
measures. Based on the aforementioned, the study develops 
the following hypotheses: 

H1. Cybersecurity plays a crucial role in preventing and 
mitigating electronic crimes. 

H2. Improving network security infrastructure contributes 
to preventing unauthorized access and data breaches. 

H3. Strong cyber security practices give banks a 
competitive advantage. 

H4. Training and educating employees and customers 
contribute effectively to preventing electronic crimes. 

III. RESEARCH METHODOLOGY 

A. Research Population and Sampling 

The commercial banks listed on the Amman Stock 
Exchange will be the subject of the research. As the research 
sample, all 14 Jordan Commercial banks listed on the ASE 
were chosen. 270 personnel and managers who worked in 
various areas of the commercial banks listed on the ASE were 
the research participants. Due to the challenges in precisely 

identifying the research population, convenience sampling, a 
non-probability sample technique, was used. To ascertain the 
impact of cyber security on electronic crimes in the Jordanian 
banking sector, the research looks at a questionnaire. 

B. Research Design 

Based on feedback from bank managers, literature 
research, and pre-survey analysis, the questionnaire will be 
created. To make it simpler for the participants to understand, 
it will be divided into three sections. Demographic 
information about the participants, such as age, gender, years 
of experience, position, and educational background, was 
requested in the first section of the survey. The second half 
concentrated on cyber security in commercial banks. The 
dependent variable (Electronic Crimes) was the subject of the 
third section measurement. A five-point Likert scale, with a 
rating of 1 for least important and 5 for most important, was 
used in the questionnaire. The selected sample consisted of 
senior Jordanian managers and employees who understood the 
importance of cyber security in the banking sector. 

C. Measurement of Research Variables 

The current research included several variables that 
required careful measurement to test the hypotheses and 
produce useful results. Cybersecurity was used as an 
independent variable. The electronic crimes in Jordanian 
banks served as the dependent variable. A structured online 
questionnaire and key performance indicators will be used to 
measure the variables. Accordingly, the data was analyzed, 
and the mean and standard deviation were determined. 

To measure the validity of the study, the questionnaire was 
presented to a group of experts and specialists in the field of 
cybercrime and cybersecurity to review the data and receive 
their comments to ensure the suitability of the items of the 
questionnaire. The questionnaire was written in both Arabic 
and English to ensure high participation in this work and to 
obtain diverse perceptions from the sample. The results were 
analyzed using the SPSS statistical package for social 
sciences, descriptive analysis, which mainly used the factors 
of frequency, percentage of the study, and relative importance. 
After confirming the validity of the study tool and obtaining 
permission from the sample. A total of 300 questionnaires 
were distributed and 270 correct answers were received with a 
response rate of 90%. Responses with missing data or that did 
not meet serious data were excluded from the analysis. 

The study examined the reliability of significant variables 
widely used in social studies. The main objective of this test is 
to verify the reliability of the items measuring variables to 
measure the target factors, also called internal consistency 
[47]. Cronbach Alpha is the most commonly used measure to 
perform a reliability analysis of the validity of measurement 
items [48], the reliability coefficient is rated between 0 to 1, 
although different assumptions have discussed this issue and 
suggest different acceptable values, the higher the value of the 
coefficient, the higher the degree of reliability of the 
measurements, the reliability analysis for this study was 0.885 
which is high. 

The feedback from the respondents has been analyzed and 
the Relative Importance Index technique was used for ranking. 
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The five-point Likert scale ranging from 1 (very low 
important) to 5 (very high important) was transformed into 
Relative Importance Index (RII) for each variable. The RII 
value has a range from 0 to 1 (0 not inclusive) and has been 
categorized into five levels of importance as shown in Table I. 

TABLE I. RELATIVE IMPORTANCE INDEX VALUE  

RII value Importance level 

From 0.8 to 1 

From 0.6 to 0.8 
From 0.4 to 0.6 

From 0.2 to 0.4 

From 0 to 0.2 

High (H) 

High-Medium (H-M) 
Medium (M) 

Medium-Low (M-L) 

Low (L) 

IV. RESULTS 

A. Demographics Characteristics of Participant 

The study includes 270 senior Jordanian managers and 
employees who understand the importance of cyber security in 
the banking sector, for gender distribution, the percentage of 
males 186 (68.9%) was higher than the percentage of females 
84 (31.1%), and most of them were aged (31-40) while 94 
(34.8%) of them more than 40 years old and 64 (23.7%) of 
them between (25 -30) About years of experience, the 
experience of the majority of the sample ranged from (1-5) 
years, at a rate of 3..4%  and 78 (28.9%) from (6-15) 
years,61(22.6%) from (16-25) and 30 (11.1%) of them from 
26-35 years. The majority of the sample was 57.8% of 
employees and 42.2% of managers. Table II summaries the 
demographic characteristics of the participants. 

TABLE II. RESPONDENTS' DEMOGRAPHICS 

Demographic Frequency Percent 

Gender 

Male 186 68.9 

Female 84 31.1 

Age 

25-30 64 23.7 

31-40 112 41.5 

More than 40 94 34.8 

Years of experience 

1-5 101 37.4 

6-15 78 28.9 

16-25 61 22.6 

26-35 30 11.1 

Nature of work 

Manager 114 42.2 

Employee 156 57.8 

The results about the normality distribution of the data 
showed a normally distributed dataset with a range of ±1.00 to 
± 2.00 of the normality distribution measure of skewness and 
kurtosis respectively.  Related to the first question of the 
study, which states “How can banks effectively mitigate the 
risk of electronic crimes and ensure the security of customers’ 
financial data?” To answer this question, we analyze the 
results of cyber security in commercial banks as the 

independent variable and ensuring network security 
infrastructure and mitigating risks of electronic crimes in 
banks, SPSS was used to calculate the mean of distribution 
and the standard deviation of each statement. Table III 
summarizes the results. 

TABLE III. ARITHMETIC MEANS AND STANDARD DEVIATIONS ARE THE 

ESTIMATES OF THE STUDY SAMPLE ON ENSURING NETWORK SECURITY 

INFRASTRUCTURE AND MITIGATING RISKS OF ELECTRONIC CRIMES IN BANKS 

No. 

 

 

 

Statement Mean SD 

1 

Banks regularly provide comprehensive 

training programs to their employees on 
electronic crimes and protocols for 

cybersecurity. 

3.04 1.113 

2 

Banks educate their customers on the risks 

of electronic crimes, cybersecurity, and the 

best practices for safeguarding their 

financial information. 

3.23 0.964 

3 

Banks employ multi-factor authentication 

methods, such as hardware tokens and SMS-

based verification, for customer logins. 

3.23 0.925 

4 

Banks embrace biometric authentication 

techniques like fingerprint and facial 

recognition to verify the identity of 
customers. 

3.32 1.136 

5 

Banks utilize robust encryption technologies 

to ensure the protection of customer 

financial data while it is being transmitted 

and stored. 

3.70 0.806 

6 
Banks enforce strong password policies for 

both employees and customers. 
3.30 0.647 

7 

Banks conduct regular security audits and 

vulnerability assessments of their IT 
systems. 

3.49 0.865 

8 
Banks employ real-time fraud detection and 

prevention systems. 
3.43 1.028 

9 

Banks have well-defined incident response 

plans and robust systems in place to recover 

from electronic crimes. 

3.43 1.195 

10 

Banks implement systems that continuously 

monitor network traffic and utilize threat 

intelligence to identify suspicious activities. 

3.67 0.798 

11 
Banks collaborate with cybersecurity firms 

and share threat intelligence. 
3.42 0.656 

12 

Banks maintain stringent physical security 

measures at their data centers and server 

locations. 

3.48 0.683 

13 
Banks keep their systems up to date with the 
latest security patches and software updates. 

3.31 0.990 

14 

Banks maintain a strong and properly 

configured firewall infrastructure to prevent 

unauthorized access to the network. 

3.40 1.043 

15 
Banks utilize secure protocols, such as 
HTTPS and SSL/TLS, for online 

transactions and implement disk encryption. 

3.47 0.927 

16 

Banks segment their network into multiple 

zones and restrict access between them to 

minimize the impact of unauthorized access. 

3.41 1.044 

17 

Banks employ Data Loss Prevention (DLP) 

solutions to monitor and prevent the 

unauthorized transmission or storage of 

sensitive data. 

3.52 0.817 

Ensuring Network Security Infrastructure and 

Mitigating Risks of Electronic Crimes in Banks 
3.40 0.442 
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It is noted from Table III that the arithmetic mean of the 
estimates of the sample members for how can banks 
effectively mitigate the risk of electronic crimes and ensure 
the security of customers’ financial data. The results found 
about 81.5% of the sample agreed that Banks utilize robust 
encryption technologies to ensure the protection of customer 
financial data while it is being transmitted and stored with a 
mean of 3.70 and standard deviation of 0.806 and 80.7% of 
them ensure their banks implement systems that continuously 
monitor network traffic and utilize threat intelligence to 
identify suspicious activities with mean 3.67 and standard 
deviation 0.798. The results also showed that 68.1% of 
participants ensure banks employ Data Loss Prevention (DLP) 
solutions to monitor and prevent the unauthorized 
transmission or storage of sensitive data and 64.1% agree that 
their banks maintain a strong and properly configured firewall 
infrastructure to prevent unauthorized access to the network 
with mean 3.52,3.40 and standard deviation 0.817, 1.043 
respectively while 37.4% and 35.6% of respondent agree that 
Banks employ multi-factor authentication methods, such as 
hardware tokens and SMS-based verification, for customer 
logins and enforce strong password policies for both 
employees and customers. 

The findings found a high agreement (agree) in 58.1% of 
the sample with a mean of 3.32 and standard deviation 1.136 
which represent that biometric authentication techniques used 
in the banks like fingerprint and facial recognition to verify 
the identity of customers. On the other hand, the samples were 
asked about to which extent banks keep their systems up to 
date with the latest security patches and software updates and 
collaborate with cybersecurity firms and share threat 
intelligence, the results showed also a high agreement of 44% 
and 46.7%of the sample with a mean of 3.31 and 3.42 and 
standard deviation 0.990 and 0.656 accordingly. Regarding the 
second question of the study, which states “How strong is 
cyber security that can give banks a competitive advantage?” 
The arithmetic means and standard deviations of the sample's 
answers to the statements related to the competitive advantage 
of strong cybersecurity in banks were analyzed. Table IV 
summarizes the results. 

The results in Table IV indicated the arithmetic mean of 
the estimates of the sample members for the degree of effects 
of strong cybersecurity on competitive advantage in banks 
ranged between (3.08) for paragraph No (6) and (3.77) for 
paragraph No (10). The results show that 83.3% of 
participants agree that banks with a strong cybersecurity 
system provide them with a secure platform for innovative 
digital banking services with a mean (of 3.77) and standard 
deviation of 0.752 and 66.3% of them believe banks with a 
strong cybersecurity system enhance the safeguarding of 
customer data and minimize the risk of data breaches with a 
mean (3.51) and standard deviation 0.895. Regarding 
reputation and loyalty, the results show 46.2% confirmed 
banks with a strong cybersecurity system can bolster 
reputation and foster customer loyalty with a mean (3.44) and 
a standard deviation of 0.791. Meanwhile, when the 
participants were asked if banks with a strong cybersecurity 
system are less susceptible to operational disruptions or 
downtime, the findings revealed a moderate agreement of 

40.7% of the sample with a mean of 3.08 and a standard 
deviation of 0.921. Otherwise, 57.8% of the sample 
understand that Banks with a strong cybersecurity system 
mitigate financial losses resulting from cyber-attacks and 
35.2% understand that banks with a strong cybersecurity 
system establish trust and confidence among bank-customers 
with 3.57 and 3.21 and standard deviation of 0.961 and 0.675. 
Accordingly. 50.3% of participants consider banks with a 
strong cybersecurity system to be better equipped to detect 
and respond to emerging threats w with a mean of 3.10 and a 
standard deviation of 1.178. 

TABLE IV. ARITHMETIC MEANS AND STANDARD DEVIATIONS ARE THE 

ESTIMATES OF THE STUDY SAMPLE ON THE COMPETITIVE ADVANTAGE OF 

STRONG CYBERSECURITY IN BANKS 

No. Statement Mean SD 

1 

Banks with a strong cybersecurity system 

establish trust and confidence among bank-

customers. 

3.21 0.675 

2 
Banks with a strong cybersecurity system 
enhance the safeguarding of customer data 

and minimize the risk of data breaches. 

3.51 0.895 

3 
Banks with a strong cybersecurity system 
attract and retain customers. 

3.63 0.839 

4 

Banks with a strong cybersecurity system 

mitigate financial losses resulting from 
cyberattacks. 

3.57 0.961 

5 

Banks with a strong cybersecurity system 

comply with regulatory requirements and 

avoid penalties. 

3.47 0.839 

6 

Banks with a strong cybersecurity system 

are less susceptible to operational 

disruptions or downtime. 

3.08 0.921 

7 
Banks with a strong cybersecurity system 
set them apart from their competitors by 

fostering trust and dependability. 

3.24 0.835 

8 

Banks with a strong cybersecurity system 

can bolster their reputation and foster 

customer loyalty. 

3.44 0.791 

9 

Banks with a strong cybersecurity system 

are better equipped to detect and respond to 
emerging threats. 

3.10 1.178 

10 

Banks with a strong cybersecurity system 

provide them with a secure platform for 
innovative digital banking services. 

3.77 0.752 

The Competitive Advantage of Strong 

Cybersecurity in Banks 
3.39 0.446 

Related to the third question of the study, which states 
“How can banks effectively educate and train employees and 
customers to be aware of and prevent cyber threats?” The 
arithmetic means and standard deviations of the sample's 
answers to the statements related to effective strategies for 
educating and training bank employees and customers were 
analyzed. Table V summarizes the results. 

The results in Table V indicated the arithmetic mean of the 
estimates of the sample members for the degree of effects 
strategies for educating and training bank employees and 
customers ranged between (3.73) for paragraph No (2) and 
between (3.20) for paragraph No (5). The results show that 
78.1% of participants agree that Banks can administer 
simulated phishing exercises to assess employees' awareness 
and response with a mean (3.73) and standard deviation of 
0.541 and 71.1% of them believe banks can encourage the 
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reporting of suspicious activities or potential cyber threats 
with a mean (3.57) and standard deviation 1.010. Regarding 
regular updates, the results show 63.4% confirmed Banks can 
provide regular updates and reminders about emerging cyber 
threats and best practices with a mean (of 3.47) and a standard 
deviation of 0.923. Meanwhile, when the participants were 
asked if banks can offer frequent training sessions on 
cybersecurity to the employee, the findings revealed a 
moderate agreement of 36.3% of the sample with a mean of 
3.24 and a standard deviation of 0.720. Otherwise, 48.9% of 
the sample understand that banks can collaborate with external 
cybersecurity experts to organize workshops and seminars for 
employees and customers and 50.8 % understand that banks 
can regularly assess the effectiveness of cybersecurity 
education and training programs with a mean of 3.20, 3.31, 
and standard deviation 1.078, 0.983. Accordingly, 54.8% of 
participants consider Banks can provide incentives or rewards 
for active participation in cybersecurity initiatives by 
employees and customers with a mean of 3.38 and a standard 
deviation of 0.920. 

TABLE V. ARITHMETIC MEANS AND STANDARD DEVIATIONS ARE THE 

ESTIMATES OF THE STUDY SAMPLE ON EFFECTIVE STRATEGIES FOR 

EDUCATING AND TRAINING BANK EMPLOYEES AND CUSTOMERS 

No. Statement Mean SD 

1 
Banks can offer frequent training 
sessions on cybersecurity to employees. 

3.24 0.720 

2 

Banks can administer simulated phishing 

exercises to assess employees' awareness 
and response. 

3.73 0.541 

3 

Banks can provide regular updates and 

reminders about emerging cyber threats 

and best practices. 

3.47 0.923 

4 

Banks can conduct cybersecurity 

awareness campaigns through email 

newsletters, social media, or other 

platforms. 

3.38 0.817 

5 

Banks can collaborate with external 

cybersecurity experts to organize 

workshops and seminars for employees 
and customers. 

3.20 1.078 

6 

Banks can encourage the reporting of 

suspicious activities or potential cyber 
threats. 

3.57 1.010 

7 

Banks can provide incentives or rewards 

for active participation in cybersecurity 

initiatives by employees and customers. 

3.38 0.920 

8 

Banks can regularly assess the 

effectiveness of cybersecurity education 

and training programs. 

3.31 0.983 

Effective Strategies for Educating and Training 

Bank Employees and Customers 
3.41 0.509 

To determine the importance of the role that cybersecurity 
plays in preventing and mitigating cybercrime, the ranking 
method was used to achieve this goal, and the importance was 
classified based on the relative importance index (RII). Table 
VI summaries the results. 

TABLE VI. RANKING THE ROLE THAT CYBERSECURITY IN PREVENTING 

AND MITIGATING CYBERCRIME 

Statements RII 
Rankingb

y category 

Overall 

ranking 

Importance 

level 

Banks regularly provide 
comprehensive training 

0.608 17 35 M 

programs to their 

employees on electronic 
crimes and protocols for 

cybersecurity. 

Banks educate their 
customers on the risks 

of electronic crimes, 

cybersecurity, and the 
best practices for 

safeguarding their 

financial information. 

0.646 16 29 H-M 

Banks employ multi-
factor authentication 

methods, such as 
hardware tokens and 

SMS-based verification, 

for customer logins. 

0.646 15 30 H-M 

Banks embrace 
biometric authentication 

techniques like 

fingerprint and facial 
recognition to verify the 

identity of customers. 

0.664 12 23 H-M 

Banks utilize robust 
encryption technologies 

to ensure the protection 

of customer financial 
data while it is being 

transmitted and stored. 

0.740 1 3 H-M 

Banks enforce strong 

password policies for 
both employees and 

customers. 

0.660 14 26 H-M 

Banks conduct regular 
security audits and 

vulnerability 

assessments of their IT 
systems. 

0.698 4 10 H-M 

Banks employ real-time 

fraud detection and 

prevention systems. 

0.686 7 16 H-M 

Banks have well-defined 

incident response plans 

and robust systems in 
place to recover from 

electronic crimes. 

.686 8 17 H-M 

Banks implement 
systems that 

continuously monitor 

network traffic and 
utilize threat intelligence 

to identify suspicious 

activities. 

.734 2 4 H-M 

Banks collaborate with 
cybersecurity firms and 

share threat intelligence. 

.684 9 18 H-M 

Banks maintain 
stringent physical 

security measures at 

their data centers and 
server locations. 

.696 5 11 H-M 

Banks keep their 

systems up to date with 

the latest security 
patches and software 

updates. 

.662 13 24 H-M 

Banks maintain a strong 
and properly configured 

firewall infrastructure to 

prevent unauthorized 
access to the network. 

.680 11 20 H-M 
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Banks utilize secure 

protocols, such as 
HTTPS and SSL/TLS, 

for online transactions 

and implement disk 
encryption. 

0.694 6 12 H-M 

Banks segment their 

network into multiple 
zones and restrict access 

between them to 

minimize the impact of 
unauthorized access. 

.682 10 19 H-M 

Banks employ Data 

Loss Prevention (DLP) 
solutions to monitor and 

prevent the unauthorized 

transmission or storage 
of sensitive data. 

0.704 3 8 H-M 

Based on the relative importance index, all methods 
related to cybersecurity methods in preventing and mitigating 
cybercrime were of medium to high importance, but the most 
important methods can banks effectively mitigate the risk of 
electronic crimes and ensure the security of customers’ 
financial data that banks utilize robust encryption technologies 
to ensure the protection of customer financial data while it is 
being transmitted and stored (RII=0.740). Then banks 
implement systems that continuously monitor network traffic 
and utilize threat intelligence to identify suspicious activities 
(RII=0.734), banks employ Data Loss Prevention (DLP) 
solutions to monitor and prevent the unauthorized 
transmission or storage of sensitive data with (RII=0.704). 

Educating customers about the dangers of cybercrime, 
cybersecurity, and best practices to protect their financial 
information was also ranked 16th in importance with 
(RII=0.646) and Banks regularly provide comprehensive 
training programs to their employees on electronic crimes and 
protocols for cybersecurity 17th in importance with 
(RII=0.608). 

Related to how strong cyber security gives banks a 
competitive advantage, the ranking method was used to 
achieve this goal, and the importance was classified based on 
the relative importance index (RII). Table VII shows the results. 

TABLE VII. RANKING THE ROLE OF CYBER SECURITY ON BANKS' 
COMPETITIVE ADVANTAGE 

Statements RII 
Ranking by 

category 

Overall 

ranking 

Importance 

level 

Banks with a strong 
cybersecurity 

system establish 

trust and confidence 
among bank-

customers. 

.642 8 31 H-M 

Banks with a strong 

cybersecurity 
system enhance the 

safeguarding of 

customer data and 
minimizes the risk 

of data breaches. 

0.702 4 9 H-M 

Banks with a strong 
cybersecurity 

system attract and 

retain customers. 

0.726 2 5 H-M 

Banks with a strong 

cybersecurity 
system mitigate 

financial losses 

resulting from 
cyberattacks. 

0.714 3 6 H-M 

Banks with a strong 

cybersecurity 
system comply with 

regulatory 

requirements and 
avoid penalties. 

0.694 5 13 H-M 

Banks with a strong 

cybersecurity 
system are less 

susceptible to 

operational 
disruptions or 

downtime. 

0.616 10 34 H-M 

Banks with a strong 

cybersecurity 
system set them 

apart from their 

competitors by 
fostering trust and 

dependability. 

0.648 7 27 H-M 

Banks with a strong 
cybersecurity 

system can bolster 

their reputation and 
foster customer 

loyalty. 

0.688 6 15 H-M 

Banks with a strong 

cybersecurity 
system are better 

equipped to detect 

and respond to 
emerging threats. 

0.620 9 33 H-M 

Banks with a strong 

cybersecurity 
system provide 

them with a secure 

platform for 
innovative digital 

banking services. 

0.754 1 1 H-M 

It is clear from Table VII that banks that have a strong 
cyber security system provide a secure platform for digital 
financial services, which increases the competitive advantage 
as they were ranked first for their relative importance both at 
the category level and overall ranking with (RII=0.754). The 
results also showed the high importance of a strong 
cybersecurity system in attracting and retaining customers and 
mitigating financial losses resulting from cybercrime. With 
(RII=0.726) and (RII=0.714) accordingly, the results also 
showed that there is a high importance of a strong cyber 
security system in banks to protect customer data, reduce risks 
and data breaches with (RII=0.702), and enhance the bank's 
reputation and loyalty with (RII=0.688), detect and respond to 
emerging threats with (RII=0.620) 

Regarding training and educating employees and 
customers to contribute effectively to preventing electronic 
crimes, the ranking method was used, and the importance was 
classified based on the relative importance index (RII). Table 
VIII shows the results. 
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TABLE VIII. RANKING THE ROLE OF TRAINING AND EDUCATING 

EMPLOYEES AND CUSTOMERS TO PREVENT ELECTRONIC CRIMES 

Statements RII 
Ranking by 

category 

Overall 

ranking 

Importance 

level 

Banks can offer 

frequent training 

sessions on 
cybersecurity to 

employees. 

0.648 7 28 H-M 

Banks can 

administer 
simulated phishing 

exercises to assess 

employees' 
awareness and 

response. 

0.746 1 2 H-M 

Banks can provide 
regular updates and 

reminders about 

emerging cyber 
threats and best 

practices. 

0.694 3 14 H-M 

Banks can conduct 
cybersecurity 

awareness 

campaigns through 
email newsletters, 

social media, or 

other platforms. 

0.676 5 21 H-M 

Banks can 
collaborate with 

external 

cybersecurity 
experts to organize 

workshops and 

seminars for 
employees and 

customers. 

0.640 8 32 H-M 

Banks can 

encourage the 

reporting of 

suspicious activities 
or potential cyber 

threats. 

0.714 2 7 H-M 

Banks can provide 
incentives or 

rewards for active 

participation in 
cybersecurity 

initiatives by 

employees and 
customers. 

0.676 4 22 H-M 

Banks can regularly 

assess the 

effectiveness of 
cybersecurity 

education and 

training programs. 

0.662 6 25 H-M 

The results showed the importance of training and 
educating employees and customers to contribute effectively 
to preventing electronic crimes. The statement that Banks can 
administer simulated phishing exercises to assess employees' 
awareness and response came in the highest rank of 
importance (RII=0.746). The results also showed high 
importance for banks to encourage the reports of suspicious 
activities or potential cyber threats with (RII=0.714). The 
results also showed that there is a high importance on 
providing regular updates and reminders about emerging 

cyber threats and best practices with (RII= 0.694) providing 
incentives or rewards for active participation in cybersecurity 
initiatives by employees and customers with (RII=0.676), and 
conducting cybersecurity awareness campaigns through email 
newsletters, social media, or other platforms with (RII=0.676). 
Banks can offer frequent training sessions on cybersecurity to 
employees and assess the effectiveness of cybersecurity 
education and training programs also banks can collaborate 
with external cybersecurity experts to organize workshops and 
seminars for employees and customers all these methods have 
a highly important role in preventing electronic crimes. 

V. DISCUSSION 

The results showed that cybersecurity plays a crucial role 
in preventing and mitigating electronic crimes. Improving 
network security infrastructure contributes to preventing 
unauthorized access and data breaches like encryption 
technologies; employing data loss prevention (DLP) solutions 
to monitor and prevent the unauthorized transmission or 
storage of sensitive data; enforce strong password policies for 
both employees and customers, define incident response plans 
and robust systems to recover from electronic crimes; 
configured firewall infrastructure to prevent unauthorized 
access to the network; use biometric authentication techniques 
and employ real-time fraud detection and prevention systems. 
These results are consistent with study of Ghelani et al. [17], 
which recommended the establishment of a smart internet 
banking system and intruder detection through the use of 
biometric prints, fingerprints, passwords, OTPs, and other 
methods which reduces the number of threats. 

The results also showed the importance of training and 
educating employees and customers to prevent electronic 
crimes banks can conduct cybersecurity awareness campaigns 
and banks can collaborate with external cybersecurity experts 
to organize workshops and seminars for employees and 
customers. These results agree with Sharma [49] who 
recommended the key to cyber security solutions is having 
well-trained staff and effective awareness campaigns to 
conduct a thorough analysis of risk management, an internal 
security task team should collaborate with a reliable security 
vendor. These study results also agreed with Al-Alawi & Al-
Bassam's [50] study which shows mandating security 
awareness training is one of the most commonly used methods 
by boards of directors and executive managers to reduce cyber 
risks. 

The finding shows that the knowledge and skills of the 
team of employees who deal with cyber attempts are 
important factors in determining the effectiveness of the cyber 
security method used. These results agreed with the study of  
Malik & Islam [51], which showed that cybercrime incidents 
harm organizational performance but awareness of 
information security reduces the negative impact of 
cybercrime and the roles of awareness related to information 
security in reducing cyber fraud and enhancing the security of 
customer information and the overall performance of financial 
institutions, also agreed with Khan [52]  and Al-Daeef et al. 
[53] studies which emphasized the need to educate employees 
through programs aimed at educating employees about safe 
computing practices and the risks of human error that may 
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lead to security breaches; for example, phishing simulations 
that provide in-depth worker training scenarios are a proven 
method for increasing security awareness. 

The results ensure that cybersecurity can boost customer 
trust by preventing sensitive customer data from being leaked 
and allowing a company to deliver on its promises, so if a 
bank had no breaches, it would be highly regarded and 
retained by its customers. These findings agreed with Kosutic 
[54] which recommended that companies could achieve 
strategic value that will be challenging to imitate by 
developing specific cybersecurity dynamic capabilities, and 
thereby achieve sustainable competitive advantage. Another 
study by Vijayalakshmi et al. [55] also confirmed this result. 

The study also confirmed that one source of competitive 
advantage for a bank is to have cybersecurity to evaluate the 
current security measures and protect crucial data which is 
consistent with Kosutic [54] which explores the elements 
needed for cybersecurity implementation and management in 
an organization, as well as how cybersecurity can contribute to 
the competitive advantage of a company.  

The study confirms that cybercrime is an emerging threat 
to IT facilities, the ever-changing nature of cybercrime and the 
associated development makes it increasingly difficult for 
policymakers and government institutions to implement 
cybercrime laws and policies, as a result, the banking industry 
must consistently educate its customers on information 
security techniques and how to avoid hacking into their 
accounts. 

The study recommends to develop an alert system that can 
raise awareness for both banks and bank-customers whenever 
there is any possible entry or access to the customer's account 
or organization's confidential information. Furthermore, the 
banking industry must take into account the concept of 
effectively implementing and integrating big data technology 
into its system mitigating the negative consequences of 
cybercrime. This will allow for the storage of large files, and 
the data would aid in the examination, monitoring, and 
detection of network irregularities. 

VI. CONCLUSION 

The study's conclusions may directly affect how the 
Jordanian banking industry develops its regulatory and policy 
frameworks for electronic crime prevention and cyber 
security. The study's findings can help policymakers as they 
create recommendations and legislation. The report might 
provide banks in Jordan and possibly elsewhere with useful 
advice for developing effective risk management plans to 
protect against cybercrime. Based on the study's 
recommendations, banks can modify their cyber security 
procedures. The study's findings may help banks to be better 
equipped to defend against online attacks. Banks can discover 
weaknesses and put preventative measures in place to stop 
electronic crimes using the study's insights. 

VII. LIMITATION 

This study has several limitations; one of the most 
important is the amount of survey feedback received such as 

this study would have benefited from more responses. Despite 

the limitation mentioned above the results obtained in this 
study is significant for Jordan's banking and financial 
institutions, which can use the findings to improve their 
employees' skills in detecting various cyber-attacks. 
Furthermore, these findings are critical in broadening the 
understanding of cybersecurity and its impact on financial 
matters for organizations. Also, the study was limited to 
cybersecurity with no examination of areas closely related to 
cybersecurity such as privacy, fraud, and physical security; 
these related areas may influence some cybersecurity models 
presented in this study. 
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Abstract—This paper proposes a Pro-Dueling DQN algorithm 

to solve the problems of slow convergence speed and waste of 

effective experience of the traditional DQN (Deep Q-Network) 

algorithm for the local path planning of mobile robot. The new 

algorithm introduces a priority experience playback mechanism 

based on SumTree to avoid forgetting the learning effective 

experiences as the number of samples in the experience pool 

increases. A more detailed reward and punishment function is 

designed for the new algorithm to reduce the blindness of 

extracting experience in the early stages of algorithm training. 

The feasibility of the algorithm is verified by comparative 

verification on ROS simulation platform and real scene, 

respectively. The results show that the designed Pro-Dueling 

DQN algorithm converges faster and the length of planned path 

is shorter than that of the original DQN algorithm. 

Keywords—Deep Q-Network (DQN) algorithm; local path 

planning; mobile robot; Pro-Dueling DQN algorithm; SumTree 

I. INTRODUCTION 

It is crucial for robots to avoid obstacles and plan effective 
paths in the research of mobile robot navigation. There are 
many effective path planning methods for obstacle avoidance 
at present. The traditional methods mainly include A

*
 

algorithm [1], Dijkstra algorithm [2], fuzzy control algorithm 
[3], genetic algorithm [4], artificial potential field method [5] 
and neural network [6]. Reinforcement learning algorithm [7] 
has received widespread attention because it can solve the 
shortcomings of traditional algorithms such as strong 
dependence on environment in robot path planning. It does not 
require any prior knowledge, and optimizes the strategy by 
interacting with the environment and accumulating rewards. 
The combination of deep learning [8] and reinforcement 
learning has extended traditional reinforcement learning to 
multidimensional state space and action space in recent years. 
Deep reinforcement learning [9] combines the ability of deep 
learning algorithm to understand perception problems and the 
ability to fit the learning results of reinforcement learning 
algorithm [10]. It has been widely used in robot path planning 
research. 

Q-learning algorithm is one of the reinforcement learning 
algorithms proposed by Watikins, which is independent of 
environmental prior model in the path planning problem of 
mobile robot[11]. However, the strategy of storing the state-
action value function by a Q-value table will cause the disaster 
of dimension as the environment states become more and 
more complex. Mnih et al. proposed Deep Q-Network (DQN), 

which combined CNN (Convolutional Neural Networks) with 
Q-learning algorithm to solve the dimension disaster of Q-
learning method, and pushed the research of deep 
reinforcement learning to a new level [12]. Z. Wang et al. 
innovated the network structure on the basis of DQN and 
divided the network into two parts: value function and 
advantage function to reduce the excessive dependence of 
states on the environment [13]. J.F. Zheng et al. proposed an 
improved DQN algorithm based on depth image information. 
PTZ (Pan/Tilt/Zoom) was used to obtain depth image 
information of obstacles, which improved the convergence 
speed of the network, but the stability and computational 
speed of the algorithm could not be guaranteed [14]. Xiaofei 
Yang et al. proposed a global path planning algorithm based 
on DDQN, which integrated an action mask method to deal 
with the invalid actions generated by the amphibious 
unmanned vehicle, but the algorithm training speed is not 
ideal[15]. Meng Guan et al. proposed a DQN path planning 
method combining heuristic reward and adaptive exploration 
strategy, designed a heuristic reward function based on 
artificial potential field method, and self-adaptively adjusted 
the balance between exploration and utilization in the 
algorithm, which accelerated the learning efficiency of the 
algorithm. However, the algorithm verification only stayed in 
the simulation stage, and the efficiency of the algorithm has 
not been verified in the real scene [16]. The new method 
improves the efficiency of the algorithm’s exploration, but the 
length of exploration in the direction of exploration increases, 
resulting in excessive spatial dimensions. 

This paper presents a Pro-Dueling DQN algorithm to solve 
the problems of poor convergence and waste of effective 
experience in the local path planning of mobile robot using 
DQN method. The research modifies the DQN neural network 
structure to combine the state value and action value to obtain 
a more accurate Q-value. The priority experience playback 
strategy [17] based on SumTree is adopted to give priority to 
the samples in the experience pool, and designs a reward and 
punishment function to solve the convergence difficulty 
problem caused by sparse rewards in unknown environments. 
This improves the utilization rate of effective experience in 
the algorithm, avoids the problem of local optimal solution, 
and accelerates the convergence speed of the algorithm. 
Comparing the convergence speed and planned path length of 
the two algorithms in simulation and real environments, 
experimental results show that the Pro-Dueling DQN 
algorithm performs better in various scenarios. 
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II. DQN ALGORITHM 

DQN algorithm combines Q-learning algorithm with deep 
learning, uses network structure in deep leaning to predict Q-
value, and generates Q-table dynamically. It not only avoids 
the disaster of dimensionality in complex space, but also 
solves the instability problem of approximate representation of 
value functions for nonlinear functions to a certain extent [18]. 
Fig. 1 shows the process of DQN algorithm. 
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Fig. 1. DQN algorithm process diagram. 

The algorithm defines two relatively independent networks 
with the same structure, namely eval_net and target_net. The 
agent interacts with the environment to achieve learning of the 
training network. All the parameters in the training network 
are assigned to the target network after the training of a fixed 
number of steps. The algorithm sets an experience replay unit 
to reduce the correlation of training samples and improve the 
instability of the action value function of neural network 
approximation reinforcement learning [19]. A batch of 
samples are evenly selected from the experience library and 
mixed together with the training samples to break the 
correlation between adjacent training samples and improve the 
utilization rate of the samples during each training. Where, the 
LOSS function is: 

     2' 'max
2

1
sQRsQLOSS    (1) 

In Eq. (1),   is a parameter in the eval_net,    is a 
parameter in the target_net. The parameters of target_net are 
synchronized with the training network every N steps to make 
the updated target more stable, that is,     . 

III. PRO-DUELING DQN ALGORITHM 

This research proposes a Pro-Dueling DQN algorithm to 
improve the training speed and convergence of DQN 
algorithm. Two different branches are introduced at the back 
end of DQN neural network to predict the value of state and 
action, then the results of these two branches are combined to 
output the Q-value to reduce the dependence of action on state. 
In addition, the priority experience playback based on 
SumTree replaces the uniform sampling playback mechanism 
of DQN algorithm to increase the sampling rate of important 
samples. The Pro-Dueling DQN algorithm includes the design 
of network structure of state space and action space, reward 
and punishment function and priority experience playback. 

A. The Design of State Space and Action Space 

The state space is the feedback of the environment 
information of the mobile robot. The input of the network is 
the state vector. The robot selects the subsequent action based 
on the state information, obtains the corresponding reward or 
punishment, and optimizes the strategy by accumulating the 
reward value. 

The laser radar installed on the robot detects the 
surrounding environmental information. The detection range 
of radar sensor is 180°, and a group of data is returned every 
15° with a total of 12 groups. Fig. 2 shows the laser radar 
information. 
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Fig. 2. Laser radar information. 

The position information of the robot consists of the 
obstacle distance information returned by the radar in 12 
directions    (n=0~11), the distance between the robot and the 

target point   , and the angle between the robot and the target 

point   . The state space of the robot is defined as: 

 ggn DdS ,,           (2) 

The robot’s action space includes action information in 
five directions, defined as: 

 4~0,  taA t
          (3) 

The linear speed of the robot is constant, set as 0.15m/s, 
and the angular velocity is determined by its action. The 
relationship between the robot angular velocity (Angle_v) 
corresponding to the five action values of the robot is shown 
in Table Ⅰ. 

TABLE I.  CORRESPONDING RELATIONSHIP BETWEEN ROBOT ACTION 

AND ROTATION ANGLE 

Action Angle_v（rad/s） 

0 -1.5 

1 -0.75 

2 0 

3 0.75 

4 1.5 

B. Network Structure 

The neural network used by Pro-Dueling DQN algorithm 
contains 14 inputs of the state space and 5 outputs of the 
action space, as shown in Fig. 3. 
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Fig. 3. Input and output of Pro-Dueling DQN network. 

In the Pro-Dueling DQN algorithm, the output of the 
network includes a value function and an advantage function. 
The formula is as follows: 

 
   



,;,,;

,,;,

asAsV

asQ




           (4) 

In Eq. (4),  (     ) is a value function,  (       ) is the 
advantage function of taking different actions in this state, 
indicating the difference of taking different actions.   is a 
network structure,  is the parameter of value function,  is the 
parameter of advantage function. It can be seen from the 
formula that  (     ) function is only related to the state, and 
 (       ) depends on both state and action. The neural 
network outputs the value function and dominance function, 
respectively, and sums them to obtain the Q value. The robot 
only pays attention to the value of the state in some cases, and 
does not care about the difference caused by different actions 
by modeling  (     )  function and  (       )  function. 
The approach works better with states that are less associated 
with an action.  

Fig. 4 shows the network structure of the Pro-Dueling 
DQN algorithm. L1 and L2 are fully connected layers, which 
contains 128 and 64 hidden neuron nodes, respectively. In the 
network, input eigenvalues are used to obtain eigenvectors 
using a convolutional network. When outputting, two fully 
connected layers are used to correspond to the state value and 
advantage value, respectively. Finally, the state value and 
advantage value are added to obtain the action value of each 
action. 
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Fig. 4. Pro-Dueling DQN network structure. 

C. The Design of Reward and Punishment Function 

In the process of reinforcement learning, rewards and 
punishments obtained by mobile robot in its interactions with 
the environment are the key to completing tasks. In this 
research, the reward and punishment function is further 
refined, which including two parts:   , the reward and 
punishment function of the angle between the robot and the 
target point, and Rt, the reward and punishment function of the 
distance between the robot and the obstacle. The final reward 
and punishment value R is obtained as follows by adding the 
two parts: 
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In Eq. (5), C is a positive integer,    is the angle of the 
robot to the target point,        is a positive integer which 

representing a positive reward of the robot reaching the target 
point,    is the actual distance from the robot to the target,    
is the threshold of reaching the target point. It means that the 
robot has reached the target point, when    is less than   . 
         is a negative integer, representing the penalty for the 
robot to encounter with obstacles,      is the radar 
minimum,    is the safe distance. It is determined that the 
robot collides with obstacle as the radar value is less than the 
safe distance. 

D. Priority Experience Playback Based on SumTree 

The research adopts the priority experience replay strategy 
to improve this situation. The most valuable experiences are 
extracted first as training. TD-error determines the priority of 
the sample. The target function is weighted according to the 
TD-error of the sample. The greater the deviation, the larger 
the sample weight, and the higher the priority p is. 

A random sampling method combined greedy sampling 
and uniformly distributed table sampling is used to solve the 
overfitting problem caused by greedy priority in the process of 
function approximation. This method ensures that the 
probability of sampling from the storage container is 
monotonous, and the lowest priority sample has a non-zero 
probability of being drawn. The sampling probability is as 
follows: 




iP

k kPiP )( .          (6) 

In Eq. (6),    is the priority of the ith sample,     is the 
priority of any sample,    is used to adjust the degree of 
priority. It is reduced to uniform sampling, when    .   is 
the number of batches of samples. 

IV. ANALYSIS AND VERIFICATION OF PRO-DUELING DQN 

ALGORITHM 

In this research, the environments of discrete obstacles, U-
shaped obstacle and mixed obstacles are set for training to 
verify the feasibility of the designed Pro-Dueling DQN 
algorithm. The algorithm is compared in different 
environments with the traditional DQN algorithm. The 
environments are built on Gazebo of ROS platform. Their 
informations are projected into Rviz. The path planned by the 
mobile robot from the starting point to the target point is 
displayed on Rviz. In Rviz, the initial position of the robot is 
the starting point, the gray box represents the target point, the 
gray cylinder shows the obstacle, and the blue solid line 
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expresses the trajectory of the robot. A comparison graph of 
the average return value of each round of the two algorithms is 
drawn to observe the convergence of the algorithm more 
clearly and intuitively. The horizontal axis represents the 
number of training, and the vertical axis expresses the average 
reward of each training. At the same time, the path lengths of 
the robot by the two algorithms for path planning are recorded. 
Table Ⅱ illustrates the parameter settings in the experiment. 

TABLE II.  EXPERIMENTAL PARAMETER SETTING 

Parameter Initialization value 

learning rate 0.0001 

attenuation factor 0.999 

experience pool capacity 10000 

number of learning experiences per round 128 

maximum number of steps per round 400 

A. Simulation Verification in Discrete Obstacles Environment 

Fig. 5 shows the 7m×7m discrete obstacles environment 
set in Gazebo. The initial position of the robot is (-2.5, -2.5), 
and the target point coordinate is (2.2). 

 
Fig. 5. The discrete obstacles simulation environment. 

In the discrete obstacles environment, the two algorithms 
conduct 200 rounds of training, and record the average reward 
of each round. Fig. 6 shows the recording results. It can be 
seen from the figure that the average reward of the Pro-
Dueling DQN algorithm gradually increases after 25 rounds, 
indicating that the success rate of the robot in the process of 
finding the target point is getting higher and higher, and the 
algorithm tends to converge after the 100th round of training. 
The convergence speed of it is faster than the traditional DQN 
algorithm, and the average reward of the convergence 
algorithm has less fluctuation and is relatively stable. 

Fig. 7 shows the paths planned by the model after 
convergence of the two algorithms. The path planned by the 
Pro-Dueling DQN algorithm from the starting point to the 
target point is smoother and has fewer path steps than the 
traditional one, as can be seen in the figure. The number of 
steps taken by the designed strategy is 235, while the number 
is 283 by the traditional one. 

B. Simulation Verification in U-shaped Obstacle 

Environment 

Fig. 8 shows a 5m×5m U-shaped obstacle environment set 
up in Gazebo. The starting point coordinate of the robot is (-
2.0, 0.0) and the target point coordinate is (1.5, 1.5). 

 
Fig. 6. The comparison of average reward per round in discrete obstacles 

environment. 

      
(a) Pro-Dueling DQN               (b) DQN  

Fig. 7. Path planning in discrete obstacles environment. 

 
Fig. 8. U-shaped obstacle simulation environment. 

Fig. 9 shows the record of the average return value of each 
round after 400 rounds of training by the Pro-Dueling DQN 
algorithm and the traditional DQN algorithm. Data displayed 
in the figure show that the average reward of the Pro-Dueling 
DQN algorithm after the 50th round is significantly higher 
than that of the traditional DQN algorithm, which indicates 
that the robot by the Pro-Dueling DQN algorithm can reach 
the target point more times. The Pro-Dueling DQN algorithm 
tends to converge after 150 rounds. The convergence speed of 
the Pro-Dueling DQN algorithm is faster, and the average 
reward of the convergence algorithm fluctuates less, indicating 
that the designed algorithm is more stable. 

Fig. 10 shows the paths planned by the model after 
convergence of the two algorithms. The path planned by the 
Pro-Dueling DQN algorithm from the starting point to the 
target point is shorter than that by the traditional DQN 
algorithm. The number of steps is 268, while the number of 
the traditional one is 298. 
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Fig. 9. Comparison of average reward per round in U-shaped obstacle 

environment. 

       
(a) Pro-Dueling DQN                        (b) DQN  

Fig. 10. U-shaped obstacle path planning. 

C. Simulation Verification in Mixed Obstacles Environment 

Fig. 11 and Fig. 12 show two 6m×6m mixed obstacles 
environments set up in Gazebo, which include discrete 
obstacles, 1-shaped obstacles and U-shaped obstacles. In Fig. 
11, the starting point coordinate of the robot is (-2.0, 2.0) and 
the target point coordinate is (2.1,-2.0). In Fig. 12, the starting 
point coordinate of the robot is (-2.0,-2.0) and the target point 
coordinate is (2.5, 2.0).  

 
Fig. 11. Mixed obstacles environment (1). 

 
Fig. 12. Mixed obstacles environment (2). 

Fig. 13 records the average reward of 500 rounds of 
training in the environments conducted by the Pro-Dueling 
DQN algorithm and the traditional DQN algorithm. The data 
in the figure show that the average reward value of the Pro-
Dueling DQN algorithm after 100th round is significantly 
higher than that of the traditional one, indicating that the robot 
reach the target point more times by the Pro-Dueling DQN 
algorithm. The Pro-Dueling DQN algorithm tends to converge 
after 380 rounds. The convergence speed of it is faster than the 
traditional one. 

 
Fig. 13. Comparison of average reward value per round in mixed obstacles 

environment. 

Fig. 14 and Fig. 15 show the path planned by the model 
after convergence of the two algorithms. The paths planned by 
the Pro-Dueling DQN algorithm from the starting point to the 
target point are shorter than the paths planned by the 
traditional DQN algorithm in both figures. In Fig. 14, the 
mixed obstacles environment (1), the number of steps taken by 
the Pro-Dueling DQN algorithm is 258, while the number by 
the traditional DQN algorithm is 311. The data in Fig. 15, the 
other mixed obstacles environment, are 302 and 337, 
respectively. 

      
(a) Pro-Dueling DQN algorithm       (b) DQN algorithm 

Fig. 14. Path planning in mixed obstacles environment (1). 

        
(a) Pro-Dueling DQN                (b) DQN. 

Fig. 15. Path planning in mixed obstacles environment (2). 

The feasibility and effectiveness of the designed Pro-
Dueling DQN algorithm in robot path planning are verified 
through simulation training in different obstacle environments, 
and are compared with the traditional DQN algorithm. The 
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simulations show that the convergence speed of Pro-Dueling 
DQN algorithm is faster and more stable than DQN algorithm. 
The path planned by the Pro-Dueling DQN algorithm is 
shorter and smoother in the same training times and operating 
environment. 

Fig. 16 shows the comparison of the planned steps of the 
two algorithms from the starting point to the target point in the 
above three simulation environments. The data in the figure 
show that the Pro-Dueling DQN algorithm uses fewer steps 
than the traditional DQN algorithm in each environment. 

 
Fig. 16. Comparison of path steps between Pro-Dueling DQN algorithm and 

DQN algorithm. 

D. Verification Experiments in Real Scenarios 

The trained algorithm model is loaded into the robot, and 
the paths planned by the Pro-Dueling DQN algorithm and the 
DQN algorithm are tested and compared in the real 
environment. The ROS integrated SLAM (Simultaneous 
Localization and Mapping) function package is used to build 
the corridor environment model of teaching building. Fig. 17 
shows the corridor environment and map model. 

 
(a) Corridor environment 

 
(b) Map model 

Fig. 17. Corridor environment. 

The path planning experiments are carried out in the map 
model built by the robot. Fig. 18 shows the addition of 
temporary obstacles in the corridor environment during the 
experiment to verify the real-time obstacle avoidance 
performance of the local path planning algorithm. The robot 
uses Radar to scan obstacle information, and the pink parts in 
the map model represent the unknown obstacles detected in 
real time. The target point is selected in the map, and the robot 
moves towards the target point from the starting point. The 
obstacle information is detected and fed back in real time by 
Radar, so that the robot plans a collision-free path from the 
starting point to the target point. Rviz is used to display and 
record the path planned by the two algorithms. Fig. 19 shows 
the planned paths. In the environment, the path length planned 
by the Pro-Dueling DQN algorithm is 7.835 meters, and that 
by the DQN algorithm is 8.563 meters. Both paths planned by 
the two algorithms can avoid temporary obstacles to reach the 
target point, while the paths planned by the Pro-Dueling DQN 
algorithm are shorter than those planned by the DQN 
algorithm, and the obstacle avoidance paths are smoother 
when encountering obstacles. 

 

Fig. 18. Obstacle environment. 

 
(a) Pro-Dueling DQN. 

 
(b) DQN 

Fig. 19. Results of path planning in corridor environment. 

V. CONCLUSION 

This paper proposes a Pro-Dueling DQN algorithm based 
on DQN algorithm and SumTree algorithm to solve the local 
path planning problem of mobile robot in unknown 
environment. The effectiveness of the proposed algorithm is 
verified by comparison experiments on ROS simulation 
platform and real environment. The experimental results show 
that the trained Pro Dueling DQN algorithm model can 
perform better in robot local path planning tasks, obtain 
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smoother paths compared to the original algorithm, and 
complete tasks more efficiently and quickly. At the same time, 
the model has certain adaptability and can plan feasible paths 
in unknown environments in real-time based on sensor 
information. 

However, the robot designed in this research has fewer 
actions, resulting in a large swing range in the training process. 
The planned paths in the complex and dense obstacles 
environments are not smooth, and the trained paths are not the 
optimal shortest ones. So future work will design more 
detailed action spaces, increase training time, and enable robot 
to plan better paths. 
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Abstract—Prostate cancer is one of the leading causes of 

cancer-related deaths among men. Early detection of prostate 

cancer is essential in improving the survival rate of patients. This 

study aimed to develop a machine-learning model for detecting 

and diagnosing prostate cancer using clinical and radiological 

data. The dataset consists of 200 patients with prostate cancer 

and 200 healthy controls and extracted features from their 

clinical and radiological data. Then, the data trained and 

evaluated using several machines learning models, including 

logistic Regression, decision tree, random forest, support vector 

machine, and neural network models, using 10-fold cross-

validation. Our results show that the random forest model 

achieved the highest accuracy of 0.92, with a sensitivity of 0.95 

and a specificity of 0.89. The decision tree model achieved a 

nearly similar accuracy of 0.91, while the logistic regression, 

support vector machine, and neural network models achieved 

lower accuracies of 0.86, 0.87, and 0.88, respectively. Our 

findings suggest that machine learning models can effectively 

detect and diagnose prostate cancer using clinical and 

radiological data. The random forest model may be the most 

suitable model for this task. 

Keywords—Prostate cancer; machine learning; clinical data; 

radiological data; diagnosis; medical diagnosis 

I. INTRODUCTION 

The "use of machine learning techniques to study cancer 
has produced encouraging results, with the promise of more 
precise and time-saving approaches for identifying malignant 
cells and forecasting patient outcomes [1]. Machine learning 
algorithms can analyze data in search of patterns and attributes 
characteristic of malignant cells or tumours and then indicate 
how likely the disease will spread or reoccur [2, 3, 4]. 
Machine learning algorithms can identify small changes in 
tissue structure that may suggest the presence of malignant 
cells. They can forecast the likelihood of cancer progression 
and offer viable treatment choices by examining the genetic 
alterations in a patient's cancer cells. Each machine learning 
method that may be used for cancer analysis and diagnosis has 
advantages and disadvantages, such as deep learning, support 
vector machines (SVMs), and random forests [5,6]. Machine 
learning for cancer detection and analysis is a fast-expanding 
discipline with the enormous promise to transform cancer 
diagnosis and therapy [7, 8]. 

This research examines the application of machine 
learning methods to the detection and analysis of cancer, 
assesses their efficacy, and pinpoints the most promising 
strategies for enhancing cancer diagnosis and therapy. Large 
amounts of patient data (such as medical pictures, genomics 
data, and clinical records) can be analyzed using machine 

learning algorithms to look for patterns and traits 
characteristic of malignant cells or tumours. The chance of 
cancer progression or recurrence can be predicted, and early 
detection can help save lives. Machine learning can potentially 
enhance cancer diagnosis and analysis in several ways, such as 
accuracy, efficiency, and patient-specific care. However, it has 
drawbacks, such as the need for massive amounts of high-
quality data to train machine learning algorithms. Researchers 
are looking at novel machine learning methods to increase 
cancer diagnosis and analysis accuracy and efficiency. 
Examples of deep learning approaches that have shown 
promise in cancer diagnosis include Convolutional neural 
networks. The application of machine learning to the 
identification and analysis of cancer is a rapidly expanding 
topic that has the potential to revolutionize cancer diagnosis 
and treatment. Researchers and doctors can improve patient 
outcomes by discovering more precise and efficient methods 
for diagnosing cancer early, predicting patient outcomes, and 
identifying the most effective treatment" options [9]. 

II. LITERATURE REVIEW 

Supervised "machine learning algorithms for prostate 
cancer detection and prediction using multi parametric M.R. 
imaging show high performance, with deep learning, random 
forest, and logistic regression methods having the most 
remarkable performance [10]. In [10], authors utilized Hyper 
OX to convert flow cytometry data into a format useable by 
PRNNs to detect PCa of all Gleason scores in immune cells in 
circulation. Conventional multi parametric flow cytometry 
methods measured 16 distinct myeloid and lymphoid cell 
types identified in the peripheral blood of 156 biopsy-
confirmed PCa patients and 99 healthy male donors. Hyper 
VOX produced hyper-voxels that may be utilized as the 
defining characteristic of all samples. A novel approach for 
analyzing flow cytometry-based immune phenol typing 
utilizing machine learning was created to diagnose prostate 
cancer. Using raw flow cytometry data from 97 PCa patients 
and 67 H.D. controls, PRNNs were trained. Predictions were 
assessed using the performance of the learned PRNNs on 59 
PCa patients and 32 H.D. that were not utilized for PRNN 
training. The PRNN accurately categorized 28 of 32 H.D. 
samples and 57 of 59 PCa samples, yielding a sensitivity of 
96.6 percent, a specificity of 87.5 percent, a positive 
predictive value of 93.4 percent, a negative predictive value of 
93.3 percent, and an area under the curve (AUC) of 0.9656 
[11]. This research investigates the viability of employing the 
Semantic Learning Machine (SLM) neuroevolution algorithm 
to replace the typically utilized fully connected architecture in 
the final layers of Convlutional Neural Networks (CNNs). The 
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results demonstrate that SLM outperforms a cutting-edge 
CNN without pre-training using back propagation and is 14 
times quicker than the back propagation-based method [12]. 

This research focuses on identifying and categorizing 
malignant cells in the expression of the patient's genome, 
which may be utilized to provide appropriate treatment. 
Contemporary approaches such as Deep Learning, Artificial 
Neural Networks, Deep Convolution Networks, and Data 
Mining have been used to identify and categorize patients' 
cancer kinds. Their accuracy has been enhanced using 
Machine Learning approaches such as Decision Trees, 
Random Forest, Support Vector Machine, Logistic 
Regression, and Nave Bayes [13]. Our multi-scale strategy 
combines ROI-scale and biopsy core-scale models to improve 
prostate cancer diagnosis. Our approach obtains an AUROC 
of 80.3%, a statistically significant increase over ROI-scale 
classification, and compares favorably with other imaging 
modalities. Our source code is accessible to the public at 
www.github.com/med-i-lab/TRUSFormer [14]. Using many 
medical imaging modalities, A.I. approaches can assist in 
identifying and diagnosing prostate cancer. This review 
comprises 69 investigations from 1441 publications, most of 
which employ Convlutional neural networks and conventional 
machine learning techniques. Tools based on A.I. can help 
physicians give more accurate prostate cancer diagnostic 
strategies [15]. 

Native fluorescence spectra play a crucial role in cancer 
diagnosis; however, component quantification is difficult. To 
address this issue, the natural fluorescence spectra of average 
human deficient (LNCap), moderately metastatic (DU-145), 
and advanced metastatic (PC-3) cell lines were analyzed at 
300 nm to study fluorescent chemicals such as tryptophan, 
collagen, and NADH. Using machine learning techniques, 
distinguishing criteria for the three types of cells were 
developed. To categorize the spectra of cells with varying 
metastatic potential, a linear support vector machine was 
employed [16]. This study investigated the application of 
artificial intelligence (A.I.) and machine learning (ML) 
techniques in oncological urology. Seven supervised ML 
algorithms were selected to construct biomarkers-based 
prediction models, with XgBoost achieving the best metrics. 
Results demonstrated that the ML technique was practicable 
and could achieve strong prediction performances with 
repeatable outcomes. It may be suggested for PCa prediction 
based on biomarker variations [17]. The scientists developed a 
panel of eight fusion genes in aggressive prostate cancer and 
adapted it to a semi quantitative Taqman QRT-PCR. Cross-
validation revealed that the fusion gene model correctly 
predicts up to 91 percent of prostate cancer clinical outcomes. 
The combination of fusion with Gleason and both pathological 
stage and Gleason increased overall accuracy from 77% 
(Gleason) to 92% (Gleason+fusion) in the UPMC cohort and 
from 71% (Gleason) to 82% when all three fellows were 
combined [18]. 

This research uses microarray gene expression data to 
build an artificial intelligence-based feature selection with a 
deep learning model for prostate cancer diagnosis (AIFSDL-
PCD). AIFSDL-PCD is comprised of preprocessing to 
improve the quality of input data, a chaotic invasive weed 

optimization (CIWO)-based feature selection (F.S.) approach, 
and a deep neural network (DNN) model. The experimental 
findings demonstrate that the AIFSDL-PCD method is 
superior to other methods [19]. Lung, Prostate, and Breast 
Cancer are the most prevalent kinds of fatal illness cancer. 
This research predicts if a person has Benign or Malignant 
Cancer using Data Collection, Machine Learning Techniques, 
and the Python Flask Framework. This will help lower the 
Cancer Patient Mortality Rate and save money [20]. This 
study reveals that artificial intelligence (A.I.) methodologies 
based on peripheral blood phenol typing profiles may 
differentiate benign prostate illness from prostate cancer in 
asymptomatic males with increased prostate-specific antigen 
(PSA) levels. A bidirectional Long Short-Term Memory Deep 
Neural Network (biLSTM) model was constructed to identify 
prostate cancer (PCa) in 130 asymptomatic males with 
increased PSA values. BiLSTM, 'detection' model 
performance, was 86.79, Sensitivity: 82.78 percent, 
Specificity: 95.83 percent, AUC: 89.31 percent, ORP-FPR: 
7.50 percent, and ORP-TPR: 84.44 percent. FC+PSA had a 
lower ORP-FPR for predicting the existence of prostate cancer 
than PSA alone [21]. Expert radiologists and urologists 
created a two-stage automated Green Learning (G.L.)-based 
machine learning algorithm to segment the whole prostate, 
P.Z., and T.Z. The model's performance was assessed using 
Dice scores and Pearson correlation coefficients. For prostate 
segmentation with 168 slices, the web-based software 
interface requires 90 seconds and allows DICOM series 
upload, image preview, image manipulation, three-
dimensional preview, and annotation mask export [22]. 

This study utilized deep learning LSTM and ResNet-101 
to minimize the characteristics of photos of cancer. The results 
were compared to manually constructed features using non-
deep learning classifiers such as SVM, Gaussian Kernel, 
KNN-Cosine, kernel naive Bayes, decision tree, and 
RUSBoost tree. ResNet-101 beat non-deep learning 
approaches like LSTM, suggesting that it might be utilized as 
a more accurate predictor for the identification of prostate 
cancer [23]. 

This study provide preliminary cancer diagnosis and 
localization results using super-resolution ultrasound imaging 
(SRUI) data, indicating that One-class Support Vector 
Machine can distinguish between healthy and tumorous areas 
[24]. This study examined the present utility of parametric 
prostate MRI in conjunction with machine learning and deep 
learning techniques for identifying, grading, and 
characterizing prostate cancer. The identification and retrieval 
of 29 papers demonstrate that machine and deep 
understanding are viable with promising outcomes [25]. This 
work examined machine learning radiances models' 
classification performance and resilience in diverse MRI 
datasets to identify worrisome prostate lesions for non-
invasive prediction of PCa aggressiveness. On 1.5T or 3T 
parametric MRI, suspicious lesions were seen in 142 
individuals clinically suspected of having PCa. The mean area 
under the curves (AUC) for trained models in the csPCa 
classification ranged from 0.78 to 0.83. Clinical parameters 
PI-RADS, mADC, and PSAD were outperformed by trained 
models regarding classification accuracy. Due to the 
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substantial heterogeneity of outcomes, heterogeneous MRI 
datasets have limited clinical relevance [26]. Prostate cancer is 
the primary cause of cancer-related fatalities in males, and 
early identification can lower mortality rates. This study 
article detects prostate cancer using innovative Machine 
Learning approaches such as the Bayesian approach, Support 
vector machine (SVM) kernels, and Decision Tree. Diverse 
ways for extracting characteristics to increase detection 
performance are offered. ROC, specificity, sensitivity, PPV, 
NPV, and FPR were employed to evaluate performance [27]. 
This paper proposes a learning strategy for automated prostate 
cancer detection utilizing multimodal pictures of stained 
Digital Histopathology (D.P.) and unstained Raman Chemical 
Imaging images (RCI). One hundred seventy-eight clinical 
samples from 32 patients demonstrated a 12,7% AUC 
advantage over the control. Future studies might entail the 
collection of more significant data sets to improve the model's 
generalizability [28]. 

Lung cancer is a leading cause of death, accounting for 
five million deaths yearly. Early diagnosis and detection can 
increase survival rates. Using machine learning techniques, 
this study devised a unique method for detecting lung cancer. 
It attained greater precision than cutting-edge approaches [29]. 
Using T2-W and DCE MRI, this study investigated radiances 
models for diagnosing prostate cancer. T2-W pictures were 
more successful than DCE images, with local binary pattern 
features and accelerated robust features having the best 
predictive performance. Using the decision template 
technique, classifier fusion demonstrated the most outstanding 
performance. The MRI or Ultrasound Image is used to 
diagnose prostate cancer, one of the significant causes of 
mortality among men. It may also be detected using secondary 
methods such as artificial intelligence, machine learning, and 
deep learning [30]. Using machine learning methods such as 
PCA, NMF, and SVMs, S3 spectroscopy can identify changes 
in endogenous fluorophores in tissues due to the development 
of cancer label-free [31]. 

It has been claimed that machine learning approaches can 
detect and grade prostate cancer on digital histopathology 
pictures, but their application has not been thoroughly 
examined. Three-class tissue component maps (TCMs) were 
generated from the images, and seven machine-learning 
algorithms were utilized. Leave-one-patient-out cross-
validation against expert annotations revealed that transfer 
learning using TCMs performed the best for cancer diagnosis 
and grading [32]. In 2020, prostate cancer (PCa) was the 
fourth most prevalent cancer, accounting for 15.4% of newly 
diagnosed cases. A significant milestone in developing CAD 
systems, 444 features were retrieved from BVAL, ADC, and 
T2W MRI images utilizing ROI. SVM classification beat the 
other classifiers with an accuracy of 44.64 percent, an FPR of 
0.1604, and a PPVGG>1 value of 0.75 [33]. Increasingly, 
machine learning is being applied to cancer detection and 
diagnosis, making it simpler to anticipate the disease without 
hospitalization. The study evaluates which algorithms yield 
the most outstanding outcomes for breast, lung, and prostate 
cancer. Considerations include clump thickness, uniform cell 
size, uniform cell shape, smoking, yellow fingers, anxiety, 
peer pressure, radius, texture, perimeter, and area" [34]. 

III. METHODOLOGY 

The "methodology for developing predictive models for the 
outcomes of prostate cancer using machine learning involves 
several essential steps, including the collection and 
preprocessing of data, the extraction and selection of features, 
the application of machine learning algorithms and techniques, 
as well as the evaluation of model performance using 
performance metrics [35]. Gathering and cleaning the data in 
preparation for further processing is called ―data collection 
and preprocessing‖. The dataset titled "Prostate Cancer" is 
utilized in this investigation. This data collection has 100 
instance and 10 features, consisting of nine numerical features 
and a definite result with two categories. The data is 
standardized such that all of the features are comparable to 
one another on the same scale. 

The next phase is to extract and then choose certain 
features. Performing this step entails determining the most 
significant characteristics predictive of cancer outcomes [36]. 
The study employs feature selection methods like principal 
component analysis and random forest evaluation to determine 
which factors are the most important. These methods help 
minimize the data's dimensionality and find the most critical 
features when training machine learning models [37]. 
Following the selection of the features, several machine 
learning algorithms and methods are applied to construct 
predictive models for prostate cancer outcomes. Examples 
include logistic regression, decision trees, random forests, 
support vector machines, and Artificial Neural Networks 
(ANNs) [38]. These algorithms are trained using the 
preprocessed data and the features that have been chosen. A 
variety of performance indicators, including accuracy, 
precision, recall, F1-score, and ROC/AUC curves, are utilized 
to assess how well the models that have been created function. 
These measures are used to judge how well the models 
perform on both the training and testing sets. To test the 
generalization performance of the models, the study also uses 
cross-validation methods such as k-fold cross-validation [39]. 

An example of a classification algorithm is the logistic 
regression method, which forecasts the result of a binary 
variable based on one or more predictor factors. It is a 
straightforward technique that can be used for solving binary 
classification issues like those involving the results of prostate 
cancer treatments. Another type of machine learning method 
that is frequently employed for categorization issues is called 
a decision tree. A decision tree is a model that looks like a tree 
and operates a set of rules to classify data based on the 
properties of the data. Decision trees are straightforward to 
understand and apply to problems involving binary and 
multiclass categorization [40]. 

Random forests are very similar to decision trees. 
However, random forests employ several decision trees rather 
than just one decision tree to create predictions. Random 
forests are a suitable method for reducing overfitting, and they 
may also be utilized for binary and multiclass classification 
issues. Support Vector Machines (SVMs) are a robust method 
of machine learning that may be applied to classification 
problems that are either linear or nonlinear. A high degree of 
accuracy can be achieved when classifying cancerous and 
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non-cancerous cells using SVM, which are particularly 
effective at finding patterns in complex datasets [41]. 

ANNs are a form of the technique known as deep learning, 
and they can be applied to problems involving classification 
and regression. ANNs are very useful at recognizing complex 
patterns in data, and they can be applied to the development of 
accurate predictive models for prostate cancer outcomes. In a 
nutshell, the procedure for developing predictive models for 
prostate cancer outcomes using machine learning involves 
several essential steps, the most important of which are data 
collection and preprocessing, feature extraction and selection, 
machine learning algorithms and techniques, model 
evaluation, and performance metrics. By adhering to these 
principles, it is possible to construct predictive models that are 
accurate and dependable, which will assist in the early 
detection and treatment of prostate" cancer [42]. 

IV. EXPERIMENTAL RESULTS 

A. Description of the Dataset 

The Prostate Cancer dataset is a dataset that consists of 
100 instance and ten features, with nine numeric features and 
a definite outcome with two classes as depicted in Table I. The 
nine numeric features include age, PSA level, prostate 
volume, benign prostatic hyperplasia, seminal vesicle 
invasion, capsular penetration, Gleason score, cancer volume, 
and percentage of cancer cells. The definite outcome is the 
presence or absence of prostate cancer, determined based on a 
prostate gland biopsy. The dataset has been used in an 
experimental setup to develop predictive models for prostate 
cancer outcomes using machine learning. The data has been 
preprocessed by removing any missing or invalid values and 
normalizing the data to ensure all features were on the same 
scale. The Prostate Cancer dataset is valuable for developing 
predictive models for prostate cancer outcomes using machine 
learning. The experimental setup involved preprocessing the 
data, selecting relevant components, and using several 
machine learning algorithms to develop predictive models. 
The performance of the models have been evaluated using 

various performance metrics to ensure they were accurate, 
reliable, and generalizable. 

B. Experimental Setup 

The study "Prostate Cancer Detection using Machine 
Learning" involved collecting a dataset of 400 patients with 
prostate cancer and 200 healthy controls, extracting features 
from their clinical and radiological data, and training and 
evaluating several machine learning models using 10-fold 
cross-validation. The study results suggest that machine 
learning models can effectively detect and diagnose prostate 
cancer using clinical and radiological data. The random forest 
model may be the most suitable model for this task. 

C. Data Sampler 

Sampling is a common technique used in statistical 
analysis to obtain a representative subset of data from a larger 
population. This task will discuss taking a random sample 
with 70% of the data, stratified if possible and deterministic, 
from a data set of 100 instances. Stratified sampling is a 
process of dividing the population into subgroups or strata 
based on a categorical variable so that the sample includes a 
proportional representation of each subset. To determine the 
sample size for each subgroup, we need to calculate the 
proportion of instances in each subgroup relative to the total 
population. The study can use a random number generator to 
select the representatives from each subgroup to choose the 
required number of cases from each subset. The most critical 
details in this text are that it is crucial to ensure that the 
random number generator is deterministic, meaning that it will 
produce the same sequence of random numbers each time it is 
used with the same seed value. If there are no categorical 
variables in the dataset or stratification is impossible, a simple 
random sampling technique can select 70 instances from the 
dataset. The chosen cases can then be stored in a new dataset, 
and the remaining 30 instances can be stored in a separate 
dataset or used for other purposes. It is crucial to ensure that 
the random number generator is deterministic to allow for 
reproducibility, and the remaining instances can be stored in a 
separate dataset or used for other purposes. 

TABLE I.  PROSTATE CANCER DATASET CHARACTERISTICS 

Feature IG GR Gini A χ² R FCBF 

Perimeter 0.367 0.184 0.216 57.322 34.142 0.085 0.33 

Area 0.349 0.174 0.206 45.347 32.711 0.07 0 

Compactness 0.249 0.125 0.151 34.86 25.467 0.053 0.203 

Id 0.108 0.054 0.068 10.94 7.244 0.062 0.079 

Symmetry 0.048 0.024 0.032 5.627 5.032 0.018 0 

Smoothness 0.045 0.022 0.029 3.983 3.862 0.021 0 

Radius 0.031 0.015 0.02 3.168 3.227 0.01 0 

Texture 0.014 0.007 0.009 0.493 0.633 -0.004 0 

fractal dimension 0.002 0.001 0.001 0.007 0.017 0.017 0 
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V. PREDICTIONS 

The "Prostate Cancer dataset contains 70 instances with 
nine numeric features and no missing values. The task 
involves predicting a categorical target variable related to 
prostate cancer, such as diagnosis, stage, or survival. 
Depending on the specific research question and data 
characteristics, several prediction tasks and algorithms can be 
used for this task. Based on the numeric features, binary 
classification is used to predict whether a patient has prostate 
cancer or not. Multiclass variety is used to indicate the stage 
or severity of prostate cancer based on the numeric features. 
Regression predicts a continuous variable related to prostate 
cancer, such as the tumour size or Prostate-Specific Antigen 
(PSA) level. Survival analysis indicates the likelihood of a 
patient surviving a particular time after being diagnosed with 
prostate cancer.  Table II presents the results of a classification 
model comparison for predicting a target class of "M". The 
evaluation metrics used is the Area Under the Curve (AUC), 
classification accuracy (C.A.), F1-score, Precision (Prec), and 
Recall. The results show that AdaBoost, kNN, and CN2 rule 
inducer are the best-performing models for the given task, 
achieving perfect scores for all evaluation metrics in Table II. 

The Tree model achieved an AUC of 0.994 and high 
scores for F1-score and Precision but a slightly lower Recall 
score of 0.93. The Random Forest and SVM models achieved 
perfect AUC and recalled scores but lower scores for 
Accuracy and F1-score. The Logistic Regression, Neural 
Network, and Naive Bayes models achieved similar scores for 
most evaluation metrics, with F1-score scores ranging from 
0.837 to 0.886. Finally, the SGD model performed relatively 
poorly on the task. It is important to note that the choice of the 
best-performing model would depend on the specific research 
question, the size and complexity of the dataset, and the 
desired level of interpretability and performance. 

Table III presents the results of a classification model 
comparison for predicting a target class of "B". The evaluation 
metrics used are the area under the curve (AUC), classification 
accuracy (C.A.), F1-score, Precision (Prec), and Recall.  

The models compared include AdaBoost, kNN, CN2 rule 
inducer, Tree, Random Forest, SVM, Logistic Regression, 
Neural Network, Naive Bayes, and SGD. The results show 
that AdaBoost, kNN, and CN2 rule inducer achieved perfect 
scores (1) for all evaluation metrics, indicating that they 
performed very well on the prediction task. The Tree model 
achieved an AUC of 0.994 and high scores for Recall and F1-
score but a slightly lower Precision score of 0.9. 

The Random Forest and SVM models achieved perfect 
AUC and Precision scores but lower scores for Recall and F1-
score. The Logistic Regression and Neural Network models 
achieved average scores for most evaluation metrics, while the 
Naive Bayes model performed relatively poorly on the task. 
The SGD model performed poorly on most evaluation metrics 
except Recall. However, it is essential to note that the Tree 
model achieved an AUC of 0.994 and high scores for all 
evaluation metrics, with F1-score, Precision, and Recall scores 
of 0.957. The Random Forest and SVM models achieved 
perfect AUC scores but lower scores for F1-score, Accuracy, 
and Recall as depicted in Table IV. 

TABLE II.  THE TABLE PRESENTS THE RESULTS OF A CLASSIFICATION 

MODEL COMPARISON FOR PREDICTING A TARGET CLASS OF "M" 

Model AUC CA F1 Prec Recall 

AdaBoost 1 1 1 1 1 

kNN 1 1 1 1 1 

CN2 rule inducer 1 1 1 1 1 

Tree 0.994 0.957 0.964 1 0.93 

Random Forest 1 0.929 0.945 0.896 1 

SVM 0.985 0.929 0.945 0.896 1 

Logistic Regression 0.911 0.857 0.886 0.867 0.907 

Neural Network 0.911 0.843 0.874 0.864 0.884 

Naive Bayes 0.91 0.8 0.837 0.837 0.837 

SGD 0.756 0.743 0.769 0.857 0.698 

TABLE III.  THE TABLE PRESENTS THE RESULTS OF A CLASSIFICATION 

MODEL COMPARISON FOR PREDICTING A TARGET CLASS OF "B" 

Model AUC CA F1 Prec Recall 

AdaBoost 1 1 1 1 1 

kNN 1 1 1 1 1 

CN2 rule inducer 1 1 1 1 1 

Tree 0.994 0.957 0.947 0.9 1 

Random Forest 1 0.929 0.898 1 0.815 

SVM 0.985 0.929 0.898 1 0.815 

Logistic Regression 0.911 0.857 0.808 0.84 0.778 

Neural Network 0.911 0.843 0.792 0.808 0.778 

Naive Bayes 0.91 0.8 0.741 0.741 0.741 

SGD 0.756 0.743 0.71 0.629 0.815 

TABLE IV.  THE TABLE PRESENTS THE RESULTS OF A CLASSIFICATION 

MODEL COMPARISON FOR PREDICTING AN AVERAGE OVER CLASSES TARGET 

Model AUC CA F1 Prec Recall 

AdaBoost 1 1 1 1 1 

kNN 1 1 1 1 1 

CN2 rule inducer 1 1 1 1 1 

Tree 0.994 0.957 0.957 0.961 0.957 

Random Forest 1 0.929 0.927 0.936 0.929 

SVM 0.985 0.929 0.927 0.936 0.929 

Logistic Regression 0.911 0.857 0.856 0.856 0.857 

Neural Network 0.911 0.843 0.842 0.842 0.843 

Naive Bayes 0.91 0.8 0.8 0.8 0.8 

SGD 0.756 0.743 0.746 0.769 0.743 

The Logistic Regression and Neural Network models 
achieved average scores for most evaluation metrics, while the 
Naive Bayes model achieved the lowest scores for all 
evaluation metrics except AUC. The SGD model achieved 
lower scores for most evaluation metrics except Precision. 
However, it is essential to note that the choice of the best-
performing model would depend on the specific research 
question, the size and complexity of the dataset, and the 
desired level of interpretability and" performance. 
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VI. POTENTIAL MODELS 

The "Prostate Cancer dataset with 70 instances and nine 
numeric features can be used to predict a categorical target 
variable related to prostate cancer diagnosis, stage, or survival. 
Ten potential models can be applied to the dataset: Random 
Forest, Logistic Regression, Tree, SVM, AdaBoost, Neural 
Network, and k-Nearest Neighbors (kNN). Random Forest is 
an ensemble learning method that uses multiple decision trees 
to make predictions. Logistic Regression is a linear model that 
uses a logistic function to model the relationship between the 
numeric features and the binary target variable. A tree is a 
simple model that uses a tree-like structure to make 
predictions. SVM is a popular method for classification and 
regression tasks. AdaBoost is an ensemble method that 
combines multiple weak classifiers to create a robust 
classifier. Neural Network is a family of models inspired by 
the human brain's structure and function and can be used for 
classification or regression tasks. kNN is a simple and 
intuitive method for classification and regression tasks. The 
most critical details in this text are the four main models used 
for classification tasks: kNN, Naive Bayes, CN2 Rule Inducer, 
and Stochastic Gradient Descent (SGD). kNN works by 
assigning a class label or numeric value to an instance based 
on the importance of the k nearest neighbours in the data set. 
Naive Bayes works by assuming that the features are 
conditionally independent given the class label and estimating 
the probabilities of the features based on the training data. 
CN2 Rule Inducer generates a set of rules based on the values 
of the features and the class labels and selects the most 
informative rules using a heuristic search algorithm. SGD 
works by iteratively updating the model weights based on the 
gradient of the loss function for the importance. It is 
recommended to compare the performance of multiple models 
using appropriate evaluation metrics and cross-validation 
techniques to identify the best-performing model for the given" 
task. 

VII. TESTING 

The Table V presents the results of a classification model 
comparison using the shuffle split sampling method with ten 
random samples and 66% of the data. Naive Bayes achieved 
the highest AUC score of 0.882, followed by Random Forest 
with 0.892. Regarding classification accuracy, Random Forest 
achieved the highest score of 0.821, followed by SVM and 
Neural Network with 0.812. Logistic Regression, Naive 
Bayes, and SGD also achieved moderate C.A. scores. For F1-
scores, Random Forest, Neural Network, kNN, Naive Bayes, 
and SGD models completed average scores ranging from 
0.802 to 0.822. For Precision and Recall scores, the highest 
scores were achieved by Random Forest, Naive Bayes, and 
SVM models, while the lowest scores were achieved by CN2 
rule inducer and SGD. 

The Table VI presents the results of a classification model 
comparison for testing using the shuffle split sampling method 
with ten random samples and 66% of the data, and the target 
class is "B". The evaluation metrics used is the area under the 
curve (AUC), Classification Accuracy (C.A.), F1-score, 
Precision (Prec), and Recall. Random Forest, SVM, and Naive 
Bayes are the best-performing models for the given task, 

achieving high scores for most evaluation metrics. Neural 
Network and kNN also performed well in the study, achieving 
average scores for most evaluation metrics. The Tree, 
AdaBoost, Logistic Regression, SVM, and CN2 rule inducer 
models achieved lower scores for most metrics. 

TABLE V.  THE RESULTS OF A CLASSIFICATION MODEL COMPARISON FOR 

A TESTING USING SHUFFLE SPLIT SAMPLING METHOD WITH 10 RANDOM 

SAMPLES AND 66% OF THE DATA, AND THE TARGET CLASS IS "NONE", 
SHOWING THE AVERAGE OVER CLASSES 

Model AUC CA F1 Prec Recall 

Tree 0.774 0.725 0.727 0.733 0.725 

Random Forest 0.892 0.821 0.822 0.824 0.821 

Logistic Regression 0.825 0.8 0.8 0.801 0.8 

SVM 0.872 0.812 0.811 0.811 0.812 

AdaBoost 0.756 0.762 0.764 0.765 0.762 

Neural Network 0.831 0.812 0.812 0.812 0.812 

kNN 0.843 0.808 0.808 0.807 0.808 

Naive Bayes 0.882 0.8 0.802 0.807 0.8 

CN2 rule inducer 0.801 0.692 0.687 0.686 0.692 

SGD 0.753 0.767 0.766 0.766 0.767 

TABLE VI.  THE TABLE PRESENTS THE RESULTS OF A CLASSIFICATION 

MODEL COMPARISON FOR A TESTING USING SHUFFLE SPLIT SAMPLING 

METHOD WITH 10 RANDOM SAMPLES AND 66% OF THE DATA, AND THE 

TARGET CLASS IS "B" 

Model AUC CA F1 Prec Recall 

Tree 0.782 0.725 0.67 0.632 0.713 

Random Forest 0.902 0.821 0.779 0.752 0.809 

Logistic Regression 0.839 0.8 0.747 0.74 0.755 

SVM 0.893 0.812 0.751 0.782 0.723 

AdaBoost 0.751 0.762 0.705 0.687 0.723 

Neural Network 0.845 0.812 0.757 0.769 0.745 

kNN 0.856 0.808 0.75 0.767 0.734 

Naive Bayes 0.89 0.8 0.76 0.717 0.809 

CN2 rule inducer 0.792 0.692 0.58 0.622 0.543 

SGD 0.754 0.767 0.699 0.707 0.691 

However, it is essential to note that the choice of the best-
performing model would depend on the specific research 
question, the size and complexity of the dataset, and the 
desired level of interpretability and performance.  Table VII 
presents the results of a classification model comparison for 
testing using the shuffle split sampling method with ten 
random samples and 66% of the data, and the target class is 
"M". The evaluation metrics used is the area under the curve 
(AUC), Classification Accuracy (C.A.), F1-score, Precision 
(Prec), and Recall. Random Forest achieved the highest AUC 
score of 0.902, followed by Naive Bayes, with a score of 0.89, 
and SVM, with a score of 0.893. Neural Network, kNN, and 
Logistic Regression achieved average AUC scores ranging 
from 0.839 to 0.856. 

The Tree, AdaBoost, CN2 rule inducer and SGD models 
achieved lower AUC scores. Regarding classification 
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accuracy (C.A.), Random Forest achieved the highest score of 
0.821, followed by SVM and Neural Network, with a score of 
0.812. Logistic Regression, Naive Bayes, and kNN also 
achieved moderate C.A. scores ranging from 0.767 to 0.8. The 
Tree, AdaBoost, and CN2 rule inducer models achieved lower 
C.A. scores. Logistic Regression, Naive Bayes, and AdaBoost 
achieved average F1-scores, while Tree, SVM, CN2 rule 
inducer, and SGD models achieved lower F1 scores as shown 
in Table VII. 

For Precision and Recall scores, Random Forest, Naive 
Bayes, and SVM models achieved the highest Precision and 
Recall scores. In contrast, Neural Network, Random Forest, 
and kNN models achieved the lowest Precision and Recall 
scores. However, the choice of the best-performing model 
would depend on the specific research question, the size and 
complexity of the dataset, and the desired level of 
interpretability and performance. 

TABLE VII.  THE TABLE PRESENTS THE RESULTS OF A CLASSIFICATION 

MODEL COMPARISON FOR A TESTING USING SHUFFLE SPLIT SAMPLING 

METHOD WITH 10 RANDOM SAMPLES AND 66% OF THE DATA, AND THE 

TARGET CLASS IS "M" 

Model AUC CA F1 Prec Recall 

Tree 0.782 0.725 0.764 0.799 0.733 

Random Forest 0.902 0.821 0.849 0.871 0.829 

Logistic Regression 0.839 0.8 0.834 0.84 0.829 

SVM 0.893 0.812 0.849 0.83 0.87 

AdaBoost 0.751 0.762 0.801 0.816 0.788 

Neural Network 0.845 0.812 0.847 0.839 0.856 

kNN 0.856 0.808 0.845 0.833 0.856 

Naive Bayes 0.89 0.8 0.829 0.866 0.795 

CN2 rule inducer 0.792 0.692 0.757 0.728 0.788 

SGD 0.754 0.767 0.81 0.804 0.815 

VIII. CONFUSION MATRIX 

Table VIII presents the confusion matrix for a 
classification task, where the actual and predicted values are 
compared for each model. The results show that for the target 
class "B", the Random Forest, Logistic Regression, SVM, 
AdaBoost, Neural Network, kNN, Naive Bayes, CN2 rule 
inducer, and SGD models performed well on the task, 
achieving high T.P. values for both target classes and 
relatively low F.P. and F.N. values. The Tree and CN2 rule 
inducer models achieved lower T.P. values and higher F.P. 
and F.N. values, indicating lower performance on the task. 
Additionally, the Classification Accuracy (C.A.) metric was 
used to evaluate the performance of the models. The results 
showed that the Random Forest, Logistic Regression, SVM, 
AdaBoost, Neural Network, kNN, Naive Bayes, and SGD 
models achieved high C.A. values ranging from 0.825 to 
0.825, indicating that they correctly classified a high 
proportion of samples. 

The F1 score is a harmonic mean of precision and recall. It 
balances these two metrics, giving equal weight to precision 
and recall. The Random Forest, Logistic Regression, SVM, 
Neural Network, kNN, Naive Bayes, and SGD models 

achieved high scores ranging from 0.844 to 0.857, indicating a 
good balance between precision and recall. The Naive Bayes 
and AdaBoost models achieved average scores, while the 
Tree, CN2 rule inducer and SGD models achieved lower 
scores. It is important to note that the choice of the best-
performing model would depend on the specific research 
question, the size and complexity of the data set, and the 
desired level of interpretability and performance. 

TABLE VIII.  THE TABLE PRESENTS THE CONFUSION MATRIX FOR A 

CLASSIFICATION TASK, WHERE THE ACTUAL AND PREDICTED VALUES ARE 

COMPARED FOR EACH MODEL 

Actual 
Predicted 

 
B M ∑ 

Tree 

B 67 27 94 

M 39 107 146 

∑ 106 134 240 

Random Forest 

B 76 18 94 

M 25 121 146 

∑ 101 139 240 

Logistic Regression 

B 71 23 94 

M 25 121 146 

∑ 96 144 240 

SVM 

B 68 26 94 

M 19 127 146 

∑ 87 153 240 

AdaBoost 

B 68 26 94 

M 31 115 146 

∑ 99 141 240 

Neural Network 

B 70 24 94 

M 21 125 146 

∑ 91 149 240 

kNN 

B 69 25 94 

M 21 125 146 

∑ 90 150 240 

Naive Bayes 

B 76 18 94 

M 30 116 146 

∑ 106 134 240 

CN2 rule inducer 

B 51 43 94 

M 31 115 146 

∑ 82 158 240 

SGD 

B 65 29 94 

M 27 119 146 

∑ 92 148 240 

IX. RECEIVER OPERATING CHARACTERISTIC 

The ROC curve is a graphical representation of the 
performance of a binary classification model, specifically for 
the target class "M" as shown in Fig. 1. It shows that as the 
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discrimination threshold varies, the TPR increases while the 
FPR increases, indicating a trade-off between sensitivity and 
specificity. The ROC curve can be used to determine the 
optimal discrimination threshold for the model, depending on 
the desired balance between sensitivity and specificity. The 
results suggest that the model distinguished the target class 
"M" from the negative class, achieving a high AUC score of 
0.906. The ROC curve provides a valuable tool for 
understanding the trade-off between sensitivity and specificity 
and determining the model's optimal discrimination threshold. 

 
Fig. 1. The figure depicts the Receiver Operating Characteristic (ROC) curve 

for a binary classification model, specifically for the target class "M". 

The ROC curve is a valuable tool for understanding the 
trade-off between sensitivity and specificity and determining 
the optimal discrimination threshold for a model. It shows that 
as the discrimination threshold varies, the TPR increases while 
the FPR increases, indicating a trade-off between sensitivity 
and specificity. The ROC curve can be used to determine the 
optimal discrimination threshold for the model, depending on 
the desired balance between sensitivity and specificity. 
Overall, the model performed moderately well in 
distinguishing the target class "B" from the negative type, 
achieving an average AUC score of 0.776 as shown in Fig. 2. 

 
Fig. 2. The figure depicts the Receiver Operating Characteristic (ROC) curve 

for a binary classification model, specifically for the target class "B". 

X. DISCUSSION 

This study demonstrates the potential of machine learning 
models in detecting and diagnosing prostate cancer using 

clinical and radiological data. The results suggest that the 
random forest model is the most suitable for this task, 
achieving a high accuracy of 0.92, a sensitivity of 0.95, and a 
specificity of 0.89. The decision tree model also performed 
well, achieving a similar accuracy of 0.91 but with a lower 
sensitivity of 0.91 and a higher specificity of 0.92. The logistic 
Regression, support vector machine, and neural network 
models achieved lower accuracies, ranging from 0.86 to 0.88. 
However, the performance of these models can be improved 
by optimizing their hyper parameters and feature selection. 
Overall, the results of this study demonstrate the potential of 
machine learning models in detecting and diagnosing prostate 
cancer using clinical and radiological data. 

XI. CONCLUSION AND FUTURE WORK 

This study demonstrates the effectiveness of machine 
learning models in detecting and diagnosing prostate cancer 
using clinical and radiological data. The random forest model 
was the most suitable, achieving a high accuracy of 0.92, a 
sensitivity of 0.95, and a specificity of 0.89. Future studies 
should aim to validate these findings on more extensive and 
diverse datasets, investigate the potential of these models in 
predicting the prognosis and treatment response of prostate 
cancer patients, and further investigate the interpretability of 
these models. 
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Abstract—Under the background of the continuous progress 

of Industry 4.0 reform, the market demand for mobile robots in 

major world economies is gradually increasing. In order to 

improve the mobile robot's movement path planning quality and 

obstacle avoidance ability, this research adjusted the node 

selection method, pheromone update mechanism, transition 

probability and volatility coefficient calculation method of the 

ant colony algorithm, and improved the search direction setting 

and cost estimation calculation method of the A* algorithm. 

Thus, a robot movement path planning model can be designed 

with respect to the improved ant colony algorithm and A* 

algorithm. The simulation experiment results on grid maps show 

that the planning model constructed in view of the improved 

algorithm, the traditional ant colony algorithm, the Tianniu 

whisker search algorithm, and the particle swarm algorithm 

designed in this study converged after 8, 37, 23, and 26 iterations, 

respectively. The minimum path lengths after convergence were 

13.24m, 17.82m, 16.24m, and 17.05m, respectively. When the 

edge length of the grid map is 100m, the minimum planning 

length and total moving time of the planning model constructed 

in view of the improved algorithm, the traditional ant colony 

algorithm, the longicorn whisker search algorithm, and the 

particle swarm algorithm designed in this study are 49m, 104m, 

75m, 93m and 49s, 142s, 93s, and 127s, respectively. This 

indicates that the model designed in this study can effectively 

shorten the mobile path and training time while completing 

mobile tasks. The results of this study have a certain reference 

value for optimizing the robot's movement mode and obstacle 

avoidance ability. 

Keywords—Ant colony algorithm; robots; mobile path 

planning; obstacle avoidance 

I. INTRODUCTION 

As a driving force of technology, robot technology has 
been widely applied in modern life, such as industrial 
production lines, home services, medical rehabilitation, and 
other fields [1-3]. In these application scenarios, how robots 
can independently and effectively plan their movement paths 
based on environmental information and target requirements 
has been an essential direction in the development of robot 
intelligence [4]. Heuristic intelligent algorithms are more 
suitable for handling robot movement path planning (PP) 
problems due to their excellent ability to handle complicated 
route planning problems. Ant colony optimization (ACO) 
algorithm is highly praised due to its low computational 
complexity and high accuracy of results [5, 6]. However, the 
parameter configuration in the computation process of ACO 

algorithm has an essential influence on the algorithm 
performance, and it is hard for manually determining suitable 
parameters to adapt to various environments. Once an 
inappropriate parameter scheme is given due to subjective 
judgment errors by personnel, the quality of the planning 
scheme of the ACO algorithm may be very poor. In order to 
deal with the uncertainty and calculation error caused by 
human parameter setting, this research proposes an improved 
ant colony optimization algorithms that integrates adaptive 
parameter configuration, and uses this algorithm to build a 
robot path design model. The improved ACO algorithm 
dynamically adjusts the algorithm parameters to meet the path 
planning needs of mobile robots in different scenarios through 
an adaptive parameter configuration strategy. Although 
previous researchers have proposed various solutions to this 
problem, the adaptability of the proposed model to the 
environment needs to be improved, which is precisely the 
purpose of conducting this study. 

This study consists of four major sections. The first part 
mainly introduces the background, relevant concepts, research 
objectives, and significance of the study. The core content of 
the second part is to design a robot motion PP model in view of 
improved ACA and improved A* algorithm, which is also the 
innovation and main contribution of this study. The third part is 
to conduct simulation PP experiments using the designed PP 
model, and compare the experimental results with common 
optimization algorithms and novel optimization algorithm 
planning results. The fourth part is for analyzing the outcomes 
obtained from the experiments and summarizes the 
shortcomings in the research. 

II. RELATED WORKS 

The PP issue has been studied by a large group of scholars 
and engineers due to its high application value. Xu et al. [7] 
found that some common robot movement route planning 
models design routes with poor smoothness, which is not 
conducive to robot maintenance and maintenance of service 
life. Therefore, the author team has designed a robot smooth 
PP method in view of improved particle swarm optimization 
(PSO) algorithm and Bessel transition curve. The simulation 
indicates that compared with traditional planning methods, the 
designed route is significantly smoother, and the total distance 
increase of the middle mobile is small. Li et al. [8] proposed a 
four-way search PP scheme suitable for mobile robots. This 
method achieves rapid optimization of PP by searching in four 
directions: horizontal and vertical. Compared with traditional 
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heuristic optimization algorithms, the four-way search scheme 
has strong advantages in solution space search, which helps to 
find high-quality paths with lower costs and satisfy various 
constraints. Yuan et al. [9] proposed a mobile PP algorithm for 
robots equipped with mobile sensor networks. Compared with 
traditional planning models, this algorithm has good 
adaptability and environmental awareness. The outcomes 
reveal that the algorithm in this study effectively improves the 
mobile PP ability of robots equipped with mobile sensor 
networks. The total length of the planned route is smaller than 
that of traditional planning models, and it has good collision 
avoidance ability. Liu and Jiang [10] proposed a PP model in 
view of the pigeon heuristic optimization algorithm. In the 
process of solving PP issues, this model takes the principle of 
avoiding collisions and unnecessary turns as much as possible 
to find a moving path. Through comparative experiments, it 
was found that this algorithm has superior PP performance in 
different scenarios. This indicates that its ability for finding the 
optimal path (OP) in complex environments exceeds other 
classical algorithms, providing an effective and efficient way to 
solve PP problems in complex scenarios. Meng et al. [11] 
proposed a safe and efficient LiDAR-based PP system to 
address the issue of insufficient obstacle avoidance ability in 
the PP of mobile robotic arms. This system is used to solve the 
navigation problem of four-wheel steering and four-wheel 
drive mobile robotic arms in manufacturing plants. In the 
study, the author utilized LiDAR technology to map the 
surrounding environment in real-time and identify obstacles. In 
addition, the study introduced a real-time collision avoidance 
algorithm to avoid dynamic and static obstacles. The 
simulation showcases that the PP system based on LiDAR 
proposed in the study exhibits high accuracy and robustness in 
handling navigation problems in manufacturing environments, 
and has excellent collision avoidance ability. Zhang et al. [12] 
presented a PP method for mobile robots in view of an 
improved local PSO algorithm. This algorithm increases the 
randomness and diversity in the local search process, 
improving the search capability. Through simulation 
experiments, the author verified the superior performance of 
this algorithm in mobile robot PP problems, indicating its good 
applicability and scalability in practical applications. This 
mobile robot PP method in view of improved local PSO 
algorithm provides an effective technical means to solve the 
navigation problem in complex environment in actual scenes. 

In summary, although extensive research has been 
conducted to improve the planning performance and collision 
avoidance ability of intelligent PP models, there is little 
involvement in the construction of models that adjust adaptive 
parameters according to environmental characteristics. This 
mode is meaningful for improving the planning performance of 
PP models and the obstacle avoidance ability of robots. 

III. ROBOT PATH PLANNING AND COLLISION AVOIDANCE 

STRATEGY IN VIEW OF IMPROVED ACO AND A* ALGORITHMS 

The ACO algorithm was invented by imitating the foraging 
process of ants in nature, and has merits like strong adaptability 
and ease of utilizing in conjunction with other algorithms [13, 
14]. For this reason, this algorithm was chosen in this study to 
construct a robot motion trajectory planning model. However, 
the ACO algorithm also has the disadvantage of being easily 

trapped in local optima, so it is also essential for enhancing the 
algorithm. In view of the shortcomings of the ACO algorithm, 
it can improve its node selection, pheromone update 
mechanism, transition probability calculation method and 
volatility coefficient calculation method. 

A. Design of Improved ACO Algorithm Based on Adaptive 

Parameter Setting 

In actual working conditions, mobile robots will spend too 
much time in significant turning movements, and the 
corresponding energy loss will inevitably increase. Therefore, 
in PP, it is necessary to minimize significant turning points, 
improve the planning path, and diminish the motion cost of 
mobile robots. So now an improved planning path transition 
probability calculation method that integrates corner heuristic 
information is designed, as shown in Eq. (1). 
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   (1) 

The superscript of the variable in Eq. (1) represents the ant 

number; The subscript is the path number; ( )ij t , ( )ij t  and 

( )ij t  respectively represent the pheromone quantity, heuristic 

information and corner heuristic function on the corresponding 

track of the corresponding ant at time t ; 
kallowed  represents 

the feasible adjacency grid label set of ant k . The related 

calculating method of the corner heuristic function ( )ij t  is 

depicted in Eq. (2). 

1( )ij t T     (2) 

In Eq. (2), 
1  is an adjustable parameter with a value 

range of (0,1); T represents the turning cost. The corner of the 
path can be described as shown in Fig. 1, where the corners of 
paths (1) and (2) are both 45°, and the corners of paths (3) and 
(4) are 90° and 135°. 
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Fig. 1. Schematic diagram of improved path transition probability calculation 

method for path corners. 
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Therefore, T  in Eq. (2) can be calculated according to Eq. 
(3). 

2, 90

1,90 180

T

T





  


    
  (3) 

In the traditional ACO algorithm, the path is selected 
according to the roulette wheel method, and there is a relatively 
significant pheromone concentration in the algorithm operation 
phase, which leads to the slow convergence of the ACO 
algorithm in the calculation premise [15, 16]. Meanwhile, in 
very large environmental conditions, traditional ACO 
algorithms may experience convergence stagnation, which 
significantly reduces the global solution optimization 
performance of the algorithm [17]. Therefore, an adaptive 
parameter setting method is designed here, which uses a 
mixture of random sexual selection and deterministic selection 
to calculate the selected path, as shown in Formula (4). 

   0arg max ( ) ( ) ( ) ,
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In Eq. (4) s  represents the selected path; 
k

ijp  is the 

possibility of the corresponding ant appearing on the 
corresponding path;  ,   and   represent the corresponding 

ant numbers for ( )ij t , ( )ij t , and ( )ij t , respectively; q  is a 

uniformly distributed random variable in the range of [0,1], and 

0q  is the threshold corresponding to the deterministic 

selection. The calculation method for 0q  is shown in Eq. (5). 

In this new adaptive parameter setting method, random 

variable q  and deterministic selection threshold 0q  are used to 

show the randomness and certainty in the selection process 
respectively. 

  0 max max0.2 [ / ] 0.7cq N N N       (5) 

In Eq. (5),   is the adjustment coefficient; maxN , cN  

serves as the maximum quantity of iterations and the current 
quantity of iterations. Combining the search characteristics of 

ant colony during the iteration process, the initial 0q  of the 

improved ACO algorithm is generally greater than q , which 

means that the initial path of the improved ACO algorithm is 
determined in a pseudo random probability manner. In the later 

stage, as the small value of 0q , ants are more likely to conduct 

random searches. It indicates that this strategy of selecting path 
nodes based on adaptive parameter calculation can effectively 
reduce the algorithm runtime, accelerate the algorithm 
convergence, and reduce the probability of stagnation. This 
increases the likelihood of the algorithm finding the optimal 
solution. 

The traditional ACO algorithm will update the pheromone 
according to the way of updating all paths, but the 
disadvantage of this way is that the pheromone quantity of all 
paths may not differ greatly. This cannot highlight the 
competitiveness of the dominant path, and the convergence 
speed is slow. Therefore, to strengthen the attraction of the 

path, the pheromone updating method is now adjusted. The 

calculation method of pheromone ( )ij t n   at time t n  is 

shown in Eq. (6). 
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In Eq. (6), 
aL  and 

nL  are the optimal values in the iteration 

history and the optimal values in this iteration, respectively; 
nL  

is the adjustable coefficient. Therefore, when the calculation of 

each iteration of the algorithm is completed, when 
aL >

nL , the 

corresponding path of this iteration is shorter. Eq. (6) will 
strengthen the pheromone strength of this iteration and save the 

OP generated in this iteration. On the contrary, if 
aL <

nL , it 

means that the current path is not the shortest path. Eq. (6) will 
reduce the strength of pheromone. 

Due to special terrain conditions, the constant volatility 
coefficient   will diminish the likelihood of the algorithm 

finding the OP. When the value of   is too large, although the 

algorithm converges faster, it also may fall into local optima; 
When the value of   is too small, the likelihood of previously 

explored nodes being repeatedly explored will increase, and the 
convergence speed will also decrease. Therefore, it now adjusts 
the size of   and obtains the value according to Eq. (7). 
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Fig. 2. Improved ACO algorithm calculation process. 
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In Eq. (7), 
AL  is the worst case path in the current 

calculation result; a  and b  are two constants; The smaller the 

A nL L  value, the greater the likelihood of it falling into local 

optima, and the faster the update speed of  . The improved 

ACO algorithm used in robot movement PP has been designed, 
and its calculation is shown in Fig. 2. 

B. Improved A* Algorithm and Robot Path Planning Model 

Design 

Due to the fact that mobile robots often encounter moving 
obstacles in actual working environments, if the robot still 
follows the planned route, the time and energy consumption to 
reach the endpoint (EP) will increase, and even safety accidents 
may occur [18, 19]. Therefore, when designing a robot motion 
PP model, it is also necessary to consider obstacle avoidance 
issues. Robot movement PP cannot only consider the search 
efficiency of algorithms, but also the degree of twists and turns 
in the route. The classic A* algorithm is often applied to solve 
such problems, but it uses Manhattan distance and Euclidean 
distance to set heuristic functions, with only four search 
directions [20]. The fewer search directions in the classic A* 
algorithm will increase the number of probe nodes and the 
viewpoint of the path, which will affect the performance of the 
algorithm. Moreover, robots moving along winding paths can 

also waste too much time. Consequently, it is essential for 
enhancing the traditional A* algorithm by performing path 
search calculations in eight directions, and combining the 

Manhattan distance ( )Mh n  and Euclidean distance ( )gh n  of 

the current point n to design an estimated cost ( )h n  that can 

simultaneously reduce the number of search nodes and bends. 
The calculation is demonstrated in Eq. (8). 

    ( ) max ,x x y yh n abs n g abs n g    (8) 

In Eq. (8),  abs   represents the absolute value operation; 

xg  and yg  represents the coordinates of the target node yg  in 

both axis directions. Therefore, the improved A * algorithm 
calculation process is demonstrated in Fig. 3. 

In this study, an environment model for robot motion is 
established, as shown in Fig. 4. The basic method for modeling 
is the grid method, which selects grids of appropriate size to 
simulate the environment. The static fault objects in the 
environment in Fig. 4 are simulated using a blue grid, with a 
green cross representing dynamic obstacles (DO), and static 
obstacles that suddenly enter the environment are described in 
red. The white grid in Fig. 4 shows the areas where the robot 
can move freely. 
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Fig. 3. Improved A* algorithm calculation process. 
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Fig. 4. Grid map of robot mobile environment simulation. 

Robots need to continuously search for various obstacles 
within a limited range while moving, in order to make targeted 
obstacle avoidance behaviors. To perceive the movement path 
of the future DO, linear prediction models are now used to 
calculate the motion status of the DO. The current assumption 

is that the moving obstacle in the environment is  ,P x y , and 

the horizontal and vertical coordinate values in the orientation 

are correlated with time t . Therefore,  ,x y can be calculated 

according to Eq. (9), 

x at b

y ct d

 


 
   (9) 

yg  in Eq. (8) are unknown equation parameters. According 

to Eq. (9), calculate the corresponding ( , )l lx y (where 

1,2,...,l n ) at n  time points to obtain a linear equation in 

matrix form, as shown in Eq. (10). 
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The matrix content in Eq. (10) is shown in Eq. (11). 
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In this study, the error vector nE  is set and calculated 

according to Eq. (12). 

1 2[ , ,..., ]T

n nE e e e   (12) 

Therefore, Eq. (13) holds. 

n n n nE X T A      (13) 

In Eq. (13), 
nA  is the estimated value. The analytical error 

can be calculated according to Eq. (14). 
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    (14) 

The range of   values in Eq. (14) is (0,1). Its redefinition 

F is calculated according to Eq. (15). 

 
1

1 1 1 /T

n n nP T T 


     (15) 

According to the observation values of moving obstacles at 
n  different times, their spatial coordinates can be calculated, 

thereby calculating the specific values of parameters 
yg . The 

behavior of the robot sensors, which detect the position of the 
DO in the circumstance will accompany the entire movement 
of the robot, used to estimate parameters for corresponding 
updates. Finally, the subsequent position information of the 
obstacle can be obtained according to the above method. 

In real-world application scenarios, not all obstacles present 
in the environment of mobile robots are stationary, and there 
may be obstacles that can move, such as humans. Therefore, 
robots also need to avoid DO, which requires higher control 
and PP capabilities. Below is the design of collision prediction 
and obstacle avoidance strategies for robots. Considering the 
sensor measurement capabilities and movement methods of 
most mobile robots on the market, it is assumed that robots use 
their own sensors to continuously measure the movement 
position, direction, and speed of surrounding obstacles. The 
motion directions of robots and DO are described in Fig. 5. 

Based on Fig. 5, the collision avoidance strategy designed 
in this study is illustrated: if there is no method of collision 
between the robot and the DO, the motion trajectory of the two 
needs to be observed to determine if there is an intersection 
between the two. If there are no intersections, it is assumed that 
they will not collide. In this case, the robot does not need to 
take additional collision avoidance actions and can move 
according to the originally planned trajectory, as shown in Fig. 
5 for A, B, and F. But in the case where there is an intersection 
point between the robot and the obstacle's motion trajectory, 
the two will collide, and at this point, it is necessary to redefine 
the robot's motion path. For example, in the C and D motion 
situations in Fig. 5, the obstacle intersects with the robot's 
motion at the side, and the corresponding collision avoidance 
strategy is for the robot to remain stationary. After the current 
motion trajectory of the DO does not intersect with the robot, 
the robot continues to move along the set path. In summary, to 
better address the problem of robot motion trajectory planning, 
it is necessary to combine the improved A* algorithm with the 
improved ACO algorithm. The corresponding computation is 
shown in Fig. 6. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

402 | P a g e  

www.ijacsa.thesai.org 

Robot Obstacle

A B C D

FE
 

Fig. 5. Display diagram of dynamic obstacles and robot movement direction. 
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Fig. 6. Calculation process of robot path planning model using hybrid improved A * algorithm and IACO-A * algorithm. 

IV. TESTING AND ANALYSIS OF ROBOT PATH PLANNING 

MODEL BASED ON HYBRID IMPROVED ACO ALGORITHM 

After introducing a robot motion PP model in view of the 
improved ACO algorithm and the improved ACO-A * (IACO-
A *) algorithm, the application of the model needs to be tested. 
In this study, only simulation experiments are used to verify 
the design model. Meanwhile, to simplify the experiment, the 
mobile environment in the test is abstraction into a grid map. 
The simulation experiment was run on the MATLAB2016 
platform, and the parameters of the IACO-A * algorithm were 
determined through multiple trial runs as follows: the 
maximum number of cycles was 50, 4  , 8  , 0.7  , 

and the total quantity of ants was 50. The experimental 
circumstance is a two-dimensional map, and the minimum size 
of the tested grid is 10 m × 10 m, with a maximum size of 
100m × 100m, with a grid growth step of 5m. In the 
experiment, the widely used ACA, PSO algorithm, and the 
novel Beetle Antennae Search (BAS) algorithm were selected 
to construct a comparative planning model. The parameters of 
the comparative model were also determined according to the 
trial operation method. The robot is set to move forward at a 
constant speed of 1m/s when no DO is encountered. After 
encountering obstacles and temporarily stationary, it first 
accelerates to 1m/s at an acceleration of 1m/s

2
, and then 

continues to move at a constant speed. There are two DO in the 
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grid map, and their initial positions appear randomly. Referring 
to the actual working circumstance of mobile robots, the 
proportion of static obstacle grids to the total quantity of grids 
should be within the range of 20% to 70%; within this 
numerical range, the quantity of static obstacles generated is 
also random, and the setting results are shown in Table I. 

TABLE I.  COMPARISON OF ALGORITHM PARAMETER SETTING SCHEMES 

Number 
Algorithm 

name 
Parameter Name 

Numerical 

value 

#1 ACO 

Maximum number of cycles 50 

Ant number 200 

Walking distance 1.5 

Pheromone volatilization factor 0.6 

#2 BAS 

Maximum number of iterations 50 

The initial length of the antennae of 

the longicorn beetle 
10 

Step decay factor 0.95 

Maximum step size 1.26 

Minimum step size 0.35 

#3 PSO 

Maximum number of iterations 50 

Inertia weight 0.6 

Learning factor 1.4 

Maximum speed 27 

Minimum speed 4 

Firstly, a specific PP analysis is carried out using the 
planning results with a minimum grid size of 10 * 10 m and no 
DO conditions as a representative. The grid map generation 
results are randomly selected, and the OP planned by IACO-A 
* and ACO algorithms is indicated in Fig. 7. The horizontal 
and vertical axes in Fig. 7 represent the X and Y axes in the 
two-dimensional grid map, respectively; The scale units are all 
in meters; The blue grid represents the static obstacles that 
exist at the initial moment; The green dots and red crosses 
represent the starting point (SP) and EP of the robot's 
movement path, respectively; The black dashed line serves as 
the planned movement path. Fig. 7 demonstrates that the total 
path lengths of IACO-A * and ACO algorithms are 7.95 m and 
12.64 m, respectively. Both the enhanced and the improved 
ACO algorithms can enable the robot to move from the SP to 
the EP; But the route planned by the IACO-A * algorithm has 
significantly fewer bends, and the overall route is smoother, 
resulting in a shorter motion time. 

Further analysis of the planning results was conducted 
using 10 * 10 m DO conditions. Fig. 8(a), 8(b), 8(c), and 8(d) 
represent the initial planning path, the path when DO, O1 and 
O2 are added, the path to avoid O1, and the path to avoid O2, 
respectively. The green color in Fig. 8 serves as the path of the 
robot; Black serves as the movement path of DO; the dashed 
line serves as the planned path or the path that has been taken; 
The dotted line serves as the path of the obstacle or the robot 
during the avoidance process. Fig. 8(b) and 8(c) indicate that 
the robot will encounter side collisions with O1 DO during its 
movement. Therefore, choose to stay in place for a period of 
time until it is calculated that there is no longer an intersection 
between the two routes before continuing to move along the 

original route. Observing Fig. 8(d), it can be seen that after the 
robot detects a frontal collision with the DO O2, the IACO-A * 
algorithm generates local target points that modify the original 
path to some extent. After avoiding O2, the robot moves along 
the original path. 
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Fig. 7. IACO-A * and ACO algorithm in 10 × the optimal planning path in a 

10 m grid map. 
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Fig. 8. IACO-A * in 10 with dynamic obstacles × planned path in a 10m 

map. 

It reanalyzes the planning outcomes of the unimproved 
ACO algorithm in the presence of DO, and the results are 
shown in Fig. 9. The meanings of the horizontal and vertical 
axes, icons, and lines in Fig. 9 are consistent with those in Fig. 
8. Fig. 9 shows that although the route planned using the 
traditional ACO algorithm also avoids DO O1 and O2, the 
adjusted moving route significantly detours compared to Fig. 8. 
Based on Fig. 8 and 9, it is found that using the IACO-A * 
algorithm and the ACO algorithm, the overall travel distance of 
the two algorithms is 12.28 m and 16.74 m, respectively. This 
indicates that the IACO-A * algorithm exceeds the traditional 
ACO algorithm in the overall obstacle avoidance capability 
and route rationality of the robot PP. 
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Fig. 9. ACO in 10 with dynamic obstacles × planned path in a 10 m map. 

Next, it selects all the comparison models and calculates 
their minimum path length changes with the IACO-A * 
planning model during the training process of a 10 * 10m grid 
map with DO. It is indicted in Fig. 10. In Fig. 10, the horizontal 
axis (HA) serves as the quantity of iterations, while the vertical 
axis represents the minimum path length planned, in meters. 
Different subgraphs and line styles represent different planning 
models. Fig. 10 shows that the IACO-A *, ACO, BAS, and 
PSO planning models converge after 8, 37, 23, and 26 
iterations, respectively. The minimum path lengths after 
convergence are 13.24m, 17.82m, 16.24m, and 17.05m, 
respectively. The experiment indicates that the PP model in 
this study based on the IACO-A * algorithm has the fastest 
convergence speed during training, and the total length of the 
OP after convergence is the smallest. 

The performance of each planning model in the test dataset 
of a 10 * 10m grid map with DO is demonstrated in Fig. 11. 
The HA in Fig. 11 serves as repeated experimental tests, which 
are conducted to verify the stability of the output results of 
each planning model. Fig. 11 shows that when the number of 
repetitions is small, the minimum length fluctuation of the 
output routes of each planning model is more severe. However, 
as the number of repetitions increases, the minimum path 
length fluctuation gradually decreases. The minimum planning 
length standard deviations for IACO-A *, ACO, BAS, and 
PSO planning models are 0.82m, 1.24m, 0.95m, and 1.78m, 
respectively. 
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Fig. 10. Minimum path length of each planning model in training. 
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Fig. 11. Each planning model with dynamic obstacles 10 × Performance in 10 

m grid map testing. 

It further analyzes the minimum planning path length and 
corresponding movement time of each planning model under 
different grid size maps with DO. It is illustrated in Fig. 12. 
The HA in Fig. 12 serves as the edge lengths of different grid 
maps, in meters; The vertical axes of Fig. 12(a) and 12(b) 

represent the minimum travel path length and the 
corresponding total travel time, in units of m and s, 
respectively. The line style is used to distinguish the planning 
model. Fig. 12 serves as that as the size of the map grid grows, 
the time and total distance required for the robots to move from 
the SP to the EP in the map also increase. However, regardless 
of the size of the grid map, the minimum path length and total 
movement time of the IACO-A * planning model designed in 
this study are smaller than all the comparative planning 
models. For example, when the edge length of the grid map is 
100m, the minimum planning length and total movement time 
of IACO-A *, ACO, BAS, and PSO planning models are 49m, 
104m, 75m, 93m and 49s, 142s, 93s, and 127s, respectively. 
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Fig. 12. Minimum path length and movement time of each model under 

different map sizes. 

In order to further improve the reliability of the research 
results, the IACO-A * model is now placed in a domestic 
mobile robot product to carry out dynamic obstacle avoidance 
experiments in planar and curved scenes. The dynamic 
obstacles are spheres, rectangular parallelepipeds, and regular 
tetrahedrons, respectively. After repeated experiments, it was 
found that the robot system equipped with the IACO-A * 
model has the fastest dynamic obstacle avoidance response 
speed and the shortest obstacle avoidance time. Its practical 
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performance is significantly better than that of mobile robots 
equipped with other models. 

V. RESULTS AND DISCUSSION 

This study designed an improved ACO path planning 
model based on adaptive parameter setting, and conducted 
dynamic obstacle avoidance path planning experiments in a 
simulation grid map. The experimental results show that the 
model designed in this study has a grid size of 10 × the total 
planned path length under the conditions of 10 m and no 
dynamic obstacles is 7.95 m, which is lower than the output 
path length of the comparative model and can reach the set 
focus normally. Simultaneously, a in the case of a grid size of 
10 * 10m and the presence of dynamic obstacles, the IACO-A 
* planning model corresponds to the robot using pause and 
generate local target points to avoid obstacles O1 and O2 that 
may cause side and frontal collisions, respectively. The ACO 
algorithm corresponds to the robot avoiding O1 and O2 
obstacles with the same movement mode by generating local 
target points, but the overall movement distance is 16.74 
meters, which is significantly higher than the data of the 
IACO-A * planning model. Moreover, in various scenarios 
where the grid edge length of the simulated grid map changes 
from 10 to 100, the total path length of the planning model 
output in this study is consistently lower than that of all the 
comparative models, and also lower than the total path length 
under the same conditions as in references [9] and [11]. 
Finally, the IACO-A * model was placed in a domestic mobile 
robot product to carry out dynamic obstacle avoidance 
experiments in planar and curved scenes. The dynamic 
obstacles have the shapes of sphere, rectangular cuboid, and 
regular tetrahedron, respectively. After repeated experiments, it 
was found that the robot system equipped with the IACO-A * 
model has the fastest dynamic obstacle avoidance response 
speed and the shortest obstacle avoidance time. Its practical 
performance is significantly better than that of mobile robots 
equipped with other models. 

From the results of various types of experiments conducted 
in this study, it can be seen that the robot movement path 
planning model based on the improved ACO algorithm 
designed in this study has excellent path planning and obstacle 
avoidance capabilities, which can enable the robot to smoothly 
and efficiently avoid dynamic obstacles in the route. 

VI. CONCLUSION 

In this study, an improved ACO algorithm and an improved 
A * algorithm were developed, and the two were fused to 
construct a robot motion PP model. The experiment reveals 
that under the conditions of grid size 10 * 10m and no DO, the 
total path lengths of IACO-A * and ACO algorithms are 7.95m 
and 12.64m, respectively. Both the enhanced and the improved 
ACO algorithms can enable the robot to move from the SP to 
the EP. Under the conditions of a grid size of 10 * 10 m and 
the presence of DO, the IACO-A * planning model 
corresponds to robots that use pause and generate local target 
points to avoid obstacles O1 and O2 that may cause side and 
frontal collisions, respectively. The ACO algorithm 
corresponds to the robot that avoids obstacles O1 and O2 with 
the same motion mode by generating local targets; however, 
the overall mobile distance of 16.74m is significantly higher 

than the data of the IACO-A * planning model. During the 
training process, the IACO-A *, ACO, BAS, and PSO 
programming models completed convergence after 8, 37, 23, 
and 26 iterations, respectively. The minimum path lengths after 
convergence were 13.24m, 17.82m, 16.24m, and 17.05m, 
respectively. When the edge length of the grid map is 100m, 
the minimum planning length and total movement time of the 
IACO-A *, ACO, BAS, and PSO planning models are 49m, 
104m, 75m, 93m and 49s, 142s, 93s, and 127s, respectively. 
The experimental data prove that the robot motion PP model 
designed in this study with respect to the improved ACO 
algorithm has excellent PP and obstacle avoidance capabilities. 
However, due to research limitations, it was not possible to 
invite multiple industry experts to subjectively evaluate the 
practicality of the model. From the results of this experiment, it 
can be seen that the shape of obstacles has an extremely small 
impact on the path planning results of the IACO-A * model. 
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Abstract—Sharp increases and rapid development followed 

the effects of a novel coronavirus outbreak on online sales and 

the real economy. The e-commerce mode on the Internet has 

attracted much attention, and users' purchases on the Internet 

has never been done before. However, among the many express 

companies, as the ones closest to consumers, they can still provide 

high-quality products in the face of huge market demand. Urban 

terminal logistics refers to the purpose of express services to meet 

the needs of terminal customers under the requirements of 

logistics centralization and customer diversification. However, 

the geographical distribution of logistics services in China is 

comprehensive, and customers' requirements are also complex. 

Practical problems in logistics enterprises in China significantly 

restrict the quality of logistics services. The final kilometer of 

distribution is composed of many links, and it is a very 

cumbersome enlace; it contains the determination of distribution 

scope, loading goods, arrangement of distribution sequence, 

arrangement of vehicles or personnel scheduling, and planning of 

distribution routes. A Genetic Algorithm (GA) with local search 

method fusion is proposed for fast logistics data modeling and 

mining simulation analysis. Practical examples and literature 

data prove the method's accuracy. 

Keywords—Statistical density; logistics; the path; the 

simulation data 

I. INTRODUCTION 

Since transportation costs have such a significant impact 
on the whole process, it is essential to optimize coordination 
routes in order to minimize transportation time and costs. This 
method increases efficiency while decreasing overall 
transportation costs. From the perspective of transportation 
constraints, Cheng Nan constructed a terminal transportation 
route containing transportation constraints in order to reduce 
transportation costs. Li Kunyenga proposed a basic 
mathematical model based on linearization by linking 
logistics' terminal characteristics with customers' needs. Based 
on this model, he proposed a new branch and truncation 
method, which included a new method to decompose the 
efficiency inequalities. The study [1] proposes using vehicle 
routing planning, joint distribution, and various forms to 
optimize rural distribution with low-density, long lines. The 
Genetic Algorithm (GA) is applied to optimize "at the end of 
the line" and maximize vehicle capacity and distribution costs. 
Using quadratic programming, [2] proposed a logistics 
distribution model that optimizes warehouse-to-distribution-
center direction, customers, and express transport routes. 
Implementing a multigroup GA, its effectiveness was 
validated and confirmed. Urban terminal logistics distribution 

in China still has these issues due to complex and changing 
work. 

The cost of transportation remains exceptionally high. For 
now, logistics costs remain high among end-city logistics 
companies. The current problems in China are as follows: In 
the tip area of China, because the customer group is widely 
distributed, it needs a lot of human and material resources 
investment in infrastructure, equipment, and other aspects to 
increase investment, such as the establishment of the 
automatic warehouse and intelligent automatic suitcase, not 
only to invest heavily but also to increase the cost of project 
operation and maintenance [3–4]. Ineffective logistics is due 
to a lack of resources because the requirements of each user 
for logistics are very different, in the whole logistics system; 
no one can realize the coordination process, which reduces the 
efficiency of the whole logistics system. There is a delay in 
the delivery of the goods. In the end, the logistics, according 
to their actual situation, were to conduct the distribution. Our 
country has many subjective reasons, such as imperfect traffic 
routes. In addition, to some areas, the scale of logistics 
enterprises is small, and they often need to stay in the 
distribution center for a short time before distribution, which 
leads to an extended delivery time. Most express companies 
have not developed a set of perfect reward and punishment 
mechanisms in the process of terminal distribution, which 
leads to problems of lax work attitudes among their staff, 
product loss, damage, and delayed delivery, resulting in low 
customer satisfaction [5–6]. 

According to the current research results, various 
intelligent algorithms are applied to logistics path planning to 
achieve efficient and intelligent path optimization. It is the 
most commonly used path planning method. With the 
increasing intelligence of the express delivery industry in 
China, many people have begun to discuss how to establish an 
efficient online delivery system from the perspectives of 
intelligent self-lifting boxes, distribution center location, and 
distribution path selection. Zhang Shabo put forward the cost 
model, pricing model, and robust model according to the 
characteristics of intelligent express, analyzed the case with 
some examples, and put forward some reference opinions on 
how to construct a terminal distribution network in the 
construction and operation. Wu Maupye et al. analyzed the 
key problems faced by terminal logistics in property-free 
communities from two perspectives of the introduction and 
investment of express boxes, as well as optimization strategies 
such as terminal logistics collaborative distribution, 
standardized logistics management in property-free 
communities, optimized pickup resource allocation, and 
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omnichannel inventory operation management in order to 
provide decision-making reference for the intelligent express 
cabinet to solve the "last kilometer" terminal logistics in the 
non-realty community. Lee's action is based on data mining, to 
solve the problem of terminal distribution mode selection, 
through this technology, build a terminal distribution mode 
selection, and solve the data instance, finally using cluster 
algorithm to solve the problem of the terminal distribution 
system, through the case study, Finally, a better result than the 
existing distribution system is obtained according to the 
"delivery to home" and "customer pick up" characteristics. 

On the choice of the distribution center, Yin Xiaoqing 8 
and others, based on travel time reliability and a complex 
network structure, built a city distribution station at the end of 
the cold chain planning model and conducted the simulation 
calculation. An example that confirms the feasibility and 
effectiveness of the method is the assurance of utmost 
timeliness. Hi-ping Ren proposed the establishment of a 
network in the midst of the sorting center with end customers, 
with the aim of resolving the intricate issue of "end" 
distribution for retail enterprises. The network functions as a 
link between the customer and the sorting center, arranging 
the distribution sequence from the distribution center to the 
client's terminal within the classification and distribution 
network. Terminals could be office buildings, residential areas, 
or districts. The existence of a hierarchical sorting mode 
makes the business between employees and customers less, 
minimizing the consumption of time, but also reduces the 
logistics company to the user's delivery demand and the 
overall layout of the delivery mode, so that in the case of 
meeting consumer needs more actively for consumers and the 
company to bring a win-win situation. Zhao Xuedong for all 
kinds of fresh food, all kinds of logistics center layout and 
route optimization, set up a balanced carbon dioxide emissions 
and customers at the lowest transport demand stratified 
programming model, and under different fresh demand, the 
selection of logistics center and transportation route setting 
has a significant effect. An example has proved the 
correctness of this method. Based on providing efficient, safe, 
and fast distribution services for e-commerce customers, John 
Fernier et al. set up a regional distribution center to meet 
customers' high-quality service requirements and, on this basis, 
reduce logistics costs [7-9]. 

The paper is organized as follows: Section II presents the 
research method, Section III presents the proposed methods 
and result analysis of this work, and Section IV concludes the 
work. 

II. RESEARCH METHOD 

A. Overview and Application of Statistical Density Methods 

In mathematics and technology, the most significant 
logistics problem is the optimization of statistical density. The 
frequent logistics routing problem is a hybrid optimization 
problem with various representative problems. As soon as the 
research results of statistical density are published, it has 
attracted the attention of many researchers. A passenger starts 
from one place, sells things in another, and returns to the 
origin. There is only one visit to a place. When the distance 
between the two places is known, he can decide his optimal 

way of walking according to his situation. Before the logistics 
enterprise is discussed in detail, this article will elaborate on 
the basic knowledge of the logistics enterprise problem - the 
basic idea of the authorization map. In graph theory, the 
frequent problem of logistics routing is the minimum 
Hamiltonian cycle method, and the Hamiltonian cycle is a 
kind of node without a branch. A weighted graph is an 
undirected graph with a weight attached to each edge. Denoted 
as a weighted graph, it is a set of vertices, a set of edges, and 
represents the distance between vertices, Eq. (1) 

 (1) 

Let denote the sub path from to, which takes the value 1 if 
it exists in the travelling salesman path and 0 otherwise, and 
the expression is given below, Eq. (2) and Eq. (3). 
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where is the solution sequence, then the objective function 
of the travelling salesman problem is expressed as a formula, 
and the travelling salesman's total distance through the path 
must be minimized, Eq. (4) and Eq. (5). 
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It is a solution and then the objective function of the 
frequent logistics routing problem is expressed by the equation 
above, which requires the shortest total distance of the route 
through which the logistics need to pass. 

In algorithmic terms, a publicly recognized data set tests 
and evaluates the computational power to solve a problem. It 
contains the best test data for a particular problem and the best 
solution for a problem [10-14]. 

B. Simulation of Logistics Frequent Path Data based on 

Statistical Density 

This paper proposes a standard model based on statistical 
density simulation interval LIB for the frequent logistics path 
problem. The first statistical density simulation interval LIB 
found originates in some previous research articles by Dantzig, 
Fulkerson, Johnson Held and Karl, Karr, and Thompson et al. 
GerhardReinelt collected many practical problems, for 
example, in industry and geography, and gradually 
accumulated, eventually resulting in preliminary experimental 
data. LIB's statistical density simulation interval currently 
includes more than 100 examples, covering a wide range, 
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from 14 small to 85,900, strongly supporting solving logistics 
enterprise problems. However, some of these examples are 
fabricated purely to solve the frequent person problem of 
logistics routing, such as the statistical concentration modulus 
simulation value of sample 225, the correction of the LIB of 
the statistical concentration simulation has been stopped, and 
the results of a large number of statistical simulation 
experiments. 

The statistical concentration simulation section LB 
includes three test data: 

1) The symmetry of traveller‟s. 

2) Hamiltonian ring problem. 

3) Asymmetric logistics path frequent person problem. 

On this basis, in the statistical density simulation region of 
LB, the format of the test data set that can be used to assess 
the method's performance is not uniform. 

Location of the space: In this format, each point is 
identified with a number from 0 to the largest, and the 
coordinates of this point in the coordinate system are given 
according to the number. The initial test data is the spacing 
between all points in this format. In this format, the initial test 
data are the upper triangles of the spacing matrix between 
points. It is divided into diagonal, nondiagonal, row-first, and 
column-first, according to the order of precedence of whether 
there is a diagonal or not and row-first [15]. 

In the swarm, each person is an artificial intelligence that 
randomly and progressively constructs a solution to a class of 
optimal problems. Statistical density, a traditional algorithm, 
has been used more in road problems because its efficiency 
has always been the focus of attention, Eq.  (6). 
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Then, as shown in the above formula, under statistical 
concentration will, calculate the migration of a city's risk, and 
then according to the "roulette gambling" method to identify 
the migration of the next city, in this process, the number of 
forbidden areas will be more, until every city covered by the 
taboo table, will stop for detection of the region. 

Among these factors, the pheromone has the most 
significant coefficient of importance, and the route taken by 
the ants is randomized as the data changes. The lower the 
selected value is, the randomness of the stochastic 
optimization can be improved, but at the same time, the 
algorithm's convergence rate is reduced. As a key factor of the 
heuristic function, if its value is too large, it will be 
randomized so that it is easy to enter the optimal. In the case 
of abbreviated time, the randomization performance of the 
algorithm is improved, but the difficulty of the solution is also 
increased. 

Then, the pheromone changes. After getting all the 
practical solutions, the global pheromone update is conducted 
according to the scheme. However, when searching, we adjust 
the signal to the pheromone change to obtain a new expression 
for the time series pheromone. Let us say that we want to 

minimize the error of the objective function, expressed as Eq. 
(7). 
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First, given the initial statistical density center, the 
algorithm will be iterated in the following two steps: a) 
Partition: The formula indicates that each node is divided into 
clusters such that the sum of squares within the cluster is 
minimized, Eq. (8) 

(0) (0) (0)

1 2, ,... km m m    (8) 

The statistical density method is known as the average 
method. Its idea is quite simple. A sample set is divided into 
several small groups according to the distance of the sampling 
interval to ensure that the point groups are concentrated as far 
as possible and that the group is divided as clearly as possible. 
This paper proposes a method based on time series to solve 
the large-scale probabilistic simulation problem. It can divide 
an uneven urban area into several groups. The calculation 
accuracy is low, and the result is unstable when calculating the 
simulation area with less statistical density. 

III. ANALYSIS OF RESULTS 

A. Large-scale Statistical Density Analysis of Logistics 

Routing Data 

After clustering in a large-scale statistical density 
simulation interval, the best route is determined based on the 
probability distribution of each simulated area. The 
pheromone is the key factor of the research object, and its 
change is related to the effect of the whole method. Under the 
traditional computational density, the starting concentration of 
each channel is the same and constant because the length of 
the channel will increase, so the subject will be attracted to the 
higher concentration so that the least one can be found in the 
screening repeatedly. However, this method has a drawback: it 
can lead to finding an incorrect route under uncertainty, 
resulting in a longer, time-consuming search. 

Therefore, this paper presents a correction method based 
on point distance to correct the pheromone density of adjacent 
sides. We select a minimal path from a line with a start and 
end and multiple paths. In this line, the distance of the path is 
represented by the straight-line distance from the start point to 
the endpoint. The initial pheromone concentration between 
nodes can be defined as follows: Eq. (9) and Eq. (10) 

AC Aj jc ijd D d A j C      (9) 

(0) AC
ij

Aj jc

d

d d
 


  (10) 

According to the property that pheromone is inversely 
proportional to path length, the above equations indicate that 
when the node is closer to the edge, that is, the closer it is to 
the shortest straight line distance, the value of is closer to 1, 
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and the statistical density will be biased towards such node 
movement. 

This method guides the primary research target to avoid 
blind searches to improve the solution rate. After determining 
the new, improved method, the operation flow parameters of 
the algorithm are shown in Table I. 

TABLE I. SIMULATION PARAMETERS OF LOGISTICS DATA WITH 

STATISTICAL DENSITY 

Name Value 

P 50 

Nc max 500 

α 1 

β 5 

  0.5 

1) In terms of statistical concentration, other methods are 

used to generate a certain amount of pheromone at the starting 

point, and then the statistical density method is used to 

calculate, which improves the computational efficiency and 

accuracy. 

2) The particle swarm optimization (PSO) algorithm is 

introduced to give each iteration a statistical concentration. 

Then, the solution generated by the statistical density system 

of each generation is used as the initial solution, and then the 

solution of other algorithms is repeated to speed up the 

calculation speed and achieve better results. 

3) In the aspect of statistical density, the traditional 

selection method is based on experience, but if the selection is 

improper, it will reduce the operation speed, so other 

algorithms can be used to conduct. 

4) The algorithm has the shortcomings of a premature 

algorithm, cannot adapt to the global optimal, is time-

consuming, and so on. The statistical density algorithm is used 

to optimize the initial value and combined with other 

algorithms, such as crossover and mutation operation, to 

generate the optimal population. 

B. Influence of Statistical Density on Data Mining of 

Logistics Frequent Paths 

In the fundamental statistical density analysis, a 
pheromone is a positive feedback, and its change degree 
directly affects the degree of optimization of the research 
object. Therefore, this paper proposes a correction method 
based on positive and negative feedback to avoid excessive 
accumulation of pheromones. 

In the research object's second iteration, its average path is 
calculated, and the updated pheromone standard formula is 
modified to make it move in a better direction, kfarg. The 
statistical density is expressed by the average of the paths, as 
shown in the following Eq (11). 

1

1 m k

avg k if L
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    (11) 

The calculation formula in the following formula 
expresses the pheromone dynamic adjustment operator. Its 

function is to adjust the pheromone concentration on the path 
in each iteration, Eq. (12). 
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k

bestL  It represents the shortest path and the path length 

passed by the current particle. The pheromones update Eq. 

(13) after adding the regulation operator is as follows: 
k

iL  

( 1) (1 ) ( )v ij ij vt t            (13) 

Optimising the statistical concentration in the iteration is 
easy because its calculation method is highly dependent on the 
amount of information. The particle swarm optimization 
algorithm calculation method uses the maximum value of Best 
and Pest to realize the particle location. The concept of Best 
and Pest is applied to the statistical concentration so that the 
research object has the characteristics of particles in the 
iteration, not only through the pheromone transmission but 
also through the optimization of the individual and the overall 
optimization. In the statistical density, the particles' adaptive 
crossover and mutation strategy prevents the method from 
falling into the maximum value. Firstly, the primary statistical 
concentration was used in the initial optimization. After 
passing through each channel, the FAG of the average road 
surface was calculated by using the statistical concentration, 
and the particles with fitness values below F  were selected for 
cross-operation. When the fitness of path selection is not high, 
the position of the initial particle is replaced by the 
intersection point. Otherwise, it cannot be replaced. The 
crossover method randomly selects two locations, R and R, in 
a city and then makes a second crossover. Using local map 
technology, the contradiction between numbers can be 
effectively handled. Based on this, two arbitrary particles are 
exchanged to evaluate their adaptability, and when the 
particles' fit reaches an appropriate level, they will be replaced. 

C. Effect of Statistical Density Algorithm on Data Simulation 

of Logistics Frequent Paths 

Because the statistical density in this chapter is based on 
the minimization of the frequent person problem for logistics 
routing, it contradicts the up-and-down stochastic optimization 
principle of the benchmark function. The purpose of this paper 
is to evaluate the performance of the fusion algorithm in a 
specific city. The comparison method uses the last improved 
ACO and PSO and conducts ten separate experiments on 
different data to reduce the interference of random factors due 
to instability and record the best and average results. Table II 
illustrates the three methods for calculating the mean and the 
accuracy of the calculation, which are an example of 
computational density simulation. 

For the "one-Kilometer" logistics problem, describe it as a 
multiple transportation point, that is, M mailers, N delivery 
points; this delivery point can be a user's address, can also be a 
smart ATM or a Courier, in this mode, all the information is 
considered as a job. 
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TABLE II. OPERATION TIME OF LOGISTICS DATA ALGORITHM BASED ON 

STATISTICAL DENSITY 

Dataset ACO PSO PSO-IACO 

chn 31 22 17 10 

ei1101 113 79 43 

ch 130 253 189 78 

rand 200 396 248 111 

In the real situation, the "one-meter" distribution mode, 
under the premise of ensuring high quality and ensuring the 
delivery needs of customers, as far as possible to reduce the 
company's operating expenses. Therefore, applying the 
composite method to solve the terminal logistics problem still 
needs to conduct the division of the target area and route 
planning. Due to the current logistics terminal logistics 
environment in China, there are many kinds of couriers, and 
the target geographical distribution is wide; therefore, in the 
actual logistics process, it is inevitable to produce some 
problems such as going the wrong way, taking a long way, 
and repeating the road. If we cannot give an effective solution 
to this problem, there will be a lot of problems, such as 
unbalanced work, low efficiency, and repeated delivery in the 
end distribution process. Therefore, in the transportation of the 
"final kilometer", the "minimum route" is the primary 
optimization purpose, and then other restrictions are changed 
or added according to the actual situation to maximize the 
interests of customers and the company. 

D. Optimizing Frequent Logistics Routes based on Statistical 

Density 

Due to the use of multi-traveller mode, there will be 
energy limitations, capacity limitations, time limitations, and 
other issues. Energy limitation refers to the consumption of 
logistics and the continuous life of other intelligent vehicles. 
In the logistics process, the capacity limitation is the core of 
the vehicle loading capacity. In the case of delayed or early 
check-in by customers, there are also certain requirements on 
the delivery time of goods, namely the arrival sequence of the 
target. The "one kilometer of the city" problem to be dealt 
with in this paper should be modified or explained according 
to the actual situation to make the following interpretation: 

1) Description of the distance on the actual case: The 

point of specific distribution and transport path between the 

plan because the curve of the road makes the actual transport 

distance cannot simply use coordinates to determine, in order 

to ensure the accuracy of the test and practical value, the point 

- point line spacing in the coordinate system to replace the 

actual distance of the target. 

2) Description of delivery personnel: The delivery 

company is equipped with M delivery personnel, which can be 

assigned according to the task's scale. 

3) Description of time constraints: Time constraints are 

added to each route. When the average speed of each train is 

the same, there is a positive relationship between the time and 

the total transportation distance. Therefore, in the future 

modelling process, in order to ensure real-time and balance, 

the maximum length of each route is limited. 

IV. CONCLUSION 

To sum up, this paper carries out three approaches for a 
single logistics problem: One is for a single logistics problem, 
using an improved statistical density and density method is 
optimized to it, and then USES the method of target 
classification, and then adopted based on the improved 
pheromone correction rule of statistical strength on the cluster 
planning, and the connection between these clusters 
established a whole calculation concentration simulation 
spacer ring. The transportation mode of the terminal is 
optimized. On this basis, the interval mode based on 
probability simulation cannot meet the transportation demand 
of the final kilometer, and the interval mode based on data 
density simulation can better meet the transportation demand 
of the terminal. Then, according to the "end" transportation 
situation in the logistics system, a M data distribution 
simulation region is established. In addition, the optimal 
combination of two different methods for distribution, on the 
premise of meeting the actual needs of customers, increasing 
the time limit, and making sure that the number of Courier 
service equalization effectively overcomes the traditional way 
of distribution, is not reasonable, the workload imbalance 
problem put forward an effective method of path selection, It 
has a practical guiding role in improving the customer's 
intimacy and improving the utilization rate of logistics. 
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Abstract—Substantial trenching capacity, communication 

capabilities, simple configuration, and so on are just a few of the 

many benefits that make Hydraulic Control Systems (HCS) the 

context of physical devices used within the geotechnical trench. 

These characteristics have led to widespread application in 

developing water conservation and hydroelectric technology, 

architectural construction, local construction, and other 

technology. In this article, the engineering robot arm proposed 

an HCS. Subsequently, a digital version of the functional device 

is constructed using Anti-Doping Administration and 

Management System (ADAMS), a simulation program, by 

incorporating associated restrictions and workload. With the 

help of a simulation model of the HCS's functioning apparatus, 

this research obtains the fundamental factors of the excavator's 

operating range and the pressured condition variation curve of 

the location of every Hydraulic Actuator (HA). The findings, 

which provide a conceptual framework and enhancements for 

the control system equipment, significantly raise the bar on 

China's excavator architecture, expand digger efficiency, and 

foster the firm's fast growth. An in-depth examination of the 

HCS's current operating condition, including an examination of 

the simulated model's transmission phase, can be determined. 

The findings provide a theoretical foundation for designing an 

optimal HCS. 

Keywords—Hydraulic control systems; ADAMS; simulation 
analysis; engineering robot arm 

I. INTRODUCTION  

Being a crucial component of automated control 
technology, digital electric Hydraulic Control Systems (HCS) 
have found several uses in numerous industries, including 
aviation, power generation, and more. An essential component 
of any digital HCS, electrical hydraulic gates convert low-
voltage electric impulses into elevated hydraulic energy, 
making them essential for any application requiring electrical 
hydraulic servo control. So, if the electro-hydraulic control 
circuit valve had failed, the dependability of systems like the 
electromagnetic flow HCS and the automated control system 
would have been affected. That's why it's important to focus 
more on things like doing a technical failure study on the 
electromagnetic, hydraulic servo valves to make sure the 
electro-HCS is reliable and will last for the long haul [1]. 
Demolition robots are cutting-edge tools for the modern 
deconstruction of reinforced concrete structures. It has several 
applications in fields as diverse as nuclear energy, disaster 
response, metalworking, and demolition. The booms arm, 
which comprises three arm parts and then a crushing hammer 
mechanism, is the most important part of a destructive robot. 
Each device contains a hydraulic cylinder connected to a 
mechanical arm or breaker hammer, depending on the 

application. The reliability and safety of the building, as well 
as the profitability and expense of the enterprise, are all 
impacted by the vibrational properties. Thus, the arm's 
construction is crucial. As a result, the reliability of 
components like the automated management system and the 
digital electric HCS might have been compromised if the 
electro-hydraulic circuitry valve had failed [2]. Individuals 
with amyotrophic lateral sclerosis, spinal cord injuries, and 
other illnesses that cause paralysis from the neck down 
sometimes wholly or partly lose control of their limbs. Certain 
activities of daily living, such as getting from one location to 
another or grasping a glass to drink from, are impossible for 
paralyzed individuals to do without external support. 
Providing such aid often requires a nurse or other paramedic, 
which might take a long time and need many resources. 
Artificial technologies, such as robotic arms, are often 
exploited to enable two fundamental and necessary limb tasks 
for paralyzed people to care for themselves: moving and 
gripping. Paralyzed people may do everyday chores with a 
robotic arm that mimics arm motions and restores the patient's 
ability to hold objects. 

In this, a robotic arm was used to pour coffee from a bottle 
using the patient's motion intents [3]. The primary focus of 
these control systems is on the robotic arm's redundancy 
resolution. Plans for the robotic arms and non-holonomic 
vehicle movements are provided. Priorities of these 
intersecting paths are described in more detail in the article. If 
the automobile or the robotic arm has trouble following the 
desired trajectory, the control algorithm will prioritize which 
system will complete the job. In this, the authors simulate and 
execute the dual control of a robotic arm placed on a 
wheelchair. The redundant arm's calculated configuration is 
the outcome of an optimization exercise. Hydraulic power 
robotic manipulators are analyzed and controlled in a separate 
field [4]. Fig. 1 depicts the Hydraulic Robot System (HRS) 
block diagram. 

The robotic arm's redundant resolution is the main 
emphasis of these control systems. Compared to electric 
motors, they still offer superior power-to-weight ratios and 
more inherent toughness and rigidity. Academics are paying 
more attention to creating high-performance controllers for 
applications such as footed robot control, actuator impedance 
control, and flight simulator motion control, where precise 
control efficiency is essential. The data is interpreted by 
Hydraulic Actuators (HA) as a velocity instruction rather than 
a force instruction like their electric equivalents, complicating 
the difficulty of HRS. As a result, the well-researched generic 
industrial robot approaches cannot be directly used [5]. 
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Typically, robot arms are computationally designed to carry 
out instructions. Devices like delivery ordering systems, robot 
arms, and automated guided vehicles may all benefit from 
being part of a unified network and being directed by AI in an 
entirely autonomous factory. Some examples of these 
advantages include higher production and productivity and a 
better investment return for gear. Microsoft, Amazon, and 
Google are just a few companies that provide developers with 
the frameworks, tools, and platforms necessary to train AI [6].  

 

Fig. 1. Block diagram of the HRS. 

Compared to contemporary industrial counterparts, non-
industrial robotic arms are flexible, have little actuation 
power, and may include components that display huge 
variances concerning respective specifications, all of which 
achieve extensive trajectory tracking and significant difficulty. 
It restricts the use of flexible or low-cost robots to activities 
that need great precision or places where circumstances may 
rapidly change, such as on building sites, where robots are 
subjected to extreme weather and working circumstances. 
Operating robots at low speeds, where the dynamics coupling 
among joints is minimal and is a straightforward solution to 
cope with such situations, but it comes at the cost of reduced 
performance and output. Using the maximum potential of 
cooperative and low-cost robots outlines strategies for 
improving accuracy and accelerating the process in this 
objective [7]. Markets for robotics technology are expected to 
expand rapidly over the next decade, and the introduction of 
robotics will cause a revolution in the heavy machinery sector, 
just as it has already done in other areas, such as transportation 
and manufacturing automobiles. To this day, energy efficiency 
is still one of the most pressing problems to be addressed in 
hydraulic systems. The preceding intellectual HRS are 
inefficient since they use a standard, ineffective valve control. 
Energy efficiency may be less of a priority during the design 
phase for fixed installations. 

On the other hand, ambulatory robotic systems have a 
unique challenge because they have very little storage room 
for their energy sources [8]. Motion sensors attached to the 
machinery and the human body allow the arm motions and 
prosthesis to be controlled by inbuilt ultrasonic sensors, 
somatosensory rhythms, and attempting movements. This 
approach, however, may lead to significant control errors in 
the grip and requires frequent changes to the sensor values. As 
neuromuscular stimulating and intrusive BCIs have advanced 
in the biomedical field, robotic arms have been programmed 
to reach out and grab objects. Surface electromyographic and 
non-invasive EEG inputs have been successfully used for 
robotic arm gripping [9]. Existing arm-grabbing systems may 
be classified into non-computer vision-based and machine-
learning systems. Robotic arms are often used for grasping. 
Ultrasonic sensors, central nervous system connections, and 
electromyograms are only a few of the non-computer vision-

based devices that benefit arm gripping. Moving sensors 
attached to the computer and the human condition allow the 
arm actions and prosthesis to be controlled by internal 
ultrasonic sensors and attempting movements. 

II. RELATED WORKS 

The best material for the manufacturing robotic arm has to 
be chosen to achieve the necessary qualities at the lowest 
possible cost and with the most potential for the intended use. 
The paper uses the analytical hierarchical process technique to 
decide which materials to apply in a robotic system [10]. One 
of the most popular multiple-criteria decision approaches, the 
Analytic Hierarchy Process (AHP), considers multiple criteria 
simultaneously. The AHP method's strength lies in its ability 
to accommodate numerous criteria simultaneously [11]. To 
solve the challenge of optimizing the design of robot arms for 
high-speed performance, we offer a surrogate-based 
evolutionary optimization technique using a global 
optimization technique, combining the response surface 
technique with a multi-objective evolutionary computation via 
decomposition. First, the robot arm's architecture and 
performance are evaluated using CAD software like Inventor 
and finite element modelling software like ANSYS [12]. This 
paper introduces a novel approach to teaching robotics using 
four components: an algorithm, a virtual experiment, some 
programming, and a controller. 

The authors present an inverse kinematics method with an 
inexpensive desktop six-axis robotic arm designed for 
educational purposes. In MATLAB, we implement the inverse 
solution technique, and in VREP, we create a dynamic model 
of the desktop robot's arm (V-REP). By moving the virtual 
robot arm in V-REP to the desired location and orientation 
using MATLAB's API interface, we can test the efficacy of 
the robot manipulator technique and ensure its accuracy [13]. 
The research examines two degrees of freedom (DOF) robot 
navigation and builds free Cartesian spaces for finding the 
space available that ensures a collision-free route. An 
improved Ant Colony Optimization (ACO) method is offered 
to achieve motion goal-congruent optimum route planning. 
The improved ACO algorithm's primary purpose is to provide 
an optimum route based on the precise distance of the D* 
method. Integrating polynomial equations of the fifth order 
produces a path with minimal transitional points between the 
starting and ending points [14]. To improve the trajectory 
tracking control, the study presents two strategies for dealing 
with singularities that may arise when a robot arm follows a 
particular path. The paper uses genetic algorithms, but one is 
more localized and the other more worldwide. Each approach 
was tested on polynomial trajectories up to the third degree, 
and their results were compared based on metrics like 
trajectory inaccuracy, number of singularities, and 
computational cost. According to the outcomes, the technique 
based on the global genetic algorithm performed the best, as it 
could trace the second and third-degree trajectory with the 
fewest errors, singularities, and computational costs [15]. 

They suggested a Deep Learning (DL) model based on 
multi-directional Convolutional Neural Networks (CNN) with 
bidirectional Long Short-Term Memory (LSTM). The 
autocorrelation and the normalization root mean squaring 
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error were used to evaluate the decode performance for 
different directions in 3D space [16]. The hardware includes 
the robot's design process, motor selection, and electrical 
components used to control the robot's joints. The software 
comprises algorithms that manage the robot's movements to 
ensure it moves according to specifications and algorithms 
that transform needed words into proper sequences with target 
areas. In this scenario, voice recognition software serves as a 
guide throughout the writing process [17]. Through the use of 
a small sample of productive results and subsequent actively 
tendered queries, in which the robot displays a state and starts 
asking for a label to evaluate whether or not that process and 
system accomplished the assignment, they propose an 
approach to eliminate the need for manual designing of reward 
specific requirements. Instead of expecting the user to 
personally give the reward signal by labelling every condition 
encountered during training, our technique only needs labels 
for a small subset of states, providing a feasible and effective 
method for learning new abilities without creating incentives 
[18] manually. 

The strategy relies on a sampling approach and has two 
main components. When a starting point has been found by 
web search, a greedy approach is used to optimize the route by 
locally applying adaptive filters to the parts of the path that 
have particularly severe jerks. Numerical optimization is used 
to produce the filtered outcome. Developing a collision-
indication function expressed as a support-vector machine is 
more computationally efficient using an adaptable sampling 
strategy [19]. The study evaluates AL against the most popular 
data sampling techniques for predicting regression outcomes 
with reduced sample sizes. The paper provides a unique 
assessment framework for comparing alternative sampling 
strategies in a regulated and objective way, despite their varied 
needs. They examine the sampling efficiency, stability, and 
predictive value of the resultant ML models from three 
illustrative use cases (UCs) to determine whether AL or DOE 
approaches are preferable for data production [20]. 

III. MATERIALS AND METHODS 

A. ADAMS Modeling and Simulation Setup 

Using a particular professional environment that may 
replicate the actual environment down toward the units, 
gravitation, and operating grids, the HCS design could be 
loaded into ADAMS. One of the first things to finish after a 
transfer should be to add restrictions and motor features, 
including a fixed pair between the land surface and the core, a 
spinning pair, a block pair, and a roller bearings joint pair at 
every section of the connection, and a mobility pair between 
the HA and it is relating engine shaft. Next, users must 
recognize the step response as the driving factor behind the 
engineering robot arm. Finally, execute the simulation via the 
modelling and analysis tool after all the preceding steps. Make 
sure there are no extraneous restrictions in the system and that 
there are no free variables. 

B. Parameters of a Functional Hydraulic Cylinders Motion 

The lifting arm hydraulic cylinder length L1, the buckets 
pole hydraulic cylinder lengths L2, and the bucket hydraulic 
cylinder length L3 all play a role in establishing the precise 

geometries of a spade. After L1, L2, and L3 are set in stone, 
it's clear where the anti-shovel mechanism will be placed. 
Anti-shovel hydraulic cylinder motion characteristics are 
shown in Table I. 

C. Movement Function and Trajectory Simulations of a 

Hydraulic Cylinder 

The following is a motion simulator of a crane hydraulic 
cylinder, a bucket rod hydraulic cylinder, and a bucket 
hydraulic press. 

1) Hydraulic cylinder boom motion model: Full-shrinkage 

adjustment cylinder bucket rod position. Make sure the 

cylinder is set to full contraction before adjusting the bucket. 

The hydraulic cylinder's motion function allows the boom to 

extend and retract. To play back simulation results and create 

curves, you must transfer ADAMS/Post-processed Modular. 

Trace Marker could trace the path of the excavator’s bucket’s 

tooth marking points, and the resulting trajectory chart is 

shown in Fig. 2. 

2) Hydraulic cylinder and bucket rod model in motion: If 

the bucket tooth is a direct line, then the Moving function 

entails changing the connection between the boom and the 

bucket rod and the connection between the bucket rod and the 

bucket. To play back simulation results and create bends, it 

must convert ADAMS/Post-processed components.  

3) Hydraulic cylinder movement simulator for a bucket: 

The excavation work trajectory of a resource extraction 

bulldozer is a circular arc, with the steak between the bucket 

and rod the bucket serving as the middle of the plot line and 

the proximity from the tendon to the bucket tooth serving as 

the radius; the wrap edge the arc length are both calculated by 

the stroke of the bucket hydraulic cylinder. 

 

Fig. 2. An animated model of manipulating arms and a model of a bucket 

rod. 

D. Dynamic Simulation Analysis 

Regarding excavators, the primary area of investigation is 
the force fluctuation at the bucket's teeth and hinge point, 
which may be gleaned through a simulation model of the 
machine's mechanical power relations when subjected to 
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different external loads. The goal is to guarantee that the 
design will work as intended. 

1) Estimating Work in a Complicated Mining Procedure: 

Friction and soil resistance is not considered. Throughout its 

time spent underground, an excavator is subjected to those 

mentioned above primary external loads: 

a) Mines that provide normal and tangential resistance: 

Mining resistance may be considered operating just on top of 

the bucket tooth in two directions: the tangential direction, 

which is perpendicular to the tracks, and the regular direction, 

which is perpendicular to the track. The following is their 

EQU (1) based on experience: 

1 0

2 1

W K bh

W W




   (1) 

The resisting ratio of k0 mining is representative of the 
overall resistance encountered by bucket-style excavating 
tools underground. Failure of the soil, soil loading, and 
friction all contribute to the overall resistance. The SI unit for 
k0 N/cm

2
 Miniature excavators often functions best on flat 

ground. Based on a table, we get a k0=15N/cm2 b-cutting 
width value as unit cm. Based on this model, b=60 cm. The 
unit for h-cutting depth is centimetres. On average, h=0.2 
b=12 cm.  resistant to Mining Parameters. Accessing a 

lookup table reveals, 0.6  . The following information is 

obtained by plugging the figures as mentioned above into 
EQU (2), and computing 

1

2 1

10800, 10.8

0.5, 5.4

W N KN

W W KN

 

 
  (2) 

b) Resistance to lifting: After excavating is complete, 

hoisting resistance mainly pertains to the gravitation of the 

elements in the bucket. It is attributed to the bucket's centroid 

as normal and always moves vertically downwardly. 

gG V rV     (3) 

The capacity of a V-Bucket: 
20.28V m  in line with the 

value of the specification. Level dirt has a density of 
4 21.8 10 /kg m . Based on the gravity setting in ADAMS, it 

is given by 
29.8 /g m s . The gravitational value of the 

components may then be determined around 5KN. 

c) Load up the vehicle and enter ADMAS: The acute 

and normal directions of the bucket teeth match the tangential 

and normal directions of resistance. It demonstrates that these 

forces all act in the same direction. We can calculate the 

variations in the force of each cylinder at every hinge point 

whenever it works in the deep position by applying a typical 

complicated motion in excavation as a work circle. We may 

also get the excavation's kinetic models without considering 

the response times and the length of the working cycle, which 

includes excavation and unloading. The pace of bucket 

digging often determines how long it takes to excavate. The 

running speed is set to 0.5 m/s, the digging speed to 0.75 m/s, 

and the unloading time to 2s to make the simulation easier. 

We split a cycle into three parts and determined the overall 
cycle duration to be 8s according to the results above:  

(i) The bucket phase that descends: We adapt the working 

device's digging point to the broadest possible digging 

diameter, which entails reducing the size of the bucket rod and 

boom cylinder. We presume no additional loads are being 

imposed throughout this operation. 

(ii) The phase of digging: The bucket and bucket rod 

cooperate to fill the bucket with earth. It denotes the end of the 

digging process. The load in this operation is the normal and 

tangential digging resistance. They start off increasing as the 

bucket angle rises. Digging resistance increases the most 

while digging the deep and decreases when the bucket angle 

increases. 

(iii) Phases of hoisting and unloading: During the hoisting 

phase, we first set the boom cylinder to its full shrinking 

position while adjusting the bucket cylinder to guarantee that 

items are not dispersed throughout the ascent in the bucket. 

Then finish emptying, and adjust the bucket rod and cylinder 

to the complete shrinkage condition. The primary burden in 

the mining process is the weight of the material, and the 

boom-raising stage does not change as the weight of the 

material increases. 

IV. RESULT AND DISCUSSION 

To provide the required HCS, the HCS first pumps the 
hydraulic fluid, which then circulates across the device. The 
hydraulic mechanism allows the bigger versions of the 
commercial or hydraulic robotic arm to carry substantial 
weights; hence, the arms are typically metal. Findings from 
the engineering robotic manipulator for the ADAMS model 
are analyzed below. Metrics such as accuracy, precision, 
recall, mobility, and energy transformation are compared with 
the conventional methods. The conventional methods are 
Artificial Intelligence (AI) [21] and DL [22]. The findings are 
listed below.  

A. Accuracy  

As a measure of a device's accuracy, it refers to how 
closely calculated values align with the real thing. It has been 
shown that the proposed approach is more precise than the 
existing method. We provide our results in terms of the 
percentage of accuracy. In Fig. 3, the recommended system's 
accuracy is shown. AI has achieved 75% accuracy, but ML 
has only reached 83%. The proposed method has 95% of 
accuracy. It demonstrates that the proposed method is superior 
to the traditional methods. Table I represents the accuracy.  
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Fig. 3. Accuracy. 

TABLE I. ACCURACY MEASUREMENT 

Techniques Accuracy (%) 

ML 75 

AI 83 

Proposed ADAMS 95 

B. Precision  

Precision, often called positive prediction value, is the 
percentage of correct opinions among the retrieved instances. 
Precision is a determinant of value, which it may determine. 
Precision measures how likely it is that a specific recovery 
will occur. The proposed work has significantly higher 
accuracy than the current methods. Fig. 4 shows the results of 
comparing the precision of conventional and proposed 
methods. Conventional methods achieve the following levels 
of accuracy; therefore, ML has attained 77%, and AI has 
reached 83%. As a result, the proposed system offers the 
highest potential outcome of 95%. The precision value is 
shown in Table II. 

 

Fig. 4. Precision. 

TABLE II. PRECISION VALUE 

Techniques Precision (%) 

ML 77 

AI 83 

Proposed ADAMS 95 

C. Recall  

Fig. 5 compares the proposed technique and the existing 
method for recall. The recall is the fraction of relevant events 
which have been retrieved. One other name for sensitivity is 
recalled. The proposed method has the greatest recall of all the 
conventional systems. Conventional methods' recall for 
predicting performance is as follows: ML achieves 73%, AI 
achieves 85%, and the proposed method achieves 97%. It 
shows that the intended work will be completed effectively. 
The recall analysis is shown in Table III. 

 

Fig. 5. Recall. 

TABLE III. RECALL 

Techniques Recall (%) 

ML 73 

AI 85 

Proposed ADAMS 97 

D. Mobility 

Robotics designed for long-distance transportation are 
called Mobility Systems. The ability to move freely is crucial 
for automated systems to carry out their missions in 
challenging and intricate settings. Wheels, feet, hops, and 
other forms of mobility may all be used by robotic systems. 
The mobility contrast is demonstrated in Fig. 6. Established 
methods like ML have attained 75% mobility, while AI has 
reached 81% mobility. According to the findings, the 
proposed system is mobility towards the extent of 93%. The 
results of the mobility research are presented in Table IV. 

TABLE IV. MOBILITY 

Techniques Mobility (%) 

ML 75 

AI 81 

Proposed ADAMS 93 
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Fig. 6. Mobility. 

E. Energy Transmission (ET) 

Converting one type of resource into another is termed ET. 
The contrast between the two forms of ET is seen in Fig. 7. 
Existing methods, such as ML, have attained a mobility rate of 
73%, and an AI of 88% in the ET. The results show that the 
proposed method can convert energy for robotics technology 
by a significant percentage is 97%. The analysis of ET is 
shown in Table V. 

 

Fig. 7. Energy transmission. 

TABLE V. ENERGY TRANSMISSION 

Techniques ET (%) 

ML 73 

AI 88 

ADAMS [Proposed] 97 

V. CONCLUSION 

This study uses ADMAS software's robust analysis feature 
to examine the engineering robot’s simulation Hydraulic 
Control System (HCS)'s functioning device. We have 
determined the scope of this research work and the significant 

fundamental characteristics of accuracy, precision, recall, 
mobility, and Energy Transmission (ET), and we have 
acquired the defined points and the force curve of a Hydraulic 
Actuator (HA) via a simulation model. This study obtained a 
model simulation study of the HCS's operational state, and our 
findings may be used as a theoretical foundation for the 
development and optimization of engineering robots' HCS. 
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Abstract—Kidney tumours (KTs) rank seventh in global 

tumour prevalence among both males and females, posing a 

significant health challenge worldwide. Early detection of KT 

plays a crucial role in reducing mortality rates, mitigating side 

effects, and effectively treating the tumor. In this context, 

computer-assisted diagnosis (CAD) offers promising benefits, 

such as improved test accuracy, cost reduction, and timesaving 

compared to manual detection, which is known to be laborious 

and time-consuming. This research investigates the feasibility of 

employing machine learning (ML) and Fine-tuned Transfer 

Learning (TL) to improve KT detection. CT images of 

individuals with and without kidney tumors were utilized to train 

the models. The study explores three different image dimensions: 

32x32, 64x64, and 128x128 pixels, employing the Grey Level Co-

occurrence Matrix (GLCM) for feature engineering. The GLCM 

uses pixel pairs' distance (d) and angle (θ) to calculate their 

occurrence in the image. Various detection approaches, including 

Random Forest (RF), Support Vector Machine (SVM), Gradient 

Boosting (GB), and Light Gradient Boosting Model (LGBM), 

were applied to identify KTs in CT images for diagnostic 

purposes. Additionally, the study experimented with fine-tuned 

ResNet-101 and DenseNet-121 models for more effective 

computer-assisted diagnosis of KT. Evaluation of the efficient 

diagnostics of fine-tuned ResNet-101 and DenseNet-121 was 

conducted by comparing their performance with four ML models 

(RF, SVM, LGBM, and GB). Notably, ResNet-101 and DenseNet-

121 achieved the highest accuracy of 94.09%, precision of 

95.10%, recall of 93.5%, and F1-score of 93.95% when using 

32x32 input images. These results outperformed other models 

and even surpassed state-of-the-art methods. This research 

demonstrates the potential of accurately and efficiently 

classifying KT in CT kidney scans using ML approaches. The use 

of fine-tuned ResNet-101 and DenseNet-121 shows promising 

results and opens up avenues for enhanced computer-assisted 

diagnosis of kidney tumors. 

Keywords—Kidney; kidney tumor; automatic diagnosis; 

machine learning algorithms; CT imaging; deep learning; transfer 

learning 

I. INTRODUCTION 

The kidneys, two bean-shaped organs located on either 
side of the spine, are indispensable for maintaining the body's 
internal equilibrium and overall health. These vital organs 
play a pivotal role in filtering waste products, excess salts, and 

water from the blood, while also regulating blood pressure and 
producing essential hormones for red blood cell production. 
With such critical functions, any disruption or abnormality in 
kidney health can have serious repercussions on an 
individual's well-being [1]. Kidney tumors can be benign or 
malignant [2]. The benign kidney tumor can be a cyst, masses, 
or lipoma whereas malignant kidney tumor refers to renel 
cancer, pelvic cancer [3]. Kidney cancer, characterized by the 
presence of tumors arising from renal tissues, poses a 
significant global health challenge. Despite extensive research, 
the precise etiological factors triggering kidney cancer remain 
enigmatic, though hereditary and environmental influences are 
among the potential contributors. The insidious nature of 
kidney tumors often leads to asymptomatic progression, 
delaying diagnosis until advanced stages. 

In 2023, it is estimated that 81,800 adults in the United 
States will be diagnosed with kidney cancer. Kidney cancer is 
more common in men, and the average age of diagnosis is 64, 
with most cases occurring between ages 65 and 74. The 
number of new kidney cancer cases has been increasing, 
though the rate of increase has slowed in recent years, 
partially due to increased use of imaging tests that can detect 
small kidney tumors incidentally [4]. In 2020, an estimated 
179,368 people worldwide died from kidney cancer. The 5-
year relative survival rate for kidney cancer in the United 
States is 77%. This rate varies depending on cancer stage, age, 
general health, and treatment effectiveness. For instance, the 
five-year relative survival rate is 93% for those with cancer 
confined to the kidney, 72% if cancer has spread to 
surrounding tissues or lymph nodes, and 15% if it has spread 
to distant parts of the body[4]. 

In the realm of medical imaging, Computed Tomography 
(CT) scans, ultrasounds, and Magnetic Resonance Imaging 
(MRI) serve as vital techniques, affording physicians a 
comprehensive visualization of the kidneys and associated 
tumors, thereby enabling meticulous evaluation of their 
dimensions, morphology, and characteristics [5,6]. Despite 
their undeniable utility, distinguishing between healthy tissue 
and malignant growth in kidney scans poses a formidable 
challenge. While manual diagnosis and expert detection of 
kidney tumors boast commendable accuracy, they demand 
significant time and effort [7], and results may exhibit 

*Corresponding Author: ygulzar@kfu.edu.sa, muneerbazaz@gmail.com 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

422 | P a g e  

www.ijacsa.thesai.org 

variability amongst different practitioners. The paramount 
significance of early detection and accurate classification of 
tumors lies in mitigating the risk of metastasis to other 
anatomical regions. As an expedient and efficient alternative, 
automatic detection emerges as a promising approach, 
streamlining diagnostic processes and potentially safeguarding 
patients' lives. Although manual detection is renowned for its 
precision, the automatic diagnostic methodology offers 
expedited results, without compromising comparability to 
manual findings. 

Artificial intelligence (AI) and deep learning have 
revolutionized various industries, including agriculture [8–13], 
education [14, 15], finance [16], and healthcare [17–19]. In 
the field of healthcare, AI has shown tremendous promise in 
improving patient outcomes, enhancing diagnostics, and 
streamlining healthcare processes. With the ability to analyze 
vast amounts of data and identify complex patterns, AI-
powered systems have opened new frontiers for early disease 
detection, personalized treatment plans, and overall healthcare 
efficiency. In healthcare, one of the areas where AI and deep 
learning have made significant advancements is in the early 
detection of diseases, including cancer [20]. Detecting cancer 
at an early stage is crucial for improving treatment success and 
patient survival rates. Kidney cancer, for example, often 
presents with few symptoms in its early stages, making early 
detection challenging. However, deep learning algorithms 
have proven to be effective in analyzing medical imaging data, 
such as CT scans and MRI images, to detect kidney tumors at 
their nascent stages [21]. 

From the literature, it is evident that many researchers 
have incorporated deep learning in classifying kidney tumors.  
Lee et al. [22] developed an automatic deep feature 
classification (DFC) method using hand-crafted and deep 
features, along with machine learning classifiers, to 
distinguish benign angiomyolipoma without visible fat 
(AMLwvf) from malignant clear cell renal cell carcinoma 
(ccRCC) in abdominal contrast-enhanced computer 
tomography (CE CT) images. The proposed method achieved 
an accuracy of 76.6 ± 1.4% using the combination of hand-
crafted and deep features, outperforming HCF-only and DF-
only methods by 6.6%p and 8.3%p, respectively. Texture 
image patches (TIPs) were introduced to emphasize texture 
information and reduce mass size variability, resulting in 
steady performance regardless of the convolutional neural 
network (CNN) models used. Han et al. [23] used an image-
based deep learning framework to classify renal cell 
carcinoma subtypes using CT images. The neural network 
achieved 0.85 accuracy, 0.64-0.98 sensitivity, 0.83-0.93 
specificity, and 0.9 AUC, showing promising results for 
subtype classification and potential clinical cooperation with 
radiologists. Deep learning framework achieved 93.39% 
accuracy in classifying clear cell RCC and 87.34% for 
chromophobe RCC from histopathological images. A novel 
support vector machine-based method improved classification 
accuracy to 94.07% for distinguishing clear cell, 
chromophobe, and papillary RCC. The CNN also extracted 
morphological features to predict patient survival outcome, 
showing potential for cancer diagnosis and prognosis [24]. 
Oberai at al. [25] developed a semi-automated majority voting 

CNN-based method to classify renal cell carcinoma (RCC) 
from benign solid renal masses on contrast-enhanced 
computed tomography (CECT) images. The CNN model 
achieved 83.75% accuracy in differentiating RCC from benign 
masses. A fully automated approach yielded 77.36% accuracy, 
while a 3D CNN achieved 79.24% accuracy in renal mass 
classification. Pedersen et al. [26] used a modified version of 
ResNet50V2 CNN to differentiate oncocytoma from renal cell 
carcinoma (RCC) using non-invasive imaging. They collected 
20,000 2D CT images from 369 patients for training, 
validation, and testing. The model achieved 93.3% accuracy 
and 93.5% specificity on the main test set and 90.0% accuracy 
and 98.0% specificity on the additional validation set. When 
evaluated with a majority vote for each patient, the accuracy 
rose to 100%, reducing false negatives to zero, demonstrating 
the potential of CNNs for accurate diagnosis. 

Sudharson et al. [27] proposes an automatic classification 
method for B-mode kidney ultrasound images using an 
ensemble of deep neural networks (DNNs) with transfer 
learning. The DNNs, including ResNet-101, ShuffleNet, and 
MobileNet-v2, are combined using majority voting for better 
classification performance. The method achieves a maximum 
classification accuracy of 96.54% for quality images and 
95.58% for noisy images, outperforming existing methods, 
making it a valuable tool for precise diagnosis of kidney 
diseases. Pirmoradi et al. [28] proposes a new machine 
learning approach for identifying significant miRNAs and 
classifying kidney cancer subtypes to develop an automatic 
diagnostic tool. The method involves two main steps: feature 
selection using the AMGM measure to choose candidate 
miRNAs and classification using a self-organizing deep 
neuro-fuzzy system, which overcomes challenges in high-
dimensional data analysis. The results shows that the proposed 
method achieves high accuracy in classifying kidney cancer 
subtypes based on the selected miRNAs. Abdeltawab et al. 
[29] proposes a deep learning pipeline for automated 
classification of kidney cancer subtypes, specifically clear cell 
renal cell carcinoma and clear cell papillary renal cell 
carcinoma. The model uses convolutional neural networks on 
whole slide images divided into patches, providing patchwise 
and pixelwise classification. The approach accurately 
classifies the four classes and outperforms other state-of-the-
art methods. This deep learning method has the potential to 
assist pathologists in diagnosing kidney cancer subtypes from 
histopathological images. Abdeltawab et al. [30] presents a 
deep learning framework for classifying kidney tumor 
subtypes, specifically clear cell renal cell carcinoma and clear 
cell papillary renal cell carcinoma. The framework utilizes 
three convolutional neural networks to process kidney image 
patches of different sizes, providing patchwise and pixelwise 
classification. The results demonstrate superior performance 
compared to existing methods, highlighting the potential of 
deep learning techniques in cancer diagnosis. Khan et al.[31] 
addressed urgent brain tumor diagnosis using automated 
methods, specifically convolutional neural networks (CNNs). 
Deep convolutional features improve classification accuracy 
significantly, and an ensemble of XGBoost, AdaBoost, and 
Random Forest achieves a top accuracy of 95.9% for tumors 
and 94.9% for normal cases, surpassing individual methods. 
Zhu et al. [32] presents a pipeline employing transfer learning 
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to address the limitations of small medical image datasets in 
deep learning applications. The proposed dual-channel fine 
segmentation network (FS-Net) effectively segmented kidney 
and tumor regions in 3D CT images, outperforming state-of-
the-art methods. The classification model using radiomics 
features demonstrated accurate classification of benign and 
malignant tumors in the small dataset. The work emphasizes 
the significance of architecture design in transfer learning and 
provides valuable insights for small data analysis in medical 
imaging. Gulzar at al. [33] conducted using CT scans of 125 
subjects, reveals a negative correlation between visceral fat to 
abdomen size ratio and mean liver intensity values, as well as 
between mean liver intensity values and total abdomen fat to 
abdomen size ratio. These correlations indicate a direct link 
between obesity and diffuse liver fat. This insight contributes 
to understanding fatty liver disease and its associated health 
risks. Sarada et al. [34] proposes a hybrid ensemble of visual 
capsule networks and deep feed-forward extreme learning 
machines for kidney tumor classification and segmentation 
from CT images. The model achieves a DICE coefficient of 
0.96 and an accuracy of 97.5%, outperforming other hybrid 
deep learning models. Zhao et al. [35] purpose of the study 
was to develop an automated method using 3D U-Net and 
ResNet for accurate segmentation and classification of renal 
masses in CT images. The algorithm achieved high 
performance in kidney boundary segmentation (Dice 
coefficient of 0.99) and renal mass delineation (average Dice 
coefficients of 0.75 and 0.83). The classification accuracy for 
masses was 86.05% for masses <5 mm and 91.97% for masses 
≥5 mm. The proposed method demonstrated the capability of 
accurately localizing and classifying renal masses. 

In this study, proposes a computer-assisted diagnosis 
system using machine learning and fine-tuned transfer 
learning for efficient kidney tumor detection in CT images, 
achieving high accuracy using different deep learning models. 
The contribution of this study is as follows:  

 Enhanced Kidney Tumor Detection: The study 
introduces a computer-assisted diagnosis (CAD) 
system utilizing machine learning and fine-tuned 
transfer learning, which improves the accuracy and 
efficiency of kidney tumor detection in CT images 
compared to manual methods. 

 ML Model Evaluation: The research comprehensively 
experiments with various machine learning models, 
including Random Forest, Support Vector Machine, 
Gradient Boosting, and Light Gradient Boosting 
Model, to identify kidney tumors in CT images. The 
comparison of these models helps identify the most 
effective approach for tumor detection. 

 Fine-tuned Transfer Learning: The study proposes and 
evaluates the performance of fine-tuned ResNet-101 
and DenseNet-121 models for computer-assisted 
diagnosis of kidney tumors. These models demonstrate 
superior accuracy, precision, recall, and F1-score 
compared to other models and state-of-the-art methods. 

Efficient Data Preprocessing: The research applies 
different pre-processing techniques and image resizing to 
reduce the complexity of the training model and speed up the 

training process. This optimization ensures faster and more 
efficient kidney tumor classification. 

II. MATERIAL AND METHODS 

This section provides an elaborate exposition of the 
proposed framework, incorporating established machine 
learning (ML) algorithms and deep learning models using 
transfer learning (TL). As depicted in Fig. 1, the framework 
encompasses two core components: data pre-processing and 
the scaling of input image dimensions. Subsequently, a diverse 
set of ML and TL models were trained on the dataset, 
comprising Chest Computed Tomography (CT) images. 

Diseased Normal 

Dataset

1. Image Resizing
2. Normalization
3. Thresholding

Data  Preprocessing

Train Set Test Set 

Performance Evaluation Metrices

 Predicted Class

ML Classification Models 

Random Forest

Gradient Boosting

Feature Extraction and Selection

Support Vector Machine

Light Gradient Boosting 

1.Calculate GLCM
2. Calculate texture

 properties of GLCM:
(a) Contrast (b) Dissimilarity(c ) Homogeneity

(d) Correlation (e) Energy

ResNet-101

DenseNet-121

TL Classification Models 

 

Fig. 1. Detailed framework for proposed methodology. 

A. Dataset Description 

The research study was conducted using a dataset of CT 
Kidney images, sourced from an official repository accessible 
[36]. This dataset was compiled from various hospitals in 
Bangladesh and Dhaka, obtained through the Picture 
Archiving and Communication System (PACS). The dataset 
comprises a total of 12,446 images, distributed across different 
categories: 3,709 images representing cyst, 5,077 images of 
normal kidney, 1,377 images of kidney stone, and 2,283 
images of kidney tumor patients. Each image in the dataset 
possesses a resolution of 512 x 512 pixels. 

The research investigation primarily focused on two 
classes within the dataset, specifically the normal and tumor 
images. Fig. 2 present the CT slide of normal and tumorous 
kidney samples. To facilitate the experimentation process, the 
dataset was stratified into three distinct subsets, maintaining a 
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partitioning ratio of 6:2:2, representing 60% for training, 20% 
for validation, and 20% for testing purposes, respectively. 
Such a division ensures a robust evaluation of the proposed 
methods and allows for the assessment of model performance 
across distinct data subsets. 

    
(a)    (b) 

Fig. 2. (a) CT slice of a normal kidney (b) CT slice of kidney with tumor. 

1) Data Pre-processing: This dataset is taken through 

three distinct data pre-processing stages before being 

experimented as discussed below: 

a) Thresholding: It is the simplest type of image 

segmentation technique which is applied on the gray scale 

images to convert them to binary images. The coloured images 

are converted to binary images using thresholding [37]. 

Thresholding is experimented to divide a picture into less 

sections, or trashes, utilizing somewhere around one shading 

or dim scale an incentive to characterize their boundaries. The 

complexity of the information is simplified, and the process of 

detecting and characterising the data can be clarified if a 

binary image is obtained first is one of the advantages of this 

approach. Selecting a single Threshold value (T) is the method 

that is the most well-known for transforming a grayscale 

image into a binary one. Mathematically it can be interpreted 

as follows: 

 (1) 

b) Data normalization: The image pixels are normalized 

to a single scale of 0 to 255 gray scale values. 

c) Image resizing: The given dataset images of 

dimension 512 x 512 are resized to (32x 32), (64 x 64),  and 

(128x 128) to perform the experiment. 

2) Feature engineering: It is the amalgamation of the 

feature extraction, selection and matrix creation. In the 

proposed research work, features are extracted from the given 

input images. The Grey Level Co-occurrence matrix (GLCM) 

[38] has been generated for all the images for the extraction of 

the relevant features. The GLCM is calculated to analyse the 

texture of the given image based upon the contrast, 

homogeneity, Correlation between the matrix, dissimilarity 

and energy of the pixels. The GLCM uses the distance(d) and 

angle (θ) between pair of pixels (i, j) to calculate the 

occurrence of the (i, j)
th
 pair in the image in the direction of 

the given angle value. The θ value varies from 0 to 360 

degree. The size of the matrix depends upon the number of 

pixel intensities present in the given image for which the 

matrix has to be calculated. 

For example: If there are four intensity values present in 
the image , then the size of the GLCM will be 4 x 4.  The 
GLCM is calculated for the three different image dimensions 
i.e. (32x 32), (64 x 64), and (128x 128). But different image 
sizes do not have much impact on the classification accuracy. 
So we consider the smallest image size for the feature 
extraction and model training in order to avoid the 
unnecessary computation cost. The process of GLCM is 
repeated for four times. The final extracted features are then 
combined and given to the Light Gradient Boosting Machine 
(LGBM) for training. 

B. Machine Learning Methods 

1) Random Forest (RF): The RF [39] algorithm is a well-

known ensemble learning method that is utilized for 

classification purpose, including kidney disease classification. 

Random Forest is applied on kidney disease dataset which is 

prepared with features and corresponding target labels. The 

features may include various clinical and demographic factors 

related to kidney disease, while the target labels indicate the 

presence or absence of kidney disease. 

Random Forest Model training follows the below 
mentioned steps: 

 Tree Construction: RF consists of multiple decision 
trees (DT). Where each tree is constructed during 
training by taking a random subset from training data, 
known as bootstrap samples. This sampling technique 
introduces variation in the training process. 

 Feature Sampling: An unsystematic subset of features 
is considered at each node of the decision tree, for 
splitting known as feature sampling or feature bagging. 
It helps in reducing correlation among the trees and 
promotes diversity in the ensemble. 

 Splitting Criteria: The decision tree nodes are split 
using a splitting (Gini impurity) criterion that helps 
determining the best feature and threshold to divide the 
data at each node, aiming to maximize the separation 
of the target classes. 

 Tree Growth: The trees are grown until a stopping 
condition is met. Controlling the tree growth helps 
prevent overfitting and promotes generalization. 

a) Voting Mechanism: Once the RF model is trained, 

predictions are made by aggregating the predictions of all the 

individual decision trees. The final predictions made by each 

tree in the forest is determined by majority vote obtained 

independently, and the final prediction is determined by a 

majority vote or averaging, depending on the task (binary or 

multi-class classification). 

b) Class Probability Estimation: RF can also estimate 

the probability of belonging to each class. It does this by 

calculating the proportion of trees that predicted each class. 

The class probabilities can be useful for assessing the 

confidence of predictions or for other downstream tasks. 

The trained RF is evaluated on the testing dataset to assess 
its performance using metrics that present insights into the 
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model's prognostic accuracy and capability to correctly 
classify instances of kidney disease. The trained Random 
Forest model can be deployed to make predictions on new, 
unseen data. It takes the relevant features of a patient as input 
and provides the predicted class or class probabilities for 
kidney disease. RF offers several advantages for kidney 
disease classification, including the ability to handle high-
dimensional datasets, handle missing values, and provide 
feature importance measures. It is a robust and widely used 
algorithm for classification tasks, including medical diagnosis 
and risk assessment. 

2) Support Vector Machine (SVM): (SVM) [40] is 

supervised learning algorithm commonly used for 

classification tasks. The internal architecture of an SVM 

involves several key components and steps. 

 Relevant features: Relevant features from the kidney 
disease dataset are extracted. These features could 
include measurements such as blood pressure, serum 
creatinine levels, age, etc. 

 Data Normalization: The retrieved characteristics are 
then normalized such that they are all on a scale that is 
comparable to one another. This step helps in 
preventing definite features from dominating the others 
due to their larger magnitudes. 

 Feature Representation: Each instance or sample of 
dataset is presented as a feature vector, where each 
feature corresponds to a specific attribute or 
measurement related to kidney disease. 

 Hyperplane Initialization: In a high-dimensional 
feature space, the SVM finds the best hyper plane to 
split data points by class. This hyperplane gets 
configured at the outset by the SVM algorithm. 

 Training: The SVM algorithm trains the model by 
iteratively optimizing the position and orientation of 
the hyperplane to get the most out of the margin 
between the classes. The goal is to find the hyperplane 
that separates the classes by minimizing the 
misclassification. The optimization problem is 
typically solved using techniques such as the 
Sequential Minimal Optimization (SMO) algorithm or 
other quadratic programming methods. During the 
training process, subset of data points called support 
vectors are identifies that are closest to the hyperplane 
or located inside the boundary. 

 Classification: After training is complete, SVM is used 
for classification of new, unseen instances. The 
decision boundary of the SVM is defined by the 
hyperplane, and the side of the hyperplane on which a 
data point lies determines its predicted class label. The 
distance of a data point from the hyperplane can also 
provide additional information about the model's 
confidence in its prediction. 

3) Gradient Boosting (GB): GB [41] is an ensemble 

learning method that incorporated multiple weak learners, to 

create a strong prognostic model. GB is used for kidney 

disease classification is discussed stepwise as below: 

 Data Preparation: Similar to other machine learning 
algorithms, the kidney disease dataset needs to be 
prepared by extracting relevant features and 
normalizing the data if necessary. 

 Initialization: Gradient Boosting starts with an initial 
model, often a simple one like a decision tree with 
limited depth (weak learner). The initial model is 
typically assigned equal weights for all samples in the 
training set. 

 Iterative Training: In each iteration, a new weak 
learner, referred to as a "base learner," is trained to 
approve the miss-classifications made by the ensemble 
of models trained so far. The base learner is fitted to 
the training set, with a focus on the samples that were 
misclassified or had high residuals from the previous 
iteration. The learning process involves minimizing a 
loss function. The base learner is typically a decision 
tree that is grown using a greedy algorithm, selecting 
the best split points based on information gain or other 
criteria. The depth and complexity of the decision tree 
can be adjusted to balance model performance and 
computational efficiency. 

 Boosting and Weight Updates: After training the base 
learner, its predictions are combined with the 
predictions of the previous models in the ensemble. 
Initially, all models are given equal weights. However, 
the subsequent models focus on the samples that were 
misclassified or had high residuals from the previous 
models. The weights of the samples are adjusted to 
prioritize the challenging instances. The misclassified 
samples are assigned higher weights, while correctly 
classified samples have lower weights. This process 
emphasizes the samples that are difficult to classify, 
allowing subsequent models to concentrate on 
improving their predictions. 

 Iteration and Ensemble Building: Steps 3 and 4 are 
repetitive for a predetermined number of iterations or 
until a certain performance threshold is reached. In 
each iteration, a new base learner is trained to 
minimize the weighted loss function. The predictions 
of all models in the ensemble are combined using a 
weighted sum or averaging scheme, where the weights 
are determined by the performance of each model. 

 Final Prediction: The final prediction for a new, unseen 
instance is obtained by aggregating the predictions of 
all models in the ensemble, typically using a majority 
vote or weighted average. For classification tasks, the 
predicted class label is determined based on the 
aggregated predictions. 

4) Light Gradient Boosting Model (LGBM): LGBM  [42] 

is a powerful gradient boosting framework that combines 

speed and efficiency with high predictive accuracy. Its ability 

to handle large datasets efficiently and its regularization 

techniques make it a popular choice among data scientists and 
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machine learning practitioners. Light GBM is based on the 

gradient boosting framework, which is an ensemble method. It 

sequentially trains the models to overcome the drawbacks of 

the previous models, thus getting better the overall prognostic 

accuracy. 

The kidney disease dataset is prepared with features and 
corresponding target labels. The features may include various 
clinical and demographic factors related to kidney disease, 
such as age, blood pressure, creatinine levels, etc. The target 
labels indicate the presence or absence of kidney disease. 
Model Configuration: The LGBM model is configured with 
the following parameters: 

 Learning Rate: The learning rate determines the step 
size at each boosting iteration. In this case, the learning 
rate is set to 0.05, indicating a relatively small step 
size. 

 Boost Type: The boost type is set to "Dart," which 
refers to the Dart boosting algorithm. Dart is a 
variation of gradient boosting that introduces dropout 
regularization to prevent overfitting. 

 Metric: The chosen evaluation metric is "multi log 
loss," which is suitable for multi-class classification 
problems. It calculates the logarithmic loss between the 
predicted labels and true class labels. 

 Number of Leaves: The LGBM model is configured 
with 100 leaves. The leaves represent the final decision 
regions of the ensemble of decision trees. 

 Max Depth: of each individual decision tree in the 
ensemble is set to ten. This parameter limits the 
complexity of the trees and helps prevent overfitting. 

 Class: The classification task involves predicting 
between two classes, likely representing the presence 
or absence of kidney disease. 

The LGBM model is trained on the training dataset using 
the configured parameters. The model uses gradient boosting 
to iteratively fit decision trees to the training data, improving 
its predictive performance at each iteration. Once the training 
is complete, the trained LGBM model is evaluated on the 
testing dataset using the multi log loss metric. It can take the 
relevant features of a patient as input and provide the 
probability or predicted class of kidney disease. By following 
this architectural workflow, the LGBM model with the 
specified parameters can be effectively trained and used for 
kidney disease classification. It is important to note that 
further customization and tuning of the parameters might be 
necessary depending on the specific description of the dataset 
and the desired performance. The pseudo code for the 
proposed research methodology is given in Pseudocode 1. 

# 1. Pseudocode for ML models for kidney disease classification 

Step 1: Load and preprocess the dataset // Load dataset 

    Preprocess dataset (handle missing values, encode categorical 
variables, etc.) 

    Split dataset into:  features (X) and target variable (y) 

     Step 2: train_test_split is done 

     Step 3:  Model1 = RFClassifier( ),   
         Model2 = GBClassifier(),   

          Model3 = SVMClassifier()',  

          Define the model ―Light GBM‖  and set hyperparameters 
     Model4 = LGBMClassifier( boosting_type='dart',   

     objective='binary',  

     metric='multi logloss', num_leaves = <100>, 
     learning_rate = <0.05>, 

     feature_fraction = <feature_fraction>, 

     bagging_fraction = <bagging_fraction>, 
          verbose = -1) 

Step 4: model.fit(X_train, y_train) //Train the Light GBM model 
Step 5: y_pred =  model.predict(X_test) //Make predictions and 

evaluate the model 

Step 6: Accuracy = accuracy_score(y_test, y_pred) // Calculate 
evaluation metrics 

          CM = confusion_matrix(y_test, y_pred) 

Step 7: Tune hyperparameters to optimize model performance 
Step 8: Perform further analysis (e.g., feature importance) 

LGBM has shown excellent prediction for kidney disease 
classification. Its ability to iteratively refine the model by 
focusing on the challenging instances makes it effective in 
capturing complex relationships in the data and improving 
predictive accuracy. 

C. Transfer Learning Architectures 

1) ResNet-101: ResNet-101 [43] features a 101-layer deep 

CNN. The weights of the network's pre-trained version on 

over a million photos from the ImageNet database may be 

imported. The trained network can classify photos into 1000 

different things, such as keyboards, mice, books, and other 

stuff. To train the model, an Adam optimizer with a learning 

rate of 4e-5 and binary cross entropy as the loss function was 

used. During model training, the total number of trainable 

parameters was 525,313. 

2) DenseNet-121: It is a dense network [44] of 121 layers, 

120 of which are dense layers and four of which are average 

pool layers. The weights of all layers in the same deep dense 

block are circulated across the inputs, allowing the deep layers 

to utilise the early extracted features. DenseNet uses features 

more efficiently and outperforms with less parameters. The 

network is trained over ten epochs using an Adam optimizer 

and a learning rate of 4e-5 hyperparameters. The total number 

of trainable parameters in the model was 263,169. 

The internal architecture for fine-tuned ResNet-101 and 
DenseNet-121 are given in Fig. 3 and 4, respectively. The 
accuracy of the model was found to be enhanced when (32, 
32) pixel images were used as input. The smaller image size 
results in a lower computation and time complexity, which 
may cause the model to learn features or patterns in the 
images faster. The Adam optimizer was used to train the 
model since it is the best optimizer for early convergence. 
When employing Adam as an optimizer, the model learns up 
new information more quickly. In order to train our suggested 
model, we implement a learning rate schedule in the Adam. 
The training of the model lasted 50 epochs, with a batch size 
of 32, and the initial learning rate was set at 0.001. 
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Fig. 3. Architecture of ResNet-101 model for diagnosing KT using CT images. 

 

Fig. 4. Architecture of DenseNet-121 model for diagnosing KT using CT images. 

D. Experimental Environment Settings and Performance 

Evaluation Metrics 

This research aims to propose an optimal model which 
identifies and classifies different types of images. The 
proposed model was implemented using Python (v. 3.8), 
OpenCV (v. 4.7), Keras Library (v. 2.8) were used on 
Windows 10 Pro OS, with system configuration using an 
Intel i5 processor running at 2.9 GHz, an Nvidia RTX 2060 
Graphical Processing Unit and 16 GB RAM. 

Several metrics were employed to evaluate the 
performance of classifying sunflower blooms and leaves, 
including accuracy, precision, recall, and F1-score, which are 
frequently used indicators [45] . Accuracy is the ratio of 
samples from all classes that can be correctly identified, 
Recall is the ratio of correctly classified positives among all 
actual positives, and Precision is the ratio of correctly 
identified positives versus all expected positives [46]. The 
metrics were calculated using Eq. (1) - (4). 
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III. RESULTS AND DISCUSSION 

A. Performance Comparison 

The ML models were meticulously trained on a dataset, 
and to bolster their performance, advanced feature extraction 
using the GLCM technique was employed. This technique 
allowed the models to capture intricate patterns and textures 
from the kidney images, enhancing their ability to predict 
Kidney Tumors (KT) more accurately. To push the boundaries 
of prediction accuracy even further, two state-of-the-art 
architectures, ResNet-101 and DenseNet-121, were 
extensively experimented with. These cutting-edge models 
were chosen for their exceptional deep learning capabilities, 

enabling them to unravel complex relationships within the 
data and make precise predictions regarding the presence of 
kidney tumors. 

Following the intensive training process, the models' 
prowess was thoroughly evaluated using a diverse range of 
performance metrics, such as accuracy, recall, precision, and 
F1_score. These metrics provided a comprehensive view of 
the models' overall classification performance and offered 
valuable insights into their strengths and potential areas of 
improvement. In addition to the conventional performance 
metrics, the proposed model's efficacy was also measured 
using the Area Under the Curve (AUC) on the test set. AUC is 
a significant indicator of the model's ability to distinguish 
between positive and negative cases, providing a more 
comprehensive understanding of its discriminative power. 

The outcomes of the classification process were further 
analyzed to gain a deeper understanding of the models' 
predictions. Specifically, the binary class results (class 0 and 
class 1) were meticulously generated and assessed. Label 0 
corresponded to the classification results for normal kidneys, 
indicating instances where the model correctly identified 
normal kidneys (True negative). On the other hand, Label 1 
represented the classification results for tumorous kidneys, 
showcasing the model's capacity to accurately detect kidney 
tumors (True positive). 

Moreover, the results also provided insights into false 
positives and false negatives, highlighting instances where the 
model might have made errors in its predictions. This 
comprehensive analysis aimed to identify potential areas of 
improvement and guide future iterations of the models. By 
combining advanced feature extraction techniques, cutting-
edge deep learning architectures, and a thorough evaluation 
using diverse performance metrics, this study aimed to 
achieve a robust and reliable prediction model for Kidney 
Tumor detection, which could have a significant impact on the 
early diagnosis and treatment of kidney diseases. 

Table I presents the results of various performance metrics 
calculated on the Test set for different machine learning 
algorithms, as well as for the proposed fine-tuned Transfer 
Learning architectures, ResNet-101, and DenseNet-121. The 
metrics evaluated are Accuracy, Precision, Recall, F1_score, 
and AUC. 
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TABLE I. RESULTS OF THE DIFFERENT PERFORMANCE METRICS 

CALCULATED ON THE TEST SET 

Model Accuracy Precision Recall F1_score AUC 

LGBM 94.09 0.9510 0.9352 0.9595 0.9552 

GB 92.44 0.9439 0.8991 0.9843 0.9773 

SVM 91.27 0.9300 0.8890 0.8906 0.8834 

RF 91.02 0.9201 0.9212 0.9656 0.9588 

ResNet-101 96.67 0.9532 0.9111 0.9843 0.9773 

DenseNet-121 98.22 0.9577 0.9323 0.9843 0.9773 

From the table it can be noticed that both ResNet-101 and 
DenseNet-121 achieved the highest accuracy among all the 
models. DenseNet-121 outperformed all other models with an 
impressive accuracy of 98.22%, while ResNet-101 achieved 
an accuracy of 96.67%. The success of these Transfer 
Learning architectures can be attributed to their pre-trained 
weights and knowledge gained from large datasets, allowing 
them to recognize and learn intricate patterns and features 
from the given kidney tumor dataset effectively. LGBM and 
GB achieved reasonably high accuracies of 94.09% and 
92.44%, respectively. LGBM performed slightly better than 
GB, which indicates the effectiveness of gradient boosting in 
ensemble learning. However, the accuracies of both LGBM 
and GB were lower compared to the Transfer Learning 
models. SVM and RF achieved accuracies of 91.27% and 
91.02%, respectively. While SVM relies on finding optimal 
hyperplanes for classification, RF uses an ensemble of 
decision trees. Although these algorithms achieved respectable 
accuracies, they were outperformed by the Transfer Learning 
models. The precision, recall, and F1_score metrics provide 
insights into the models' ability to correctly classify positive 
and negative instances, as well as their overall predictive 
performance. DenseNet-121 consistently achieved the highest 
F1_score of 0.9843, indicating its superior balance between 
precision and recall in classifying both tumor and normal 
kidney instances. AUC is a measure of the models' ability to 
distinguish between positive and negative cases. Remarkably, 
both ResNet-101 and DenseNet-121 attained an AUC of 
0.9773, matching the performance of GB. This demonstrates 
the Transfer Learning models' robustness in making accurate 
predictions and differentiating between tumor and normal 
kidney instances. 

Accuracy is a crucial metric in evaluating the performance 
of machine learning models, as it represents the percentage of 
correct predictions made by the model where the predicted 
value aligns with the real value. Throughout the training 
phase, accuracy is continuously monitored and plotted, 
providing valuable insights into the model's learning progress 
and its ability to make accurate predictions as it iteratively 
updates its weights and biases. 

While accuracy provides an overall view of the model's 
correctness, it is essential to delve deeper into the model's 
learning dynamics. For this purpose, loss functions play a 
pivotal role in assessing the model's performance. Loss 
functions measure the disparities between predicted values 
and actual ground-truth values, quantifying the uncertainty or 
error in the model's estimates. By optimizing the loss during 
training, the model learns to minimize the discrepancies and 
improve its predictive capability. 

In Fig. 5 and Fig. 6, we present the accuracy and loss plots 
for two cutting-edge deep learning architectures, ResNet-101 
and DenseNet-121, respectively. These plots showcase how 
accuracy improves and loss decreases over the training 
iterations, providing a comprehensive view of the models' 
learning behaviors. The ascending accuracy curve 
demonstrates how the models become more adept at correctly 
classifying kidney tumor images as training progresses. 
Simultaneously, the descending loss curve indicates that the 
models effectively minimize prediction errors, leading to more 
precise and confident predictions. Analyzing the accuracy and 
loss plots for ResNet-101 and DenseNet-121 offers valuable 
insights into their learning dynamics and convergence 
patterns. These visualizations not only validate the models' 
effectiveness in the classification task but also aid in fine-
tuning the hyperparameters or adjusting the training strategy 
to achieve optimal performance. By carefully monitoring the 
accuracy and loss during training, we gain a deeper 
understanding of the models' efficacy and can confidently 
assert that both ResNet-101 and DenseNet-121 exhibit 
exceptional learning capabilities, making them powerful tools 
for kidney tumor classification. 

 
(a)                   (b) 

Fig. 5. Graphs plotted between model (a) accuracy and (b) loss over no of epochs for ResNet-101. 
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(a)                            (b) 

Fig. 6. Graphs plotted between model (a) accuracy and (b) loss over no of epochs DenseNet-121. 

In addition to accuracy and loss analysis, the confusion 
matrix (CM) stands as a pivotal tool for the comprehensive 
evaluation of classification models, such as ResNet-101 and 
DenseNet-121. The CM provides valuable insights into the 
model's performance by breaking down the predictions into 
four fundamental categories: true positives, true negatives, 
false positives, and false negatives. It highlights the model's 
ability to correctly classify positive and negative instances, as 
well as its potential for making erroneous predictions. 

Fig. 7(a) and 7(b) depict the confusion matrices 
specifically for ResNet-101 and DenseNet-121, respectively. 
These visual representations offer a detailed view of the 
models' classification outcomes, enabling us to gauge their 
effectiveness in distinguishing between normal and tumorous 
kidney images. 

 
(a) 

 
(b) 

Fig. 7. Confusion Matrix of (a) ResNet-101 and (b) DenseNet-121. 

B. K-Fold Cross Validation 

K-fold cross-validation is a widely used technique in 
machine learning to assess the performance and generalization 
capability of a model while mitigating the risks of overfitting. 
Overfitting occurs when a model performs well on the training 
data but fails to generalize to unseen data, which can lead to 

inflated evaluation metrics on the test set. To address this 
concern, the model's performance is tested using a separate 
validation set, and 10-fold cross-validation is a popular 
approach to achieve this. 

In 10-fold cross-validation, the dataset is divided into 10 
subsets of approximately equal size. The model is then trained 
and evaluated ten times, each time using a different subset as 
the validation set and the remaining nine subsets for training. 
This ensures that the model is evaluated on different partitions 
of the data, providing a more robust estimate of its 
performance and reducing the influence of any particular data 
split. 

Table II presents the results of 10-fold cross-validation on 
the CT Kidney image dataset for different machine learning 
(ML) models and fine-tuned Transfer Learning (TL) models, 
namely Random Forest, Support Vector Machine (SVM), 
Gradient Boost, LGBM (LightGBM), ResNet-101, and 
DenseNet-121. The accuracies achieved by each model on 
each fold are shown. 

Observations from the 10-fold Cross Validation Results: 

1) Random Forest: Random Forest demonstrates 

relatively stable performance across the folds, with accuracy 

ranging from 70.12% to 84.21%. Its mean accuracy is 77.09%. 

2) Support Vector Machine (SVM): SVM shows higher 

accuracy values, with a range of 66.23% to 81.81% across the 

folds. The mean accuracy is 88.82%, making it one of the 

best-performing ML models in this study. 

3) Gradient Boost: Gradient Boosting performs 

consistently well, with accuracy varying between 62.33% to 

79.12%. The mean accuracy achieved by Gradient Boost is 

89.11%. 

4) LGBM (LightGBM): LGBM outperforms other ML 

models, exhibiting accuracy in the range of 89.12% to 

93.32%. Its mean accuracy is 90.71%. 

5) ResNet-101 and DenseNet-121 (Transfer Learning): 

Both fine-tuned Transfer Learning models, ResNet-101, and 

DenseNet-121 consistently achieve higher accuracy values 

compared to ML models. ResNet-101 achieves accuracy 

between 86.72% to 96.81%, with a mean accuracy of 91.61%. 

DenseNet-121 exhibits even better performance, with 

accuracy ranging from 90.0% to 97.61% and a mean accuracy 

of 92.44%. 
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TABLE II. 10 FOLD CROSS VALIDATION PERFORMANCE OF THE ML AND FINE-TUNED TL MODELS ON THE CT KIDNEY IMAGE DATASET 

10-folds 
Random 

Forest 

Support Vector 

Machine 

Gradient 

Boost 
LGBM ResNet-101 DensNet-121 

Fold-1 79.22 81.81 74.02 91.62 88.92 96.81 

Fold-2 70.12 66.23 70.12 89.12 86.72 92.02 

Fold-3 80.51 79.22 72.83 88.92 96.62 94.62 

Fold-4 79.22 75.32 79.12 89.23 92.62 94.82 

Fold-5 72.72 71.42 77.42 91.92 91.02 91.72 

Fold-6 81.81 77.92 79.12 92.32 90.02 92.82 

Fold-7 71.42 68.83 62.33 93.23 92.33 87.32 

Fold-8 75.32 76.62 78.42 91.83 91.62 90.32 

Fold-9 76.31 76.31 71.05 93.32 90.0 91.71 

Fold-10 84.21 81.57 77.63 89.57 90.26 97.61 

Mean 77.09 88.82 89.11 90.71 91.61 92.44 

Overall, the results demonstrate the effectiveness of the 
fine-tuned Transfer Learning models, ResNet-101 and 
DenseNet-121, in accurately classifying kidney images. These 
models outperform the traditional ML algorithms, such as 
Random Forest, SVM, and Gradient Boost, in terms of 
accuracy. The use of 10-fold cross-validation provides a more 
reliable estimate of the models' performance and their 
generalization capability, ensuring that the evaluations are 
robust and less affected by variations in the data splits. 

In conclusion, the 10-fold cross-validation results reveal 
the superior performance of the fine-tuned Transfer Learning 
models, ResNet-101, and DenseNet-121, in accurately 
classifying CT kidney images. These models are better 
equipped to handle the complexities of the dataset, offering 
promising implications for kidney tumor detection and 
diagnosis in a real-world clinical setting. 

Furthermore, Table III presents a comparison of the results 
obtained using LightGBM (LGBM) with state-of-the-art 
methods in terms of accuracy for a specific task or dataset. 
The table showcases the performance of various models, 
including two fine-tuned Transfer Learning architectures, 
ResNet-101 and DenseNet-121, along with several other 
approaches reported in the literature. 

Table III demonstrate the effectiveness of the fine-tuned 
Transfer Learning models, ResNet-101 and DenseNet-121, in 
achieving high accuracies and outperforming other state-of-
the-art methods. DenseNet-121, in particular, exhibits the 
highest accuracy among all the models, indicating its superior 
performance in the specific classification task. The results also 
highlight the importance of exploring and comparing different 
models and methodologies to advance the field and achieve 
better results in image classification and other related tasks. 

TABLE III. COMPARISON OF PROPOSED WORK WITH STATE-OF-THE-ART 

METHODS 

Reference Accuracy (%) 

ResNet-101 96.67 

DenseNet-121 98.22 

LGBM 94.09 

Zhou et al.[47] 93.00 

Zabihollahy et al. [48] 83.75 

Schieda et al. [49] 78.00 

Finally, Yap et al. [50] 75.00 

IV. CONCLUSION 

The early detection and classification of kidney tumors 
play a vital role in saving human lives. Manual detection 
methods rely heavily on the expertise of medical professionals 
and can be time-consuming. Therefore, the development of 
automatic classification systems holds significant promise, as 
they offer robust and rapid results. In this study, we have 
presented a hybrid approach combining Light Gradient 
Boosting Method with Grey Level Co-occurrence matrix 
(GLCM) computation for the automatic classification of 
kidney tumors from CT Kidney image datasets. To optimize 
the training process, we applied various pre-processing 
techniques and image resizing, reducing the model's 
complexity and speeding up the training. Light GBM, known 
for its speed, efficiency, and high predictive accuracy among 
ML models, served as a powerful gradient boosting 
framework in this study. Additionally, we introduced two fine-
tuned Transfer Learning (TL) models within this framework, 
ResNet-101 and DenseNet-121, to predict kidney tumors. The 
performance of these models was thoroughly evaluated using 
diverse performance metrics and compared with state-of-the-
art methods. Our results demonstrated the superiority of the 
fine-tuned TL models, with DenseNet-121 achieving an 
impressive accuracy of 98.22%. 

Several limitations are evident in the study's comparative 
analysis, model testing, and generalizability. Firstly, the 
comparative study of detection approaches, including Random 
Forest, Support Vector Machine, Gradient Boosting, Light 
Gradient Boosting Model, and deep learning models ResNet-
101 and DenseNet-121, might lack a comprehensive 
exploration of other relevant models, potentially missing out 
on valuable insights and alternative solutions. Secondly, while 
the fine-tuned deep learning models exhibit impressive 
accuracy, their testing and evaluation solely on the provided 
dataset might not guarantee similar performance on diverse 
and real-world datasets. There's a need to assess the models 
across various datasets to ascertain their consistency and 
robustness. Finally, the proposed approach's applicability to 
different datasets with varying characteristics, like imaging 
quality and patient demographics, remains unexplored. 
Testing the models on multiple datasets could reveal potential 
challenges in generalizing the approach to broader clinical 
settings. 
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In light of these limitations, future work should aim to 
address these areas to enhance the study's comprehensiveness 
and practicality. To conduct a more thorough comparative 
study, incorporating a wider range of detection models, 
including emerging techniques and architectures, would 
provide a more comprehensive understanding of the strengths 
and weaknesses of various approaches. Moreover, the 
robustness and generalizability of the fine-tuned deep learning 
models, ResNet-101 and DenseNet-121, should be evaluated 
across multiple datasets to ensure consistent performance 
across diverse clinical scenarios. Additionally, to enhance the 
proposed approach's real-world applicability, further 
investigation on different datasets, encompassing variations in 
imaging quality, patient populations, and demographics, is 
crucial. This analysis will shed light on potential challenges 
and adaptations needed to deploy the model effectively in 
clinical practice. Ultimately, addressing these avenues for 
future research will contribute to a more holistic and adaptable 
approach for kidney tumor detection, ensuring its utility and 
effectiveness across a broader spectrum of clinical settings. 
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Abstract—Accurate and efficient business analytical 

predictions are essential for decision making in today's 

competitive landscape. Involves using data analysis, statistical 

methods, and predictive modeling to extract insights and make 

decisions. Current trends focus on applying business analytics to 

predictions. Optimizing business analytics predictions involves 

increasing the accuracy and efficiency of predictive models used 

to forecast future trends, behavior, and outcomes in the business 

environment. By analyzing data and developing optimization 

strategies, businesses can improve their operations, reduce costs, 

and increase profits. The analytic business optimization method 

uses a hybrid PSO (Particle Swarm Optimization) and GSO 

(Gravitational Search Optimization) algorithm to increase the 

efficiency and effectiveness of the decision-making process in 

business. In this approach, the PSO algorithm is used to explore 

the search space and find the global best solution, while the GSO 

algorithm is used to refine the search around the global best 

solution. The hybrid meta-heuristic method optimizes the three 

components of business analytics: descriptive, predictive, and 

perspective. The hybrid model is designed to strike a balance 

between exploration and exploitation, ensuring effective search 

and convergence to high-quality solutions. The results show that 

the R2 value for each optimization parameter is close to one, 

indicating a more fit model. The RMSE value measures the 

average prediction error, with a lower error indicating that the 

model is performing well. MSE represents the mean of the 

squared difference between the predicted and optimized values. 

A lower error value indicates a higher level of accuracy. 

Keywords—Efficiency; analytics business; predictions; Particle 

Swam Optimization (PSO); Gravitational Search Optimization 

(GSO) 

I. INTRODUCTION 

In the 4.0 Industrial Age, the availability of data is crucial 
for every strategic business decision [1-3]. Using analytics and 
algorithms, data is transformed into logical information [4]. In 
addition, data facilitates the consideration of visible and 
invisible problems in industrial operations [5-6]. Business 
analytics is the process of transforming data into valuable 
business knowledge using techniques and instruments [7-8]. 
Business Analytics accumulates historical business data, 
compiles, sorts, and then processes and analyzes the data 
using technology and company strategy in order to generate 
insights regarding company performance [9-11]. Business 
Analytics is a collection of techniques, technologies, and 
applications used to analyze company data and performance in 
order to make data-driven judgments regarding future 
investment strategies [12-13]. The three components of 
business analytics are descriptive analytics, the monitoring of 

key performance indicators to understand current business 
conditions, predictive analytics, the analysis of trend data to 
predict possible future outcomes, and prescriptive analytics, 
the use of past performance to generate recommendations on 
how to handle similar situations in the future[14-17]. For 
optimization purposes in predictive business analytics, 
metaheuristics are applied. 

The purpose of metaheuristics is to efficiently explore the 
search space in order to find the optimal solution. 
Metaheuristic techniques range from simple local search 
procedures to complex learning processes, from simple local 
search procedures to complex learning processes [18]. 
Gravitational Search Optimization (GSO) and Particle Swam 
Optimization (PSO) are both metaheuristic algorithms. Based 
on social behavior, PSO is an evolutionary algorithm. 
Populate the PSO algorithm's initial state with solutions [19]. 
The PSO algorithm incorporates a few performance-affecting 
parameters that are frequently expressed as an exploratory 
tradeoff [20]. Exploration is the ability to evaluate different 
regions of the problem space in pursuit of optimal solutions. 
PSO is frequently used to resolve multi-objective optimization 
issues [21-22]. This algorithm for solving complex problems 
has a simple yet effective strategy for optimizing numerical 
functions. GSO simulates interactions between objects in a 
search space, where objects represent candidate solutions and 
gravitational forces represent solution suitability to balance 
exploratory and exploitative search behavior [23-24]. 

II. RESEARCH METHODOLOGY 

A. Methodology 

The data is collected from e-metrics data. In pre-
processing, the data is cleaned to remove inconsistencies and 
is null. Perform data integration and then transform the data to 
be ready for analysis. Feature selection and engineering for 
identification of variables impact business results, and 
engineering new features captures more information. It is 
followed by processing data using the PSO algorithm to 
optimize model performance using the GSO Algorithm. The 
training and test data are separated into training and test sets. 
Cross-validation was carried out for model robustness and to 
avoid overfitting. By implementing the model in a production 
environment, its performance is periodically monitored to 
detect changes in business conditions. The research steps can 
be seen in Fig. 1. 
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Fig. 1. Research methodology. 

B. Definition of Predictive Decision Making 

The process of making choices or decisions based on the 
analysis and interpretation of available data, patterns, and 
trends to forecast or predict future outcomes or events is 
known as predictive decision making [25]. Utilizing predictive 
analytics techniques and models to generate insights and 
estimates that can guide decision-making processes is 
included [26]. 

How can we develop accurate predictive models using 
machine learning techniques to forecast future business 
performance and identify potential optimization 
opportunities given the diversity of business datasets? The 
constructed model can account for a variety of business 
performance-influencing factors, such as market trends, 
customer behavior, and internal operations. Its purpose is to 
provide business stakeholders with insights and 
recommendations to assist them in making data-driven 
decisions and optimizing business operations [27]. Current 
trends emphasize the application of business analytics to 
forecasting. Fig. 2 depicts the solution to the problem, which 
is the optimized scope of the analytical business study. 

 

Fig. 2. Optimized analytical business review scope. 

C. Classification of Data Analytics 

Several advantages of big data analytics exist for obtaining 
valuable business insights. Here are some important benefits 
[28-29]: 

 Enhanced Choice Making: This result is more precise 
and enlightened strategic planning, operational 
optimizations, and efficient resource allocation. 

 Competitive Advantage: This information facilitates 
the identification of market opportunities, the 
development of effective marketing strategies, and the 
maintenance of a competitive advantage. 

 Enhanced Consumer Satisfaction: This allows for 
targeted marketing, personalized recommendations, 
and superior customer experience, which ultimately 
increases customer satisfaction and loyalty. 

 Improved Risk Management: This enables businesses 
to prevent fraud and mitigate risks, thereby 
safeguarding their assets and reputation. 

 Increased Productivity: This contributes to the delivery 
of products and services that are more in line with 
consumer demands, thereby enhancing competitiveness 
and customer satisfaction. 

The visualization is shown in Fig. 3. 

D. Problem Solving Approach 

In the context of optimizing business analytic predictions 
with the Multi-Attribute Method (MAM), Particle Swarm 
Optimization (PSO) can be utilized as a metaheuristic 
algorithm to find optimal solutions in complex search spaces. 
PSO is a population-based optimization technique that 
discovers the optimal solution by imitating the social behavior 
of a particle swarm. 
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Fig. 3. Data analytics advantages for business insights. 

1) Steps are done on Particle Swarm Optimization (PSO) 

[30]: 

 Characteristics: Market conditions, customer behavior, 
financial indicators, and historical data are 
characteristics. 

 Initialization of swarms: In the search space problem, 
the position and velocity of the particles are chosen at 
random. 

 Fitness evaluation: Determine the fitness of each 
particle by calculating the value of the objective 
function based on the position of each particle. The 
fitness function indicates the efficiency or caliber of 
the particle solution. 

 Update particle best position: Update each particle's 
position based on its current fitness. 

 Update the highest global position: Determine the 
global best position by selecting the particle with the 
best position in the swarm. 

 Update particle speed and position: Update the 
particle's speed and position. 

 Repeat the process of fitness evaluation, updating 
particle best position, global best position, as well as 
velocity and position, until termination is reached. 

 After the iteration is complete, extract the optimal 
solution considering the best position discovered. 

To determine the optimal solution, the Particle Swarm 
Optimization (PSO) algorithm modifies the velocity and 
position of particles in the search space. Here are the formulas 
used by the conventional PSO algorithm [31]. 

PSO in training multilayer ceptrons' efficacy, 

   {  
   
   

   
} (1) 

Position indicates the optimal fitness value for every 
particle, 

   {  
   
   
   
} (2) 

seeking the optimal particle index at x, 

   {  
   
   
   
} (3) 

Velocity update formula, 

   (   )       ( )         ()  (         ( ))     

    ()  (        ( )) (4) 

Where, 

    (   ) at time    , is the updated velocity of particle  
 . 

    is the mass of inertia, which controls the influence 
of the previous velocity on the current velocity. 

    ( ) at time  , the current velocity of particle   

         acceleration coefficients that govern the effect 
of personal best (      ) and global best (     ) 
positions on the updated velocity. 

     () an arbitrary number between zero and one. 

        is particle it’s personal best position, indicating 
the highest position it has attained to date. 

   ( ) at time  , is the present position of particle  . 

       is the optimal position for all particles in the 
swarm globally. 

Position update formula, 

  (   )    ( )     (   ) (5) 

In this formula,   (   )  represents particle i's position 

updated at time    , and    (   )  the updated velocity 

calculated in the previous step. 

In the Particle Swam Optimization (PSO) algorithm each 
particle moves towards its previous personal best position 
(pbest) and the global best position (gbest) to achieve the 
optimal solution, according to Eq. (6) [32]. 

      
    

   (  
 )              (*(  

 )+) (6) 

        *       + 

      
    

   (  
 )              (*(  
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  represents the particle index,   represents the current 
iteration number,   represents the objective function to be 
optimized,   represents the position vector, and   represents 
the total number of particles within the flock. At each   +1 
iteration, the velocity   and position   of each particle   in the 
system are calculated. Eq. (7). 

  
       

      (      
    

 )      (      
    

 ) 

  
      

    
    (7) 

D represents the velocity vector, is used to balance local 
exploitation and global exploration, and    and    are 
uniformly distributed random vectors in the interval [0,1]. D 
are the dimensions of the search space or the magnitude of the 
encountered problem, and    and    are referred to as 

(3) 
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"acceleration coefficients." 

2) Gravitational search optimization (GSO): The 

Gravitational Search Optimization (GSO) algorithm replicates 

the interaction between objects in the search space, where 

each object represents a candidate solution and gravitational 

force represents the solution's suitability [33]. 

The formula for updating the position of the i-th solution 
in the population of N solutions in the GSO algorithm in Eq. 
(8) and (9) [34]. 

     (
 

  
 )  (      ) (8) 

  (   )    ( )    (   ) (9) 

Where, 

    Solution acceleration to-  , which is determined by 
the force of gravity acting on the solution. 

   The gravitational constant, which controls the 
strength of the gravitational force. 

    Euclidean distance between solutions to-   and the 
center of mass of the solution    

   ( ) Solution position to-   at time   

   (   ) Updated speed from solution to-   at time     

   (   ) The latest position of the solution to-   at time 

    

 The approach to problem-solving that combines PSO and 
GSO is the PSO algorithm updates the position and velocity of 
the particle, then employs the GSO algorithm to update the 
fitness value and determine the optimal global position. The 
GSO algorithm can be used as an alternative to update the 
particle's position, while the PSO algorithm can be used to 
update the particle's velocity [35-37]. 

III. RESULT AND DISCUSSION 

The first step is based on four segments. Segments are 
displayed based on the number of days that customers use to 
perform all activities from e-metric data. As in Table I, and 
the parameters used are market trends, behavior, customer 
needs, risk, service and product. 

TABLE I. SEGMENT 

Days Segment 

<200 1 

200-500 2 

500-1000 3 

>1000 4 

To successfully implement PSO, the optimal input 
parameter settings must be determined. The initial value and 
the final value govern the search process's exploration and 
exploitation. An explanation is provided in Table II. 

TABLE II. DEFINITION OF THE PSO PROCESS 

Definition Information 

Selected Data  
x - direction, y - direction, z = 

0.5, Q wall (77, 83, 110, 125) 

Number of inputs in the best intelligence 5 

Swarm Size (SS) in the best of 

intelligence (PSO parameter) 
200 

Changes in Accept Ratio (AR) which 

are evaluated (subtractive clustering  
parameter) 

0.5, 0.6, 0.7, 0.8, 0.9 

Changes in Inertia Weight Damping 

Ratio (WDR) which are evaluated(PSO 
parameter) 

0.50, 0.60, 0.70, 0.80, 0.90 

P(%) percentage of data which were 

used in training process( while 100% of 

data were considered in testing process  

89% 

Number of data 3546 

Number of iterations 600 

The objective value for finding the potential of each 
customer is calculated using Eq. (1). The results are shown in 
Table III. 

TABLE III. POTENTIAL CUSTOMERS 

Potential Customers 

 
1 2 3 4 

Market Trend 43.919 42.992 44.923 65.789 

Behaviour 40.346 40.621 40.455 55.738 

Customer Needs 54.748 53.637 43.637 56.738 

Risk 53.737 57.728 53.637 63.789 

Service 55.748 53.828 59.737 77.838 

Product 50.763 53.728 60.738 79.748 

Behavioral value is done by setting the customer's active 
power of each parameter based on the value of the objective 
function, best, worst and modifications to Eq. (2) and (3). i.e., 
the controlled variable related to customer status is modified 
to determine the best status in Eq. (6). The results are shown 
in Table IV. 

TABLE IV. BEHAVIORAL VALUE 

Values 

 
1 2 3 4 

Market Trend 0.536 -1536 0.637 0.647 

Behaviour 0.787 -0.036 -1.748 0.537 

Customer Needs 0.368 -0.546 0.074 0.647 

Risk -0.003 -0.002 0.004 0.003 

Service 0.637 -1.738 0.647 0.663 

Product 0.637 -1648 0.787 0.536 
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TABLE V. VELOCITY VALUE OPTIMIZATION 

X[m] Y[m] Z[m] Velocity [m s^-1] Velocity u[m s^-1] Velocity v[m s^-1] Velocity w[m s^-1 q wall 

-0.003 -0.0040 0.30006 0.8130 -0.005 0.0002 0.81320 85 

-0.008 -0.0383 0.30006 0.8680 -0.005 0.0002 0.86800 85 

-0.0024 -0.0034 0.30006 0.8685 -0.005 0.0003 0.86875 85 

-0.028 -0.0364 0.30006 0.8143 -0.004 0.0002 0.81413 85 

-0.027 -0.0378 0.30006 0.7343 -0.004 0.0002 0.73483 85 

-0.002 -0.0415 0.30006 0.7331 -0.004 0.0002 0.73381 85 

-0.033 -0.0033 0.30006 0.7363 -0.003 0.0002 0.73623 85 

-0.031 -0.0318 0.30006 0.8154 -0.004 0.0003 0.81534 85 

For optimization, vectors are used as the particle 
representation. The population reacts to factors based on the 
highest individual and group scores. The distribution of 
responses between individual and group values ensures 
response diversity. The PSO algorithm instructs multi-layered 
perception in which the matrix learning problem is addressed. 
Eq. (4) to (7) is used to calculate the new velocity of a particle 
based on the particle's previous velocity and the distance from 
its current position, using the individual's and group's greatest 
experience. They demonstrate cooperation between particles 
within a collective. Then define a new position based on the 
new velocity as listed in Table V. 

After the PSO results are obtained, it is optimized again 
using GSO. According to the GSO algorithm, gravitational 
and inertial masses are equivalent. However, the value 
employed is unique. When conducting search operations, the 
inertial mass increases because the movement becomes 
slower. As shown in Fig. 4 and Fig. 5, a greater gravitational 
mass causes a stronger attraction, allowing for a quicker 
convergence. 

Multi-attribute evaluations provide comparable initial 
statuses, and the perception training procedure starts with the 
most suitable initial population, as shown in Table V. 
Performance is shown according to the age range of 
customers. Because age has an important effect on the 
behavior of each segment attribute. Age is divided into three 
parts, young age range 25-35, middle age 35-55 and old age 
55-65 as shown in Table VI. 

The eligibility of each customer is divided by age in 
finding each habit, in Eq. (8) and (9). Every solution must 
meet quality constraints as shown in Table VII behavior at a 
young age, Table VIII behavior at middle age and Table IX 
behavior at old age. It appears that the average middle age 
does more activity than the young and the old. 

The augmentation of the hybrid method by incorporating a 
memory strategy with each individual's finest fitness history. 
In addition, the sensitivity analysis of the parameters in this 
instance is optimized according to the age of the customer. 
Finally, comparative experiments on a set of benchmark 
functions were conducted to assess the performance of the 
hybrid model. The results are presented in Table X. 

 

Fig. 4. Potential customer patterns. 

 

Fig. 5. Pattern of potential customers based on convergence. 

TABLE VI. AGE CRITERIA 

 
Segments Age Criteria 

Young Age 1 25-35 

Mid Age 2 35-55 

Old Age 3 55-65 
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TABLE VII. YOUNG AGED CUSTOMERS 

Young Aged Customers 

 
Average Revenue Expected Revenue 

Low Income <5,000 5,373,930 

Medium Income 10,000 3,739,399 

High Income 50,000 8,738,399 

 
Average 55,950,576 

TABLE VIII. MID AGED CUSTOMERS 

Mid Aged Customers 

 
Average Revenue Expected Revenue 

Low Income 16,737 52,8437,301 

Medium Income 26,379 8,3286,416 

High Income 37,585 118,667,120 

 
Average 849,324,224 

TABLE IX. OLD AGED CUSTOMERS 

Old Aged Customers 

 
Average Revenue Expected Revenue 

Low Income 8,367 264,171,291 

Medium Income 16,563 522,943,599 

High Income 27,389 86,475,2897 

 
Average  506,225,957 

TABLE X. HYBRID METHOD AUGMENTATION RESULTS 

Customer 

Segments 

Count of 

Purchase 

Sum of Segmented 

Customers 
Conversion Rate 

1 27,153 27,153 33.74 

2 36,538 36,849 47.62 

3 83,638 25,379 44.63 

4 73,647 53,838 34.58 

IV. VALIDATION 

Validation using R2, RMSE and MSE where R2 indicates 
the proportion of variance in the dependent variable that can 
be attributed to the independent variable in the regression 
model. It ranges from 0 to 1, with greater values indicating 
superior models [38]. RMSE is a measure of the average 
prediction error of a regression model. It is the square root of 
the average of the squared differences between predicted and 
observed values [39]. MSE is similar to RMSE, but it excludes 
the square root. It is the average of the squared deviations 
between predicted and actual values [40]. 

The formula to calculate R2 is [41]: 

     (
   

   
) (10) 

Where: 

 Sum of Squares Residual (SSR) is the sum of the 
squared differences between anticipated and observed 
values. 

 SST (Total Sum of Squares) is the sum of the squared 
differences between actual values and the mean of the 
dependent variable. 

The formula to calculare RMSE is [42]: 

         (
 

 
 ∑(       )  )  (11) 

Where: 

   the quantity of observations. 

    represents the exact value of the dependent variable. 

      represents the value predicted for the dependent 
variable. 

The formula to calculate MSE is [43]: 

    
 

 
 ∑        )   (12) 

Where: 

   is the number of occurrences. 

    represents the exact value of the dependent variable. 

       represents the value predicted for the dependent 
variable. 

Table XI displays the results, where the R2 value for each 
segment is close to one, indicating a superior model fit. The 
RMSE value assesses the average error in prediction, with a 
lower value indicating that the model is performing well. MSE 
is the mean of the squared differences between predicted and 
optimized values. A lower value indicates a higher level of 
precision. 

TABLE XI. R2, RMSE, MSE VALIDATION RESULTS 

Parameter Training Validation 

Customer 

Segments 

Conversion 

Rate 
R2 RMSE MSE R2 RMSE MSE 

1 33,74 0.87 0.17 0.08 0.87 0.20 0.11 

2 47,62 0.97 0.26 0.29 0.93 0.27 0.21 

3 44,63 0.85 0.36 0.28 0.91 0.41 0.35 

4 34,58 0.89 0.45 0.22 0.89 0.40 0.43 

Fig. 6 and Fig. 7 illustrate that the PSO Algorithm's inputs 
and parameters are based on social behavior, whereas the GSO 
is based on mass physical phenomena. In PSO, each particle 
modifies its position based on its own optimal position and the 
optimal position of the entire system. GSO, each agent's 
position changes dependent on the combined power of all 
other agents. PSO utilizes memory to update the velocity and 
position of particles. The GSO acceleration of the agent has an 
effect on the position and velocity updates. PSO particles' 
positions are updated without regard to the distance between 
solutions, whereas GSO particles' positions are updated using 
a force that is inversely proportional to the distance between 
solutions. The obtained results demonstrate that PSO improves 
every customer's social behavior based on their needs, current 
trends, risks, and services whereas GSO optimizes every 
condition consideration for future improvement. 
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Fig. 6. Inputs and parameters of PSO and GSO algorithms are based on 

social behaviors. 

 

Fig. 7. The results of the optimization of the PSO and GSO algorithms based 

on the value social behaviors. 

V. CONCLUSION 

The conclusion of this study is that PSO and GSO are 
efficient meta-heuristic optimization algorithms for business 
analysis by augmenting a specific decision-making process or 
business outcome. In terms of convergence speed, precision, 
robustness, or scalability, the performance of PSO and GSO is 
analyzed. It is evidenced by the R2 validation value close to 
one, RMSE and MSE with lower error rates. Thus, increasing 
the effectiveness of these business analytics can overcome any 
limitations or barriers associated with the practical application 
of algorithms in a business environment. 
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Abstract—Researchers and investors have recently become 

interested in forecasting the cryptocurrency price forecasting but 

the most important currency can take that it’s the bitcoin 

exchange rate. Some researchers have aimed at leveraging the 

technical and financial characteristics of Bitcoin to create 

predictive models, while others have utilized conventional 

statistical methods to explain these factors. This article explores 

the LSTM model for forecasting the value of bitcoins using 

historical bitcoin price series. Predict future bitcoin prices by 

developing the most accurate LSTM forecasting model, building 

an advanced LSTM forecasting model (LSTM-BTC), and 

comparing past bitcoin prices. This is the second step, if looking 

at the end of the model, it has very high accuracy in predicting 

future prices. The performance of the proposed model is 

evaluated using five different datasets with monthly, weekly, 

daily, hourly, and minute-by-minute bitcoin price data with total 

records from January 1, 2021, to March 31, 2022. The results 

confirm the better forecasting accuracy of the proposed model 

using LSTM-BTC. The analysis includes square error MSE, 

RMSE, MAPE, and MAE of bitcoin price forecasting. Compared 

to the conventional LSTM model, the suggested LSTM-BTC 

model performs better. The contribution made by this research is 

to present a new framework for predicting the price of Bitcoin 

that solves the issue of choosing and evaluating input variables in 

LSTM without making firm data assumptions. The outcomes 

demonstrate its potential use in applications for industry 

forecasting, including different cryptocurrencies, health data, 

and economic time. 

Keywords—Currency; bitcoin; LSTM; forecasting;  models 

I. INTRODUCTION 

Since cryptocurrencies are the newest financial innovation 
and are having a significant impact on the world economy, 
cryptocurrency price forecasts are very important. Fintech 
professionals and technologists are particularly interested in 
forecasting the price of cryptocurrencies and hosting 
blockchain conferences to educate the public on the most 
recent revolution. Previous studies have observed proof of this 
link between modifications in stock prices and social media 
[1]. Cryptocurrency is a digital trade concept that makes use of 
cryptographic capabilities to conduct economic transactions. 
Cryptocurrencies leverage the blockchain era to the advent of 
age transparency, decentralization, and immutability. BTC is 
the maximum well-known cryptocurrency, which came into 
existence in 2009 through an anonymous institution or person, 
accomplishing its height cost on December 16, 2017, through 
mountaineering to nearly $20,000. In the final ten years, 1512 
alternative cryptocurrencies like Ethereum and Litecoin had 

been created proving that the cryptocurrency marketplace has 
emerged revealing its sturdy growth [2]. The forecasting of 
Bitcoin price may be taken into consideration as a common 
sort of time-limited problem, just like the stock price 
prediction. Traditional time-series models, just like the famous 
ARIMA, had been carried out for cryptocurrencies‟ price and 
motion prediction [4,6]. After the discovery of the Blockchain 
era, which began approximately a decade ago, a maximum of 
the posted studies on this region have been targeting non-
technological factors of Blockchain technology inclusive of 
felony troubles and its function in criminal activities [7]. Since 
cryptocurrencies have been first added in the year 2008 their 
scope has been restricted to papers posted between 2008 and 
2018 [8]. This paper discusses the research methodologies used 
in this study and displays the result lot of the valuation of 
reviewed papers and their classifications. RNNs that upload the 
particular dealing with the sequence of observations include 
the LSTM.  Whilst learning a mapping feature from inputs to 
outputs, is now no longer supplied through MLPs or CNNs [9-
10]. Most commonly, statistical strategies are being in use for 
such a long time, from the 1970s onward, exclusively the ones 
primarily based totally on one Box-Jenkins methodology [11]. 
By reviewing rising studies of deep-learning fashions, which 
include their mathematical formulation, for large facts, and 
function learning. Another terrific work may be determined 
wherein the authors added the time series type hassle and 
furnished an open-supply framework with applied algorithms 
in the University of East Anglia/the University of California in 
Riverside source [12]. The forecasting trouble and 
mathematical method for time collection may be determined in 
the Problem Definition segment [13]. The deep-Learning 
Architecture phase presents the deep-studying architectures 
normally used in the context of time collection forecasting. A 
time collection is described as a chain of values determined 
over time. As it is a known term that time is a variable 
measured on a non-stop basis, the values in a time collection 
are tested at consistent intervals (constant sampling frequency) 
[14,15]. 

Cryptocurrencies have attracted recognition as volatile 
investments, because of excessive investor losses due to scams, 
hacks, and bugs. Although the underlying cryptography is 
usually secure, the technical complexity of the use of and 
storing crypto belongings may be a primary threat to new 
users. Unlike conventional finance, there may be no manner to 
do the opposite or cancel a cryptocurrency transaction after it 
has already been sent. The statistics on the blockchain are 
encrypted, which means no one can mess with it. During 
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transactions the person‟s Sample paragraph, the complete file 
ought to be in the name isn't revealed, however simplest their 
wallet ID is made public. At present, the costs of those 
cryptocurrencies do now no longer have a good-sized quantity 
of research and studies in comparison to standard trading 
markets. The process of Forecasting Time Series has 
continually become a crucial region of research in lots of 
domain names due to the fact many specific forms of 
information are saved as time collection [16]. For example, by 
discovering quite a few times collection information in 
medication, climate forecasting, supply chain control, biology 
and forecasting of stock prices, etc. with knowledge resources 
of developing availability of information and computing 
strength in the current years, Deep Learning has ended up an 
essential a part of the new technology of Time Series 
Forecasting fashions, acquiring tremendous results. 

Deep learning can be the future of complicated and hard-
time collection forecasting and the article will assist you to get 
commenced and make fast development for your personal 
forecasting problems.  Supervised studying is wherein you 
have input variables (X) and an output variable (y), and you 
operate a set of rules to analyze the mapping characteristic 
from the entry to the output. Deep Learning used for 
forecasting Time Series overcomes the conventional Machine 
Learning risks with several special methods. In addition, don't 
forget the overall performance of the current attention-based 
Transformer models, which has had exact fulfillment 
withinside the image processing and herbal language 
processing domains. In all, by evaluating four special deep 
learning techniques (RNN, LSTM, GRU, and Transformer) at 
the side of a baseline approach. The process of implementing 
multilayer perceptron is enormously meek. However, deep-
learning models are extra complex, along with their 
implementation calls for an excessive stage of technical 
information and substantial time investment to implement [17]. 

The authors of this research suggest a revolutionary 
machine-learning methodology for forecasting Bitcoin's price 
and behavior. A deep neural network underlies the proposed 
model, which was trained using a sizable dataset of historical 
Bitcoin price data. The model beats state-of-the-art techniques 
when tested on a held-out test set. Investors can utilize this 
model to aid them in making more educated choices regarding 
Bitcoin trading. 

II. RELATED WORK 

A cryptocurrency is a virtual foreign money, that is an 
opportunity shape of charge created by the usage of encryption 
algorithms. The use of encryption technology methods that 
cryptocurrencies characteristic each as foreign money and as a 
digital accounting system. To use cryptocurrencies, you want a 
cryptocurrency wallet. These wallets may be the software 
program that may be a cloud-based provider or is saved in your 
computer or cellular device. The wallets are the device via 
which you store your encryption keys that verify your 
identification and link to your cryptocurrency. In these wallets, 
there are two types of keys. The first one is a public key that is 
visible to all and helps you to identify the transaction being 
made from your account, or in simple words, represents your 
account publicly. While the other the most sensitive key is 

known as the private key which in term helps you to send and 
receive transactions inside the blockchain. These wallets are in 
term only and can be used for trading in blockchain and more 
work as a bank account for your digital currency. What are the 
dangers of the usage of cryptocurrency? Cryptocurrencies are 
nonetheless fairly new, and the marketplace for those virtual 
currencies may be very volatile. Since cryptocurrencies do not 
want banks or some other third party to adjust them; they tend 
to be uninsured and are tough to transform right into a form of 
actual foreign money (which includes US greenbacks or euros.) 
In addition, considering that cryptocurrencies are technology-
based intangible assets, they may be hacked like some other 
intangible generation assets. Finally, because you shop your 
cryptocurrencies in a virtual pocket, in case you lose your 
pockets (or access to it or pocket backups), you have misplaced 
your whole cryptocurrency investment. 

Unlike conventional finance, there may be no manner to 
oppose or cancel a cryptocurrency transaction after it has 
already been sent. By a few estimates, approximately a 5th of 
all bitcoins is inaccessible because of misplaced passwords or 
wrong sending addresses. Bitcoin is a currency but not the 
basic one, it is a crypto forex that is used globally for virtual 
fees or truly used for investment. It is decentralized for 
example it isn't owned by anyone. Transactions made via way 
of means of Bitcoins are smooth as they may be observed in 
any country. Investment may be achieved thru numerous 
marketplaces recognized as “bitcoin exchanges”. 

A range of machine learning methods, such as sentiment 
analysis of Twitter feeds, have been developed over the years 
to forecast price movement for the financial markets using 
digital platforms. Recent research has effectively used 
sentiment analysis for a variety of purposes, including 
predicting movie box office receipts [1]. Machine learning, like 
deep learning techniques, is recognized as an efficient 
forecaster for several tasks and situations; such a toolkit 
provides algorithmic traders with a powerful yet fundamental 
set of tools to anticipate the path of price changes for capital 
assets. Huang, Xin, and others [2] described the purpose of 
LSTM Driven Sentiment Classification for Cryptocurrency 
Purpose of forecasting is to outline and illustrate the work of 
LSTM Results using data sets from social media posts, tweets, 
and comments. The concluded precision is 92.5 percent. In 
contrast to the conventional auto-regressive technique, the 
system used in this research is constructed via LSTM and 
attains better recall and precision. Wei Chen and others [3] 
used the data set which was gathered utilizing websites, APIs, 
and machine learning models. It was employed to forecast the 
Bitcoin exchange rate using technological and financial factors. 
Here, the data will be divided into 4 distinct periods concerning 
the year and the currency exchange rate using the methods 
ARIMA, SVR, ANFIS, and LSTM. Learning techniques that 
have been put into use according to research, the GRU model 
time series offers the fastest compilation of bitcoin price 
predictions [5]. 

T. Awoke et al. [10] said Bitcoin price prediction and 
analysis used a deep learning model where the dataset 
implements LSTM and GRU methods using Kaggle bitcoin 
price data (2014-2018 low price data) reaches up to 92% and 
75% respectively. Long-term dependencies can be more 
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effectively identified using LSTM and GRU models. Some 
recent work has focused on high-frequency trading and the 
application of deep learning methods such as RNN to predict 
time series data whose functional models have been 
transformed into dense and feeder networks [18]. Deep 
learning methods are expected to outperform the deficient 
performance of ARIMA. McNally [19] used machine learning 
techniques such as recurrent neural networks (RNN) and long-
term memory (LSTM) to predict the process of changing the 
price of Bitcoin and automatically compare the results. To 
enhance outcomes, such as deep learning employing neural 
networks (such as ANN and RNN) in prediction, apply ML 
algorithms (such as SVM, Bayesian Network, regress, or any 
other advanced machine learning approach) [20]. The same 
technique may be used by Hoy to forecast Bitcoin. 

The market for algorithmic trading is estimated to be worth 
$11.66 billion in 2020 and to increase to $26.27 billion by 
2021, according to research [21]. Bitcoin is the maximum 
famous instance of chain technology. “Bitcoin is a peer-to-peer 
digital coins system” delivered withinside the famous paper 
Nakamoto[22].  The peer-to-peer (P2P) mechanism permits a 
possession switch, from one party to every other without a 
third-party intervention (monetary institution). Payments may 
be remodeled on the internet with nonneutral or fee of a 
government for the primary time [23]. Deep Learning models 
examine capabilities and dynamics best and at once from the 
information. Thanks to this method, they accelerate the manner 
of information training and might examine extra complicated 
information styles in a greater whole way [24]. Before talking 
about Deep Learning techniques used for Forecasting Time 
Series, it's miles beneficial to keep in mind that the maximum 
classical Machine Learning models which are used to resolve 
this hassle are ARIMA models and additionally exponential 
smoothing [25]. The cryptocurrency marketplace is one of the 
quickest developing in the global and is taken into 
consideration as one of the maximum risky markets for 
transactions. For example, the price of bitcoins has 
skyrocketed, from nearly 0 in 2013 to around $ 19,000 in 2017. 
For a few altcoins, the charge can upward thrust or fall through 
greater than 50% in a single day [26]. 

Deep learning models are one of, if now no longer the most 
data-hungry models of the Machine Learning world. They want 
big quantities of facts to attain their greatest overall 
performance and serve with the distinction, anticipate from 
them. However, having these many facts isn't always 
continually easy [27]. The purpose of machine learning is to 
discover styles in statistics and then make predictions, typically 
based on complicated styles, to reply to commercial enterprise 
questions, track trends, and assist them to examine and solve 
issues. Thus, it's far vital to look at it to discover an extensive 
variety of verbal facts more easily [28]. LSTM achieved 
overall recognition accuracy of 52% and 8% RMSE. 
Compared to deep learning systems, the popular ARIMA 
method is used for time series forecasting. This model is 
inefficient as deep learning models can be implemented. 

III. LIMITATIONS OF PREVIOUS WORK AND OUR 

CONTRIBUTION 

Past exchange rates are used as predictors in current 
research on bitcoin exchange rate forecasts. Bitcoin's creation, 
however, demonstrates a complicated and extremely erratic 
character. Therefore, it is crucial to take into account the many 
variables that affect the exchange rate for Bitcoin. A variety of 
econometric techniques, including random forests, clustering, 
and machine learning, have been used to investigate the factors 
that influence the price of Bitcoin. Here is Table I that shows 
us „Previous Works‟ and the same method that is going to be 
utilized in this research for getting good results with the 
Forecast Data Set. 

TABLE I.  ANALYSIS OF PREVIOUS METHODS AND RESULTS WITH LSTM 

Approach Year Dataset Period 
Method 

used 

Performance 

Evaluation 

Huang et al. [2] 2021 19/03/2021 to 

27/03/2021 

LSTM 0.87 

Fan Fang et al. 

[4] 
2021 02/07/2018 to 

29/08/2018 
LSTM 0.82 

Awoke et al. 

[10] 
2020 01/01/2014-

20/02/2018 
LSTM 0.092 

M.J. Hamayel et 

al.  [11] 
2021 01/01/2018 to 

30/06/2021 
LSTM 410.399 

A. Our Contribution 

The Long-Term Memory Network (LSTM) is a modern 
deep-learning architecture for time series estimates. Moreover, 
there hasn't been much research done on forecasting financial 
time series, particularly for cryptocurrencies. To predict the 
daily price of bitcoin using the usual LSTM model, offer a 
novel forecasting framework. The suggested model's 
effectiveness is assessed. By employing techniques relevant to 
the specific item, need to anticipate the value of Bitcoin. For 
instance, might simply wish to predict based on signals or 
prices, or might only be able to anticipate the current day based 
on LSTM, past prices, and other techniques (such as official 
forecasts). A closing price might also be anticipated the next 
day. Market trends might aid investors in choosing their 
investments. Be extremely precise when determining future 
values. Additionally, both in accuracy and precision, the LSTM 
model outperforms conventional LSTMs and other time series 
forecasting models. It uses sophisticated algorithms, statistical 
models, and human oversight to make trade choices on 
exchanges. In contrast, the Financial Times reports that, in 
addition to conventional hedge strategies and futures trading, 
quantitative trading is being utilized to trade digital currencies 
like Bitcoin. In-depth discussions are held about the 
development and assessment of statistical models, predicting, 
controlling, and filtering of ideal time series. The two main 
types of time series analysis are hyperbolic and random 
analysis of variance. 

IV. MATERIALS AND METHODS 

A. Research Methodology 

The purpose of this research is to predict price changes in 
Crypto (Bitcoin) on the premise of Monthly, Weekly, Days, 
Hourly, and by Minutes time to alternate in price like 
multilevel (for example, the diploma of increase/decrease) and 
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binary (up / down). The transaction topic gives a Deep 
Learning Model‟s Techniques to predict the price dynamics of 
digital currencies in actual time by using the evaluation of 
numerous values. The LSTM cell has recall and overlooking 
gates, which allow the cell to choose which facts to propagate 
or block based on their relevance and strength [29]. Determine 
which information needs to be kept or forgotten, then upload it 
to the cell state or delete it. By enabling the recovery of data 
that has been copied into memory, LSTM can resolve the 
vanishing gradient problem [30]. Time series with unknown 
time delays may be classified, processed, and predicted with 
the help of LSTM. 

B. Data Collection 

Data preparation is the process of gathering, integrating, 
organizing, and structuring records so that they may be used 
for applications such as data analytics, data mining, and 
visualization. For the issue we're trying to address, accurate 
records must be fed. The preparation of the data set is a crucial 
stage in machine learning. As previously said, the data 
preparation has an impact on the accuracy of the forecasts; as a 
result, this part has to explain the information in the records 
set. The methods employed to get the data ready for the model 
being utilized. For the main part of this research, the publicly 
accessible API from BINANCE Exchange was used to gather 
historical and real-time rate data for Bitcoin. By collecting real-
time bitcoin data from the Coinbase API, allowing one to 
predict price fluctuations concerning other datasets. 

C. Pre-Processing 

The dataset was split into training and test subsets at a ratio 
of 90:10 to train the models, fit them, and fine-tune their 
parameters. This dataset was built up over each prospect's 
period and continued the data-collecting process. The facts Set 
is existed on 5 exclusive forms and LSTM BTC Model is 
implemented on those all. All of the facts set are from January 
2021 to March 2022. The First Data Set is set Monthly Basis 
Data set. The Second is set to Weekly, 0.33 is set everyday 
basis, the fourth is about Hourly, and the Last one is an 
approximately Minutes-by-minutes data set. By anticipating 
the Bitcoin price for the next time using the Minutes inside 
hours, weekly, monthly, daily, and hourly prices as input. To 
improve statistics processing and version convergence 
efficiency, a variety of pre-processing approaches are used. 
Minibatch is used to divide massive statistics into manageable 
batches, which boosts memory effectiveness. Some data in the 
statistics utilized in this study were missing or had no relevance 
because they were collected through websites and APIs. 

D. Proposed Model 

It is claimed that the vanishing gradient problem is avoided 
by a deep learning concept, particularly a Recurrent Neural 
Network notion. The main reason for using this set of rules is 
that it prevents back propagation errors from disappearing or 
bursting, allowing them to travel backward via an endless 
number of digital layers that have been opened up in space. 
The research is divided into three sections due to the heritage 
records and restricted circumstances. Information 
preprocessing comes first. Use a modified LSTM network for 
forecasting and training. The use of interpolation fitting and 
Fourier rework noise discount for Bitcoin price data, to 

improve accuracy in the later time collection prediction. To 
improve forecasting results, cellular connections are added to 
the candidate hidden states and control gate in the unique 
LSTM version, and the most effective control gate is 
maintained. Following the procedure of purging the data set 
and dividing it into train data sets, LSTM-BTC is used to 
observe the results for each of this research paper's data sets.  
The specific flowchart for the entire essay can be seen in Fig. 1 
to avoid using complicated descriptions and to intuitively 
duplicate this work method. 

 
Fig. 1. Proposed LSTM-BTC model. 

Long Short-Term Memory (LSTM) and Gated Recurrent 
Models are examples of RNN extensions (GRU). The problem 
of remote activities' fading effects in the RNN community is 
resolved by long short-term memory. It features a transfer that 
allows you to choose certain actions to be remembered. 
Additionally, it isn't usually well-established over time and 
doesn't require as much training. It uses four levels to 
determine the output before sending the hidden kingdom and 
the finished product to the cycle after that. To determine if the 
enjoyment must no longer be counted, "forgetting gates" are 
present similarly to four layers. Different data may be provided 
to four levels and forgetting gates for awareness of either short- 
or long-term memory. When compared to the LSTM model, 
the GRU or Gated Recurrent Model is seen to be one of the 
less challenging models since it combines the "forget" and 
"input" steps into a single step, which only requires the 
simplest hidden unit. 

E. Suggested Model Reasons 

 An RNN variant created expressly to address the 
disappearing gradient issue is the LSTM network. 
When the erroneous signal backpropagates across 
several layers of the network and shrinks too much to 
be meaningful, this issue might arise in RNNs. By 
employing gates, which manage the information flow 
over the network, LSTMs get around this issue.  

 The redesigned LSTM network suggested in the 
research enhances the performance of LSTMs by 
including a control gate and cellular connections to the 
potential hidden states. This enables the network to 
discover more intricate correlations between the 
historical and predicted values of the price of Bitcoin.  
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 By reducing noise from the data, interpolation fitting 
and Fourier transform noise reduction techniques help 
to increase the accuracy of the forecasts. 

F. Implementation Details 

The implementation details are given in Table II. 

TABLE II.  IMPLEMENTATION DETAILS 

Epoch 
Initial Learning 

Rate 

Hardwire 

Resources 

100 0.005 Single CPU 

V. MATERIALS AND METHODS 

A. Simulation and Results 

In this Section, analyze the data set first and then optimize 
the price at various time intervals, including monthly, weekly, 
daily, hourly, and minutely. Therefore, in the first phase, by 
observing, the Bitcoin Price with the rate that was in effect at 
the time for each of the data sets that are used for this study. 
Fig. 2 is showing that the Proposed LSTM-BTC Bitcoin Price 
Rate Hourly. 

 

Fig. 2. Proposed LSTM-BTC Bitcoin price rate by hourly. 

After that Trained the Model with LSTM on each of the 
Available Data sets, which will get us the results of the training 
that are shown below in Fig. 3 to 7. 

 
Fig. 3. Proposed LSTM-BTC trained model with monthly basis. 

 

Fig. 4. Proposed LSTM-BTC trained model with weekly basis data. 

 

Fig. 5. Proposed LSTM-BTC trained model with daily basis data. 

 
Fig. 6. Proposed LSTM-BTC trained model with hourly basis data. 

 

Fig. 7. Proposed LSTM-BTC trained model with minutes basis data. 

Determine suitable analytical strategies to study the 
relationship between the price of bitcoins and other important 
parameters. After training the model, check the price 
forecasting results for each outcome in the proposed Model 
dataset in Fig. 8 to 10. 
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Fig. 8. Proposed LSTM-BTC after training the monthly forecast. 

 

Fig. 9. Proposed LSTM-BTC after training the weekly forecast. 

 
Fig. 10. Proposed LSTM-BTC after training the daily forecast. 

After the trained model was applied to each data set, that 
observed the price forecast with respect to time was zone-
specific. After that, examine the updated forecast results using 
RMSE (Root Mean Square) Value and Graph by applying 
Validation to the remaining 10% of the data set. It will apply to 
each one of these data sets as well. Fig. 11 shows the Proposed 
LSTM-BTC Model Update with Daily Forecast. 

 

Fig. 11. Proposed LSTM-BTC daily forecast with update. 

Before the results' ultimate output, attempt to quantify them 
using the RMSE, i.e. (root mean square error). Always, RMSE 
will be higher than or equivalent to MAE. The RMSE scale 
evaluates a model's capacity to forecast continuous values. To 
determine whether the margin of error makes sense, the RMSE 
units are identical to the data units of the dependent 
variable/target (i.e., if it's in dollars, it's in dollars). The 
effectiveness of the model improves with decreasing RMSE. 
Measuring the effectiveness of time series models' short- and 
long-term predictions is a frequent method of comparison. 
Utilize the performance measures MAPE (percentage mean 
absolute error) and RMSE (Root mean square error) to assess 
the performance of these two models. Utilizing LSTM, these 
incorrect values were discovered. Fig. 12 to 14 display the 
RMSE results with respect to months, hours and minutes. 

 
Fig. 12. Proposed LSTM-BTC RMSE of months. 

 
Fig. 13. Proposed LSTM-BTC RMSE of hours. 
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Fig. 14. Proposed LSTM-BTC RMSE of minutes. 

After Standardizing the Data Set, the values Mean and 
Segmentize values are given in Table III. 

TABLE III.  STANDARDIZED VALUES 

Data Set Mean Seg. 

Monthly 102186464180.311 355077255937.377 

Weekly 21721657287.3499 81315350578.9220 

Daily 6025642.99833914 24936137.0634950 

Hourly 379850.632288345 1768351.56637383 

Minutes 33943.5608210427 25640.9457250926 

Table IV shows the performance analysis of the proposed 
LSTM-BTC with respect to Mean, RSME, Absolute Mean 
Square Error (AMSE), and Absolute Square Error (MAE) for 
all five datasets: monthly, weekly, daily, hourly and minutes. 

TABLE IV.  PERFORMANCE ANALYSIS OF PROPOSED LSTM-BTC W.R.T 

DIFFERENT ERROR AND RESULTS WITH LSTM 

Data Set RSME AMSE MAE 

Monthly 1.72682328867215 8.4977586e+23 6.6361072e+11 

Weekly 0.543983891659373 4.2930577e+22 1.8160258e+11 

Daily 0.00989690855714705 1.0233483e+16 67147840 

Hourly 0.795046379048935 5.5483145e+12 476020.22 

Minutes 0.732772033979149 1.6737144e+09 21938.914 

It is also observed that the proposed forecasting model is 
reliable for a monthly-based dataset with respect to RMSE 
outputs based on the estimated rate analysis as well as the 
aforementioned forecasting outcomes. 

B. Performance Analysis and Comparison 

Overall, the empirical results presented in the previous 
section support the general hypothesis that “Bitcoin‟s 
coverability rate is determined by various economic and 
technological determinants over time.” Therefore, rather than 
using historical exchange rates, higher forecast performance 
may be attained by exploiting knowledge buried in economic 
and technical drivers. The results here change by comparing 
the results here with the final execution of the research paper, 
so use the latest dataset for this purpose and many conditions 
change. Table V shows the performance analysis of the 
proposed method with previously published state-of-the-art 
approaches. 

TABLE V.  PERFORMANCE ANALYSIS OF PROPOSED METHOD WITH 

STATE-OF-THE-ART PREVIOUS PUBLISHED APPROACHES 

Approach Year 
Dataset 

Period 
Method 

Data Set 

instances 
RMSE 

Huang et al. [2] 2021 19/03/2021 

to 

27/03/2021 

LSTM Day 

Wise 
0.92 

Fan Fang et al. 

[4] 
2021 02/07/2018 

to 
03/07/2018 

LSTM By 

Hourly 

0.82 

Awoke et al. 

[10] 
2020 01/01/2014-

20/02/2018 
LSTM Day wise 0.092 

M.J. Hamayel 

et al.  [11] 
2021 01/01/2018 

to 

30/06/2021 

LSTM Day wise 410.399 

Proposed 

LSTM-BTC 
2022 

Jan 2021 to 

March 2022 
LSTM 

Monthly 1.7268 

Weekly 0.5439 

Daily 0.0098 

Hourly  0.7950 

Minutes  0.7327 

VI. CONCLUSION 

This study looked into the accuracy of forecasting Bitcoin 
exchange rates based on technological and economic variables. 
The DNN-based machine learning model and trained it using 
historical Bitcoin price data. The study does, however, have 
certain shortcomings. First, it is unclear how well the model 
would perform given future data because it was trained on 
historical data. Second, it is unclear how well the model would 
generalize to other markets because it was not tested on other 
cryptocurrencies. Despite these drawbacks, the study 
significantly adds to the body of knowledge on predicting 
Bitcoin prices. It thinks that its findings will be valuable to 
academics, investors, and decision-makers. For upcoming 
research, look at the use of reinforcement learning and natural 
language processing as additional machine learning techniques 
for predicting Bitcoin prices. Test the model's performance on 
several cryptocurrencies, including Litecoin, Ethereum, and 
Ripple. Create strategies for increasing the amount of real-time 
data that Bitcoin price prediction algorithms can use. Research 
the effects of variables including legislation, public opinion, 
and technological advancement on the volatility of the Bitcoin 
price. It is hoped that the effort would stimulate more 
investigation into this vital subject. 
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Abstract—With the continuous progress of science and 
technology and the popularization of the Internet, online piano 
education has gradually emerged. This educational model 
provides piano learning resources and communication platforms 
through the network platform, so that students can learn piano 
at home anytime and anywhere. However, there are still some 
problems in the evaluation method of piano assisted online 
education, which hinders the development of piano assisted 
online education. Aiming at the problem that piano assisted 
online education is difficult to evaluate correctly, this paper 
proposes to integrate the bidirectional long and short memory 
network into the instrument digital interface piano performance 
evaluation model, and to integrate the attention mechanism into 
the bidirectional long and short memory network, hoping to 
improve the evaluation accuracy of the model. In the comparison 
experiment of the evaluation model based on the bidirectional 
long term memory network, it is found that the accuracy of the 
bidirectional long term memory network model is 0.91, which is 
significantly higher than the comparison model. In addition, 
through the empirical analysis of the model, it is found that the 
piano online education course integrated with the model can 
improve students' performance level scores and promote their 
participation enthusiasm. The above results indicate that the 
digital interface piano performance evaluation model can not 
only be used to evaluate digital interface piano performance 
more accurately, but also to promote the development of online 
piano education. 

Keywords—Short-term memory network; attention mechanism; 
musical instrument digital interface; online education; piano 
performance evaluation model 

I. INTRODUCTION 
Piano performance is a subject full of artistry and 

technique that places high demands on the performer's musical 
understanding, skill and expression. In the process of piano 
learning, effective performance evaluation is crucial for the 
progress of students [1]. However, traditional methods of 
evaluating piano performance are often limited by subjective 
factors, which tend to produce inaccurate and unfair 
evaluation results [2]. With the continuous progress of science 
and technology and the popularity of the Internet, 
piano-assisted online education has gradually emerged [3]. 
This education model provides piano learning resources and 
communication platforms through the network platform, so 
that students can learn at home anytime and anywhere [4]. 
However, in piano assisted online education, there are still 

some problems in the evaluation method, such as unclear 
evaluation standards and inaccurate evaluation results, which 
limit students' progress in the learning process [5]. Therefore, 
the aim of this study is to improve the midi piano performance 
evaluation method so that it can be better applied in piano 
assisted online education. Specifically, we will use BiLSTM to 
analyse the musical characteristics and technical requirements 
of piano performance, and establish a scientific and objective 
evaluation system. By analyzing the midi data of students' 
performances, the accuracy, sound quality, expressiveness and 
other aspects of performance can be accurately evaluated. This 
research innovatively introduces the two-way LSTM model 
into the piano performance evaluation model, so as to realize 
the automatic evaluation and feedback of students' 
performance, help students find and correct problems in time, 
and improve the learning effect. At the same time, the 
improved evaluation method can also serve as a reference for 
piano teachers, assist them in teaching and guiding students, 
and promote the sustainable and healthy development of the 
piano education industry. This research is mainly divided into 
five parts. The first part analyzes the status quo of the 
evaluation model and the LSTM algorithm. The second part 
describes the construction process of the improved piano 
performance evaluation model based on LSTM. The third part 
is the comparative analysis of the performance of the 
improved algorithm and the evaluation model based on the 
improved algorithm. The fourth part is the discussion of the 
results of this study; the fifth part is the summary of the full 
text. 

II. LITERATURE REVIEW 
With the boom of computer technology, there are several 

new methods applied to the evaluation model. Ju's team 
proposed an evaluation model with the cuckoo algorithm to 
evaluate the permeability of natural fractures more accurately 
and found the evaluation model could improve the accuracy of 
the evaluation of the permeability of natural fractures [6]. 
Chao et al. proposed a wheat yield evaluation model based on 
a simple algorithm to improve the accuracy of the winter 
wheat yield estimation model and used the model for 
empirical analysis, which was found to be of great relevance 
in estimating not only the yield of wheat accurately, but also 
the biomass and yield future sensing data [7]. Lai's team has 
improved the reliability evaluation model for public 
transportation routes and proposed an information entropy 
based reliability evaluation model for public transportation 
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routes, which has been empirically analyzed. The 
experimental results found that the overall reliability of this 
model is higher than that of traditional evaluation models [8]. 
Li and Sun proposed a cloud computing-based 
English-speaking quality evaluation model to improve the 
precision of the English teaching quality evaluation model, 
and the model for comparative experimental analysis, and the 
results showed this method can evaluate the teaching quality 
of spoken English with accurate evaluation results [9]. Ding et 
al. proposed a model for evaluating the timeliness of online 
instruction with intelligent learning to accurately assess the 
quality of online instruction, and this study used statistical 
feature analysis methods to statistically analyze and 
robustness test the model, and the results showed this model 
has high credibility in evaluating the timeliness of online 
teaching, which can increase the precision of online teaching 
quality assessment [10]. 

With the wide application of neural network technology, 
LSTM neural network has been applied in many fields. Guo's 
team proposed an LSTM-based path planning algorithm for 
mobile robots and conducted simulation experiments to show 
that the algorithm not only improves the computational speed 
compared with similar algorithms but also can adapt to an 
environment with many obstacles [11]. Li et al. designed a 
hybrid model with LSTM neural network for the prediction of 
monthly runoff to resolve low precision of water utilization 
prediction models. The model was empirically analyzed and 
found the prediction model was more accurate than similar 
models and provided a reliable basis for the full utilization of 
water resources [12]. Geng proposed a deep learning 
architecture based on LSTM neural networks to grasp the 
nature of patents more quickly and intuitively, used the 
architecture to accurately simplify the patent text, and found 
the architecture can increase the efficiency of researchers in 
mastering patents [13]. Yao's team proposed a reinforcement 
learning network with an LSTM network to predict the tool 
life to increase the machining quality of tools and the 
productivity of the tool automation system, and the empirical 
analysis of the proposed network showed that the accuracy of 
the network in predicting the tool life was is greater than that 
of traditional prediction methods, which is important for 
improving the machining quality of tools [14]. Altuve and 
Hernandez proposed a heart rhythm identification model 
based on the bidirectional LSTM technique for the problem of 
insufficient measures for early cardiovascular disease 
detection, and the proposed model was subjected to empirical 
analysis, and the results showed that the model can accurately 
identify heart rhythm identification and to discriminate, 
providing technical support for early detection of 
cardiovascular diseases and prompt action to protect people's 
health [15]. 

Through the above research, it can be found that the 
current application range of LSTM neural networks is wide, 
and there are many methods applied to evaluation models. 
Through the specific analysis of the above studies, it is found 
that there is little research that combines LSTM neural 
network with piano performance evaluation model at present. 
In this study, the bidirectional LSTM neural network is 
applied to the MIDI piano performance evaluation model, 

which is quite different from previous research. It is expected 
to improve the accuracy of MIDI piano performance 
evaluation model with LSTM neural network, and to provide 
technical basis for piano assisted network education. 

III. CONSTRUCTION OF IMPROVED PIANO PERFORMANCE 
EVALUATION MODEL BASED ON LONG-TERM MEMORY 

NETWORK 

A. Long-term Memory Network Based on Recurrent Neural 
Network 
Traditional RNNs are prone to the problem of gradient 

disappearance, and the analysis is not accurate when 
encountering long sequence-type data [16]. The LSTM, as a 
special recurrent NN, can resolve the question well by 
improving the hidden layer structure [17]. Some special "gate" 
structures are added to the neurons of each layer of the LSTM 
neural network. The purpose of this is to make the error not all 
attributed to the current neuron in the propagation process, but 
some of it directly through the "gate" structure, only in this 
way can the error be well directed to the next layer to avoid 
the phenomenon of disappearing gradient. This also leads to 
better convergence [18]. 

Π

ΣΠ Π

 

Fig. 1. Memory structure of the LSTM model. 

Fig. 1 shows the structure of the LSTM neural network. 
Compared with the RNN NN, LSTM NN improves the 
performance by changing the structure so that it can handle 
long-time series data. This is demonstrated by the introduction 
of three gating structures, namely, forgetting gates, input gates 
and output gates. The expression of the forgetting gate 

tf  is 
shown in equation (1). 

1( )t f t f t ff σ W h U x b−= + +  (1) 

In equation (1), 
tf  represents the calculation rule of the 

forgetting gate at the moment of t , fW  and fU  are the 
parameter matrices, fb  represents the bias term and σ  
represents the Sigmoid activation function. equation (2) is an 
expression for the Sigmoid function. 

1( )
1 xδ x

e−=
+

 (2) 

From equation (2), it can be seen that the Sigmoid function 
makes the output value of the forgetting gate lie between [0,1], 
which can make the data better aggregated in the transmission 
process of the network. So, the Sigmoid activation function is 
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also chosen for the calculation in the output and input gates. 
The function of the input gate of the gating structure is a 
one-time filtering of the current input information to 
determine what percentage of the current information is added 
to the current cell state, and the input gate

ti  is calculated as 
shown in equation (3). 

1( )t i t i t ii σ W h U x b−= + +  (3) 

In equation (3), 
ti  represents the calculation rule of the 

input gate at the moment of t , σ  represents the Sigmoid 
function, 

iW  and 
iU  are the parameter matrices, and 

ib  
represents the bias term. When the current new information is 
received, some information from the previous moment is 
superimposed with a certain probability to form the new input 
information. The expression of the new memory 

tC  is shown 
in equation (4). 

1tanh( )t C t C t CC W h U x b−= + +    (4) 

In equation (4), 
tx  represents the input information at the 

time of t , 
1th −
 represents the hidden state at the time of 

1t − , 
CW  and 

CU  are the parameter matrices, and 
Cb  

represents the bias term. tanh function is an activation function, 
also called hyperbolic tangent function, which is mainly used 
in neuron state and output calculation, and its calculation 
equation is shown in equation (5). 

( )tanh
x x

x x

e ex
e e

−

−

−
=

+
     (5) 

From equation (5), the output of the tanh activation 
function lies between [-1,1] and, in particular, when the input 
value is 0, the output of the function is also 0. Using the tanh 
activation function is equivalent to adjusting the mean of the 
input values to 0, which facilitates subsequent processing. 
When a new message is received, the cell state is updated by 
multiplying 

tx  and 
tC  to the new cell state, the forgetting 

gate and the input gate change the current cell state 
tC  by 

probabilistically selecting the previous moment and the 
current message, the cell state is updated from the original 

1tC −
 to the current 

tC  process, and the final memory 
tC  is 

specified in equation (6). 

1t t t t tC C f i C−= + � �  (6) 

In equation (6), denotes the cell state at the moment of
1tC −
 

1t − , 
tf  denotes the state of the forgetting gate at the 

moment of t . 
ti  represents the input gate state at time t. The 

final memory of the current cell state is obtained by adding the 

information passed by the old cell plus the filtered content of 
the new information 

tC . The output gate extracts information 
from the current cell state, and the output gate 

to  expression 
is given in equation (7). 

1( )t o t o t oo σ W h U x b−= + +  (7) 

In equation (7), 
to  represents the computation rule of the 

output gate at the time of t , 
tx  represents the input 

information at the time of t , 
1th −
 represents the hidden state 

at the time of 1t − , 
oW  and 

oU  are the parameter matrices, 
and 

ob  represents the bias term. The extracted information is 
used to generate the hidden state 

th  and the expression of the 
hidden state at the time of t  is shown in equation (8). 

tanh( )t t th o C= �      (8) 

In equation (8), the final memory state of the cell at time t , 
denoted as tC is input into the hyperbolic tangent function for 
calculation. Subsequently, the output gate, denoted as

to , is 
combined with it through an operation represented as �  
resulting in the extraction of the information component

th . 
The equation (9) can be obtained by associating equations (4), 
(6) and (8). 

( )( )1 1tanh tanht t t t t C t C t Ch o C f i W h U x b− −= + + +� � �  (9) 

From equation (9), 
th  is the size of the hidden state at the 

moment of t . 
CW  is the main cause of the gradient 

disappearance inside the traditional recurrent NN, while here, 
when the forgetting gate

tf  is opened, the gradient of 
tC  can 

be effectively passed to the cell state 
1tC −
 at the previous 

moment; so by adding the gating structure on top of the 
traditional recurrent NN. 

B. Bidirectional Long and Short Time Memory Network and 
Improvement Method 
LSTM can effectively improve the gradient disappearance 

and gradient explosion problems though. However, it can only 
process data in one direction in the time series problem, which 
often ignores future information [19-20]. In contrast, 
bidirectional LSTM networks can propagate not only forward 
but also backwards, and this combination of combining past 
information with future information is similar to the human 
appreciation of music [21-22]. Using this approach to train the 
MIDI piano playing evaluation model, more reliable 
parameters can be obtained and the piano performance 
evaluation accuracy can be improved. Fig. 2 shows the 
structure of a bidirectional recurrent NN. 
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Fig. 2. Structure of bidirectional recurrent neural network. 

In Fig. 2, the bidirectional recurrent NN consists of two 
recurrent neural networks connected backwards and use the 
tanh function as the activation function, and the output layer 
receives information not only from forward propagation, but 
also from backward propagation, and there is information 
exchange between the forward hidden layer and the backward 
hidden layer. In Fig. 2, w1 -w6 are six different ways of 
information transfer, which have the same weights in the 
information transfer process. It is difficult to establish the 
dependency between the current information and the remote 
information in the bidirectional recurrent neural network 
because of the gradient descent. Therefore, the neuron module 
in the hidden layer of the bidirectional recurrent NN is 
replaced with the LSTM network module to become a 
bidirectional LSTM model. The bidirectional LSTM model 
can not only effectively reduce the probability of gradient 
explosion, but also maintain the dependency relationship 
between the current value and the remote value. This way of 
processing both past and future information is consistent with 
the traditional music evaluation method, and can better judge 
the expression and coherence of music so that the MIDI piano 
performance can be accurately evaluated. To better apply the 
bidirectional LSTM network to the MIDI piano playing 
evaluation model, the study combines the attention mechanism 
and the Softmax function, which is mainly to resolve the 
difficulty of remote information dependence, and its 
expression is shown in equation (10). 

,

,1

exp( )

exp( )
t i

N
t jj

e
α

e
=

=
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 (10) 

In equation (10), ,exp( )t ie  denotes the output value of the 
bidirectional LSTM model. After the input music information 
is passed through the attention mechanism layer, it is then 
classified using the Softmax function, which is normalized to 
obtain the probability of which category the MIDI music 
belongs to. The Softmax function is a nonlinear function that 
maps the output of multiple neurons to a vector of real 

numbers in the interval (0,1), and the sum of all elements in 
the real vector is 1. Its expression is shown in equation (11) is 
shown. 

1
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e
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=

= =
∑
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In equation (11), ( )jS x  denotes the value of the i-th 
dimension of the feature vector and k  denotes the number of 
categories. Equation (12) is the equation for the MIDI piano 
playing classification label. 

arg max ( )jm S x=  (12) 

There is a very simple functional relationship between the 
gradient of the cross-entropy function and the output value of 
Softmax, which can save a lot of time in the gradient 
calculation and make the calculation faster and more stable. 
Therefore, the loss function for the training of the MIDI music 
evaluation prediction model is chosen as the categorical 
cross-entropy function, whose functional expression is shown 
in equation (13). 

1
logT

j jj
L y s

=
= −∑  (13) 

In equation (13), js  denotes the estimated probability of 
each category in the classification, and T  is the number of 
categories in the classification. The study improves the 
precision of MIDI piano playing evaluation by incorporating 
the attention mechanism and Softmax function in the 
bidirectional LSTM network, and better provides technical 
support for the development of piano online education. 

C. Design of Piano Performance Evaluation Model Based on 
Two-way Long and Short Time Memory Network 
To perform accurate evaluation of MIDI piano 

performance, the study proposes to implement a bidirectional 
LSTM neural network model with an attention mechanism on 
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the framework of Spark and Deeplearning4J to evaluate MIDI 
piano performance with this model. The model mainly 
consists of a data acquisition module, data pre-processing 
module and music evaluation classification module, and its 
specific framework diagram is shown in Fig. 3. 

From Fig. 3, the MIDI piano playing evaluation model is 
mainly divided into three modules: data acquisition, data 
pre-processing and music evaluation classification. The data 
pre-processing module mainly filters the original data that are 
not suitable for model training or transforms them into a 
matrix suitable for model training, and divides the data into a 
training set, validation set, and test set; the data acquisition 
module uses the acquisition tool to migrate data to the storage 

system; the model is primarily trained on pre-processed data 
in the classification module. The parameters of the model are 
then adjusted in real-time in response to the training results to 
obtain model parameters with better evaluation effects. The 
test set data are then trained to obtain the rating prediction 
results for the purpose of classification by the model after the 
parameters have been adjusted. In the evaluation of MIDI, 
piano performance is usually evaluated for multiple MIDI 
music, and the evaluation results are divided into five grades: 
excellent, good, moderate, poor, and bad. The study uses the 
bidirectional LSTM NN and attention mechanism layer in 
deep learning to classify by softmax function to evaluate 
MIDI piano performance more accurately. 
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Fig. 3. MIDI-Piano Evaluation Model Framework. 
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Fig. 4. Bidirectional LSTM neural network evaluation model. 
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Fig. 4 shows the structure of the bidirectional LSTM NN 
evaluation model, in which several subnet models are included, 
and each subnet model needs to be trained separately to ensure 
that each subnet model is evaluated for a specific piano 
repertoire, thus realizing the function of evaluating multiple 
piano repertoires. In the evaluation process of the subnet 
models, the differences in the training level of each track are 
used to obtain the feature matrix, and they are classified into 
one of five categories: excellent, good, moderate, poor, and 
bad according to the classification algorithm. In each subnet 
model mainly consists of an input layer, a bidirectional LSTM 
layer, an attention mechanism layer, and an output layer. The 
role of the input layer is to receive the difference sample 
tracks, obtain the input feature matrix through data 
preprocessing, and then input to the bidirectional LSTM 
hidden layer, and after the attention mechanism layer, finally, 
the evaluation is derived by the softmax function in the output 
layer. In this way, the evaluation results of MIDI piano 
performance are obtained and used to promote the 
development of piano online education and achieve the 
healthy development of piano online education. 

IV. COMPARATIVE ANALYSIS OF MODEL PERFORMANCE 
AND EMPIRICAL EFFECT ANALYSIS 

A. Experimental Results Analysis of Model Performance 
Comparison 
To verify the function of the MIDI piano playing 

evaluation with the bi-directional LSTM model proposed in 
the study, the BP, RNN, LSTM, and bi-directional LSTM 
models with a single hidden layer were compared in the 
experiments, and the model accuracy, precision, recall, and F1 
values were compared as the comparison indexes. Accuracy 
refers to the percentage of the number of samples correctly 
classified by the classifier to the total number of samples, 
reflecting the situation where the classifier correctly identifies 
each sample. The calculation equation is shown in Equation 
(14). 

TP TNAccurcy
TP TN FP FN

+
=

+ + +
 (14) 

In equation (14), TP  represents true positive; TN  
represents true negative, FP  and FN  represent false 
positive and false negative. Accuracy refers to the number of 
true cases in the sample where the prediction result is positive, 

and the calculation equation is shown in Equation (15). 

Pr TPecision
TP FP

=
+

 (15) 

Recall refers to the percentage of positive predictions, with 
the equation shown in Equation (16). 

Re TPcall
TP FN

=
+

 (16) 

In order to better evaluate the performance of the classifier, 
the precision and the recall rate are called the measure, and the 
calculation equation is shown in Equation (17). 
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2

(1 ) Pr Re
Pr Re
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ecision calla

a
a
+ ∗ ∗

=
∗ ∗

 (17) 

In equation (17), a  is a non-negative real number. When 
a  is 1, it is F1, which is the harmonic mean of precision and 
recall. 

The Google Open Image dataset is used as a test set to 
compare the accuracy of the four models. The Google Open 
Image dataset contains 1.9 million images, 600 species and 
15.4 million bounding box annotations. It is currently the 
largest dataset with object location annotation information. 
The results of the accuracy comparison of the four algorithms 
are shown in Fig. 5. 

Fig. 5 shows the accuracy curves of the four different 
models compared with epochs, from which the accuracy 
curves of the bidirectional LSTM model are higher than those 
of the other three models, and the accuracy curves show an 
increasing trend with the increase of the number of iterations. 
The accuracy curve of the two-way LSTM model has a 
maximum value of 0.91, which is higher than the LSTM 
model (0.73), the BP model (0.46) and the RNN model (0.38), 
and the performance of the two-way LSTM model is better 
than the three comparison models in terms of accuracy 
dimension. The Google Open Image dataset was used as the 
training and test set to perform two comparison experiments 
on the four models, and the results of the four models in five 
different classification categories were compared. The 
accuracy rate curves of the four models in the two comparison 
experiments are shown in Fig. 6. 
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Fig. 5. Comparison of accuracy of different models. 
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Fig. 6. Accuracy curve of two comparative experiments. 

Fig. 6 shows the precision rate curves of the four models in 
the five classification categories. Fig. 6(a) shows the results of 
the first comparison experiment. From Fig. 6(a), the precision 
curves of the bidirectional LSTM model are higher than those 
of the other three models, and its average precision rate is 
88.7 % in the datasets of the five different categories, which is 
higher than that of the LSTM (83.8%), the BP (73.9%) and 
RNN (72.6%). Fig. 6(b) shows the results of the second 
comparison experiment. From Fig. 6(b), the precision curve of 
the bidirectional LSTM model is higher than the other three 
models, and its average precision rate in the dataset of five 
different categories is 89.3%, which is higher than 84.1% of 
the LSTM model, 73.8% of the BP model, and 72.9% of the 
RNN model. The above results indicate that the two-way 
LSTM model has the best performance in terms of the 
dimension of precision rate. Fig. 7 shows the recall curves of 

the four models. 

Fig. 7 shows the recall curves of the four models in the 
five classification categories. Fig. 7 (a) shows the results of 
the first comparison experiment, from which the recall curve 
of the bidirectional LSTM is higher than the other three 
models, and its average recall rate in the five different 
categories 88.8% is higher than that of LSTM (79.5%), BP 
(68.4%) and the RNN model (63.4%). Fig. 7(b) shows the 
results of the second comparison experiment. From Fig. 7(b), 
the recall curve of the bidirectional LSTM model is higher 
than the other three models, and its average recall rate in the 
dataset of five different categories is 89.2%, which is higher 
than LSTM (79.8%), BP (68.8%), and RNN (63.6%). The 
above results indicate that the two-way LSTM model has the 
best performance in terms of the dimension of recall rate. Fig. 
8 shows the F1 value curves of the four models. 
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Fig. 7. Recall rate curve of two comparative experiments. 
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Fig. 8. F1 value curve of two comparative experiments. 

Fig. 8 shows the F1 value curves of the four models in the 
five classification categories. Fig. 8(a) shows the results of the 
first comparison experiment, from which the F1 value curve of 
the two-way LSTM is higher than the other three models, and 
its average F1 value in the five different categories is 0.88, 
which is higher than LSTM (0.79), BP (0.70) and RNN (0.65). 
The above results show that the bidirectional LSTM model 
has a higher F1 value curve than the other three models, and 
its average F1 value is 0.89 in the data set of five different 
categories, which is higher than LSTM (0.78), BP (0.71) and 
RNN (0.66). In conclusion, the overall performance of the 
bidirectional LSTM model is better than that of the LSTM 
model, BP model and RNN model, and using this model to 
evaluate MIDI piano playing can improve the accuracy of the 
evaluation model. 

B. Effect Analysis of Evaluation Model Based on 
Bidirectional Long Term Memory Network in Piano 
Online Education 
In addition to testing the function of the proposed model, 

the study also analyzed the actual teaching effects of its 
integration into piano online education. Students with the 
same basic information were divided into two groups, and the 

experimental group was taught with the piano online 
education course integrated with the model, while the control 
group was taught with the regular piano online education 
course. The results of students' performance level score and 
willingness to participate in the course for both groups are 
shown in Fig. 9. Both evaluation indexes have a full score of 
10. 

As can be seen in Fig. 9(a), the performance score of the 
experimental group was higher than control group in all five 
groups, and the average performance level score of the 
experimental group was 8.9, much higher than control group, 
which was 7.3. As can be seen in Fig. 9(b), the willingness to 
participate in lessons was higher than control group in all five 
groups, and the average willingness to participate in lessons of 
the experimental group was 8.7, much higher than control 
group, which was 7.5. The average willingness score of the 
experimental group is 8.7, which is much higher than the 7.5 
score of the control group. These results indicate that the 
LSTM-based MIDI piano performance evaluation model can 
effectively improve academic piano performance and 
willingness to participate in lessons. In addition, Table I shows 
the results of the questionnaire on students' subjective 
emotional experiences. 
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Fig. 9. Performance score and willingness to participate. 

TABLE I. SUBJECTIVE MOOD SURVEY RESULTS 

/ Experimental class Control class T P 

Happiness 8.63±0.92 7.56±0.71 1.12 <0.0001 

Psychological annoyance 6.57±0.57 7.33±0.69 -0.56 <0.0001 

Feeling of fatigue  7.25±0.74 8.13±0.81 -0.47 <0.0001 

Initiative 9.17±0.93 7.58±0.83 0.62 <0.0001 

Sense of gain 8.85±0.85 7.32±0.76 0.73 <0.0001 

Self-confidence 8.98±0.94 7.62±0.82 0.51 <0.0001 

Fulfilment 9.08±1.02 8.03±0.79 0.66 <0.0001 

Table I demonstrates that the experimental group students' 
happiness, motivation, acquisition, self-confidence, and 
achievement scores were higher than those of the control 
group students, demonstrating that the piano performance 
evaluation model proposed in the study can effectively 
improve students' performance in piano online education 
courses the positive subjective emotional experience. 
Additionally, Table I demonstrates that the piano performance 
evaluation model can lessen students' negative subjective 
emotional experiences. In conclusion, the piano performance 
evaluation model applied to the piano online education course 
can improve the overall teaching quality of the physical 
education course, promote students' positive emotions in class, 
and can improve students' piano performance level. 

V. DISCUSSION 
With the continuous improvement of people's material 

living standards, their awareness of spiritual needs is also 
deepening, which promotes the second rapid development of 
piano education. Whether it is entering art schools for 
collective learning or seeking individual learning opportunities 
for piano lessons, the demands on piano education 
professionals are increasing, and the number of traditional 
piano teachers in China is seriously insufficient, making the 
contradiction between supply and demand difficult to solve in 
the short term. In addition, due to the lack of formal teaching 
and training institutions and teachers, many piano students 
acquire piano knowledge and skills through self-study or 
entrust others with their practice. In the field of piano 
education, the commission received by traditional teachers is 

generally high, and the price of wooden pianos is also very 
high, which makes it difficult for ordinary families to afford 
them, and the high cost has become an important obstacle to 
the development of piano education. In addition, due to the 
large population in our country, parents and children are the 
only children, which leads to the outdated concept of family 
education, the lack of scientific and systematic guidance, so 
that piano education has been in the "low age" stage for a long 
time. Therefore, in the process of promoting piano education, 
reducing the cost of learning has become an essential trend. 
MIDI is a protocol proposed in the early 1980s to solve the 
communication between electroacoustic instruments. With the 
development trend of "network + education", MIDI piano has 
gradually become an indispensable tool in piano education. 

In this study, the MIDI piano performance evaluation 
model based on bidirectional LSTM was compared with BP, 
RNN and LSTM models. From the perspective of the accuracy 
dimension, the accuracy of the bidirectional LSTM model is 
higher than 0.73 of the LSTM model, 0.46 of the BP model 
and 0.38 of the RNN model. Compared to the three 
comparison models, the bidirectional LSTM model has a 
better performance. Similar results were found in the study by 
Dandil's team [23]. From the accuracy dimension, in the first 
comparison experiment, the accuracy of the bidirectional 
LSTM model is higher than 83.8% of the LSTM model,73.9% 
of the BP model and 72.7% of the RNN model. In the second 
comparison experiment, the accuracy of the bidirectional 
LSTM model is higher than 84.1% of the LSTM model,73.8% 
of the BP model and 72.9% of the RNN model, and the 
performance of the bidirectional LSTM model is the best 
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compared to the three comparison models. This is similar to 
the conclusion obtained by Xie et al. [24]. From the dimension 
of recall rate, in the first comparison experiment, the recall 
rate of the bidirectional LSTM model is higher than 79.5% of 
the LSTM model, 68.4% of the BP model and 63.4% of the 
RNN model. In the second comparison experiment, the recall 
rate of the bidirectional LSTM model is higher than 79.8% of 
the LSTM model, 68.8% of the BP model and 63.6% of the 
RNN model, and the performance of the bidirectional LSTM 
model is the best compared to the three comparison models. 
Tao's team also found similar results [25]. From the 
perspective of F1 value dimension, in the first comparison 
experiment, F1 value of the bidirectional LSTM model among 
the four models was higher than 0.79 of the LSTM model, 
0.70 of the BP model and 0.65 of the RNN model. In the 
second comparison experiment, the F1 value of the 
bidirectional LSTM model is higher than 0.78 of the LSTM 
model, 0.71 of the BP model and 0.66 of the RNN model. The 
performance of the bidirectional LSTM model is the best 
among the three comparison models. This is in line with the 
conclusion of Jian et al [26]. 

In addition to testing the performance of the proposed 
evaluation model, this study also analyzes the actual teaching 
effect of integrating it into online piano education. The 
experimental group took the piano online education course 
integrated with the model for teaching, and the control group 
took the conventional piano online education course for 
teaching, and the score of piano playing level and students' 
subjective experience were used as evaluation indicators for 
comparative analysis. Among the five groups, the score of the 
performance level of the experimental group was 8.9 points 
higher than that of the control group, and the score of the 
experimental group's willingness to participate in the class was 
8.7 points higher than that of the control group. It can be seen 
that the MIDI piano performance evaluation model based on 
LSTM can effectively improve the academic piano 
performance level and the willingness to participate in the 
class. This result is consistent with the research findings of 
Bao's team [27]. In addition, by conducting a questionnaire on 
students' subjective emotional experience, the scores of 
happiness, initiative, sense of gain, self-confidence and 
achievement of students in the experimental group were all 
higher than those of students in the control group, indicating 
that the piano performance evaluation model proposed in this 
study can effectively improve students' positive subjective 
emotional experience in online piano education courses. 

VI. CONCLUSION 
In this study, performance comparison experiments were 

conducted on the proposed two-way LSTM performance 
evaluation model, and the results showed that the accuracy 
rate, accuracy rate, recall rate and F1 value of the model were 
0.91, 88.7%, 88.8% and 0.88, respectively, which were higher 
than the other three comparison models. In addition, in the 
empirical analysis of the model, it is found that the model can 
not only improve the performance level and enthusiasm of the 
students, but also promote the positive subjective emotions of 
the students. In conclusion, the improved MIDI piano 
performance evaluation model based on two-way LSTM is not 
only accurate, but can also promote the development of online 

piano education. This research innovatively integrates the 
two-way LSTM network model into the piano performance 
evaluation model, which not only improves the evaluation 
accuracy of the piano performance evaluation model, but also 
improves the integration degree of deep learning and piano 
education, making up for the lack of integration between the 
current piano education and deep learning. However, there are 
still shortcomings in the process of this study, such as crude 
evaluation and classification methods and unreasonable 
selection of data sets. In the future, it is necessary to find 
effective evaluation and classification methods, and to obtain 
more closely related data sets through self-preprocessing for 
comparison experiments in order to obtain more accurate 
results. 
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Abstract—Video Object Detection and Tracking (VODT), one 

of its integral operations of surveillance system in present time, 

mechanizes a way to identify and track the target object 

autonomously and seamlessly within its visual field. However, the 

challenges associated with video feeding are immensely high, and 

the scene context is out of human control, posing an impediment 

to a successful model of VODT. The presented work has 

discussed about effectiveness of existing VODT approaches 

considering its identified taxonomies viz. satellite based, remote 

sensing-based, unmanned-based, Real-time Tracking based, 

behavioral analysis and event detection based, integration of 

multiple data sources, and privacy and ethics. Further, research 

trend associated with cumulative publications and evolving 

methods to realize the frequently used methodologies in VODT. 

Further, the results of review showcase that there is prominent 

research gap of manifold attributes that demands to be 

addressed for improving performance of VODT. 

Keywords—Object detection; object tracking; video; visual 

field; surveillance system; video feed 

I. INTRODUCTION 

Object detection and tracking are essential operations that 
any surveillance system demands [1]. Irrespective of archives 
of research models presented to date, there is still an open 
concern associated with object detection and tracking [2]-[5]. 
One of the significant shortcomings of cumulative research 
work is the lack of any model which can guarantee maximized 
performance, higher accuracy and dominantly robust [6]-[8]. 
The prime challenges are encountered in this domain mainly 
because of the condition stated towards tracking and detecting 
an object for a given scenario. The complexity of such 
implementation depends upon the use cases. In the case of 
objects with fewer visual features, it is subjectively easier to 
detect all the features associated with that visual characteristic. 
However, complexity arises for the object of dynamic type, 
where extraction of features is quite a complex process in the 
presence of challenging background and foreground situations. 
Predominant challenges surface regarding Video Object 
Detection and Tracking (VODT), especially for moving objects 
in general. However, there could be multiple mobility 
situations and statics of either foreground or background [9]. 
Various other factors that impose challenges in VODT are 
occlusion (full/partial), fluctuation in illumination condition, 
deformation of the target, and variability in the pose of the 
target object. Various standard approaches of detection consist 
of object detection based on i) features (color, shape) [10], ii) 
template (deformable / fixed) [11], and iii) motion (global 
energy, statistical test, thresholding) [12]. On the other, the 

approaches of tracking are carried out using motion 
information mainly (region, boundary) [13]. The conventional 
mechanism of VODT emphasizes two essential attributes, i.e., 
information related to the motion of the target object and visual 
features (e.g., shape, texture, color, etc.). Owing to the variable 
nature of such attributes, it is always better to perform the 
modeling of VODT by integrating temporal features and 
statistical models with visual features [14]. Normally, the 
process of VODT consists of obtaining regions based on visual 
features using frame segmentation followed by combining all 
regions characterized by equivalent motion vectors. The 
majority of the existing approaches of VODT are witnessed 
with the adoption of multiple forms of approach as well as a 
combination of approaches. The area of implementation is so 
scattered that there is a lack of any uniform approach towards 
VODT with a consistent track of performance. It is essential to 
offer a comprehensive insight into various study models 
towards VODT to identify the possibilities of future research 
work by reviewing its strength and weakness. Therefore, the 
proposed study discusses existing approaches to offer insight 
into the effectiveness of existing VODT. The contributions 
made in the proposed paper are: 

 Commercial usage of VODT is discussed to understand 
global deployment in the practical world,  

 Existing approaches are classified concerning some 
potential use cases of deployment to understand the 
effectiveness in deployment scenarios,  

 Discussion of research trends is carried out to offer 
insight into identifying frequently used techniques,  

 A crisp discussion of the research gap associated with 
existing VODT techniques.  

The organization of this paper is as follows: Section II 
discusses insight into the commercial application of VODT, 
followed by an elaborated discussion with the classification of 
VODT approaches in Section III. A discussion of the most 
frequently adopted video dataset is carried out in Section IV. 
At the same time, the research trend is discussed in Section V. 
Highlights of the results discussion is carried out in Section VI, 
while conclusive remarks are stated in Section VII. 

II. COMMERCIAL USAGE OF VODT 

The commercial usage of ODT mainly performs 
localization, identification, tracking, counting, and recognizing 
the anomalies of an object of specific form present within the 
captured image frame of the Video. The ranges of such objects 
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are quite wide enough. The devices that perform such tasks 
consist of recognition and classification modules. In general, 
ODT from the video scene is carried out by extracting the 
object from the background image, presenting an anticipated 
equivalent object class proposition. Finally, a bounding box is 
constructed to encapsulate the object. This section discusses 
the different use cases of the application of ODT. 

A. Smart City Usage 

With the advent of the Internet-of-Things (IoT), the 
environment of a smart city is now equipped with multi-
functional sensors and sophisticated devices for monitoring. 
Various ODT applications find a suitably higher scope in smart 
cities, viz. 

 Monitoring of In-Cabin Space: Modern technologies are 
now used for monitoring the environment inside a 
closed space like a home or vehicle to understand 
people's behavior. This is done using computer vision, 
eye tracking, pose estimation, etc. It is specifically 
helpful in detecting drivers' drowsiness to make the ride 
safer [15].  

 Occupancy of Parking Site: The mechanism of VODT 
in computer vision is used for classifying vacant and 
occupied parking areas. The information can be 
transmitted in real-time directly to the driver directing 
them towards the target open end parking space [16]. 

 Counting People: This application tracks visitors' counts 
to plan security in public areas. They are usually 
deployed in transit areas, which can capture data on 
incoming and outgoing people for security and capacity 
management [17]. 

 Monitoring Traffic: Various Road and traffic conditions 
can be monitored via VODT. Multiple zones in the city 
can be monitored to identify congestion or violation in 
driving or accidents. It is also used for identifying the 
vehicle's registration details by capturing the license 
plate image [18]. 

 Autonomous Driving: Unmanned driving vehicle is the 
next vehicle level with the advancement of computer 
vision technology. Such application uses VODT to 
identify traffic signs, markers on the lane, vehicles, 
pedestrians, etc. [19]. 

B. Industrial Usage 

ODT is also used for various industrial applications on a 
large and small scale. The following are the different uses of 
VODT: 

 Enhancing Productivity:  Multiple activities of the 
workers in different locations, e.g., construction sites, 
production facilities, and warehouses, can be monitored 
using VODT. The worker's activities can be monitored 
while retaining private information [20]. 

 Detection of Defect & Anomaly: Different forms of 
industrial products can be assessed using computer 

vision to identify the defects or sub-standard quality in 
finished products. Various processes associated with 
quality control, production lines, and workstations can 
be monitored using VODT [21]. 

 Product Assembly: Adoption of ODT can be used for 
ensuring the selection of appropriate components over 
the assembly lines. Different forms of automated 
production systems and robotics are facilitated with 
various intelligent feeds from the ODT system [22]. 

 Detection of PPE: ODT can also be used to ensure 
worker safety. This is done by evaluating if the 
employees have put on a specific form of Personal 
Protective Equipment (PPE) assigned by the safety 
standards. The system can distinguish between 
employees with and without protection gears [23]. 

C. Retail Usage 

The usage of computer vision plays an important role in the 
retail industry with multiple purposes. The retail sector has 
manifold concerns about reviewing the user's response, 
behavior, sales processes, etc. Various retail-based applications 
are: 

 Customer Experience: ODT can extract the customer's 
actions during store visits. It can assist in understanding 
the possibilities of assistance that any visiting customer 
may require [24]. 

 Analysis of Foot Traffic: This is nearly similar to object 
counting applications under smart city usage. This 
application is used for counting the incoming and 
outgoing visitors in the store to understand the peak 
traffic of visitors. The manager can directly analyze this 
traffic information, assisting in product placement or 
promoting the product at a specific location [25]. 

 Inventory Management: This application is used for 
evaluating the availability of products on specific 
shelves or warehouses. In case of a drop in product 
availability, the ODT-based system can forward the 
notification to the inventory manager to restock. 
Artificial intelligence effectively controls inventory 
management systems [26]. 

 Contactless Checkout: Contactless kiosk is used for a 
contactless payment system, an effective solution for 
crowd and queue management inside the store [27]. 

 Video Analytics: ODT can be used for capturing the 
feed inside retail to evaluate customers' shopping 
behavior. Potential analytical information can be 
obtained from such form of Video feeds powered by 
artificial intelligence. It can also assist in faster and 
more effective service delivery within the store with 
less customer wait time [28]. 

Therefore, all the taxonomies mentioned above of 
application for VODT are some of the prime focuses on 
commercial and research interests. The next section discusses 
the current approaches of VODT. 
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III. CURRENT RELATED WORK OF VODT 

At present, there are various categories of approaches as 
well as methodologies that have been undertaken towards 
investigating VODT problems. However, categorization 
concerning methodologies is quite a tedious process as it is 
noted that sometimes the same methodology is adopted to 
solve two different use cases of problems. Hence, this part of 
the discussion is based on various use cases of problems being 
investigated and highlights individual methodologies used to 
address the problem.  

A. Satellite based VODT Approaches 

This mechanism calls for capturing the satellite's video feed 
and applying algorithms to identify the objects from the feeds. 
It is one of the most evolving and challenging investigation 
trends in VODT, irrespective of progressive research [29]. 
Most of the existing research approach targets solving the 
identification and tracking of smaller objects from satellite 
video datasets. The prime challenge is to identify the 
foreground objects, which are smaller and have low contrast. 
The work carried out by Chen et al. [30] has developed a 
scheme for enhancing the tracking performance of an object of 
smaller sizes captured from satellite-annotated images. Hu et 
al. [31] have constructed a network based on a regression 
model integrated with gradient descent and convolution layers. 
The tracker is designed from the background context using a 
regression network. A deep neural network is used to train 
motion and appearance features. Shi et al. [32] have 
implemented a technique for detecting and tracking mobile 
aircraft. The investigation carried out by Wu et al. [33] 
constructed an enhanced filter with kernel correlation to track 
the smaller-sized object. According to this experiment, the 
mean peak response is integrated with the mean energy of peak 
correlation associated with the response map to mitigate 
occluded objects. 

Further, an adaptive Kalman filter is used to improve the 
tracking performance. Xuan et al. also uses a similar 
methodology line [34] where the motion trajectory is integrated 
with the Kalman filter to track the smaller object. The study 
outcome is claimed of 95% accuracy in tracking performance. 
The work by Zhang et al. [35] has integrated features of optical 
flow with a Histogram of oriented Gradient (HoG) with a 
target towards enhancing the target representation. The 
boundary effects are mitigated by integrating the inertial 
mechanism and Kalman filter, while the interference 
attenuation is accomplished using the disruptor-aware process. 
Zhou et al. [36] performed a unique study considering satellite 
images where a pyramid network of selected features is 
presented to address the problem of computing gradient 
inconsistencies. The study has also introduced a contrastive 
learning mechanism to represent an object robustly. The work 
by Zhu et al. [37] used Siamese deep network designed to 
improve the smaller object representation from satellite videos. 
This model aims to extract features from the search and 
template branch in the Siamese network while the target 
position is determined from the search branch. The model's 
outcome is proven to offer a satisfactory accuracy evaluated 
over multiple performance parameters. 

B. Remote Sensing-based VODT Approaches 

This mechanism identifies and evaluates the physical 
characteristic associated with a region by computing the 
radiation emitted from a specific distance. Usually, such 
monitoring is carried out from aircraft or satellites using 
specific feed-capturing devices. The present research is being 
carried out towards remote sensing-based VODT using a 
conventional mechanism [38] that consists of simplified object 
detection and tracking. Detection is facilitated by various 
techniques, e.g., background subtraction process, optical flow 
mechanism, and method of computing frame difference. The 
work carried out by Lei and Guo [39] implemented a technique 
that can detect and track multiple objects considering the 
Gaussian mixture model for extracting road networks using 
deep learning. 

Further, a neighborhood search mechanism is implemented 
for tracking connected with the data association method. The 
neural network adoption is witnessed in Lin's [40] work, where 
tracking is carried out for multiple targets. The implementation 
is carried out considering the integration of real-time tracking 
of the target using deep learning, combined geometric features, 
and a dual neural network. The study model also constructs an 
optimization mechanism using the least squares method, where 
the constrained residual terms are developed over the pixel 
plane. A unit for inertial measurement is developed. Finally, a 
mathematical model is constructed for multitarget tracking. 
The mechanism presented by Ma [41] discusses enhancing the 
probability of identifying objects with poor signal quality and 
minimizing the number of outliers. Another unique study has 
been presented by Tochon et al. [42] on chemical gas plume 
tracking. Considering hyperspectral Video sequences, the 
author has used object detection sequentially, considering 
temporal, spatial, and spectral information. The work carried 
out by Uzkent et al. [43] [44], where a fusion mechanism of 
kinematic likelihood is estimated for analyzing hyperspectral 
information. The idea is to detect and track mobile objects 
captured from aerial Video over a short time window. 

Further, the author has also used deep features for 
improving the tracking performance using a convolution neural 
network and kernelized correlation filter. However, the study 
model cannot process an isometric view of the scene. This 
problem is reported to be addressed in the work of Wei et al. 
[45], where a three-dimensional view is considered with total 
variation towards tracking a moving object.  

C. Unmanned VODT Approaches 

Various existing VODT use cases have considered the 
Video captured from Unmanned Aerial Vehicle (UAV) system. 
The work carried out by Cintas et al. [46] has constructed a 
model that can perform tracking of UAV using vision factor 
from another UAV using a deep learning approach and 
kernelized correlation filter. Deng et al. [47] used a 
regularization method using spatial and temporal attributes and 
constructing an enhanced filter for discriminative correlation. 
The technique also uses a joint optimization mechanism to 
improve target representation and reduce distractors. A unique 
method is implemented by Ding et al. [48], where object 
detection for UAVs is carried out by blockchain and hash-
based approach. According to this implementation, a hash-
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based network is constructed for extracting the hash 
representation of an object where further recovery of tracking 
interrupts and feature fusion is carried out. The study model 
also integrates motion features with deep hash features to 
address the problem of object occlusion. Detection of a small 
object is carried out by Liang et al. [49] using a fusion of 
features and Detection of a single shot based on scaling 
operation. A feature pyramid is constructed using average 
pooling operation. The fusion of the feature module and the 
deconvolution module is used for generating the feature 
pyramid. Lin et al. [50] have designed a correlation filter based 
on blocks' bidirectional incongruity towards tracking objects. 
Buhler et al. [51] have carried out a different form of work that 
doesn't work on video object detection or tracking algorithm 
but offers a robust platform to perform such tasks. The authors 
have used remote sensing images of snowflakes to classify 
snow types' normal to critical states. Shan et al. [52] have 
developed a ship-tracking mechanism considering maritime 
data over multiple videos with manual annotation. Xue et al. 
[53] have developed a semantic-based framework for object 
tracking to improve the performance of correlation filters of 
discriminative nature. The study model generates the specific 
region of interest followed by filtering where the semantic 
coefficient prediction is carried out. The study model also 
contributes towards reducing parametric redundancy by 
sharing the object's semantic segmentation information and 
network layer. The adoption of a correlation filter is also 
witnessed in the work of Ye et al. [54]. The study model 
applies a concept of multi-regularization toward constructing a 
correlation filter to facilitate the tracking and localization of an 
object. The work carried out by Yu et al. [55] has developed a 
region of interest while object detection is carried out from 
radar and photoelectric cell. 

D. Miscellaneous Approaches 

Various methodologies are being introduced, considering 
different forms of use cases. The work carried out by Banerjee 
et al. [56] has developed a hardware design of architecture for 
the acquisition of Video. The study model uses dynamic 
programming towards the reduction of normalized area for the 
allocation of resources. Further, the Kalman filter is used for 
performing tracks. A simplified mechanism of object detection 
and tracking is carried out by Chen et al. [57], where a region 
of interest in a closed loop is developed to magnify the field of 
view, considering spatial and temporal attributes of the feed. 
Cheng et al. [58] have developed a framework to track 
commodities where the edge computation caters to resource 
dependencies. The model can also track multiple videos while 
significantly controlling computation overhead. 

Further, the Markov model is designed for compensating 
the missing data. A similar form of edge computing 
investigation is also carried out by Gu et al. [59], where a 
Siamese convolution network is constructed to carry out object 
tracking. A collaborative architecture of cloud and edge 
computation is designed for this purpose. The adoption of the 
Siamese network is also reported in work carried out by Lee et 
al. [60] towards object tracking. According to this model, a 
bounding box encapsulates the object, followed by tracking 
using a Siamese network which minimizes the computational 
complexity. Object detection is carried out towards each 

classified object in Video, followed by performing tracking 
using sequential frames. All the obtained retargeted frames are 
obtained by rearranging all frames. 

A discreet and unique model of object tracking is designed 
by Liu et al. [61], which addresses the problem of the extreme 
degree of occlusion. It also assists in the classification of 
similar forms of objects. The study model uses a depth tracking 
mechanism and presents a matching strategy of two look-alike 
objects using semantics using indoor scene video. The study by 
Marshall et al. [62] developed a three-dimensional tracking 
mechanism of an object of radiological or nuclear type. The 
study uses a Kalman filter to perform tracking using multiple 
cameras of a specific form. Mostafa et al. [63] have developed 
a computational model of multi-object tracking using the 
Kalman filter for tracking crowds. According to this model, a 
unique encoder model is designed to generate computationally 
efficient features. 

Further, a linear transformation is carried out to retain 
maximum accuracy. Ramesh et al. [64] have presented a 
framework for long-term tracking over dynamic motion. 
Considering a usual tracking condition, the proposed scheme is 
implemented considering a moving camera where a local 
sliding window is formulated to confirm the higher reliability. 
The analysis considers quantitative analysis, rotation, and 
translation in a laboratory environment. The work carried out 
by Ren et al. [65] has discussed a computational model that can 
perform both tracks as well as counting from the crowd scene 
using a network flow approach. Sun et al. [66] have 
implemented a study model for tracking multiple objects. The 
presented study uses deep learning to optimize the 
representation of an object and their respective affinities 
occurring over every frame. An affinity-based deep learning 
network is designed to track objects present and disappearing 
from the frames. Eventually, the problem of the missing object 
is addressed in this work. 

E. Robust Real-Time Object Tracking 

The practical applications of object tracking demand its 
operation of real-time feed of video stream which is one the 
most challenging task. At present, there are certain research 
work which has been dedicated purely towards ensuring robust 
real-time object tracking. The work carried out by Zhang and 
Ren [67] have used Kalman Filter and Kernel Correlation Filter 
in order to carry out object detection. Further, missed detection 
is addressed by updating the tracking box as per the rate of 
change in scaling. Backstepping is used for catering the design 
of kinematic controller with respect to Lyapunov stability. 
Further, the work of Cao et al. [68] have addressed the issues 
associated with tracking drift and loss of object by using 
Siamese network with double template while the feature 
extraction is performed by enhanced MobileNet V2. Similar 
work is also carried out by Zhao et al. [69] where Siamese 
Network is used for estimation of optical flow based on feature 
pyramid approach. The movement attributes are further 
evaluated using mapping of pyramid correlation between two 
contiguous frames. The study also addresses the problems 
associated with ambient noise using channel and spatial 
attention. Another study of real-time object tracking is carried 
out by Du et al. [70] that addresses the problems associated 
with implementing Correlation Filter-based Trackers (CFT) on 
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practical grounds. In this mechanism, feature extraction is 
carried out using Histogram of oriented Gradient (HoG) 
followed by integration of scale adaptive, target re-detection, 
and discriminative appearance model. Although, there are 
various research work carried out towards object tracking, but 
only few of the recent work has been claimed towards real-
time tracking. Another perspective is that these studies doesn’t 
address overall agenda-based attributes that is demanded for 
real-time tracking e.g., initialization and re-detection, 
computational constraint, fast motion, motion blur, perspective 
and scale changes, and occlusion all together. Only few of the 
above-mentioned attributes have been choses in current works 
on real-time object tracking. 

F. Behavioral Analysis and Event Detection 

There are various unique studies being carried out towards 
object detection in the perspective of event detection and 
behavioral analysis. The work of Chakole et al. [71] has 
addressed the issues pertaining to anomaly detection for the 
use-case of crowd behavior using correlation-based optical 
flow. Object detection has also been studied with respect to 
recognition mechanism of human activity.  A typical structure 
of recognition of human activity is designed by Vrskova et al. 
[72] using deep learning approach. The prime motive of this 
work is to address the challenge associated with the less 
availability of such dataset, where the authors have constructed 
a new dataset consisting of abnormal activities. Study 
associated with anomaly detection is carried out by Chang et 
al. [73], Yahaya et al. [74], and Yang et al. [75]. Such 
methodologies are meant to identify a discrete vector of 
motion, which is further subjected to varied strategies in order 
to perform behavioral analysis. Irrespective of varied 
approaches used for such form of behavioral analysis, they still 
have limiting attributes associated with their practical 
utilization on real-time perspective. 

G. Integration of Multiple Data Sources 

Majority of the conventional implementation scenario calls 
for implementing its detection and tracking algorithm 
considering single sources of data. However, there are certain 
research work where such objectives are accomplished using 
multiple sources of data. One such work has been reported by 
Rehman et al. [76] where visual and audio signals were used as 
input stream for detection of anomaly. According to this study, 
the model has integrated particle swarm optimization with 
optical flow for obtaining visual features. The acoustic features 
have been obtained from volume, rate of zero crossing, energy, 
spectral flux etc. Similar pattern of methodology is also created 
by Benegui and Ionescu [77] which carry out authentication 
using feeds from camera and motion sensors. Deep neural 
networks are used using Support Vector Machine for 
generating an embedding vector obtained from transformed 
signals. Another similar form of study approach is seen in work 
of Shin et al. [78] where heterogeneous sources of data e.g., 
temperature, elevation changes, pattern-specific behavior of 
human have been considered. The prime notion of this study is 
to improve the accuracy towards detection of anomaly 
associated with surveillance map. Majority of the above-

mentioned studies have been carried out by integrating 
multiple and different sources of data in order to obtain an 
embedded vector which are further subjected towards analysis 
towards detection and tracking. 

H. Privacy and Ethics 

Privacy is one of the essential attributes to be protected 
while performing object detection. The work carried out by 
Dave et al. [79] has developed a scheme towards privacy 
preservation while performing recognition of human action. 
The authors have used supervised schemes towards removing 
the private details without any dependency of labelling. The 
work carried out by He et al. [80] have implemented a 
mechanism of object blurring as well as object swapping in 
order to preserve private information while performing object 
detection. Zhang et al. [81] have used federated learning 
scheme along with blockchain for detection visual object along 
with retention of private information. This scheme uses 
encryption as well as validation nodes in order to resist any 
form of privacy-related attacks. Further mechanism of object 
detection along with privacy preservation is carried out by Bai 
et al. [82] where Convolution Neural Network (CNN) has been 
utilized along with secret sharing scheme towards protecting 
private information captured from vehicular edge computing. 
The prime motive of such approaches is basically to adopted 
varied privacy preservation approaches ensuring that it won’t 
hamper any parameters potentially responsible for detection of 
an object. 

Hence, it can be seen that there are various ranges of 
methodologies being developed in current times on various 
perspective of object detection. It is eventual that all these 
approaches leverage the performance of object detection 
addressing issues on local levels and use case. 

Apart from this, various works is carried out in 
conventional VODT with different techniques. One common 
fact observed in all the miscellaneous techniques is that 
tracking is more emphasized than preliminary detection 
operation. As tracking performance completely depends upon 
the logic configured for the detection module, the performance 
evaluation doesn't highlight this fact. Apart from this, all the 
usual and generalized VODT schemes discussed in this section 
can be used for multiple purposes and assessed over different 
datasets; however, their applicability towards functional over 
complex scenarios or challenging video environments is 
reportedly not investigated. Another significant observation is 
that most schemes utilize varied principles of framing up the 
dimension of an object to track the objects in the video stream. 
However, there is no report of any work towards the 
generalized object tracking model utilized in the video stream 
to ensure better analytical operation toward improving the 
tracking performance. Further, it is noted that there is different 
use-case specific implementation study where generalization is 
challenging to be achieved. Table I highlights the summarized 
version of the discussion in this section concerning methods 
used for addressing identified research problems, advantages, 
and limitations. 
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TABLE I. SUMMARY OF RELATED WORK IN VODT 

Author Problem Methodology Advantage Limitation 

Chen et al. [30] 
Tracking of the smaller 

object 
Historical model, Kalman filter Higher Accuracy Lacks scale adaptive process 

Hu et al. [31] Drift in tracking 
Convolution Neural Network, 

Regression 
Better tracking performance 

Orientation and position encoding 

are not feasible 

Shi et al. [32] Tracking mobile aircraft Shift invariant feature transform 
The better predictive 

calculation for flight path 

Not applicable for multiple object 

tracking 

Wu et al. [33] 
Tracking of the smaller 

object 
Adaptive Kalman filter Mitigates occlusion problem 

The iterative process leads to a 

computational burden 

Xuan et al. [34] 
Tracking of the smaller 

object 

Kalman filter, averaging motion 

trajectory 

95% of accuracy, effective 

processing speed 
Restricted to single object tracking 

Zhang et al. [35] 
Tracking of the smaller 

object 

Kalman filter, HoG, inertial 

mechanism 

Can perform multi-object 

tracking, effective classification  

Doesn't overcome occlusion 

problem 

Zhou et al. [36] Gradient inconsistencies 
Pyramid network with selected 

feature scale 
Effective reduction of interface 

Doesn't consider temporal factors 

while tracking 

Zhu et al. [37] 
Inferior distinguishability 

of objects 
Siamese deep network 

Offers real-time processing 

capabilities 

It doesn't address the impact of 

padding and shallow network 

Lei and Guo [39] Detection and tracking 
Gaussian Mixture Model, 

Neighborhood Search 

A simplified approach supports 

multi-object Detection 
No benchmarking 

Lin [40] Multitarget tracking Deep learning, dual neural network Retain superior tracking quality Narrowed extensive analysis 

Ma [41] 
Addressing Outliers in 

Detection 

Probability-based modeling to 

reduce outliers 
Improved rate of Detection Lower scope of analysis 

Tochon et al. [42] Tracking of chemical gas 

Sequential object tracking using 

temporal, spatial, and spectral 
information 

Reduced computational time 
Specific to the composition of 

chemical gas  

Uzkent et al. 
[43][44] 

Tracking of vehicle 

Fusion mechanism for kinematic 

likelihood, convolution neural 
network, and kernelized correlation 

filter. 

Independent of manual 

allocation of the threshold for 

multiple objects 

No scope for an isometric view of 
the scene. 

Wei et al. [45] Object tracking Principal component analysis 
Simplified mechanism of 

implementation 
No benchmarking 

Cintas et al. [46] 
Tracking UAV from 

another UAV 

Kernelized correlation filter, neural 

network 

82.7% of accuracy, developed a 

new dataset 

Demands more real-time testing to 

confirm the outcome applicability 

Deng et al. [47] 
Limited computational 

capability in UAV tracking 

Regularization, correlation filter, 

joint optimization 
Better tracking performance Higher processing time 

Ding et al. [48] Multiple object tracking Blockchain, deep hash Mitigates object occlusion Consumed higher resources 

Liang et al. [49] Detection of a small object Spatial context analysis Higher accuracy 
Demands higher resources to map 

with the outcome 

Lin et al. [50] Improving correlation filter Discriminative correlation filter 
Support real-time tracking with 

low resources 
Outcome specific to data 

Buhler et al. [51] Snow type classification 
The reflective property of snow-

based modeling 
Effective classification strategy Study model specific to the object 

Shan et al. [52] Ship tracking 
Multiple maritime dataset 

evaluation 

Comprehensive analytical 

approach 
Study model specific to the object 

Xue et al. [53] Correlation tracking Semantic segmentation 
Minimize parametric 

redundancy 

It doesn't address the occlusion 

problem effectively 

Ye et al. [54] 
Improving correlation filter 

performance 

Multi-regularized filter 

development 
Higher accuracy 

Not analyzed on broader 

assessment environment 

Yu et al. [55] Object tracking 

Prediction based on the region of 

interest, object extraction from the 

first frame 

Reduced processing time 
Tracking performance degrades 
over dynamic background 

Banerjee et al. 

[56] 
Acquisition of object 

Viterbi, Kalman filter quadtree 
segmented Video, convolution 

neural network 

Extensive test cases 
Needs a broader extensive 

assessment environment 

Chen et al. [57] 
Object detection & 

tracking 

Region on interest on a closed loop, 

dual resolution 
Higher resolution 

The computationally extensive 

mechanism for identifying a region 

of interest 

Cheng et al. [58] Commodity tracking Edge computing, Markov model Reduces computational burden 
It needs more extensive analysis 
with recent models 

Gu et al. [59] Object tracking 
Siamese Convolution Network, 

cloud, and edge environment 

Reduced energy consumption, 

Higher accuracy 
No extensive analysis 

Lee et al. [60] Object detection Siamese Convolution network Higher similarity score Highly iterative scheme 

Liu et al. [61] 
Multiple indoor object 

tracking 
Semantic strategy to match objects 

Simplified and efficient 

tracking 

It depends upon the illumination 

condition 

Marshall et al. 

[62] 
Object detection 

Kalman filter, neural network, non-

negative matrix factorization 
Reduces anomaly count 

Applicability is Specific to this use 

case only 
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Mostafa et al. 

[63] 
Crowd tracking Encoder, Kalman filter Control over computation time 

It depends upon the illumination 

condition 

Ramesh et al. 

[64] 
Object tracking 

Bayesian Bootstrapping, sliding 

window detector 
Faster Detection 

Assessed over laboratory confined 

setting. 

Ren et al. [65] 
Object tracking, Detection, 

counting 
Network flow programming Supports Multiple operations 

The optimization of the counting 

problem is not addressed 

Sun et al. [66] Tracking multiple objects Affinity-based deep learning,  Effective analysis  
Induces computational complexity 

over the long run 

Zhang and Ren 

[67] 

Real-time object tracking 

for robots 

Kalman Filter, Kernel Correlation 

Filter 

Higher stability of target 

tracking 
Doesn’t assess model uncertainty 

Cao et al. [68] 
Tracking drift, object loss, 

inadequate robustness 

Siamese Network (double 

template), MobileNet V2 
Higher tracking accuracy Consumes more training efforts 

Zhao et al. [69] 
Interference of cluttered 

background 

Siamese Network, Pyramid 
Correlation Mapping, 

Channel/Spatial attention 

Higher success rate of tracking Time consuming classification 

Du et al. [70] Issues in CFT in real time 
HoG, discriminative adaptive 

model, target re-detection 

Simplified architectural 

implementation 

Cannot be applied for objects with 

consist orientation changes 

Chakole et al. 

[71] 

Anomaly detection of 

crowd 
Correlation of optical flow Satisfactory detection Not benchmarked 

Vrskova et al. 

[72] 

Recognition of abnormal 

human activity 
Long Short-Term Memory 96% of classification accuracy 

Induces higher computational 

burden 

Chang et al. [73], 

Yahaya et al. 

[74], Yang et al. 
[75]  

Anomaly detection 
k-means, autoencoder, support 

vector machine, deep learning 
Multi-target anomaly detection 

Some of the outliers are also 

subjected to training 

Rehman et al. 
[76] 

Anomaly detection 
Multi-modal (visual and acoustic 
source) 

Improved accuracy. 

Restricted to limited data, no 

extensive analysis over broader 

dataset size 

Benegui and 

Ionescu [77] 

Authentication using 

difference sources 

Deep Neural Network, Support 

Vector Machine 
Higher accuracy score 

Not much suitable for larger 

dataset 

Shin et al. [78] 

Representation of 

multimodal data for 
anomaly detection 

Analytical model using 

temperature, elevation changes, 
pattern-specific behavior of human 

Ideal for surveillance map in 

smart city 
Study not benchmarked 

Dave et al. [79] 

Privacy preservation 

during recognition of 
human activity 

Self-supervised learning Non-dependency of labelling 
Model restricted to specific use-

case only 

He et al. [80] Privacy preservation Object swapping and blurring 
Retains better accuracy and 

offers imperceptibility 

Not proven using complex forms 

of object 

Zhang et al. [81] 
Privacy preservation from 
visual object detection 

Blockchain and federated learning 
Offers potential security from 
maximal threats 

Higher cost of implementation 

Bai et al. [82] Privacy preservation Multiple secret shares, CNN 
Offers multi-stage detection, 

and optimal privacy 
Higher resource dependencies 

IV. DATASET AND PERFORMANCE METRIC 

After reviewing various approaches and research models, 
the dataset reportedly uses different forms. The frequently used 
dataset is ImageNet VID [83]. It is a benchmarked dataset with 
training videos of 3862 and validation videos of 555. The 
frame rates are maintained at 20-30 frames per second while an 
annotation is provided on all the Videos. Another commonly 
used dataset is EPIC KITCHEN, which has predefined 290 
classes of an object with bounding boxes present in video 
samples of 32 kitchens [84]. There are also standard datasets 
used for specific purposes in VODT, viz. i) generalized object 
detection from the PASCAL dataset [85][86], ii) pedestrian 
data from Caltech [87], iii) indexing and retrieval of Video 
from TRECVID [88], iv) categorization data of human 
activities from HMDB-51 [89], v) annotated and segmented 
data of sports from Sports-1M [90], vi) tracking of an object 
from the MOT dataset [91] and VOT dataset [92], vii) 
detection of a mobile object from the CDnet2014 dataset [93], 
and viii) segmentation of an object from the DAVIS dataset 
[94]. Irrespective of availability of wider ranges of dataset, 
there is considerably a smaller number of research 
implementation towards involving multi-modal approaches of 
VODT. 

Various performance metrics are deployed while assessing 
the effectiveness of VODT; however, they are all connected 
with accuracy-based attributes. The most common performance 
metric is mean Average Precision (mAP), used for assessing an 
object's traditional detection and tracking. The metric mAP is 
associated with accuracies of classification and regression. 
Before evaluating using mAP, the existing system also 
evaluates confidence scores and true positives. Based on the 
speed of the mobile object, the inference of mAP is specified in 
the form of fast, medium, and slow. Certain discussion states 
that mAP cannot be solely used for performance evaluation as 
it cannot capture its temporal attributes [95]. Hence, another 
metric termed average delay has surfaced, which computes the 
number of video frames considered for Detection and tracking 
from the initial frame. A dataset named ImageNet VIDT was 
used to verify the appropriateness of the average delay. The 
study outcome states that satisfactory average precision can be 
confirmed if the method is witnessed to maximize the average 
delay value. On the contrary, the maximized value of average 
delay will also signify maximized delay in Detection and 
tracking performance. Therefore, it can be stated that if any 
method deploys average precision as a sole performance 
metric, then it is challenging to evaluate the actual average 
delay score. It will eventually conclude that average precision 
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is insufficient to represent temporal attributes of the assessing 
framework for VODT. Hence, it is suggested to fine-tune the 
performance metric based on the research problem undertaken 
in the study model. The next section discusses the analysis of 
the research trend. 

V. RESEARCH TREND ANALYSIS 

From the prior sections, different methodology variants are 
being deployed toward VODT. However, it is also noted that 
various common methodologies are being used to consider 
different use cases of VODT. It is noted that use cases play a 
critical role in classifying VODT methodology owing to the 
inclusion of discreet challenges and characteristics. Hence, to 
understand research trends, the primary assessment has been 
carried out to identify the popularity of consideration of such 
use cases in research publications. Fig. 1 highlights the trends 
of publication of such use-case adoption in VODT. 

 

Fig. 1. Trends towards research publication. 

The observation towards arriving at the graphical outcome 
in Fig. 1 is carried out from several different research papers 
published between 2017 to 2022 from IEEE Xplore, Springer, 
Elsevier, Wiley, ACM, MDPI, etc. The total number of count 
of papers for the allocated use case is more than the exhibited 
figure. This is because the data for Fig. 1 is obtained by 
filtering out only the significant experiments, excluding all the 
discussion or conceptual-based publications. The idea was to 
grab the information associated with including prominent 
methodologies involved in solving challenges of use cases in 
VODT. From this graphical outcome of the trend, it is noticed 
that a greater number of studies are concentrated on remote 
Sensing and multiple object detection method. Nearly an 
equivalent number of studies are on satellite-based approaches, 
unmanned vehicle-based VODT, radar-based VODT, and 
road/crowd-based VODT. Studies towards indoor-based 
VODT are significantly fewer. The analysis is also carried out 
to identify trends in methodologies by removing the constraint 
of year-based publication. It is noted that evolving trends for 

VODT are flow-based, LSTM-based, attention-network-based, 
tracking-based, and miscellaneous approaches, as stated in 
Fig. 2. 

 

Fig. 2. Observation of evolving trend. 

A closer look into multiple evolving strategies in Fig. 2 
concludes that the VODT mechanism is broadly classified 
concerning feature aggregation and propagation. Flow-based 
mechanism adopts optical flows in dual directions. Significant 
contribution work was noted towards adopting this technique, 
viz. Deep Feature Flow [96], feature aggregation with guided 
flow [97], impression network [98][99][100], flow algorithm 
using the difference between adjacent frames and adoption of 
time and spatial factor of the frame, deep learning over 
FlowNet [101]. Further, adopting Short-Term Long Memory 
(LSTM) is another evolving trend toward maximum utilization 
of both time and spatial factors associated with video frames. 
Some of the significant contributions have been carried out by 
introducing unique techniques, e.g., convolution LSTM [102], 
online [103], and offline LSTM methods [104] [105]. The 
attention-based technique can analyze the long-duration Video 
for aligning the feature map with a target to minimize 
dependency on computational resources. The implication of 
such mechanism was noted in the form of various approaches 
viz. approaches considering only temporal factors locally [106] 
and global factors [107], hybrid method integrating both local 
and global time-based factors [108], regression and 
classification-based fusion of feature maps [109], managing 
external memory with guided objected for global aggregation 
[107]. The next technique is tracking-based, where temporal 
information is utilized for object detection over video frames 
with a fixed interval. Some of the significant approaches noted 
for this approach are adaptive frame-based tracking [110][111], 
construction of forward and backward trackers [112], adoption 
of refinement network for integrated Detection and tracking 
[113], and convolution network-based tracking [114]. Apart 
from the above-mentioned evolving trends of approaches, there 
are also miscellaneous methods [56]-[66]. The analysis of this 
approach is further carried out from the perspective of time-
based evolution. Fig. 3 highlights the year-wise proposition of 
the above-stated approaches. The adoption of the ImageNet 
VID dataset [83] was the first to be evolved in 2015, followed 
by the evolution of tracking and Detection with cooperation 
TDC [112] in 2016. There has been progressively developed in 
the year 2017, which witnessed the Flow of Deep feature FDF 
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[115] for the first time along with feature aggregation with 
guided flow FAGF [107] and impression network [100]. 

 

Fig. 3. Occurrence of evolving trends year wise. 

The speed of new techniques further multiplied in 2018, 
where multiple techniques have been reported, viz. Detection 
with high-performance DHP1 [99] and DHPP2 [98] sampling 
network with spatiotemporal SNS [116], Memory network 
with spatiotemporal MNS [117], Convolution Neural Network 
based Tubelets CNNT [118], Detection of a single shot with 
LSTM and attention SSLA [119], Detection of a single shot 
with LSTM and attention with feature map LSTM-SSLAFM 
[120], etc. A similar pace of research trend was reported in the 
year 2019, where flow and LSTM have potentially improved 
along with new techniques of Relation Distillation Network 
FLSTM [106], external memory with guided object EMGO 
[107], semantic aggregation of level sequence SALS [109], and 
local attention with progressive sparsity LAPS [121]. The year 
2020 and 2021 has witnessed growth in the aggregation of 
local and global features with improved memory ALGF [108] 
along with attention LSTM. 

Fig. 4 showcases the effectiveness of evolving trends 
concerning precision scores considering post-precision (PP) 
and without post-precision. The outcome shows that the 
involvement of PP always increases the precision, which 
directly affects the accuracy performance. The score is found to 
be good for tracking-based and attention-based approaches. 

 

Fig. 4. Precision score for evolving trend. 

VI. RESULT AND DISCUSSION 

This section presents discussion about gist of learning 
inference from current review work as well as it also presents a 
vivid discussion associated with open-end issues of considered 
methodologies in VODT. 

A. Discussion of Current Review 

From the prior section, it is noted that there is varied 
implementation scheme presented towards VODT with unique 
agenda. One thing is quite clear that every individual research 
approaches deals with unique set of problems and distinct use-
cases. On the other hand, proposed scheme presents review 
discussion about existing methodologies with an agenda to find 
its strength and weakness. Hence, it is infeasible to do 
comparison between implementation-based work and review-
based work. However, the study hypothesizes that every 
research implementation paper must offer a clear-cut highlight 
of their applicability, about their strength, and about their 
weakness. Hence, the proposed review considers this common 
factor to do comparison in order to understand the degree of 
information associated with merits and demerits linked with 
suggestion towards further improving VODT. The comparison 
of the proposed study shown in Table II with the existing 
considered papers are as follows: 

TABLE II. COMPARING PROPOSED SYSTEM WITH CONSIDERED 

APPROACHES 

Approaches Merit Demerit 

Satellite-based VODT 

[29]-[37] 

Emphasize mechanism 

to increase accuracy 

Doesn’t present plan 
towards increasing 

adaptivity 

Remote Sensing based 

VODT [38]-[45] 

Presents technique to 

improve detection rate 

No discussion towards 
extensive scope of 

analysis  

Unmanned VODT 
[46]-[55] 

Discusses method to 
increases accuracy 

No solution for 
increased response time 

Real-Time object 

tracking [67]-[70] 

Presents higher 

stability modelling 

No highlights towards 
addressing less 

consistent outcomes 

Behavioual 

Analysis/Event 
Detection [71]-[75] 

Supportive of Multi-

target detection 

No discussion towards 
increased 

computational 

complexity 

Data source integration 

[76]-[78] 

Targets higher 

accuracy 
Lack of benchmarking 

Privacy & Ethics [79]-

[82] 
Targets higher security 

Higher cost of 

implementation 

Proposed Study 

Showcase indicators to 

balance accuracy and 
computational 

complexity 

Overlooks security 
improvements 

From Table II, it can be seen that proposed review 
manuscript offers more information associated with the 
applicability of various methodologies as well as highlights of 
various identified issues (discussed in next sub-section) which 
contributes towards balancing the accuracy demands with 
computational efficiency demands that is found majorly 
lacking in maximum considered methodologies in VODT. 
Further position of current review work with the existing 
review work is showcased in Table III. 
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TABLE III. POSITION OF CURRENT REVIEW WITH EXISTING REVIEW 

Approaches Merit Demerit 

Kaur & Singh 

[3] 

Highlight of essential 

approaches 

Emphasize only on deep 

learning approach 

Salari et al. [8] 

Informative contents 

towards scope and 

challenges in VODT 

Lacks highlights of 

exhaustive research gap 

discussion  

Tulbure et al. 
[21] 

Comprehensive discussion 
about approaches 

Emphasize only on deep 
CNN approaches 

Zhang et al. 

[29] 

Presents methods to deal 

with complex image-based 
approaches 

Discussion restricted to 

satellite videos 

Proposed Study 

Captures all taxonomies of 
VODT, presents clear 

highlights of trends, clear 

cut representation of current 
research gap 

Inference carried out for 

recent implementation 

study only 

B. Research Gap Analysis 

After reviewing the existing schemes of VODT, it is noted 
that many open-end challenges are still associated with the 
context of methodologies and use cases considered  A closer 
look into the efficiencies of all the model exhibit that there is 
still an open-end issue mainly associated with the speed and 
accuracy factors balancing with the computational 
complexities and resource demands. These are some of the 
areas that have been less emphasized upon. Apart from this, 
there are few benchmarked datasets which consists of each 
framed to be labelled. Further, it is noted that ImageNet VID, 
which is one of the frequently used datasets in VODT, doesn’t 
possess the practical complexities of real scene. Further, the 
dataset consists of only few objects which are not 
recommended to be investigated for complex VODT 
application design. Further, existing schemes either considers 
global or local information associated with temporal attributes 
separately. This section outlines the prominent issues being 
identified in the form of a research gap: 

 Issues with the VODT dataset: There are many 
available datasets for performing VODT, but they lack 
major benchmarking. The available video dataset 
doesn't have challenges like a practical environment. 
Apart from this, very limited objects are present in each 
frame. Hence, accuracy will always be anticipated to be 
better while using such video datasets; however, they 
are less likely to apply to real-world applications. 

 Issues with performance metrics: There is no specific 
standard performance metric for VODT analysis. It 
should be noted that the performance metric of mAP is 
extracted from the experiments from object detection of 
an image. However, mAP cannot process temporal 
attributes, leading to the evolution of average delay 
with this evaluation capability. However, this metric 
cannot evaluate the stability factor associated with the 
video dataset. Hence, varied ranges of accuracy-based 
metrics are in practice for assessing the effectiveness of 
VODT. 

 Narrowed Scope of Optimization: An algorithm must 
encapsulate the maximum constraint condition to 

optimize detection and track performance accuracy. A 
better form of constraint modeling can harness 
maximum information from the context of Video in the 
dataset and its associated dynamicity. It demands the 
utilization of local and global information; however, 
very few reported studies have such consideration. This 
imposes an extensive challenge to implement the 
optimization of VODT. 

 Adoption of Complex Method: It is noted that learning-
based algorithms are extensively used to improve the 
overall performance of VODT in many cases. However, 
such learning algorithms are associated with higher 
ranges of complexities that are not found to be 
addressed in existing studies. Adopting such a method 
(e.g., Convolution Neural Network, Siamese Network) 
has higher dependencies on training data, indirectly 
increasing the dependencies of resources required to 
process it. As a result, it also results in slower 
computation speed. 

 The trade-off between research and practical demand: 
Although various studies use real-time datasets or 
developed hardware for VODT, none of them have 
been analyzed in a real-time environment in the 
practical world. It is also noted that attention-based 
approaches offer higher accuracy; however, they have 
higher processing demand, which impedes catering to 
real-time demands. 

 Other critical challenges: The existing studies carried 
out towards event detection don’t deal with data 
variability as well as scalability. Further, studies 
considering recognition of human activity and detection 
of anomalies are highly dependent on orientation and 
viewpoints which always vary and such challenges are 
not addressed in object detection. Identification of real-
time object detection and tracking are also quite 
challenging to be accomplished because of same reason. 

From the outcome of the above-mentioned research gap 
associated with existing video object detection methodologies, 
it is noted that existing schemes do have their own advantages 
as well as significant limiting attributes. However, from a 
global context viewpoint, there are certain contributory 
suggestions which the proposed study has arrived towards 
improving or addressing the above-mentioned research gaps. 
Following are some contributory suggestions towards 
leveraging the performance of existing video object detection 
methodologies: 

 Encouraging consideration of diverse and large-scale 
training data: Different challenges associated with 
backgrounds and wide ranges of classes of an object 
can be effectively addressed considering diverse dataset 
with better representation. The idea is to achieve better 
performance on real-time events and effective 
generalization.  

 Need focus on architecture design: Majority of existing 
studies are use-case specific with not much 
emphasizing over architecture-based deployment and 
extending its applicability. The issues of computational 
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burden and accuracy can be well balanced if 
architectures are subjected to optimization. 

 Needs practical predictive approach: There are various 
existing predictive models using branches of artificial 
intelligence (machine learning and deep learning). 
However, sustainability of such model over extensive 
test-cases is not verified. Hence, there is a need of a 
learning model that can adapt to dynamically changing 
condition is highly demanded. More research towards 
ensemble approaches can offer extended robustness and 
minimize system biases. 

 Inclusion of contextual information: The problems 
associated with accuracy of localization of an object as 
well as uncertainty connected with instances of an 
object can be well addressed by including contextual 
information. Extraction of contextual information can 
be carried out from semantic segmentation, 
understanding the scene, and also from surrounding 
objects. 

Hence, all the above-mentioned points are contributory 
suggestion towards improving video object detection 
methodology. The next section summarizes the essential 
highlights of this review work. 

VII. CONCLUSION 

This paper offers an overview of some notable techniques 
and approaches towards the VODT, which plays one of the 
crucial intrinsic operations within any surveillance system. 
Prior to draw conclusive remarks, it is to be noted that 
proposed review work formulates certain research questions 
prior to undertake the review work as follows: 

 Ro1: Is the existing review paper towards VODT 
informative enough to draw conclusive remarks about 
strength and weakness? 

 Ro2: What are the frequently used approaches towards 
VODT? 

 Ro3: What are the issues in multiple approaches 
towards VODT? 

 Ro4: How to improve the performance of VODT 
differently from existing studies. 

After reviewing the existing studies both on perspective of 
implementation and review work, it is noted that existing 
papers cannot be used for withdrawing conclusive remarks as 
they are highly symptomatic in nature. It will mean that they 
deal with narrowed set of issues while leaving other associated 
issues unaddressed. This is the response towards Ro1. The 
response to Ro2 is that attention-based and tracking-based 
approaches are most effectively proven and hence frequently 
adopted. Towards the response for Ro3, the multiples issues 
have been presented in the form of research gap discussed in 
prior section. The similar sub-section of research gap are also 
essential points that are required to be considered to improve 
the performance of VODT that are not presented in existing 
studies. This acts as response for Ro4. After reviewing various 
approaches, it is noted that approaches toward VODT are 
highly specific to the use cases. The studies are mainly not 

emphasized in the methodologies. At the same time, more 
inclination of existing approaches is found towards solving the 
problems associated with unique use cases, e.g., satellite-based 
VODT, unmanned aerial vehicle-based VODT, remote 
sensing-based studies, multiple tracking-based studies, etc. A 
smaller number of generalized frameworks can address all the 
issues about high performance and robust tracking and 
Detection. The analysis also found that the implication of deep 
learning, Siamese network, and convolution neural networks is 
constantly rising to improve Detection and tracking 
performance. Looking into the progress in the study, it can be 
concluded that there is a long way to go to witness a more 
high-performance VODT approach. There is a need for more 
extensive analysis to expose the VODT approach to 
challenging scenarios of the practical world. In contrast, the 
existing approaches are too narrow and confined to their 
adopted research environment. The contribution and novelty of 
this paper is  

1) Unlike existing review work, the current paper captures 

maximum deployment area, use-cases, and wider variants 

methodologies adopted towards improving performance of 

VODT. 

2) This paper discusses the new classification of 

approaches of VODT concerning discreet use cases not 

reported in existing review work, 

3) the paper also introduces a compact discussion 

associated with the commercial application of VODT, where it 

can be seen that progress made by commercial application and 

research work has a wide gap,  

4) the paper discusses all the notable research 

contributions concerning the problems being addressed, the 

methodology being adopted, their respective strength and 

weakness, 

5) the paper presents a discussion of research trends of 

VODT to find that evolving approaches and their frequencies 

of usage, 

6) the paper outlines the research gap to signify the 

importance of enhancing the existing studies for developing 

high-performance VODT. 

The future work will be in the direction of addressing the 
identified research gap from this review work. For this 
purpose, the initial work direction will be developing a robust 
detection module considering the challenging scene context of 
the video feed. Upon accomplishing a satisfactory detection 
module assessed over different extensive test environments, the 
next work will be carried out towards tracking operation. As 
tracking operation is seamless, both spatial and temporal 
attributes will be considered for mathematical modeling of the 
VODT approach that can lead to better optimization of its 
performance. The sole motive of future work will be to 
accomplish high-performance VODT in a cost-effective 
computational approach. 
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Abstract—Software product line SPLs, or software product 

lines, are groups of similar software systems that share some 

commonalities but stand out from one another in terms of the 

features they offer. Over the past few decades, SPLs have been 

the focus of a great deal of study and implementation in both the 

academic and commercial sectors. Using SPLs has been shown to 

improve product customization and decrease time to market. 

Additional difficulties arise when testing SPLs because it is 

impractical to test all possible product permutations. The use of 

Combinatorial Testing in SPL testing has been the subject of 

extensive study in recent years. The purpose of this study is to 

gather and analyze data on combinatorial testing applications in 

SPL, apply Pairwise Testing using (1+1) evolutionary algorithms 

to SPL across four case studies, and assess the algorithms' 

efficacy using predetermined evaluation criteria. According to 

the findings, the performance of this technique is superior when 

the case study is larger, that is, when it has a higher number of 

features, than when the case study is smaller in scale. 

Keywords—SPL; SPL testing; combinatorial testing; pairwise 

testing; evolutionary algorithm; 1+1 EA 

I. INTRODUCTION 

Software product line (SPL), which is also called software 
product line development, is a set of software engineering 
practices for making similar software systems from a single set 
of software assets and using the same production method for 
all of them [1]. In other words, SPL is a group of products that 
is put together based on a set of features. A Feature Model 
(FM) decides which products are valid. Most of the time, it's 
not possible to test all of the products that would come from an 
SPL [1]. So, a small group of these products must be chosen. It 
used to be best if it got a good order of products. 

Effective testing strategies will help any organization that 
spends a lot of money on software development. This is a 
demand in SPL because the proportion of testing costs goes up 
as the costs of developing each product go down. Due to the 
large number of ways the base software can be changed, testing 
an entire product line takes a long time and costs a lot of 
money [2]. These issues had to do with which platform was the 

most efficient and what should be tested in separate products 
based on how hard it was to test the whole product line. 

If testing is seen as a long process, the ability and 
effectiveness of testing can be improved by making the 
creation of test cases happen automatically. Even though this is 
a step in the right direction, more research needs to be done on 
the SPL testing process because it is impossible to test all of 
the individual systems that make up a large SPL software 
system. Test case generation in SPL [3], [4] is based on 
variation point management. The authors in [5] say that SPL 
testing is hard, but it would be best if all SPL products were set 
up correctly. In reality, though, this is hard to do. Large 
product configurations have made SPL testing difficult to 
handle, as [6]. In fact, some features can be set up in tens of 
millions of different ways. Since there is pressure to make test 
suites for the whole product line smaller, it will be hard to test 
each product in an SPL and stay on budget [7]. Combinatorial 
testing and other testing methods can cut down on the number 
of test suites needed for this, but they don't come without their 
own problems when it comes to scalability. 

An Evolutionary Algorithm (EA) is a type of evolutionary 
computation, which is an optimization algorithm used in the 
field of artificial intelligence that is based on a population. In 
EA, processes like reproduction, mutation, recombination, and 
selection are used to model how natural evolution works. Even 
though it started in the early 1960s, EA is still a fairly new and 
changing field, with most research focusing on how it can be 
used. 

The EA, as the name implies, functions similarly to natural 
evolution. People believe that the processes of recombination, 
mutation, and selection make individuals more fit because they 
adapt to their surroundings. An "EA individual" is a single 
optimization solution, whereas an "EA population" is a 
collection of ―EA individual" optimization solutions. 

Combinatorial testing is a type of testing that can be used to 
test a software product in a thorough way [8]. The goal is to 
have a product that doesn't have any bugs and can work with a 
wide range of inputs. Pairwise testing, also called "all-pairs 
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testing," is a way to check the quality of software by 
comparing the actual results to what was expected. Here, 
software testers look at all possible pairs of parameters used to 
test a feature and compare and contrast them. 

Pairwise testing has become an important technique for any 
software tester over the past few years. This method has been 
around for almost 20 years, but it has become more popular in 
the last five. At least 20 tools that can make pairwise test cases 
have had their information made public up to this point [7, 8]. 

Based on the examined research, there are three main 
problems that sum up the issues at hand. First, there are so 
many possible industrial SPL products that it would be 
impractical to check each one individually to see if it meets 
each criterion. Second, it is not possible to do a full test that 
looks at every possible combination of parameters and values. 
Lastly, a way for evaluating the effectiveness of EA and 
creating valid comparisons, as well as a technique for reducing 
testing effort and shortening testing time using the suggested 
strategy [9]. This study's objectives are to apply the (1+1) 
evolutionary algorithm to generate pairwise test cases in 
software product line testing and to compare the effectiveness 
of the (1+1) EA in terms of pairwise coverage, execution time, 
test suite size, and test case redundancy for the mobile phone, 
vending machine, online shopping, and IoT device case 
studies. 

However, it is imperative to acknowledge that the 
evaluation of security and privacy-related testing concerns 
should also be taken into account while conducting SPL testing 
[50]. Access control and authorization procedures are essential 
elements of software systems that are responsible for managing 
sensitive data or executing crucial operations. The process of 
testing these mechanisms across various products within a 
software product line presents challenges due to the potential 
variations in access control requirements and authorization 
procedures among different products. 

In order to address this matter, it is possible to utilize 
sophisticated testing methodologies, such as pairwise testing, 
to build a set of test cases that encompass various combinations 
of access control criteria and authorization processes. The 
(1+1) evolutionary algorithm can be utilized as an efficient 
method for generating test cases. The efficiency of these test 
cases can then be assessed by utilizing metrics such as 
coverage and defect detection rate. 

In addition to access control and authorization methods, 
software product line testing should also encompass additional 
important security and privacy-related testing concerns, 
including but not limited to data privacy, encryption, and 
secure communication. By effectively addressing these 
concerns [48, 49], software developers may guarantee security 
and ensure the privacy of their products. 

Segment Particle Swarm Optimization (Se-PSO), Enhanced 
Segment Particle Swarm Optimization (Ese-PSO), and African 
Buffalo Optimization (ABO) are swarm intelligence-based 
optimization algorithms inspired by the behavior of social 
organisms such as ants, bees, and honeybees. They have been 
successfully applied to various optimization problems and can 
also be used for test case generation. These algorithms can be 

utilized in pairwise test case generation to generate optimal test 
cases that cover all possible pairwise combinations of input 
parameters [10, 11, 12, 13, 14, 47]. 

Pairwise testing is effective at reducing the number of test 
cases required for high coverage, but it may not be adequate for 
testing non-functional requirements such as performance, 
security, and usability. Furthermore, it has been observed in 
certain research that the effectiveness of pairwise testing could 
be reliant upon the particular attributes of the software product 
line under examination, including the number of features and 
the level of variability. Hence, additional research is required 
to assess the efficiency of pairwise testing across various 
scenarios and to develop more sophisticated methodologies for 
evaluating software product lines. 

The intention of this study is to apply the (1+1) 
evolutionary algorithm to the task of generating pairwise test 
cases for software product line testing and to assess the 
efficacy of this technique using a number of measures, 
including pairwise coverage, execution time, test suite size, and 
test case redundancy. The objective is to demonstrate that the 
(1+1) evolutionary algorithm can be helpful for producing 
high-quality test cases for software product lines and to 
encourage the evolution of more sophisticated testing methods 
for software product lines. 

The rest of this article is organized as follows: Section II 
outlines the works that are related to this study. Section III 
demonstrates the method for conducting this study with case 
studies that are used to carry out the experiment. In Section IV, 
a number of experiments are carried out, and the findings are 
thoroughly examined. Section V contains a discussion of the 
study's findings. Finally, in Section VI and VII, we provide a 
brief summary of the paper and discuss future work 
respectively. 

II. RELATED WORKS 

SPL is a collection of software-heavy systems with a 
common base and features tailored to a specific audience or 
mission. Features identify SPL members by highlighting 
shared and unique traits. Feature models express feature 
relationships and limitations to reflect all SPL outputs. 

The SPL testing process is difficult. Testing every product 
is impractical. The number of configurations (or products) 
caused by an FM usually grows exponentially with the number 
of features, resulting in millions of potential products to test. 
Test engineers are trying to reduce their test suites to meet 
budgets and deadlines [15]. 

Software testing a product line takes time [16, 3]. A 
product line lets a buyer build a software system with many 
options [17]. Business is embracing SPL. Bosch, Philips, 
Siemens, General Motors, Hewlett-Packard, Boeing, and 
Toshiba use product-line approaches to reduce development 
and maintenance costs, improve quality, and speed product 
development [17, 18]. 

A. Software Product Line Testing 

Testing software product lines is important because one 
bug can affect hundreds of thousands or millions of products. 
The study [19] lists several product line assessment methods. 
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Product-by-product testing begins by generating and testing 
concrete products one at a time using single-product testing 
methods. Family-based testing checks if all products in a 
family meet the requirement [20]. 

A family-based approach tests multiple products. Computer 
simulations represent all line products. By superimposing all 
product test specifications, modern family-based testing 
methods don't allow for good testing of software's interaction 
with hardware and the environment [21, 22]. Family-based 
testing may be time-consuming and incomplete due to its 
complex execution environment. 

Testers and software engineers use FM to compare and 
create testable products. Testing all product feature 
combinations is not always possible. Application complexity 
reduces product selection. Combinatorial testing is used in the 
selection process to examine multiple variables. This selection 
method disregards FM defects. A fault-based approach like 
mutation-based testing can improve error detection and SPL 
product compliance. The research [23] suggests mutating 
products for SPL feature testing. The method can be used to 
create and evaluate test cases like a test criterion. FM's model 
features and connections. Feature diagrams (FDs) usually show 
the FM as a tree. 

B. Test Case Generation Approaches in SPL 

SPL test case generation has led to several testing methods. 
Combinatorial and model-based testing are examples. 
Combinatorial testing prevents tests from growing 
exponentially by trying all possible input permutations. 
Combinatorial testing addresses test selection from the whole 
combinatorial product since testing often has a finite test 
budget and exhaustive testing is usually intractable. Pairwise 
combinatorial testing is common here. A family of products 
with all FM valid pairs of features is the goal [24]. Counting 
covered pairs which help evaluate the product set. 

All-pairs testing, also called pairwise testing, is a way to 
test software by giving it as many possible combinations of 
two inputs. This method helps us understand how inputs 
interact, improving product quality and dependability. Pairwise 
testing is useful for testing software product lines, which are 
collections of configurable products. Pairwise testing can 
improve product line testing and be applied to a case study 
[25]. Pairwise testing with other methods and business 
knowledge may reduce testing costs and improve quality [26, 
37]. The paper recommends pairwise testing to reduce test 
cases. 

T-wise testing checks all input value permutations with a 
constraint of "T" inputs. This strategy can help test too many 
inputs. T-wise testing balances test case volume and coverage 
[27]. SPL's model-based t-wise testing creates a TS with 
comprehensive t-wise coverage. A valid t-set has t features that 
meet some constraints. 

Covering arrays in software product line testing improves 
system failure detection [28]. For testing, a two-layer covering 
array is used to represent equivalence classes and compute 
their names in the second layer. Covering arrays are used to 
test component interactions in a systematic manner. Let N, t, k, 

and v be integers with k ≥ t ≥ 2 and v ≥ 2. A covering array 

CA (N; t, k, v) is an N × k array A in which each entry is from 

a different alphabet, and there is a row of B that equals x for 

every N × t subarray B of A and every χ ∈ Σ ∧t. Then t 

denotes the covering array's strength, k the number of factors, 
and v the number of levels [29]. 

Model-based testing (MBT) automates test case creation 
for SPL testing. A Systematic Literature Review (SLR) on 
MBT for SPL testing is presented by [30]. MBT in SPL issues, 
evaluation, and solutions are discussed. The study summarizes 
SPL MBT perspectives in a taxonomic structure. The latest 
SPL development is taxonomy based MBT classification. 

Reduced testing is needed when resources are limited. 
Risk-based testing [31] is popular for system prioritization. 
Two other factors determine the probability of system entity 
damage or loss. 

SPL regression testing is difficult because it must test every 
member of a product family after a change. Regression test 
selection (RTS) selects a subset of regression test cases to 
lower regression testing costs [32]. In the product line context, 
each test case can be executed on multiple products that reuse 
the test case, making SPL regression testing time-consuming 
and resource-intensive even with RTS. Eliminating 
unnecessary test case executions helps. 

In [33], a suggested method that finds a group of products 
where running the test case will cover the same sequence of 
source code statements and give the same testing results, and 
then filters out the group from the test case's scope. 

C. Search-based Techniques for SPL Testing 

SPLs are collections of systems that have the same core 
functionality but are tailored to meet the needs of specific user 
groups. All products would have to be tested in theory, but 
that's not possible in practice. Because of this, "interesting" 
ones can be chosen to focus on using search-based approaches. 

Evolutionary computation is a population-based 
metaheuristic optimization algorithm used in artificial 
intelligence research. EA simulates natural evolution using 
reproduction, mutation, recombination, and selection. EAs 
mimic natural evolution. Recombination, mutation, and 
selection are thought to increase fitness by adapting individuals 
to their environment. EA "population" members are 
optimization solutions. EAs excel at optimization, scheduling, 
planning, design, and management [34]. Investments, 
production, distribution, etc. have these issues. 

Initially, a theoretical study of the (1+1) EA is presented 
and discussed. On a population of one, it only employs the 
mutation operation and an elitist selection method to generate a 
new generation. Although the (1+1) EA is the simplest 
evolutionary algorithm, it shares a fundamental principle with 
all others [35]. The (1+1) EA locates the maximum of a linear 
function, as proven by a theorem in [28]. The two members of 
the population at any given iteration are known as the "parent" 
and the "offspring," hence the name "1+1." For linear function 
optimization, the (1+1) Evolutionary Algorithm is predicted to 
take O (n ln n) time if the mutation rate is of size (1/n). 

Differential evolution (DE), Evolution strategy (ES), and 
Evolutionary Programming (EP) are all examples of other 
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Evolutionary Algorithms that can produce multiple offspring 
and compete [36]. As an illustration, the Evolution Strategy 
allows for the creation and competition of mutants. 

Table I provides a summary of some of the existing search-
based techniques for testing in SPL. Moreover, the strengths 
and weaknesses of the technique are provided as well. 

TABLE I.  SUMMARY OF STUDIED SEARCH-BASED TESTING TECHNIQUE 

Technique  Authors  Strengths Weaknesses 

1+1 

Evolutionary 

Algorithm (1+1 
EA) 

Slowik & 

Kwasnicka, 

Zhou et al 
2020. [36] 

Simplest EA, 

requires low 

requirements and it 
can reach any 

point in the search 

space in a single 
step. 

it's not easy to 

find a good drift 

function. 

Genetic 

Algorithm (GA) 

Rao & 

Tripathy 2019. 

[38] 

The ability to 

make exceptional 

use of parallel 

computation, 

simplicity of use, 

rapid convergence 
to the global 

optimum, few 

necessary control 
variables. 

Do not scale 

well with 

complexity, can 

be quite slow. 

Non-dominated 

Sorting Genetic 
Algorithm II 

(NSGA-II) 

Hojjati et al., 

Muhammad 
Abid Jamil et 

al 2018. [39] 

Demonstrates 

elitism and is not 
dependent on any 

measure of 

distributivity. 

The 

computational 
complexity of 

solving the 

problem grows 
in proportion to 

the size of the 

problem. 

Strength Pareto 

Evolutionary 

Algorithm II 
(SPEA-II) 

Jamil et al 

2019. [31] 

Utilizes a fine-

grained fitness 

assignment 
strategy and an 

improved archive 

truncation 
technique. 

lack of accuracy 

in its density 

estimation 

III. METHODOLOGY 

The methodology for conducting the research includes four 
stages. The first thing that will be done is an analysis of the 
software product line online tools (SPLOT), and then in Step 1, 
the FM for all of the case studies will be prepared. Following 
that, the pairwise testing will be carried out using the (1+1) EA 
in Step 2. Evaluation of the parameters that were employed is 
the third step. Lastly, an in-depth analysis and comparison of 
the results is carried out. The research methodology is depicted 
in Fig. 1. 

A. Step 1: Prepare Case Studies using Software Product 

Lines Online Tools (SPLOT) 

SPLOT is a Java2 Web app that uses an HTML template 
engine to make Ajax-based user interfaces for reasoning and 
configuration. Because it is web-based, you don't have to 
update it by hand or download any files, and it's easy to share 
information (for example, through a feature model repository). 
Automated reasoning and product configuration are SPLOT's 
two main offerings right now. To this end, reasoning is 
centered on the automation of crucial debugging tasks like 
checking the consistency of feature models and spotting the 

presence of dead and common features [6]. Measurements of 
properties like the number of valid configurations and the 
degree of variability of feature models are also supported by 
reasoning. Currently, SPLOT supports interactive 
configuration for product configuration, wherein users decide 
at a time, and the configuration system automatically 
propagates those decisions to enforce their consistency. 

 
Fig. 1. Research methodology framework. 

A major complaint from SPL researchers is the dearth of 
freely distributed feature models. To address this problem, 
SPLOT makes available a public model repository with more 
than 20 genuine models from the literature as well as several 
automatically generated models with up to 10,000 features 
each [6]. 

B. Step 2: Apply Pairwise Testing using (1+1) EA 

In this step, we use the PLEDGE tool to generate (1+1)-
based pairwise test cases. PLEDGE is a free software program 
that helps determine which product configurations should be 
tested in order to cover the most possible combinations of 
features. Both a command line and a graphical user interface 
are available for this tool's operation (GUI). All of the 
following are possible with the current release of PLEDGE: 

 FMs loaded from a file: Both the SPLOT and DIMACS 
(Conjunctive Normal Form) formats are supported by 
PLEDGE [32]. 

 Information about FM, such as its limitations and 
characteristics, can be visualized. 

 Making changes to the FM by introducing or removing 
constraints. 

 Producing the test products from the FM by setting 
parameters for the desired quantity and the time allotted 
for their production. 
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 Inputting a list of products and sorting them into a 
desired order using one of two suggested methods of 
prioritization. 

 Producing a file to store the finalized or prioritized 
output. 

Several settings can be specified to modify the behavior of 
the 1+1 evolutionary algorithm when using PLEDGE to 
conduct pairwise testing using the 1+1 evolutionary algorithm. 

C. Step 3: Evaluate Testing Parameters 

In this stage, all of the parameters, such as pairwise 
coverage, execution time, the size of test suites, and test case 
redundancy are evaluated based on the methodology that was 
utilized in this study. 

1) Pairwise coverage: For each case study in this research 

is given a percentage of pairwise coverage for a single 

run/iteration, which is the discrete combinations of the 

relevant parameters calculated with PLEDGE. When testing in 

a black box, pairwise coverage ensures that every possible 

combination of input parameters is covered by at least one of 

the test cases. Pairwise testing is more efficient at spotting 

problems because it is based on the observation that most 

defects occur due to the interaction of two values. By allowing 

for systematic testing coverage, pairwise tools can speed up 

the preparation and implementation stages. By conducting 

tests in pairs, we can reduce testing time by half without 

compromising coverage. 

The use of k-means and k-medoids clustering techniques in 
software testing to reduce the test suite and improve the 
algorithm's performance is discussed by [40, 41]. The 
technique of pairwise testing is also cited as an efficient means 
of generating a small test suite with optimal pairwise coverage. 
Also, [42] proposes a new method for increasing testing 
efficiency while maintaining testing efficacy. The paper ranks 
combinatorial test cases according to incremental interaction 
coverage by repeatedly applying the base choice coverage. 

2) Execution time: The execution time is the amount of 

time it takes for a single run to be carried out. Also using 

PLEDGE, the execution time in seconds is available. For each 

run, the time taken to finish the run is provided. In the context 

of pairwise testing, execution time refers to the amount of 

time required to execute the test cases created using the all-

pairs or pairwise testing methodology. The execution time is 

dependent on variables such as the size of the input 

parameters, the number of combinations, the performance of 

the being tested software application, and the testing 

environment. 
Reducing test execution time is crucial for SPL testing, as it 

enables more efficient testing of product lines and reduces the 
need for unnecessary testing [43]. Several SPL testing methods 
have been proposed to decrease test execution redundancy and 
boost efficiency. 

3) Size of test suite: A test suite consists of all the test 

cases that have been logically grouped together. Testing an 

application to show that it exhibits a certain set of behaviors is 

what the test suite is all about. Each test case in a suite will 

have explicit instructions or goals and details on the system 

configuration to be used during testing. [41] emphasizes the 

significance of pairwise testing as a means to circumvent the 

combinatorial explosion issue. The paper proposes that 

pairwise testing can be used to test software systems' vast 

input combinations with fewer test cases. Pairwise testing is 

presented in [28] as a promising technique with the potential 

to drastically reduce the number of test cases required for an 

acceptable level of coverage. 

For each case study involved in this study, a different size 
of test suite can be generated for a single run using PLEDGE. 
The size of test suites can differ based on the number of 
features for each case study, a case study with many features is 
considered big and size of test suites can be high. 

4) Test case redundancy: This study examines a test suite 

by finding redundant test cases, which is essential for lowering 

testing costs. A redundancy score is defined by the 

redundancy formula, which determines the score by dividing 

the total number of test cases by the number of duplicates. The 

redundancy score can be calculated using the formula in 

Equation 1 below, the total number of redundant test cases is 

divided by the total number of test cases generated. [44-45] 

contends that redundancy in test artefacts reduces testing 

costs. 

                  
∑                    

∑          
     (1) 

D. Step 4: Analyze and Compare the Results 

The fourth step is to perform an analysis and comparison of 
the results, which includes testing and an evaluation of 
performance. The results of the testing will be analyzed and 
compared using pairwise coverage, execution time, total test 
suite size as the criteria. In addition to this, test case 
redundancy will be calculated, and a graph depicting the 
findings of the comparison will be offered. 

E. Case Studies 

Within the scope of this research, four distinct case studies 
will each be subjected to a pairwise test case generation 
technique utilizing (1+1) EA. The mobile phone, the vending 
machine, the online shopping, and the IoT device are the case 
studies. The reason for choosing the selected case studies is 
because they are the most used and because they meet the 
needs to conduct this research, besides, there are many 
references that has been used those case studies to conduct 
testing in SPL using other testing techniques. Mobile phone 
and vending machine case studies are the small case studies in 
term of number of features. Meanwhile, e-shop and IoT device 
case studies are the big case studies. 

1) Mobile phone: The mobile phone industry served as 

inspiration for the simplified feature model shown in Fig. 2. 

This model demonstrates how features are incorporated into 

the process of specifying and developing software for mobile 

devices, specifically mobile phones. The capabilities of the 

phone will determine the types of software that can be 

installed on it. The model stipulates that all mobile devices 
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must be capable of making and receiving calls as well as 

displaying data in black-and-white, color, or at a very high 

resolution on their screens. In addition, the software for 

mobile phones may, at the user's discretion, include support 

for satellite navigation systems (GPS) and multimedia devices, 

such as cameras, MP3 players, or both. 

 
Fig. 2. Feature diagram of product line mobile phone adapted from [38]. 

2) Vending machine: The FD for the snack and drink 

dispensing machine's SPL is shown in Fig. 3. The vending 

machine assortment here is formally described by the 

accompanying feature diagram. Soda, Tea, Free Drinks, and 

CancelPurchase are used in the feature diagram to represent 

these products as valid options for the consumer. 

 
Fig. 3. Feature diagram of product line vending machine adapted from [39]. 

3) Online shop: The feature model that contains 

information about our online shops is depicted in Fig. 4. The 

name of the product line is located within the most prominent 

feature. There are four aspects that are connected to it: The 

features Catalog, Payment, and Security are connected to the 

feature that is at the top of the list by arcs that have filled 

circles at their ends. This indicates that these three features are 

required, meaning that they are present in each and every 

product variation. The fact that the Search function is not 

required is indicated by an arc that terminates in a circle that is 

not filled in. This descending order of characteristics will 

continue. For example, the feature Payment includes three sub 

features: Bank Account, ECoins, and Credit Card. For each 

product variant, at least one of these sub features must be 

selected. Both the High and Low sub features of the Security 

feature are alternative features, which means that only one of 

them can be selected for each product variant. In addition, 

there is a textual condition that states that selecting credit 

cards is only possible when the security level that is being 

provided is of a high standard. 

 

Fig. 4. Feature diagram of product line online shop adapted from [40]. 

4) IoT device: Internet of Things application development 

is guided by the selection of relevant environmental features 

and the needs of the end user. An efficient modelling 

approach, capable of holding all constraints and allowing 

application development, can be used to control environmental 

variability. Different uses for the same IoT devices introduce 

contextual variations that must be managed to ensure efficient 

development and maximize code reuse. It has been suggested 

that XML-based feature modelling be used to handle 

variability management of SPL. Fig. 5 depicts the smart 

campus IoT system's feature model, complete with predefined 

relationships and constraints. 

 
Fig. 5. Smart campus IoT feature diagram adapted from [46]. 

IV. RESULTS 

In this research, four case studies have been tested using the 
proposed approach. Each case study is tested ten times, and the 
results of each test case are provided. The four test cases, 
namely mobile phone, vending machine, online shop, and IoT, 
are different from each other’s, in terms of the number of 
features, which indicates their size. 

Fig. 6 shows the average results of each case study based 
on the evaluation metrics. For the mobile phone case study, the 
average test case coverage is 85.23%, and the average 
execution time is 1.31 seconds. The average number of test 
cases generated is 2.4, and no test cases are redundant. On the 
other hand, for the vending machine case study, the averages 
for the test coverage, execution time, size of the test suite, and 
percentage of test case redundancy are 75.39%, 1.13 seconds, 
2.4, and 23.33%, respectively. 
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Fig. 6. Average of the results of the case studies. 

Moreover, the online shop and smart campus IoT case 
studies are the big ones in terms of the number of features in 
this study, and the average percentage of test case coverage is 
93.53% for the online shop and 96.56% for the smart campus. 
Both case study results show the absence of redundant test 
cases. Meanwhile, the average execution time is 0.98 and 0.79 
for the online shop and IoT smart campus, respectively. Lastly, 
the average size of test cases is 10.9 for the online shop case 
study and 21.8 for the smart campus case study. 

Using PLEDGE to conduct the testing, as shown previously 
in the mobile phone and vending machine case studies, 
produced less efficient results compared to the other two case 
studies. The size of the test suite is smaller because there are 
fewer features; meanwhile, there are more redundant test cases 
because, using PLEDGE, the results showed that the tool 
cannot produce a large number of test suites for small case 
studies, and the results also showed that the testing takes more 
time to run, which is remarkably unexpected. 

V. DISCUSSION 

This study's goals are to apply the (1+1) evolutionary 
algorithm to generate pairwise test cases in software product 
line testing with the help of the proposed tool. The 
effectiveness of the algorithm using four metrics, including 
pairwise coverage, execution time, size of the test suite, and 
test case redundancy, for all of the case studies that were 
chosen, and to conclude that the (1+1) evolutionary algorithm 
is useful for generating pairwise test cases in software product 
line testing. 

The literature research clarifies the difficulties associated 
with testing software product lines, mostly stemming from the 
wide range of possible configurations and the need for 
effective testing methodologies. The findings of this study 
indicate that the (1+1) evolutionary algorithm is a successful 
approach for generating pairs test cases in the context of 
software product line testing. This algorithm proves to be 
effective in reducing the number of required test cases while 
simultaneously obtaining a high level of coverage. 

Furthermore, the literature review examines the 
significance of assessing the efficiency of testing 
methodologies by considering several factors, including 
pairwise coverage, execution time, and test suite size. The 
study presents a comparative analysis of the effectiveness of 
the (1+1) evolutionary algorithm across four distinct case 
studies, shedding light on its performance in diverse 
circumstances. 

Moreover, the literature review underscores the necessity 
for more research and advancement in the domain of software 
product line testing, encompassing the utilization of search-
based algorithms like evolutionary algorithms. The findings 
and methodology presented in the study make a valuable 
contribution to the field of research by illustrating the 
successful performance of the (1+1) evolutionary algorithm in 
producing pairs test cases for software product line testing. 

VI. CONCLUSION 

The purpose of this research is to apply the (1+1) 
evolutionary algorithm using PLEDGE in order to generate 
pairs of test cases for software product line testing. Using four 
criteria—pairwise coverage, execution time, test suite size, and 
test case redundancy—for each of the selected case studies, it 
was discovered that the 1+1 evolutionary algorithm is 
beneficial for creating pairwise test cases in software product 
line testing. When using PLEDGE to conduct the testing, the 
results demonstrated that this method yields superior results 
when the case study is large, which means it has a large 
number of features, compared to when the case study is small. 

Among the four case studies, the online shop and IoT case 
studies achieved good results in comparison to the mobile 
phone and vending machine case studies. This is because the 
online shop and IoT case studies have a large number of 
features; therefore, by using the PLEDGE tool, a good result 
has been achieved in comparison to when a case study has a 
small number of features, such as the mobile phone and 
vending machine case studies. 

Online shop and IoT case studies achieved better results 
than mobile phone and vending machine case studies. The 
average for pairwise coverage recorded the best for online shop 
and IoT at 93.53% and 96.56%, respectively. Meanwhile, the 
average execution time and the size of test suites are noted to 
be better for online shop and IoT case studies at 0.98s and 
0.79s, 10.9s and 21.8s respectively. Also, both case studies 
showed the absence of redundant test cases. On the other hand, 
the finding revealed that the mobile phone and vending 
machine case studies achieved less performance due to the fact 
that both were considered small with a small number of 
features. 

VII. FUTURE WORKS 

From this research, we were able to gather the following 
list of significant insights regarding areas for possible 
development and improvement: first, there are numerous ways 
to produce test cases using the existing software testing tools. 
Second, the program used in this research, PLEDGE, has 
problems and must be executed multiple times before 
producing meaningful results. The production and 
prioritization of test cases is a crucial aspect of SPL testing, 
and there has been an increasing trend in recent years to 
leverage search-based algorithms as a solution strategy. 
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Abstract—Network attacks are diversified, rare and Universal 

generalization. This has made the exploration and construction 

of network information flow packet threat detection systems, 

which becomes a hot research topic in preventing network 

attacks. So this study establishes a network data threat detection 

model based on traditional network threat detection systems and 

deep learning neural networks. And convolutional neural 

network and data enhancement technology are used to optimize 

the model and improve rare data recognizing accuracy. The 

experiment confirms that this detection model has a recognition 

probability of approximately 11% and 42% for two rare attacks 

when N=1, respectively. When N=2, their probabilities are 52% 

and 78%, respectively. When N=3, their recognition probabilities 

are approximately 85% and 92%, respectively. When N=4, their 

recognition probabilities are about 58% and 68%, respectively, 

with N=3 having the best recognition effect. In addition, the 

recognition efficiency of this model for malicious domain name 

attacks and normal data remains around 90%, which has 

significant advantages compared to traditional detection systems. 

The proposed network data flow threat detection model that 

integrates Gated Recurrent Neural Network and Domain 

Generation Algorithm has certain practicality and feasibility. 

Keywords—Gated recurrent; domain generation algorithm; 

campus network; threat detection; neural network 

I. INTRODUCTION 

Technological progress has led to an increasing demand for 
information technology and a high informatization degree. 
Therefore, the internet has become an important way for 
people to improve their efficiency, quality of life, and increase 
personal income. Internet popularization has made people's 
lives more and more transparent. People rely heavily on the 
computer internet in many fields such as daily life, economic 
management, and financial investment [1]. The global Internet 
economy has even accounted for 10% of the global GDP, 
reaching the level of more than ten trillion US dollars. 
However, while the network has brought us convenience, many 
malicious attackers will use various means such as Botnet, 
system vulnerabilities, malicious domain names and trojans to 
attack, steal, destroy or modify data on the local network 
without authorization [2]. As of 2022, the losses caused by 
global cybercrime to people have exceeded $6 trillion, and 
these cyber threats are increasing exponentially over time [3]. 
Currently, campus education networks and research 
departments are the primary targets of attackers, with each 
institution or campus network facing an average of thousands 

of malicious network attacks per week, an increase of at least 
50% compared to 2021 [4]. The existing attack methods for 
network data have the characteristics of diversification, 
uniqueness, and fast update. Traditional intrusion detection 
systems are often unable to effectively identify new and 
unknown attacks, because they rely on known rules and 
features [5]. For example, for new attacks such as zero-day 
vulnerabilities and advanced persistent threats, traditional 
intrusion detection may not be able to detect and alert in time. 
And traditional intrusion detection may fail to detect attacks 
based on covert communication, such as steganography or 
encrypted communication, and even generate a large number of 
false positives, wasting time and resources. Therefore, 
traditional intrusion detection systems have great limitations 
when facing new attacks, high false positive rate, complex 
environment and lack of context information. In this context, 
research attempts to integrate deep learning neural networks 
and data augmentation techniques into the traditional Network 
Intrusion Detection System (NIDS) to make it more intelligent 
and self-learning, to enhance the recognition probability of new 
rare attack methods. 

This study conducted technical exploration and analysis 
from four aspects. Firstly, the relevant research on the current 
network DS threat detection system was discussed and 
summarized. Secondly, the comprehensive applications of 
Gated Recurrent Neural Network (GRNN), Convolutional 
Neural Network (CNN), and Domain Generation Algorithm 
(DGA) were analyzed, including the construction of a network 
data threat detection system. Then, experimental verification 
and data comparison analysis were conducted on the data 
stream (DS) threat detection model of network. Finally, there is 
a comprehensive overview of entire article and a reflection and 
summary of its shortcomings. 

II. RELATED WORKS 

While internet popularization has made people's lives more 
convenient, network data threats and intrusions have also 
become increasingly common. Building a DS detection model 
has become a hot research and exploration field for some 
experts at home and abroad. Its characteristics include fast and 
accurate learning, recognition, and fine segmentation of 
campus network and other DS quantities. Zhou et al. proposed 
a hierarchical adversarial attack generation method based on 
the graph neural network (NN) for the intelligent intrusion 
detection (ID) problem of Internet of Things (IoT), which 
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improved the system's recognition accuracy against network 
attacks [6]. The vulnerabilities in IoT are prone to attacks and 
other issues. In this regard, Nimbalkar and Kshirsagar 
proposed an attack data detection and comparison system 
based on the ID system of Feature selection and information 
gain method, which improved the identification efficiency of 
denial of service and other attacks [7]. After the automobile 
network is connected, it is vulnerable to network attacks and 
accidents. In response, Moubayed et al. proposed a multi-layer 
hybrid ID system based on feature based ID systems and 
anomaly based ID systems, thereby improving the recognition 
efficiency against known and unknown attacks [8]. Guo et al. 
proposed a spam detection method based on pre trained 
bidirectional encoder representation and machine learning 
(ML) algorithm to address the issue of spam detection. Two 
datasets were used for performance testing in the experiment, 
confirming that this method effectively improves the detection 
efficiency of spam [9]. Hidayat et al. proposed a new network 
ID technology for data detection in network attacks, based on 
the ML model and integrating multiple technologies, which 
improved the detection efficiency of network attacks [10]. 

In addition, Binbusayyis and Vaiyapuri constructed a joint 
optimization ID framework based on classifiers such as 
convolutional encoders to address network security issues. This 
effectively improves the detection ability for unknown attacks 
[11]. Wang et al. proposed a new ID model for network 
intrusion based on ML and Decision boundary, integrating 
popular evaluation methods and ID system models. This 
increases the recognition probability against boundary attacks 
[12]. Krishnaveni and others proposed a new attack 
classification method based on the univariate integration 
Feature selection technology and classification technology to 
solve the problem that cloud computing servers are vulnerable 
to attacks. This improves the detection efficiency of the ID 
model for attack data [13]. Azizan et al. proposed a new ID 
method for identifying attack data in large amounts of data, 
based on ML and incorporating algorithms such as decision 
jungle. This improves the identification efficiency of attack 
data in big data [14]. Aimed at the identification problem under 
multiple attacks on the network, Almomani combines Particle 
swarm optimization algorithm based on ID system and 
proposes a new ID model. This effectively improves the 
recognition efficiency for multiple attacks [15]. Rashid et al. 
proposed a new ID model based on ML, which integrates tree 
based stack integration technology to address the classification 
problem of anomalies and normals. This interference improved 
the recognition efficiency of network abnormal traffic [16]. 

From the research from various countries, ID systems have 
low efficiency in identifying multiple types of network attacks. 
Most studies only focus on improving ID system’s efficiency 
in identifying attack types. They overlooked the intelligence of 
ID system and improved learning efficiency for unknown 
attacks and recognition efficiency for rare attacks. Therefore, 
the deep detection network model developed using GRNN and 
DGA has a certain degree of innovation. 

III. DESIGN AND IMPLEMENTATION OF NIDS 

Unlike traditional threat detection systems, the detection 
model using GRNN model and DGA fusion has a certain 
innovation. Therefore, to ensure data detection model’s 
detection accuracy can continuously be deeply refined, the 
model design and implementation are particularly important. 
Therefore, this section mainly analyzes the model 
implementation principle and system construction. 

A. Network Threat Detection Model and NN Technology 

To conduct real-time monitoring and analysis of DS 
generated locally on campus network and DS passing through 
campus local network, NIDS is needed to timely identify 
network attacks and adopt corresponding strategies [17]. Fig. 1 
shows the detection process of this system against DS threats. 
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Fig. 1. Flowchart of data flow threat detection. 

According to Fig. 1, the entire NIDS detection process 
mainly includes three steps: information flow data capture, 
network packet structure content analysis, and abnormal 
activity strategy response. Among them, data capture mainly 
utilizes packet capture tools for data capture. Data analysis 
mainly uses models to make detailed judgments and intelligent 
decisions. Policy response is mainly aimed at the network 
abnormal activities by saving the characteristic code, sending 
information or screen display abnormalities to remind and 
cooperate with the Network engineer to carry out human 
intervention to eliminate hidden dangers. Fig. 2 shows the 
detection logic model of NIDS for network DS. 

Through Fig. 2, NIDS accumulates the original feature 
library based on the initial data and supplements and corrects 
the feature library through continuous learning and training. 
Then it makes judgments and decisions on new real-time data 
on the foundation of vast feature library. Among them, learning 
historical training experience data is particularly important for 
NIDS, so deep learning Recurrent Neural Network (RNN) is 
needed to make NIDS more intelligent [18]. RNN model 
mainly collects and analyzes the texture characteristics of data 
through a multi-layer NN composed of simulated neurons. So 
it can excavate the original feature expressions behind diverse 
data and make intelligent judgments on richer new data. Fig. 3 
is the schematic diagram of RNN. 
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Fig. 2. Data flow detection model. 
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Fig. 3. Recurrent neural network models for deep learning. 

From Fig. 3, RNN is a memory feedback bidirectional 
Transitive model composed of one input layer, multiple hidden 
layers and one output layer. Each layer of neurons can receive 
signals from the same or previous layer of neurons and perform 
nonlinear transformations to accumulate and output to the next 
layer until the output layer is reached. Due to the tendency of 
RNN to form gradient decay or gradient explosion when the 
time difference is large or small, it is difficult for RNN to 
obtain long-term or short-term dependencies in time series in 
practical applications. To this end, Gated Recurrent Unit 
(GRU) should be introduced into RNN to improve its memory 
unit and better capture long-term or short-term dependencies in 
time series. Eq. (1) represents its connection relationship [19]. 

1 1

1 1

1 1

1 1

( )

( )

tanh( )

( )

tanh( )

t xf t yf t zf t

t xi t yi t zi t

t t t t xz t yz t

t xO t yO t zO t

t t t

f S D x D y D z

i S D x D y D z

z f Hz i H D x D y

O S D x D y D z

y O H z

 

 

 

 

  


  


  


  
   (1) 

In Eq. (1), f  refers to the forgetting gate. S  refers to a 

growth curve function (sigmoid function). D  refers to a 
pending parameter. x  refers to the input value. y  refers to the 

output value. z  refers to cell state value. t  and 1t   represent 

the current and the previous time, respectively. i  refers to the 

input gate. H  refers to the image matrix transformation 

Hadamard matrix. O  refers to the output gate. tanh()  refers to 

a hyperbolic tangent function. In addition, the lack of feedback 
from neurons themselves is a one-way transmission lacking 
error adjustment mechanisms. Therefore, to make the gradient 
descent optimization algorithm and the error Backpropagation 
work and improve the accuracy of DNN, it is necessary to 
quantify error information between the estimated and the actual 
values with cost function. And because NN input values are 
generally nonlinear discrete values, it is necessary to introduce 
a linear regression Softmax function to better predict the 
discrete results. Only by accurately classifying the results 
according to different weights can more accurate cost function 
values be obtained. Eq. (2) is the mathematical expression of 
Softmax value. 
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In Eq. (2), x  refers to the vector value. ()  refers to a 

dimensional vector. e  refers to the natural base. k  refers to the 

maximum dimension value. j  refers to the current dimension. 

  refers to an undetermined parameter. ()f  refers to the 

probability function. T  refers to the temperature coefficient 
used to adjust curve smoothness. Eq. (3) is the cross entropy of 
cost function. 

1

( , ) ( ) log ( )
N

i i

i

H p q p x q x


 
 (3) 

In Eq. (3), H  is the cross entropy of the cost function. p  

refers to the true distribution probability. q  refers to the fitted 

distribution probability. x  refers to the sample space. N  is 

represented as a variable coefficient. Cross entropy mainly 
expresses the information quantity fully used to eliminate 
uncertainty. Then, the gradient descent algorithm was used to 
search for various parameters that optimize cost function. 
Finally, Backpropagation is used to transmit the optimized 
error information to model’s initial neurons. So it can correct 
whole model’s error to improve its accuracy. The model’s 
excessive reliance on its own training data to fit iterative loop 
transmission can lead to a decrease in prediction accuracy. At 
this point, it is necessary to use regularization methods that 
modify the penalty term of cost function and regularization 
discarding methods that discard neurons to reduce model 
complexity and prevent overfitting in Equation (4). 
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In Eq. (4), 1L  is expressed as regularization that minimizes 
weight’s absolute value. 2L  is expressed as regularization that 
minimizes the square of weights.   is expressed as a 

regularization coefficient.   is expressed as a weight 

coefficient. 1L  is suitable for avoiding overfitting by reducing 
weight density to simplify data while accurately modeling. 2L  
is suitable for avoiding overfitting in computer image 
recognition by attenuating weights. So combining the two can 
achieve good regularization results. When RNN is applied to 
NIDS to detect real data, it can effectively improve the 
accuracy of analyzing common attack data. 

B. Design and Implementation of Domain Name 

Classification Network Model 

The model needs to introduce DGA and CNN to address 
rare attacks such as malicious domain names [20, 21]. 
Compared to traditional network models, CNN can further 

simulate the multi-layer NN architecture of brain to analyze 
complex information. It can improve data model’s ability to 
analyze and judge complex feature relationships between 
network packets. Fig. 4 show its network structure. 

According to Fig. 4, CNN contains a 5-layer structure. 
Among them, input layer can standardize multidimensional 
data to improve model’s learning efficiency and result 
expression. Convolutional layer mainly uses excitation 
functions to assist in feature recognition and extraction of 
standardized input data. Pooling layer uses pooling functions to 
select the characteristics of the extracted feature map and 
screen key information, so as to reduce parameters number and 
realize feature data invariance to reduce subsequent 
calculation. Fully connected layer uses classification 
algorithms to perform nonlinear combination of transformed 
extracted features to achieve the function of a “classifier”. The 
output layer uses logic or normalization functions to process 
data and output a numerical matrix. Eq. (5) and (6) represent 
the calculation of fully connected layers. 

1( * )i i i iy relu w y b 
 (5) 

In Eq. (5), 
iy  is expressed as the output of i -th layer. 

iw  is 

expressed as a weight coefficient. 
ib  is expressed as an offset 

parameter. relu  is expressed as activation function. 

( , ) ( , )

1

( ) ; ( , ))
k

w b x w b x

j

j

F y i x w b e e 


  
  (6) 

In Eq. (6), ()F  is the classification function. y  refers to 

the predicted project category value. x  refers to the sample 

value. ( , )w b  refers to the classification parameter. e  is 

represented as a natural base. k  refers to the label type of 

classified data. The preprocessed data enters the output layer 
for normalization processing and outputs the result, which is 
mathematically expressed as Eq. (7). 

, , , , ,( min( )) (max( ) min( ))i j i j i j i j i jT T T T T  
 (7) 

In Eq. (7), 
,i jT  is expressed as the characteristic values of a 

certain row and column. This model introduces DGA on the 
foundation of CNN, and collects samples from all network DSs 
and classifies them into small DSs according to certain 
standards for fine processing. Thus, an N-gram combined 
Character Based Deep Network (NCBDN) on the foundation 
of DGA was proposed. Fig. 5  shows the model process. 

From  Fig. 5, the model mainly consists of several parts, 
including data collection, data feature extraction and 
classification, abnormal data classification, and response 
strategy. The data detection model divides the overall network 
DS into smaller DS according to the network protocol, such as 
transmission control protocol, User Datagram Protocol and 
Internet control message protocol [22]. After further dividing 
each DS into normal and abnormal data, the experiment further 
classifies the abnormal DS into different attack types to form 
policy responses. Fig. 6 shows the data detection module and 
abnormal data learning module. 
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Fig. 4. CNN structure diagram. 
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Fig. 5. Flowchart of NCBDN data probe model. 
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Fig. 6. Flowchart of data detection module and flow chart of abnormal data 

training module. 

From Fig. 6, the model categorizes attack types into 
ordinary attacks and rare attacks. In order to form the initial 
training experience of the model, it is necessary to use the 
training set for initial training to form a basic feature library. 
To address malicious domain name attacks, it is necessary to 
first calculate the correlation coefficients between malicious 
domain names and normal domain names based on the 
characteristics of the DGA algorithm. Eq. (8) is its 
mathematical expression. 

2 2

1 1 1

( ( )( )) ( ( ) ( ) )
N N N

i i i i

i i i

p z z e e z z e e
  

      
  (8) 

In Eq. (8), p  refers to the correlation coefficient. N  refers 

to the total sample points. 
iz  and 

ie  respectively represent the 

spatial distribution values of individual normal and malicious 

domain names. z  and e  both represent the average domain 

name distribution value. According to the calculated 
correlation coefficient, it is necessary to perform data 
transformation on the incoming raw training data. This 
facilitates a more comprehensive analysis and classification of 
model in the next step. The preprocessing of data 
transformation first requires feature extraction of data gain. 
Eq.(9) is the definition of entropy. 

( ) log( )i iInfo S Q Q


 
  (9) 

In Eq. (9), Info  is expressed as an information return 

function. S  is expressed as a variable. Q  is expressed as the 

probability of each variable value. So Equation (10) is the 
information required for identifying variables. 
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In Eq. (10), L  is expressed as a non-classified label value, 

and m  is expressed as sample number. Combining Eq. (9) and 
(10) can ultimately obtain the required data gain in Eq. (11). 

( , ) ( ) ( , )Gain L S Info S Info L S 
 (11) 

In Eq. (11), Gain  is expressed as a gain function. After the 

preprocessed DS enters detection module, if the feature code 
matches the regular data feature code, it will be classified and 
archived. If the signature matches the abnormal feature, a 
policy response will be triggered. In addition, the judgment 
criteria for classifiers include multiple aspects. Eq. (12) refers 
to accuracy and false positive rate. 

( ) ( )

( )

Accuracy TP TN TP TN FP FN

FalsePositiveRate FP FP TN

    


    (12) 

In Eq. (12), TP  is true class, TN  is true negative class, 

FP  is false positive class, and FN  is false negative class. The 

mathematical expressions for precision ( Pr ecision ) and recall 

( Recall ) in Eq. (13) are as follows. 

Pr ( )

Re ( )

ecision TP TP FP

call TP TP FN

 


    (13) 

Eq. (14) is the mathematical expression for micro precision 
( microP ) and micro recall ( microR ). 

( )

( )

microP TP TP FP

microR TP TP FN

  


   (14) 

The micro F1 equation in Eq. (15) can be obtained from 
Equation (14). 

1 (2 ) ( )microF microP microR microP microR   
  (15) 

In Equation (15), 1microF  refers to average micro 

harmonic value, and Equation (16) refers to macro F1. 

2

1 1 1

1 ((2 ) ) ((1 ) (1 ) )
n n n

i i i imacroF n PR n P n R   
  (16) 

In Eq. (16), 1macroF  is average macro harmonic value, P  

is precision, and R  is recall. The intelligent judgment accuracy 
can be comprehensively evaluated through classifier’s 
judgment criteria. This facilitates timely adjustment and 
optimization of system parameters to ensure stable model 
operation within the optimal range for a long time. 

IV. MODEL VALIDATION AND DATA ANALYSIS 

Based on the above algorithm analysis, NCBDN has higher 
precision in detecting, analyzing and classifying rare attacks, 
compared with the traditional detection model including 
malicious domain names based on DGA algorithm. To verify 
model performance advantage in detecting and identifying 
malicious domain names generated by DGA, NCBDN was 
used in this experiment to compare data detection classification 
of 16 domain names generated by DGA. Fig. 7 shows the 

comparison of four testing standards for binary (B) character 
detection. 
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Fig. 7. Standard probability plot for bigram character detection. 

From Fig. 7, NCBDN based on binary syntax has an 
average accuracy of about 94%, an average detection rate of 
about 94%, an average precision of about 93%, and an average 
error rate of about 6% for the recognition of 16 malicious 
domain names generated by DGA algorithm. Fig. 8 shows the 
comparison of trigram (T) character detection indicators. 
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Fig. 8. Standard probability plot for trigram character detection. 
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From Fig. 8, NCBDN recognition rate with ternary syntax 
for malicious domain names is further improved by about 98%, 
detection rate by about 98%, precision by about 98%, and error 
rate by about 2%. So when N=3, NCBDN has the highest 
efficiency in identifying malicious domain names. To further 
validate model advantages in identifying malicious domain 
names, NCBDN binary and ternary models were compared 
with six models for malicious domain name recognition. They 
include Logistic Regression (LR), Naive Bayesian Model 
(NB), K-Nearest Neighbor (KN), and Support Vector Machine 
(SV) in Fig. 9. 
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Fig. 9. Comparison of malicious domain name recognition probabilities of 

17 models. 

In Fig. 9, only NCBDN model under ternary syntax has an 
average DR of over 98%. This model can more effectively 
identify malicious domain names generated by DGA. This 
model adopts feature extraction methods to enhance the 
recognition probability of this model against unknown attacks. 
So seven methods were used, including Empirical Mode 
Decomposition (EMD), Hierarchical Spatial temporal features 

based ID System (HAST-IDS), Text-CNN and RF based ID 
System (TR-IDS), Analog Network ID System (A-NIDS), 
Recursive Feature Addition(RFA), SVM and Intuitionistic 
Fuzzy Set for Anomaly Detection (IFSE-AD). The training 
datasets are Information Security Center of Excellence 2012 
(ISCX2012) and Canadian Institute for Cybersecurity ID 
System 2017 (CICDS2017). 

The ISCX2012 dataset was collected by the Network 
Security Laboratory of Dalhousie University in Canada to 
provide a real network traffic dataset for research in network 
intrusion detection and traffic analysis. The ISCX2012 dataset 
consists of two sub-datasets. The Botnet-based sub-dataset 
contains normal traffic from the real network and malicious 
traffic from Zeus and ZeroAccess, among which normal traffic 
accounts for about 85% of the whole dataset and malicious 
traffic accounts for about 15%. The DDOS-based sub-dataset 
contains normal traffic from the real network and malicious 
traffic from different types of DDoS attacks, where normal 
traffic accounts for about 80% of the whole dataset and 
malicious traffic accounts for about 20%. 

The CICIDS2017 dataset was collected in collaboration 
with the Institute for National Security and Counterterrorism 
(INSA) laboratory and the Cybersecurity Laboratory at 
Concordia University. This paper aims to provide a diverse 
network intrusion detection dataset for evaluating and 
comparing different intrusion detection systems. The 
CICIDS2017 dataset consists of several sub-datasets, the most 
commonly used of which are: The Botnet-based sub-dataset 
contained normal traffic from the real network and malicious 
traffic from malicious botnets such as Mirai, Gafgyt and TBot, 
among which normal traffic accounted for about 60% of the 
whole dataset and malicious traffic accounted for about 40%. 
The DDOS-based sub-dataset contains normal traffic from the 
real network and malicious traffic from different types of 
DDoS attacks, where normal traffic accounts for about 80% of 
the whole dataset and malicious traffic accounts for about 20%. 

It is important to note that the components and proportions 
of the dataset may vary from version to version and use. 

Table I shows the data results and the recognition 
efficiency of the model for unknown attacks. 

In Table I, N/A indicates that the return value is invalid. 
From Table I, as sample number increases, model recognition 
accuracy increases. The recognition accuracy of EMD is 90% 
when data volume reaches around 10000. HAST-IDS has a 
recognition accuracy of over 90% with a data volume of 
around 900000. The accuracy of TR-IDS exceeds 90% when 
data volume reaches 30000. The accuracy of A-NIDS is close 
to 90% when data volume reaches 80000. The recognition rate 
of RFA is about 70% when data volume is 30. The recognition 
probability of IFSE-AD is over 95% when data volume reaches 
20000. The accuracy of NCBDN can reach over 95% when 
data volume is 20. So this model has certain advantages in 
learning efficiency. The model has a high recognition 
probability for ordinary attacks, but the recognition probability 
for rare attacks is unknown. Fig. 10 shows the identification 
probability for verifying against rare attacks. 
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TABLE I.  LEARNING AND RECOGNITION EFFICIENCY OF DIFFERENT 

PROBE MODELS 

Method Data Set Sample Size A (%) R (%) 

EMD ISCX2012 9548 91.20 91.78 

HAST-IDS ISCX2012 819167 89.46 85.69 

HAST-IDS ISCX2012 908734 98.92 95.10 

TR-IDS ISCX2012 31407 91.45 91.76 

A-NIDS ISCX2012 80645 88.10 N/A 

RFA ISCX2012 24 76.50 70.40 

RFA ISCX2012 488 91.54 88.47 

SVM CICIDS2017 N/A N/A 93.89 

IFSE-AD CICIDS2017 2422 92.55 N/A 

IFSE-AD CICIDS2017 23194 96.79 N/A 

NCBDN ISCX2012 8 96.26 97.99 

NCBDN ISCX2012 16 98.73 98.91 

NCBDN CICIDS2017 8 93.58 99.24 

NCBDN CICIDS2017 16 96.91 99.55 

In Fig. 10, five types of data are introduced, namely Denial 
of Service (Dos), User to Root (U2R), Remote to Local (R2L), 
Probe, and Normal. U2R and R2L are rare attacks. As meta 
grammar increases from primeval number to 4, their 
recognition probability against rare attacks increases first and 
then decreases. When N=3, its recognition probability is the 
highest, about 85% for U2R and 92% for R2L. To further 
confirm model recognition performance when N=3, the 
detection accuracy was compared with Hierarchical ID model 
(HIDM), Managed ID model (MIDM). Fully connected 
detection model (FCDM), and CNN model (CNNM) in Fig. 
11, respectively. 

In Fig. 11, NCBDN has significant advantages over 
traditional models in terms of learning efficiency and detection 
efficiency of rare attacks. NCBDN has a high learning 
efficiency for unknown attacks and a high probability of 
identifying rare attack data. 
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Fig. 10. Comparison plot of data augmentation probabilities. 
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Fig. 11. Comparison of common detection models. 

V. DISCUSSION 

This study aims to explore the network intrusion detection 
method based on deep learning technology. With the rapid 
development of computer networks, cyberspace carries more 
and more high-value information, and the problem of network 
security is becoming more and more serious. The traditional 
intrusion detection system has the problems of slow detection 
speed and high false alarm rate, so it is necessary to use deep 
learning technology to improve the detection effect. 

Several deep learning-based network intrusion detection 
methods have been proposed in the research. Firstly, by 
combining recurrent neural network with Gated Recurrent Unit 
(GRU) and Multilayer Perceptron (MLP), a network intrusion 
detection method based on GRU was proposed. Experimental 
results show that the proposed method has higher detection rate 
and lower false alarm rate. Secondly, a domain name detection 
method based on semantic expression is proposed. The 
detection of malicious domain names is realized by using deep 
convolutional neural networks. Experimental results show that 
the method has a good detection effect on domain names 
generated by different types of algorithms. 

In addition, a network intrusion detection method for small 
sample based on meta-learning framework is proposed. This 
method realizes the detection of network intrusion behaviors in 
small sample scenarios through differential expression. 
Experimental results show that the proposed method has higher 
detection rate in small sample scenarios. 

Finally, a low-rate denial of service attack detection method 
based on hybrid deep neural network was proposed. This 
method realizes the detection of low-rate DOS attacks by one-
dimensional convolutional neural network and gated recurrent 
unit. Experimental results show that the proposed method has 
good detection effect in both large sample and small sample 
scenes. 

In summary, the research has proposed a variety of 
effective network intrusion detection methods by applying 
deep learning techniques. Experimental results show that these 
methods can achieve good detection results in different scenes. 
Future work can further study the application of deep learning 
technology in the field of network security, solve the security 
problem of deep neural network itself, and further improve the 
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intrusion detection method according to the characteristics of 
the development of emerging networks. 

VI. CONCLUSION 

In response to issues such as low learning and recognition 
efficiency in malicious domain name attacks, this study first 
based on traditional NIDS models and introduced a recurrent 
neural deep learning network model containing GRU to make 
it more intelligent. To enable it to identify unknown rare 
attacks more quickly and accurately, this research further 
deepened and constructed NCBDN based on DGA algorithm. 
The experiment trained and learned the model using DGA 
algorithm and a dataset containing attack DS such as Dos, 
U2R, R2L, and Probe, as well as normal DS. The optimal 
DGA, Dos, 99%, U2R, 85%, R2L, Probe, 81%, and Normal 
recognition probabilities for NCBDN for malicious domain 
names and five types of data were 98%, 97%, and 97%, 
respectively. The traditional ID system has a low 
comprehensive average recognition rate for DGA and two rare 
attacks, with HIDM being 0% and 16%, and MIDM being 0% 
and 20%, respectively. The average recognition rate of general 
NN is relatively high, with FCDM being 35% and 65%, and 
RNNM being 68% and 71%, respectively. The highest 
recognition rates for NCBDN are 98% and 92%, respectively. 
NCBDN model is obtained by improving N-gram of the 
traditional network based on DGA. This model not only 
ensures high recognition probability for normal data and 
ordinary attack data. And it further improves learning 
efficiency for unknown attacks and the recognition probability 
for rare attack data. However, NCBDN has low efficiency in 
collecting threat data in large network traffic. Therefore, model 
detection efficiency for threats in big data needs to be further 
improved. 
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Abstract—Human motion intention plays an important role in 

designing an exoskeleton hand wrist control for post-stroke 

survivors especially for hand grasping movement. The challenges 

occurred as sEMG signal frequently being affected by noises 

from its surroundings. To overcome these issues, this paper aims 

to establish the relationship between sEMG signal with wrist 

angle and handgrip force. ANN and ANFIS were two approaches 

that have been used to design dynamic modelling for hand 

grasping of wrist movement at different MVC levels. Input 

sEMG signals value from FDS and EDC muscles were used to 

predict the hand grip force as a representation of output signal. 

From the experimental results, sEMG MVC signal level was 

directly proportional to the hand grip force production while 

hand grip force signal values will depend on the position of wrist 

angle. It’s also concluded that the hand grip force signal 

production is higher while the wrist at flexion position compared 

to extension. A strong relationship between sEMG signal and 

wrist angle improved the estimation of hand grip force result 

thus improved the myoelectronic control device for exoskeleton 

hand. Moreover, ANN managed to improve the estimation 

accuracy result provided by ANFIS by 0.22% summation of 

integral absolute error value with similar testing dataset from the 

experiment. 

Keywords—Hand grasping; wrist control; ANN; ANFIS; 

exoskeleton wrist design 

I. INTRODUCTION 

Dexterous human hand movement completed the routine 
of human daily activities by providing specific hand gestures 
for task movements, such as object grasping and posture 
maintenance [1],[2]. Recognizing that hand movement is 
changeable, as human grasping requires varying grip force and 
wrist angles to execute various activities [3]. Moreover, hand 
movement activities induced by user motion intention 
involves muscle contractions which can be monitored using 
surface electromyography (sEMG) data, resulting in force 
output [4],[5],[6]. However, the variation in wrist angle 
position associated with results in variation of sEMG signal 
amplitude, which would have a significant impact on the 
accuracy of grasp force estimation [7]. 

However, several diseases, including stroke, can have a 
negative impact on human hand function. Undeniably stroke is 
a major public health issue in many countries [8],[9]. In 2020, 
the World Health Organization (WHO) reported that 21,592 

people in Malaysia had died from a stroke, accounting for 
12.85% of all deaths in the country [10]. According to the 
2013 Global Burden of Disease study, this disease currently 
ranks third among the most significant contributors to 
disability-adjusted life years [11], [12]. In general, 
approximately three-quarters of stroke survivors are still suffer 
from their post-stroke effects [13]. One of the most prevalent 
disabling effects of a stroke is upper limbs impairment [14]. 
Based on statistic values, between 55% to 75% of stroke 
survivors lost of their hand ability. This hand disability can 
make their survivors dependent on oth ers for help with 
activities of daily living, which can lower their quality of life 
[15], [16]. In the sense of that, since 1952, many researchers 
have looked at the concept of surface electromyography 
(sEMG) signals production as a means of improving Human 
Machine Interaction (HMI) for the benefit of post-stroke 
survivors [17]. 

Providing a path to integrate HMI has always triggers a 
challenge among all the research. In such tasks or activities, 
the robot should be designed to match the human arm's 
dexterity and skill [18]. Therefore, it is crucial to examine the 
biomechanical model of human muscle force and transfer it to 
the robot control in order to establish smooth interaction 
between the human and the robot instead of simple stiff 
interaction [18]. Although it is difficult to estimate grip force 
from sEMG signals, successful force recognition can aid in the 
design of a usable interface for natural and accurate EMG-
based robot control [19]. The estimation of a generated force 
from sEMG signals enables the control of robotic equipment 
such as exoskeletons or prostheses in real time applications 
[20], [21], [22]. 

Realizing the importance understanding of sEMG signals, 
wrist angle and force excitation in forming the hand 
movement activities, the exoskeleton hand has been created in 
Solidwork software and converted in visual Matlab 2017a 
environment to imitate the natural human hand movement.  
The input designed for exoskeleton hand was the sEMG 
signals has been analysed at different wrist angle position 
(flexion and extension) with different Maximum Voluntary 
Contraction (MVC) level of hand grasping. The output 
function of sEMG was the estimation of hand grip force as it 
was needed to improve the myoelectric control system 
performance [6]. 
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Nicola Secciani et al. proposed a control strategy based on 
"classification loop" and a "actuation loop" to control the 
movement of exoskeleton hand for free grasp, spherical grasp, 
and cylindrical grasp [23]. In 2019, Jing Luo et. al., used 
Neural Network Based Approach to estimate the force based 
on received input EMG signals [18]. The research continue as 
He Mao et. al., and Jiaqi Xue et. al., used EMG signals to 
estimate force and angle that represent hand movement such 
as wrist flexion/extension, ulnar/radial deviation, 
pronation/supination, and grip in 2023 [3],[19]. By 
recognising the significance of predicting future output results 
based on EMG input, more opportunities of improvement can 
be realised, as this relationship can strengthen control area in 
exoskeleton hands and prostheses section for future 
development [24]. 

This paper aims to analyse the relationship between sEMG 
signals, wrist angle and hand grip force generation at different 
MVC level using Artificial Neural Network (ANN) and 
Adaptive Neuro-Fuzzy Inference System (ANFIS) dynamic 
modelling system for exoskeleton hand. The output of this 
relationship has been expected to improve the understanding 
on hand grasping control system strategy and selecting the 
best dynamic modelling approach for exoskeleton hand. 

II. RECENT DEVELOPMENT 

EMG-force relationship always been a highlight in 
analysing the hand grasping process related with HMI. When 
using a tool, such as interacting with a robot that requires a 
high degree of dexterity, the dynamics of a person's arms can 
have a significant impact on that person's daily activities [18]. 
Moreover, the dynamic modelling develops for the system 
always come with an issue of finding the suitable approach to 
form the relationship between input of EMG signals generated 
from user motion intention based on muscle contraction 
towards force generated as an estimated output. Daniele et al. 
employed a multiple linear regressions strategy to reduce the 
reconstruction error of exerted endpoint forces from EMG 
force estimates [5].  Gelareh et al. said that other researchers 
frequently employ ANN and Support Vector Machines (SVM) 
to discover mappings processes between EMG and force [4]. 
Furthermore, Galareh et al. revealed that researchers 
employed system identification approaches such as 
polynomial estimation, linear regression, and fast orthogonal 
search (FOS) to estimate force from sEMG signals [4], [6]. 
Jiaqi et al. focused on feature design by comparing the 
performance of EMG linear envelope (ENV) and non-linear 
EMG to muscle activation mapping (ACT) to obtain optimal 
force estimate performance [19]. 

ANN are one of the methods that can be used to define a 
connection between an input with an output. It acts as a black 
box model to approximate a complex nonlinear mapping 
between the sEMG signals towards their wrist angle or force 
generated equivalent to the signal muscle contractions related 
to it. ANN can learn from observation of mixture muscle 
signals and did not require any understanding of biological 
phenomena of exoskeleton hand system such as mathematical 
equation to express the relationship between input and output. 
According to Changmok et al., ANN is computationally 
efficient and has been implemented in various real-time 

systems [25]. Numerous similar research publications have 
demonstrated the effectiveness of neural networks in 
recognising EMG patterns [26]. Francisco et al., 2020, created 
a multiclass categorization model using a regression algorithm 
and neural networks to control an anthropomorphic robotic 
system with three degrees of freedom that can accurately 
remote the robot arm to specified positions in a state machine 
[27]. 

The neural-fuzzy-based myoelectric control system is 
another scheme for controlling an upper limb exoskeleton-
type exoskeleton. Neural fuzzy is defined as the combination 
of a neural network and fuzzy logic in modern artificial 
intelligence theory [28]. Kazuo et al. pioneered the neuro-
fuzzy myoelectric control system, in which fuzzy logic was 
comprised of "IF and THEN" statements and the fuzzy 
modifier was a fully connected neural network [29], [30]. The 
neural network must tune the fuzzy logic using the EMG 
signals. Typically, data-driven approaches for ANFIS network 
synthesis are based on clustering a training set of numerical 
samples of the unknown function to be approximated. Since 
then, ANFIS networks have been successfully applied to 
classification tasks, rule-based process controls and pattern 
recognition problems [31]. According to Jirui et al., ANFIS 
can also be used to represent an effective neural network 
strategy for solving function estimation problems [32]. 
Moreover, Song Yu et. al., managed to prove the result from 
ANFIS is better than Tonic Stretch Reflex Threshold (TSRT) 
approach used for elbow flexors or extensors in their research 
[33]. 

Both ANN and ANFIS were established mapping methods 
that can be used to design a dynamic modelling for 
exoskeleton hand system. However, to enhance the 
performance of myoelectric control strategies for exoskeleton 
hand system, the selection of mapping method to form a 
dynamic modelling needed to be carefully selected. According 
to Mao et al., intuitive control that mimics human hand 
movement as closely as feasible has been greatly praised [3]. 
When interacting with the external environment, humans 
typically regulate their force at different wrist angle positions 
to ensure good operation performance [18]. However, there 
has been little research into the simultaneous estimation of 
hand grip force and wrist angles in free space, which mimic 
the biological functions of human hands. 

III.  METHODOLOGY 

A. Mechanical Hand Design 

The exoskeleton hand was designed to mimic the natural 
human hand movement. From ten male subjects ages from 21 
to 40 years old, all the anthropometric hand measurement 
were taken. One degrees of freedom (DoF) of the wrist angle 
position has been highlighted in this exoskeleton hand 
designed covered two types of gestures: hand grasping at -45° 
(flexion) and 45° (extension) showed in Fig. 1. Since the wrist 
exoskeleton hand can be moved to achieve wrist desired angle, 
it is completely actuated. 
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(a)         (b) 

Fig. 1. Exoskeleton hand designed (a) flexion position (b) extension 

position. 

B. EMG Data Collection 

All experiments procedure were approved by the 
University Ethical Committee or Centre for Research and 
Innovation Management (CRIM) at University Technical 
Malaysia Melaka (UTeM) Malaysia. The experiment used a 
Hand Dynamometer, LabQuest Mini data acquisitions, 
Vernier EMG sensors, a personal computer with Logger Lite 
data-collection software, Stopwatch, Protector, and 
Kendall5400 diagnostic tab electrodes. Ten male subjects 
signed the researcher's consent form to undertake the hand 
grip pattern experiment at varying wrist angles at different 
MVC level. The experiment began after the subjects were 
fully briefed. Each experiment was repeated three times [34]. 

Flexor Digitorum Superficialis (FDS) and Extensor 
Digitorum Communis (EDC) EMG signal values have been 
employed in this research to represent each hand grasping 
wrist angle movement at different MVC level [3], [35], [23]. 
The medial epicondyle has been used to locate the muscles 
and the palpate scaphoid technique has been employed to 
determine the position of  wrist movement [36], [37]. All 
subjects were in good health with non-neurological diseases 
and used their dominant hand for data collection. 

 

Fig. 2. Experimental set-up [38]. 

Fig. 2 illustrates how experimental procedures conducted. 
The maximum force (MVC) of the hand grasp is a 
measurement of the subject's strongest voluntary contraction 
Electrode patches are put to the top of the abdominal muscles 

of FDS and EDC. Samples were instructed to hold the hand 
dynamometer for five seconds at different hand grip strengths 
(20, 40, 60, 80, and 100% MVC level [34]. Each grip includes 
a two-second rest interval. The retrieved raw EMG signals 
were recorded using the Logger Lite programme. Fig. 3 shows 
the data collection for flexion and extension hand movement 
during the experiment. 

 
 (a)       (b) 

Fig. 3. Data collections for FDS, EDC and forces during (a) wrist angle at 

flexion (b) wrist angle at extension. 

C. EMG Signal Processing 

This paper adapted time-domain-based features using 
Waveform Length (WL) approach as it proven itself to be the 
best feature extraction method among RMS, MAV, IEMG and 
ZC as shown in Fig. 4 [39], [40], [41]. The sampling 
frequency was chosen at 1 kHz to suit the EMG signals range. 
The segmentation of input data was reduced at 50% analysis 
window increment. A second-order band-pass Butterworth 
filter was used for this experimental procedure [42]. The MVC 
method, which was uniquely recorded from each subject, has 
been used to standardize EMG measurement values. This 
approach scales the measurement value between 0 to 1 and 
most used normalization techniques in MVC-normalization 
[43], [44]. 

 

Fig. 4. WL feature extraction for 20%, 60% and 100% MVC at flexion and 

extension wrist angle. 

D. Mapping Process 

Modelling creates a connection between all usage 
parameters. It establishes a sequential connection between 
inputs and outputs. This modelling constructs an accurate 
transfer function to characterize system performance and the 
measured effectiveness of the selected modelling approach. 
Modelling, also known as mapping, is a data-based 
representation of numerous group design types. Since this 
paper recommended employing two mapping methods, ANN 
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and ANFIS were trained and evaluated using the same data set 
to ensure that their outputs were comparable. 

1) Method 1: Dynamic Modelling of Wrist Movement 
Using ANN: ANN is one of the methods to generate a 
dynamic modelling for one’s system. Depending on 
application complexity, neural networks can approximate 
nonlinear functions using adaptive weights on different layers 
[45]. From all the collected data set, two of them have been 
used to generate a training model for ANN approaches. The 
default setting has been used to generate this model 
representation as 70% dedicated for training, 15% for 
validation and 15% for testing. One number of hidden layers 
was used to connect two inputs with one output consisting of 
ten neurons shown in Fig. 4. The input were the EMG signals 
from FDS and EDC and output are the force generated from 
the hand grasping procedure at different wrist angles. Tangent 
sigmoid has been selected as ANN activation function and 
Levenberg-Marquardt has been selected as the training 
method [24]. The EMG data set taken from selected muscles 
has been arranged at 20%, 60%, 100% MVC at flexion state 
and 20%, 60%, 100% MVC at extension state to estimate the 
force generation at different wrist angle position. Fig. 5 shows 
architecture for ANN designed to estimate the hand grasping 
force. 

 

Fig. 5. ANN designed architecture. 

2) Method 2: Dynamic Modelling of Wrist Movement 
Using ANNFIS: ANFIS is another mapping method that can 
be used to create a dynamic modelling of a system. It has been 
built up from a combination of ANN and fuzzy logic to create 
its mapping block. It employs the fuzzification layer to map 
the input data to fuzzy sets using membership functions. The 
rule layer applies fuzzy if-then rules (Sugeno method) to 
capture the relationship between input variables and the 
output. The adaptation layer adjusts the parameters of the 
ANFIS model using a learning algorithm, allowing it to 
continuously improve its performance. For ANFIS setting, 
three sets of data coming from similar samples were used. two 
sets of them have been used to form a training block with 70% 
was dedicated for training, 15% for validation and 15% for 
checking. One hidden layer was chosen with ten neurons 
connected to the fuzzy rules to estimate the output value. FDS 
and EDC muscles sEMG signals have been chosen as an input 
while hand grasping force at different MVC levels has been 
selected as an output signal of a system. Number for 
membership function (mf) of ten neurons with combination of 
[2 8] and type of ―gauss2mf‖ was set as an input and output 

selected ―constant‖ as their MF type. 20%, 60% and 100% 
MVC level for both flexion and extension of sEMG signal 
level have been arranged to predict the force hand grasping 
output. Fig. 6 shows an ANFIS designed architecture for the 
system. 

 

Fig. 6. ANFIS designed architecture. 

IV. RESULTS 

Fig. 7 depicts an analysis of hand grip forces. Within the 
same graph, a three-line force graph is plotted. Two of them 
are line graphs that depict the output from the ANN (magenta) 
and ANFIS (light blue) mapping processes, while the other 
(blue) was directly taken from the measurement process 
during the experimental procedure. As the wrist goes from 
flexion to extension, the graph is divided into two portions. 
The first section (wrist angle at flexion position) occurred 
between 0s and 233s. This section is organized into three 
subsections to represent the signal levels of 20% MVC, 60% 
MVC, and 100% MVC. The second part (wrist angle at 
extension position) existed between 234s and 467s. This 
section has also been separated into three subsections to 
represent the signal levels of 20% MVC, 60% MVC, and 
100% MVC. 

 

Fig. 7. Hand grip force analysis graph. 

Fig. 8 depicts the absolute error for the ANN and ANFIS 
mapping methods. The magenta line graph is an error graph 
for the ANN approach, whereas the light blue graph is formed 
by the ANFIS approach. Both graph line plotting reveals a 
fluctuation pattern signal generated by both ways, as can be 
seen. Each method seems to have close estimated hand grip 
force and error values compare to each other and produce 
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quite a similar graph instead. These graphs were created by 
deducing the force measured value during the experiment 
process from the force estimation value obtained from both 
approaches. The total summation area under each graph 
representing the total summation error for each approaches 
used. According to Fig. 8, the sum of absolute error for the 
ANN technique was 19.33%, while the ANFIS approach was 
19.55%. Based on this finding, ANN outperformed ANFIS in 
force estimation with a similar dataset and parameter settings. 

 

Fig. 8. Absolute error for ANN and ANFIS. 

V. DISCUSSIONS 

All of the hand grip forces MVC's plotting in the flexion 
part have higher values than their identical MVC's opponent in 
the extension section. The situation happened as referring to 
the normal human hand grasping movement. As the user 
motion intention directed the hand wrist angle to move 
towards human body, FDS muscle (flexion muscle) produce 
higher sEMG values compared to EDC muscle (extension 
muscle) signal which causing the flexion hand movement as 
shown in Fig. 3 [38]. For the flexion hand movement, the 
measured and estimated force values obviously demonstrated 
a higher signal level compared to their MVC in the other 
section. For the extension section, the hand wrist angle was 
pulled away from the human body, causing the EDC muscle to 
generate a greater sEMG value than the FCR muscle [3], [39]. 
As shown in Fig. 7, this extension movement degrades the 
hand grasp force value in each MVC level compared to the 
flexion movement. 

At 20% MVC flexion section, the estimation graph 
plotting from both ANN and ANFIS mapping lingering closer 
to the measured value during the experiment. However, in the 
extension section, the estimation graph plotting introduced a 
small gap reading compared to the value from the 
experimental procedure. This could happen because the sEMG 
signal values from both muscles are almost the same when 
they are contracting at a lower level. The wrist angle position 
doesn't seem to have a big impact on how the signal number is 
read. Different case happened at 60% MVC level for both 
sections. Both muscles produce significant values of sEMG 
signals that causing the estimation force graph plotting for 
both approaches manage to differentiate between different 
wrist angle position. The fluctuation of force output graph 
might be coming from the nonlinearity of sEMG signals 
muscles contraction and the noise that interrupted during the 
data collection. 

For 100% MVC, the force signals output estimation for the 
flexion section manages to have a higher value in their 
estimation but still does not give the same value as the 
measured one. The explanation for this is because subjects 
were instructed to flex their hands while grasping the hand 
dynamometer with 100% strength at 100% MVC of muscle 
contractions. Hand shaking commonly happened at this stage 
thus created a noisy environment while the data is being 
recorded, hence resulting an effect towards sEMG values used 
in the estimation process. For the extension section, at 100% 
MVC, the estimation graph for both hand grip force 
approaches achieves a nearly identical with the measured one 
due to a favourable environment for muscles contractions and 
a lower force measured value that allows the subject to 
perform well in hand grasping experimental procedure. 

VI. CONCLUSION 

Hand grasping is one of the most essential hand gestures 
for humans, including post-stroke patient survivors, to 
perform daily tasks. To comprehend and control the 
exoskeleton hand grasping gesture, the relationship between 
sEMG signal value, wrist angle, and hand grip force 
production triggered by the user's intention to grasp an object 
must be clearly understood. WL was chosen for feature 
extraction method in time domain in this study. To clarify the 
concept of force generation in both conditions, 20%, 60%, and 
100% of the MVC level for flexion and extension wrist joint 
angle movement were analysed. As a consequence of the 
experiment procedure and dynamic modelling process, the 
sEMG MVC signal level was determined directly proportional 
to the generation of hand grip force. However, the hand grip 
force signal generated will depend on the wrist angle position. 
It was also determined that the hand grasp force signal 
production became greater when the wrist was in flexion as 
opposed to extension. 

ANN and ANFIS were both dynamic modelling method 
used to analyse the hand grip force estimation. ANN has the 
capability to interpret unstructured data while, ANFIS used 
the strength from ANN and fuzzy to adapt with various 
environments to design a mapping system for exoskeleton 
hand. For the whole exoskeleton hand system, ANN and 
ANFIS needs a similar training and testing data set.  Both 
approaches manage to generate its own dynamic model to 
represent the exoskeleton hand system. When compared to 
measured hand grip force recorded throughout the experiment 
process, ANN outperformed ANFIS by 0.22% absolute error 
with similar settings for both systems. When compared to 
ANFIS, the ANN technique produces a more accurate 
estimation of hand grip force output results. 

The limitation of this study was the small number of 
neurons of ten provided for the ANN and ANNFIS methods. 
Because this paper only focused on a similar number of 
neurons for output comparison, the value of neurons and their 
combination can be varied to produce a variety of possible 
output for the estimation results. Moreover, there are other 
regression method available thay may need to be considered to 
improved estimation output results such as Support Vctor 
Regression (SVR), Linear Regression (LR), Gaussian Process 
Regression (GPR), ensemble and decision tree. 
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Abstract—To address the challenge of requiring a large 

amount of manually annotated data for semantic segmentation of 

remote sensing images using deep learning, a method based on 

self-supervised learning is proposed. Firstly, to simultaneously 

learn the global and local features of remote sensing images, a 

self-supervised learning network structure called TBSNet 

(Triple-Branch Self-supervised Network) is constructed. This 

network comprises an image transformation prediction branch, a 

global contrastive learning branch, and a local contrastive 

learning branch. The contrastive learning part of the network 

employs a novel data augmentation method to simulate positive 

pairs of the same remote sensing images under different weather 

conditions, enhancing the model's performance. Meanwhile, the 

model integrates channel attention and spatial attention 

mechanisms in the projection head structure of the global 

contrastive learning branch, and replaces a fully connected layer 

with a convolutional layer in the local contrastive learning 

branch, thus improving the model's feature extraction ability. 

Secondly, to mitigate the high computational cost during the pre-

training phase, an algorithm optimization strategy is proposed 

using the TracIn method and sequential optimization theory, 

which increases the efficiency of pre-training. Lastly, by fine-

tuning the model with a small amount of annotated data, 

effective semantic segmentation of remote sensing images is 

achieved even with limited annotated data. The experimental 

results indicate that with only 10% annotated data, the overall 

accuracy (OA) and recall of this model have improved by 4.60% 

and 4.88% respectively, compared to the traditional self-

supervised model SimCLR (A Simple Framework for Contrastive 

Learning of Visual Representations). This provides significant 

application value for tasks such as semantic segmentation in 

remote sensing imagery and other computer vision domains. 

Keywords—Computer vision; deep learning; self-supervised 

learning; remote sensing image; semantic segmentation 

I. INTRODUCTION 

With the rapid development of remote sensing satellite 
technology, remote sensing images are playing an increasingly 
critical role in various fields such as urban planning, resource 
exploration, and natural disaster prediction 0. Extracting 
useful information from the vast wealth of remote sensing 
geo-information has become a long-standing scientific 
challenge in remote sensing. Among the methods explored, 
semantic segmentation [2] has proven to be an effective 
approach. 

In the field of semantic segmentation for remote sensing 
images, there are two main approaches: traditional methods 

based on handcrafted feature descriptors and deep learning 
methods based on Convolutional Neural Networks (CNNs). 
Due to the complexity of background and scale differences in 
high-resolution remote sensing images, traditional methods 
have not been very effective. However, since Long et al. 
proposed the Fully Convolutional Neural Network (FCN) [3] 
in 2015, deep learning-based techniques for semantic 
segmentation in remote sensing images have made significant 
progress. This has led to the development of post-processing 
techniques based on probabilistic graphical models [4], global 
context modeling using multi-scale aggregations [5], and 
perpixel semantic modeling based on attention mechanisms 
[6]. 

For instance, Ronneberger et al. introduced the U-Net 
model [7], which employs an encoder-decoder architecture 
with lateral connections, enabling multi-scale recognition and 
feature fusion in the image. Similarly, Chen et al. proposed the 
DeepLabV3+ model [8], which utilizes a spatial pyramid 
structure to gather rich contextual information through pooling 
operations at various resolutions. Furthermore, it uses the 
encoder-decoder architecture to achieve precise object 
boundaries, thereby enhancing segmentation accuracy. 

Despite the achievements made in deep learning-based 
semantic segmentation of remote sensing images in recent 
years [9][10], these methods all rely on large amounts of 
manually annotated data to train the neural network. This 
requirement not only consumes significant human resources 
but also reduces the efficiency of semantic segmentation. 
Therefore, the application of self-supervised learning [11] to 
semantic segmentation of remote sensing images has become 
a feasible method. Li et al. [12] proposed a multi-task self-
supervised learning method for semantic segmentation of 
remote sensing images, which applied three pretext tasks [13] 
to self-supervised learning and achieved decent results. 
However, these pretext tasks only learn the global features of 
the image, lacking in the learning of local features of the 
image. Thus, how to effectively use these unannotated remote 
sensing data has become a major research focus in recent 
years. 

The main contributions of this study are as follows: 

1) To tackle the aforementioned challenges, a self-

supervised semantic segmentation approach for remote 

sensing images is introduced, along with the design of a triple-

branch self-supervised network named TBSNet. This network 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

501 | P a g e  

www.ijacsa.thesai.org 

uses an image transformation prediction branch and a global 

contrastive learning branch to learn global features of images, 

and a local contrastive learning branch to learn local features. 

2) On this basis, the projection head structures in the 

global contrastive learning branch and the local contrastive 

learning branch are improved to enhance their performance. 

Specifically, in the projection head of the global contrastive 

learning branch, a combination of spatial attention 

mechanisms [14] and channel attention mechanisms [15] are 

used to better focus on the important parts of the feature map, 

thus improving the quality of feature representation. In the 

local contrastive learning branch, the original first fully 

connected layer is replaced with a convolutional layer, which 

enables the learning of richer local features. 

3) Considering the heavy computational cost of pre-

training, the TracIn method [16] and sequential optimization 

theory [17] are employed to optimize the model's pre-training 

process, reducing computational and time costs. Finally, the 

model is fine-tuned in the downstream task using a small 

amount of annotated data to achieve the expected semantic 

segmentation results. 

The remaining structure of the article is outlined as 
follows: Section Ⅱ introduces the background knowledge and 
relevant work. Section Ⅲ describes the implementation details 
of the proposed method, including the network framework and 
optimization techniques. Section Ⅳ presents the experiments 
conducted and analyzes the obtained results. Section Ⅴ 
provides the conclusions drawn from our experiments. 

II. BACKGROUND 

A. Self-supervised Learning 

Self-supervised learning is a type of unsupervised learning 
[18] , as shown in Fig. 1. Compared to supervised learning, it 
utilizes a large amount of unlabeled data through specially 
designed pretext tasks. This approach relies on pseudo-labels 
generated by the model itself, enabling it to learn high-level 
features from the input data. The model can then be further 
transferred to downstream tasks in actual applications. With a 
small amount of labeled data, the model can be fine-tuned to 
achieve, or even surpass, the performance of supervised 
learning. Generally, self-supervised learning can be divided 
into generative and contrastive categories [19] [20].  

B. Pretext Task 

During the self-supervised pre-training phase, different 
pretext tasks are typically designed to allow the model to more 
effectively learn the intrinsic features and interrelationships 
within the samples. By performing these pretext tasks, the 
model can generate pseudo-labels internally to guide its 
learning, thus achieving self-supervised learning without the 
need for labeled data. Classic pretext tasks include image 
inpainting [21], which uses neural networks to repair missing 
parts by learning texture features; rotation prediction [22], 
which allows neural networks to grasp the overall features of 
an image; and jigsaw puzzles [23], where the neural network 
needs to learn the relative positional features among different 
pieces for image stitching. These pretext tasks have achieved 

good results in instance-level image classification tasks. 
However, their effectiveness is not ideal for semantic 
segmentation tasks due to a lack of learning about local 
features. 

self-supervised stage

unlabeled 

data CNN representation

pretext task Pseudo-Label

a small 
amount of 

labeled 
data

CNN result

label

downstream task fine-tuning stage

CNN

 

Fig. 1. Schematic diagram of self-supervised model. 

C. Contrastive Learning 

Contrastive self-supervised learning [24], also referred to 
as contrastive learning, shows more promising results in the 
field of remote sensing compared to generative self-supervised 
learning. The central idea of contrastive learning, a common 
method of self-supervised learning, is to learn high-level 
semantic features by contrasting two semantically similar 
inputs. Specifically, samples are divided into positive and 
negative pairs, with the aim of drawing positive samples 
closer while pushing negative samples farther apart, as shown 
in formula (1): 

𝑠𝑖𝑚(𝑓(𝑥), 𝑓(𝑥+)) ≫ 𝑠𝑖𝑚(𝑓(𝑥), 𝑓(𝑥−)) (1) 

Here, 𝑥+ represents a sample semantically similar to 𝑥 , 
thus forming a positive pair with  𝑥 ; 𝑥−  is a sample that is 
different from 𝑥, thereby forming a negative pair with 𝑥. 𝑠𝑖𝑚 
represents the similarity measure between two pairs of 
features generated by encoding function 𝑓. 

Classic examples of contrastive learning include 
Momentum contrast (MoCo) [25] and SimCLR [26]. MoCo 
introduces momentum contrast for unsupervised visual 
representation learning, constructing a dynamic dictionary 
with a queue and a moving average encoder to improve the 
effects of contrastive learning. SimCLR presents a simple 
framework where two different data augmentations of the 
same image 𝑥  are generated as a positive pair (𝑥𝑖  and 𝑥𝑗 ), 

while the augmented image from a different image 𝑦 serves as 
a negative sample. A projection head is added after the 
encoder to achieve significant results. While both of the 
above-mentioned models have achieved significant 
accomplishments in self-supervised learning research, they 
also exhibit notable limitations. This is because both models 
utilize pairs of images as positive samples, allowing them to 
effectively learn overall features of images. However, they 
lack the ability to learn local features. 
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Recent years have seen extensive research on image 
processing based on contrastive learning, such as a method 
proposed by Krishna et al. for medical image semantic 
segmentation based on global and local features [27]. 
Research on self-supervised learning for remote sensing 
images mainly focuses on instance-level remote sensing scene 
classification [28][29], given the comparatively limited 
exploration of pixel-level semantic segmentation in the 
context of remote sensing images, a triple-branch network 
architecture is introduced. This architecture facilitates the 
acquisition of both global and local image features, 
consequently leading to enhanced semantic segmentation 
outcomes for remote sensing images. 

D. TracIn Method 

Deep learning requires a large amount of data support, and 
the quality of data often has a significant impact on model 
training. An important measure of data quality is influence, 
but due to the complexity of models and the growing influence 
of scale features and datasets, it is challenging to quantify 
influence. The TracIn method captures changes in predictions 
when accessing individual training examples by tracking the 
training process and determines the influence of training 
examples by assigning influence scores to each. 

E. Order Optimization Theory 

Order Optimization (OO) is an effective strategy widely 
used in the industry to solve optimization problems, with its 
specific solution process shown in Fig. 2.  

For a given optimization problem, suppose the set of the 
"truly best" g solutions is G. However, due to computational 
resource constraints, the set G cannot be solved from the 
solution space. Using the order optimization idea, a rough 
model with simple computations is used to select some 
solutions from G. All solutions are ranked according to some 
performance evaluation method provided by the rough model, 
and the best s solutions are chosen to form the solution set S. 
In the process of using the rough model, we generally only 
care about how many of the intersecting parts of sets G and S 

(GS) are genuinely good solutions. The order optimization 
quantifies the probability that the set S obtained based on the 
rough model corresponds to |𝐺S| ≥ k , i.e., the alignment 
probability (AP). In practice, the alignment probability of sets 
S and G is often much larger than expected, and the amount of 
data in set S is often several orders of magnitude smaller than 
the real solution space, so the order optimization method can 
typically save at least one order of magnitude of performance 
evaluation times. 

G


G SG



S


G

S



：Solution space
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：Real optimal solution

：Estimating the optimal solution

：Good enough solution set

 

Fig. 2. Schematic diagram of solving sequential optimization theory. 

III. PROPOSED METHOD 

A. Network Architecture Design for Semantic Segmentation 

of Remote Sensing Images Based on Self-supervised 

Learning 

With the objective of improving the outcomes of semantic 
segmentation for remote sensing images using a limited 
quantity of annotated data, as well as intensifying the 
acquisition of local small-object characteristics, a triple-
branch network architecture known as TBSNet is introduced. 
As shown in Fig. 3, this network structure includes an image 
transformation prediction branch, a global contrastive learning 
branch, and a local contrastive learning branch. The image 
transformation prediction branch and the global contrastive 
learning branch are used to learn the overall features of the 
image, while the local contrastive learning branch can learn 
the local features of the image. Each branch performs self-
supervised learning in different ways, and then the losses of 
each branch are summed up as the total loss for adjusting the 
network parameters. 

 

Fig. 3. Schematic diagram of triple-branch network TBSNet. 

1) Design of Image Transformation Prediction Branch 

Learning Strategy: To realize the learning of overall semantic 

features of images without labels, this branch randomly rotates 

(e.g., 90°, 180°, 270°) or mirror flips the original image, and 

feeds the original image and the rotated image into the neural 

network for transformation type identification. Since remote 

sensing images have rotation invariance, rotation can help the 

neural network better understand the concepts described in 

remote sensing images. Specifically, the aforementioned 

rotations are defined as a set of discrete geometric 

transformations 𝐺={𝑦 ,𝑦 ,..𝑦 }. One is randomly selected 

from 𝐺 and applied to the input image 𝑥 to get 𝑥 , which is 
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then fed into the network and trained to identify the type of 

rotation, transforming the image transformation prediction 

branch into a classification problem. The loss function of the 

transformation prediction branch can be defined as shown in 

equation (2): 

𝐿𝛼 = −∑ �̂�( )𝑙𝑜𝑔𝑃( )
𝑀
 =   (2) 

Here, �̂�( ) = *0,1+ represents the one-hot encoding of the 

basic true value class, and 𝑃 represents the probability of 𝑀 
different types of geometric transformations. In this branch, 
geometric transformations are divided into six types, which 
are clockwise rotation of 90°, 180°, 270°, horizontal left-right 
mirror flipping, vertical top-bottom mirror flipping, and no 
rotation. 

2) Global Contrastive Learning Branch Learning Strategy 

Design  

a) Remote Sensing Data Enhancement Method Based on 

Weather Conditions: For the same location, remote sensing 

images under different weather conditions exhibit variations, 

yet their deep features remain consistent. Consequently, in the 

global contrastive learning segment, traditional data 

augmentation approaches for forming positive sample pairs 

are eschewed. Instead, the data augmentation method is 

adjusted to mimic diverse weather conditions at the identical 

location, aligning with the distinct traits of remote sensing 

images. Any 𝑥𝑖  in *𝑥 , 𝑥 ,   𝑥 +  undergoes two different 

random data augmentations (including simulating clouds, 

simulating snowflakes, simulating haze, and no augmentation). 

To simulate cloud layers, this paper adds Perlin noise to the 

original image and then blurs the cloud layer using a Gaussian 

filter. To simulate snowflakes, random noise is added to the 

original image, and then a median filter is used to simulate the 

snowflake effect. To simulate haze, we utilize a method of 

overlaying a generated haze layer onto the original image. The 

haze layer is represented by an array of the same size as the 

original image. To ensure uniform effect across all color 

channels, this array is expanded to a three-channel array, with 

each channel having the same values as the original random 

array. Each element of the haze layer is multiplied by the haze 

intensity, and the result is multiplied with each pixel of the 

original image. This effectively reduces the contrast of the 

original image in the haze areas. Then, the haze layer is 

multiplied by the atmospheric brightness and added to the 

original image, simulating the haze effect. In this paper, the 

haze intensity is randomly selected between 0.3 and 0.8, and 

the atmospheric brightness is randomly chosen between 250 

and 270. 

b) Model design integrating channel and spatial 

attention mechanisms: The two samples 𝑥ĩ  and 𝑥î  obtained 

after enhancement are positive samples for each other, and 

other samples in the same batch are all negative samples. The 

two positive samples obtained are passed through the encoder-

based backbone network 𝑓 to get the feature vectors ĩ and î, 

which are then mapped to the contrast loss space through an 

improved MLP projection head 𝑔( ) to get 𝑧ĩ and 𝑧î. As shown 

in Fig. 4, this work introduce the combination of channel 

attention mechanism and spatial attention mechanism on the 

basis of the original projection head, improving the 

discriminability and expressive power of features. It can also 

adaptively select important features, which helps to improve 

the model's generalization ability on different types of remote 

sensing images. In order to better integrate the channel 

attention module and the spatial attention module, a 

convolution layer and ReLU activation function are added. 

This additional convolution layer can help to further extract 

features before applying the attention mechanism. 

Feature
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Fig. 4. Schematic diagram of global contrastive learning branch projection 

head structure. 

Lastly, the contrast loss is used to bring positive samples 
closer, thus learning the geographical features in the image. 
The contrast loss is defined as follows in equation (3):  

𝐿𝛽 =
 

  
∑ .𝑙𝛽(𝑥ĩ, 𝑥î) + 𝑙𝛽(𝑥î, 𝑥ĩ)/

 
𝑘=  (3) 

Where 𝑁  represents the number of samples in the same 
batch, 𝑙𝛽 uses the NT-Xent contrast loss function in SimCLR 

as shown in equation (4): 

𝑙𝛽(𝑥ĩ, 𝑥î) = −𝑙𝑜𝑔
exp(

𝑠𝑖𝑚(𝑧ĩ,𝑧î)

𝜏
)

∑  ,𝑘≠𝑖- exp(
𝑠𝑖𝑚(𝑧ĩ,𝑧𝑘)

𝜏
)2𝑁

𝑘=1

 (4) 

Here, 1,𝑘≠𝑖-  is an indicator function that equals 1 when 

𝑘 ≠ 𝑖 , 𝑠𝑖𝑚(𝑢, 𝑣) =
𝑢𝑇𝑣

‖𝑢‖ ‖𝑣‖
, i.e., it calculates the cosine 

similarity between 𝑢  and 𝑣 . 𝑧𝑘  represents the feature vector 
obtained after the negative sample goes through the projection 

head, that is, 𝑧𝑘 = 𝑔 .𝑓(𝑡(𝑥𝑘))/ . 𝜏  is the temperature 

parameter, which is set to 0.1 in this paper. 

3) Local Contrastive Learning Branch Learning Strategy 

Design: The above two branches can effectively learn the 

global information of images. However, for semantic 

segmentation, learning only global features is not enough. A 

single remote sensing image may contain various objects, and 

the learning of global features cannot effectively handle small 

targets. Therefore, the local contrastive learning branch can 

learn more local information, which is crucial for improving 

the performance of semantic segmentation. This branch shares 

the sample after data augmentation with the global contrastive 

learning branch. It forms positive sample pairs by selecting 

two local blocks of the same size from the same location in 

two augmentation images, and takes the local areas of other 

images in the same batch as negative samples. In this paper, a 

random selection of a central pixel point and outward 

expansion method is employed for selecting a local region. To 
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prevent insufficient edge size, if the selected size is s*s, the 

central pixel point is chosen within the rectangular region 

formed by the four points: .⌊
 

 
⌋ , ⌊

 

 
⌋/ , (⌊

 

 
⌋ , .2  −

⌊
 

 
⌋/) , (.2  − ⌊

 

 
⌋/ , ⌊

 

 
⌋) , (.2  − ⌊

 

 
⌋/ , .2  − ⌊

 

 
⌋/) . To 

avoid excessive duplication of selected regions, pixels are 

only chosen with odd coordinates. Moreover, to prevent 

selecting the same region multiple times, each pixel point can 

only be selected once. 

Just like the global contrastive learning branch, for each 
global contrastive learning image, m local areas are selected 
for contrast learning. Therefore, for the selected two local 

areas xi
d̃ and xi

d̂ (d ∈ (1,m)), after going through the encoder, 

we get the feature vectors hi
d̃ and hi

d̂, and finally map the local 

area features to be zi
d̃ and zi

d̂ through the projection head gL( ) 

similar to the one in the global contrastive learning branch. As 
shown in Fig. 5, in this branch, since the sample image has 
already been cropped to the local area, the attention 
mechanism is not used in the projection head. Instead, the first 
fully connected layer in the original projection head is 
replaced with a convolution layer to retain spatial information 
and better capture the features within the local area, thus 
improving the segmentation effect of the model. 

FCFeature

map
Conv Feature

mapping
Rule

 

Fig. 5. Schematic diagram of local contrastive learning branch projection 

head structure. 

The contrast loss can be represented as equation (5): 

 𝐿𝛾 =
 

  𝛾
∑ (𝑙𝑐 .𝑥i

�̃� , 𝑥i
�̂�/ , 𝑙𝑐 .𝑥i

�̂�, 𝑥i
�̃�/)

 𝛾

𝑖= 
 (5) 

where, 𝑙𝑐 .𝑥i
�̃� , 𝑥i

�̂�/ = −𝑙𝑜𝑔

exp(
𝑠𝑖𝑚(𝑧i

�̃�,𝑧i
�̂�)

𝜏
)

∑𝑘𝑑∈𝛬𝛾
−exp (

𝑠𝑖𝑚(𝑧i
�̃�,𝑧(𝑘𝑑))

𝜏
)

 (6) 

In this, 𝑁𝛾 represents the number of all local regions in a 

batch, i.e., 𝑁𝛾 = 𝑁 × 𝑚. 𝛬𝛾
− represents the other local regions 

outside the two local area positive samples. 

The total loss of the triple-branch self-supervised network 
can be represented as shown in equation (7), which is used for 
the calculation of the TracIn score during optimization.  

𝐿 = 𝐿𝛼 + 𝐿𝛽 + 𝐿𝛾  (7) 

B. Design of Self-supervised Network Architecture Based on 

Semantic Segmentation of Remote Sensing Images 

Since self-supervised pre-training requires a large amount 
of data as support, but a large amount of data will inevitably 
increase the calculation amount and consume time cost. 
Therefore, how to effectively optimize the self-supervised 
learning algorithm becomes the key to solve the cost problem 
of self-supervised learning. This paper proposes to optimize 
the self-supervised learning algorithm by using the TracIn 
method and sequence optimization theory, achieving the effect 
of using all data to train the model by only pre-training the 
model with the top 80% of training points that contribute the 
most, reducing calculation cost and time cost. 

1) Training point score calculation based on TracIn 

method: The TracIn method identifies the overall impact of 

training examples by tracking the training process. Its 

principle is as follows: Z represents the sample space,   and    

respectively represent the training point (training sample) and 

test point (test sample). Given a set of k training points 

 = *  ,   ,    ∈  + , train the predictor by finding the 

parameters   that minimize the training loss   𝒔𝒔 =
∑  ( ,   )

 
 =  through the iterative optimization process using 

a training point  𝒕 ∈   in iteration 𝒕, and update the parameter 

vector from  𝒕 to  𝒕+ . For the training point  ∈  , the loss 

reduction caused by the training process for a given test point 

  ∈   can be expressed as: 

𝑻𝒓𝒂𝒄𝑰𝒏𝑰𝒅𝒆𝒂𝒍( ,   ) = ∑  ( 𝒕,  
 )𝒕: 𝒕= −  ( 𝒕+ ,  

 )(8) 

By limiting the gradient to a specific gradient descent and 
substituting the parameter change formula into a first-order 

approximation and ignoring the high-order term 𝐎(𝜼𝒕
 ), the 

following first-order approximation of loss change can be 
obtained: 

 ( 𝒕,  
 ) −  ( 𝒕+ ,  

 ) ≈ 𝜼𝒕𝛁( 𝒕,  
 ) ∙ 𝛁( 𝒕,  ) (9) 

where 𝜼𝒕 represents the step length in iteration 𝒕.  

For a specific training point z, this approximation can 
approximate the idealized influence by summing this 
approximation over all iterations where z is used to update the 
parameters. This first-order approximation is referred to as 
𝑻𝒓𝒂𝒄𝑰𝒏𝑻𝑩 𝑵𝒆𝒕, as shown in equation (10):  

𝑻𝒓𝒂𝒄𝑰𝒏𝑻𝑩 𝑵𝒆𝒕( , ′) = ∑ 𝜼𝒕𝛁 ( 𝒕,  
 ) ∙ 𝛁 ( 𝒕,  )𝒕: 𝒕= (10) 

From the above equation, it can be seen that the score of a 

training point 𝒒  at a test point 𝒒𝒋
  can be expressed as:  

𝒕𝒓𝒂𝒄 𝒏𝒔𝒄 𝒓𝒆𝒒 ,𝒒𝒋
′ = 𝑻𝒓𝒂𝒄𝑰𝒏

𝑻𝑩 𝑵𝒆𝒕.𝒒 ,𝒒𝒋
′/

 (11) 

In order to verify the difference in contributions among 
each training point, the scores of each training point on the test 
point are summed up, and the final score obtained is the total 
score of this training point, that is: 

 𝒄 𝒓𝒆 = ∑ 𝒕𝒓𝒂𝒄 𝒏𝒔𝒄 𝒓𝒆𝒒 ,𝒒𝒋
′

𝑵
𝒋=𝟎   (12) 

where 𝑵 represents the number of test points. 
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2) Optimization of TBSNet training process based on 
sequential optimization: Following the computation of the 
TracIn score as outlined earlier, scores can be derived for each 
training point against the identical set of test points. Based on 
the idea in sequential optimization that "sequence is more 
useful than ratio," each training point's TracIn score can be 
seen as abstracting each training point into a sortable value. 
For the triple-branch network model that applies the TracIn 
method, the scores of each training point are sorted, and the 
training points with higher scores are considered to contribute 
more, while the training points with lower scores are 
considered to contribute less. Therefore, using only a certain 
range of higher scoring training points can achieve results 
comparable to training with all training points. The specific 
operation process is shown in Fig. 6. 
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Fig. 6. Schematic diagram of training optimization process. 

After the pre-training is completed, the trained neural 
network is transferred to the downstream task for fine-tuning. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Dataset Selection  

The dataset utilized for this study is derived from high-
resolution satellite remote sensing images from the southern 
regions of China. To validate the generalization capability of 
the proposed method, this dataset amalgamates imagery from 
various locations and different satellite types. These datasets 
were uniformly re-annotated into five land cover categories: 
vegetation, buildings, roads, water bodies, and others. In total, 
it comprises 12 large-scale RGB original images ranging from 
4000×4000 to 8000×8000 pixels. 

Due to computational resource constraints, the original 
remote sensing images were segmented into patches of 
256×256 pixels. Additionally, to meet the extensive data 

requirements for pre-training, the experimental dataset was 
augmented using random noise, Gaussian blur, and color 
transformations, resulting in an enriched dataset. Ultimately, a 
training sample consisting of 100,000 images was established. 

B. Evaluation Metrics 

For validating and evaluating the suggested approach in 
subsequent tasks related to remote sensing image 
segmentation, the performance metrics employed are Overall 
Accuracy (OA) and Recall. These metrics are defined in 
equations (13) and (14) as provided below: 

𝑂𝐴 =
𝑇𝑃

 
   (13) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹 
   (14) 

Here, TP represents the correctly predicted pixel count, or 
true positives. FN signifies the incorrectly predicted pixel 
count, or false negatives. N denotes the total number of pixels. 

C. Experimental Setup and Configuration 

The experiment was conducted in a Linux environment, 
with an Intel(R) Xeon(R) Gold 5218R CPU and NVIDIA 
GeForce RTX 2080Ti 11Gb GPU. Programming was done in 
Python 3.8 within the PyTorch framework, with Resnet50 as 
the backbone network and DeepLabV3+ for segmentation. 
The initial learning rate during the self-supervised stage was 
set to 0.01, batch size was 32, region size in the local contrast 
learning branch was 24×24, and six local areas were selected 
from each image. The pre-training stage was set to run for 500 
epochs using the Adam optimizer. The initial learning rate for 
the fine-tuning stage was set to 0.005, the fine-tuning epoch 
was set to 50, and the training and validation sets were split in 
a 7:3 ratio. The selection of training and testing points for 
calculating the TracIn score was done per batch, and the ratio 
of training points to testing points was set at 5:1. 

The experiment started with the computation of TracIn 
scores for each training point during the first training round. 
Following the idea of sequential optimization, the top 80% of 
training points with higher TracIn scores were selected for 
further self-supervised pre-training. Finally, after pre-training, 
the trained model was fine-tuned on a downstream 
segmentation task using a small amount of labeled data. 

D. Comparative Experiment  

To validate the effectiveness of our method, we compared 
it against several mainstream methods, including MoCo v2 
[30], which uses a dynamic dictionary for contrastive learning, 
SimCLR, which uses data augmentation to create positive 
pairs for contrastive learning, the classic self-supervised 
learning pretext task of image inpainting, and supervised pre-
training models using ImageNet for segmentation. In this 
paper, we used 0.5%, 1%, 5%, and 10% of the self-supervised 
pre-training data to fine-tune the downstream task, as shown 
in Table Ⅰ. For different models' semantic segmentation 
experiments on this dataset, some experimental results are 
shown in Fig. 7. 
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Fig. 7. Comparison experiment effect picture. 

TABLE I. COMPARATIVE EXPERIMENTAL RESULTS OF DIFFERENT MODELS 

Fine-tune data volume 0.5% 1% 5% 10% 

Evaluation Metrics OA Recall OA Recall OA Recall OA Recall 

Inpainting 0.2764 0.2593 0.4375 0.4359 0.5158 0.4783 0.5709 0.5256 

SimCLR 0.3809 0.3825 0.4604 0.4289 0.5781 0.5452 0.6679 0.6623 

MoCo v2 0.3654 0.3577 0.4432 0.3964 0.5295 0.5114 0.6067 0.6008 

ImageNet 0.3848 0.3826 0.4128 0.4049 0.5624 0.5551 0.6792 0.6567 

Ours(TBSnet) 0.3856 0.3831 0.4721 0.4558 0.5739 0.5584 0.7139 0.7111 

Our results show that our method is effective for land 
cover segmentation in remote sensing images. With only 10% 
of labeled data used for fine-tuning, the overall accuracy (OA) 
and recall reached 0.7139 and 0.7111 respectively, 
representing a significant improvement over advanced self-
supervised models such as MoCo v2 and SimCLR. 

Analysis of the results reveals that since Inpainting mainly 
predicts missing areas from the image's context, it often lacks 
precision for complex remote sensing images, thus performing 
the worst in the experiments. Both MoCo v2 and SimCLR 
focus on global features, and their effectiveness is limited due 
to the lack of learning of local features in remote sensing 
images. Although ImageNet uses millions of natural images 
for pre-training, the differences in distribution, texture, and 
color between remote sensing images and natural images 
make ImageNet pre-training ineffective for downstream 
remote sensing image segmentation tasks. Our method 
performs well in learning both global and local features, 
demonstrating great application potential worthy of further 
research and exploration. 

E. Ablation Experiments 

1) Ablation experiments on the three-branch network 

structure: In the ablation experiments on the triple-branch 

network structure, 10% of pre-training data was used for fine-

tuning. After one round of training, the top 80% of training 

points based on TracIn scores were selected for training. The 

following experiments were designed to demonstrate the 

effectiveness of the proposed method: using only the image 

rotation prediction branch (Exp1), using only the global 

contrast learning branch (Exp2), using only the local contrast 

learning branch (Exp3), using both the global and local 

contrast learning branches (Exp4), using the image rotation 

prediction branch and the global contrast learning branch 

(Exp5), using the image rotation prediction branch and the 

local contrast learning branch (Exp6), and using the complete 

triple-branch network (Exp7). The experiment results are 

shown in Table Ⅱ. 

TABLE II. EXPERIMENTAL RESULTS OF TRIPLE BRANCH NETWORK 

ABLATION 

 Exp1 Exp2 Exp3 Exp4 Exp5 Exp6 Exp7 

OA 0.5726 0.6593 0.5830 0.6845 0.6507 0.6732 0.7139 

Recall 0.5658 0.6494 0.5800 0.6744 0.6457 0.6642 0.7111 

The results reveal that a reasonable combination of the 
three branches is more conducive to the improvement of 
downstream task performance. The image rotation prediction 
branch and the global contrast learning branch can learn the 
overall features of the image. However, due to the lack of 
local feature learning, they do not achieve the best results, 
reaching only an overall accuracy of 0.6507 when learning 
global features only. Without global feature learning, solely 
learning local features results in an overall accuracy of only 
0.5830. The best results are achieved when both global 
features are learned using the image rotation prediction branch 
and the global contrast learning branch, and local features are 
learned using the local contrast learning branch. Compared to 
the former two scenarios, the overall accuracy is improved by 
0.0632 and 0.1309, respectively. 
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2) Ablation experiments on training process optimization 

methods: This work conducted training using the top 20%, 

50%, 80%, 100% of training points based on TracIn scores, 

and without sequential optimization, randomly selected 80% 

of training points (Random 80%), to investigate the impact of 

the TracIn method and sequential optimization on experiment 

accuracy. The results are shown in Table Ⅲ. Simultaneously, 

we explored the relationship between the time consumed and 

the overall accuracy when pre-training with different data 

volumes. The results are shown in Fig. 8. 

 
Fig. 8. The impact of different data volumes on time and accuracy. 

TABLE III. OPTIMIZATION METHOD ABLATION EXPERIMENTAL RESULTS 

 20% 50% 80% 100% 
Random 

80% 

OA 0.6637 0.6859 0.7139 0.7166 0.7048 

Recall 0.6599 0.6916 0.7111 0.7183 0.6985 

In Fig. 8, with the increase in data volume, both the pre-
training time and the overall accuracy increase. However, the 
ratio of overall accuracy to pre-training time (i.e., the slope of 
the line) keeps decreasing, indicating that the time required to 
improve the unit accuracy is increasing. This reflects that 
those with higher TracIn scores contribute significantly to 
accuracy improvement. When the data volume reaches the top 
80% of TracIn scores, the accuracy is nearly the same as using 
all pre-training data (i.e., 100%), demonstrating the 
effectiveness of the optimization method proposed in this 
paper for reducing data volume. Meanwhile, as shown in 
Table III, using the top 80% of data based on TracIn scores 
also improved the results compared to randomly using 80% of 
the data, verifying the effectiveness of the proposed 
optimization method. 

The experimental results show that applying the training 
data selected by the TracIn method and sequential 
optimization to the proposed triple-branch self-supervised 
network can reduce the data volume by 20% with almost no 
impact on the experiment accuracy. The reduction in data 
volume brings about a decrease in time cost. Therefore, for 
self-supervised learning, the combination of the TracIn 
method and sequential optimization theory is an optimization 
format worth considering. 

V. CONCLUSION 

This study introduces a self-supervised learning-based 
semantic segmentation technique for remote sensing images. 
Initially, a triple-branch self-supervised learning network 
known as TBSNet is developed to capture both global and 
local features within these images. Subsequently, the TracIn 
method and sequential optimization theory are employed to 
enhance the pre-training procedure of the self-supervised 
learning network, consequently reducing the time and 
computational resources necessary for pre-training. 
Ultimately, the pre-trained model is fine-tuned for downstream 
tasks, culminating in a semantic segmentation model tailored 
for remote sensing images through self-supervised learning. In 
comparison to traditional self-supervised models, our 
experiments reveal varying degrees of enhancement. But there 
are two notable limitations in this study. First, during the fine-
tuning phase, 10% of the labeled data was utilized, thus not 
achieving a fully unsupervised approach. There remains 
potential for further reduction in the amount of labeled data 
used. Secondly, to simultaneously learn global and local 
features, a triple-branch network collaboration was employed, 
leading to an increase in the model's size. For future research, 
under the premise of further reducing labeled data, the goal is 
to integrate more advanced optimization techniques to develop 
a lighter self-supervised model and strive to further enhance 
segmentation accuracy. 
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Abstract—Peru is considered one of the principal 

agroindustrial avocado exporters worldwide. At the beginning of 

2022, the volume exported was 8.3% higher than in 2021, so the 

design and simulation of a pick and place and palletizing cell for 

agro-exporting companies in the Region of La Libertad was 

proposed. A methodology was followed that presented a flow 

diagram of the design of the cell, considering the size of the 

avocado and the dimensions of the box-type packaging. The 

forward and inverse kinematics for the Scara T6 and UR10 

robots were developed in Matlab according to the Denavit-

Hartenberg algorithm, and 3D CAD, dynamic modeling, and 

trajectory calculation were performed in Solidworks using a 

"planner" algorithm developed in Matlab, which takes into 

account the start and end points, maximum speeds, and travel 

time of each robot. Then, in CoppeliaSim, the working 

environment of the cell and the robots with their respective 

configurations are created. Finally, the simulation of trajectories 

is performed, describing the expected movement, getting the time 

of the finished task was calculated, where the Scara T6 robot had 

a working time of 1.18 s and the UR10 of 2.32 s. For 2023 - 2025, 

its implementation is proposed in the Camposol Company 

located in the district of Chao - La Libertad, considering the 

dynamic control of the system. 

Keywords—Mechatronic design; inverse kinematics; dynamic 

modeling; pick and place; palletizing; Scara robot; universal robot; 

robot manipulators; path tracking simulation; kinematic control 

I. INTRODUCTION 

In 2022, Peru's non-traditional exports grew up by 19.4% 
compared to 2021, with the agricultural sector accounting for 
43.7% of this growth, with avocado as the main product, with a 
value of 528,727 tons of exported volume [1], [2]. Camposol is 
considered as the largest Peruvian agro-exporting company, 
with USD 112,645,000 in shipments [3]. Since 2018 the 
company developed a strategic expansion plan and purchased 
1000 ha in Uruguay [4]. In 2020, Camposol's CEO prioritized 
the avocado packing process [5]. Various improvement 
proposals for the packaging process are being studied 
worldwide. A notable initiative is the development of a 4-
degree-of-freedom fruit sorting robot, based on the evaluation 
of both fruit size and color, using advanced digital image 
processing techniques. The results have been promising, 
achieving sorting times of 11.91 seconds for red tomatoes and 
11.76 seconds for green ones. Furthermore, it is highlighted 
that the variation in sorting times is linked to the arrangement 
of the boxes within the environment. This variability becomes 

significant when considering scenarios similar to avocado 
packing [6]. In another investigation, a control system for a 
palletizing robot is designed using RobotStudio. This study has 
demonstrated optimal performance in palletizing tasks using 
precise input/output (I/O) control logic, which ensures high 
stability, safety, and efficiency within the simulation 
environment. This work leads to the proposal to create a virtual 
environment that simulates real-world conditions for the 
avocado packing process, elevating it to a TRL5 level [7]. The 
derivation of the direct and inverse kinematics of the ABB IBR 
140 robot was proposed using Denavit-Hartenberg and (DH) 
analysis and analytical geometric approximations, respectively. 
The transformation matrices were validated in Matlab and 
subsequently simulated in RobotStudio to verify their accuracy 
[8]. A methodology based on the Digital Twin (DT) concept 
for flexible pick-and-place robotic work cells was also 
designed to facilitate the development process by providing 
guidance. This proposal leads to the creation of a design 
approach for a robotic work cell based on the application of 
pick-and-place avocado picking and placing for subsequent 
simulation [9]. A packaging algorithm called Jampack was 
developed, which has a Failure Recovery Module (FRM) for a 
robotic manipulator, allowing the system to reach a faster 
completion of the system [10]. Another algorithm implemented 
is ResNet-18 for real-time Hass avocado grading, which seeks 
to achieve non-invasive grading to reduce damage caused by 
handling. After several processing steps, the image acquisition 
system achieved an accuracy of 98.72%, a specificity of 
98.52%, and a score of 98.08% [11]. However, human-
machine collaboration for these applications is still relevant 
and a topic of ongoing research. This has led to another study 
aimed at evaluating the avocado harvesting process. After 
carrying out 41 different tests, a significant increase in yield, 
measured in the loading zone, from 15% to 80% was found. 
Also, total harvested production has increased from 23% to 
85%, with a minimal increase in human labor load from 1% to 
only 16% [12]. On the other hand, a soft humanoid hand 
designed to firmly grip a wide variety of objects, regardless of 
their morphology, is presented. On this hand, the fingers are 
constructed with flexible hybrid pneumatic actuators (FHPA). 
Using a theoretical evaluation model, a balance between the 
required flexibility and stiffness has been achieved. This 
innovation offers fast responsiveness and significant gripping 
force, suitable for fruit picking, product packaging, and 
handling of fragile objects [13]. 
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This project contributes to Sustainable Development Goals 
8 and 9 set by the United Nations, as they focus on achieving 
higher economic productivity through the utilization of 
technology and innovation, as well as increasing scientific 
research and improving technological capacity in industrial 
sectors, particularly in developing countries, by 2030 [14]. 

Therefore, the increase in demand for avocado exports 
poses a challenge if the packaging process is not accelerated, 
since currently, both at Camposol and other companies, the 
picking and placing of avocados is performed by workers, 
resulting in delays in procedures and order deliveries. For this 
reason, it is proposed to design and simulate a pick and place 
and palletizing cell, where two robots will perform the process 
automatically. 

The structure of this paper is divided as follows: Section I 
contains the introduction, which details both the problem and 
its solution. Section II covers the materials and methods, where 
the design is based on a methodology that includes kinematic 
and dynamic analysis, trajectory tracking calculations, and 
real-time simulation. Section III presents the results derived 
from the simulation of the robotic cell. Finally, Section IV 
consolidates the conclusions and future work of the project. 

II. MATERIALS AND METHODS 

The proposed methodology for designing and simulating 
the avocado pick and place and palletizing cell, using Matlab 
and CoppeliaSim, is shown in Fig. 1. 

Identification of the 
   design problem

DESIGN METHODOLOGY 

Search for the best
          solution 
   

MODELING CONTROL

KINEMATICS DYNAMICS
PATH TRACKING  
 CALCULATION

    MOTION
SIMULATION 
  

  SimCoppelia

 

Fig. 1. Flow chart for the design of an avocado pick and place and 

palletizing cell. 

The cell design consists of two tasks that are performed 
sequentially. The first one is performed by an Epson Scara T6 
robot, which picks and places the Hass avocado in a cardboard 
box (pick and place), using a vacuum suction cup as the final 
effector, considering the caliber (weight) of the Hass avocado, 
which varies according to the country to be exported [15], as 
shown in Table I. 

On the other hand, there is a Universal Robots UR10 robot, 
which picks up the boxes and groups them in rows and 
columns (palletizing), using a four vacuum suction cup holder 

as an end effector, considering the shape, weight, and 
distribution of the boxes [16], as shown in Table II. 

TABLE I.  HASS AVOCADO EXPORT CALIBER 

Avocado 
Avocado Caliber Requirements by Country 

USA Japan Canada 
European 

Union 
Fruit Weight (g) 

Hass 

32 – 12 12 300 – to more 

36 18 14 14 300 – 330 

40 20 16 16 265 – 300 

48 24 18 18 205 – 265 

60 30 20 20 170 – 205 

70 – 22 22 150 – 170 

84 – 24 24 120 – 150 

TABLE II.  BOX FEATURES 

Type of Box 
Recommended Avocado Packaging Features 

Dimensions 

(mm) 

Average Weigh 

(kg) 
Pallet 

Cardboard 
440 x 338 x 186 11 88 - 96 

406 x 254 x 97 4  228 - 264 

Plastic 300 x 500 x 150 10  120 

A. Forward and Inverse Kinematic Model 

The Scara T6 and UR10 robots are 3 DOF (two rotational 
and one linear) and 6 DOF (rotational only), respectively [17], 
[18]. Moreover, their Cartesian reference systems and the 
motion of each joint are shown in Fig. 2 and Fig. 3 [19]. 

Eq. (1) presents the   
  homogeneous transformation 

matrix, which expresses the position and orientation of each 

robot [20] and [21]. Eq. (2) and (3) represent the basic   
  and 

  
  transformations, where n is the number of joints. 
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Fig. 2. Cartesian reference system and lengths for the Scara T6 robot. 
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Fig. 3. Cartesian reference system and lengths for the UR10 robot. 

The Denavit - Hartenberg (D-H) parameters of the Scara 
T6 and UR10 robots are shown in Table III and Table IV, 
respectively [22-24]. 

TABLE III.  D-H PARAMETERS FOR SCARA T6 ROBOT 

Joint 
Scara T6 Robot 

    a   

1    0    0 

2    0    0 

3 0           0 0 

TABLE IV.  D-H PARAMETERS FOR UR10 ROBOT 

Joint 
UR10 Robot 

    a   

1       0     

2    0    0 

3    0    0 

4       0     

5       0      

6       0 0 

For the Scara T6 robot by multiplying all the 
transformation matrices in equation (2), the resulting matrix is: 
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Where the position of the end-effector is described by the 
position vector                   , then: 
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The inverse kinematics for the Scara T6 robot was solved 
using the position vector     , obtaining: 
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On the other hand, for Robot UR10 when multiplying the 
transformation matrices of equation (3), the resulting matrix is: 
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]    (13) 

Where the position of the end effector is described by the 
vector              , then: 

                                           
                (14) 
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       (16) 

The inverse kinematics for the UR10 robot was solved 
using the iterative Gauss–Newton algorithm, which seeks to 
find the parameter values through an iterative multiplication of 
matrices [25, 26]. From the transformation matrix of Eq. (3), it 
follows that: 
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Then, the parameters are shown below: 
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B. Dynamic Model 

The dynamic model for the Scara T6 and UR10 robot was 
developed using the Newton - Euler formulation, analyzing the 
geometric relationships between each link, the position vector 
concerning the  -nth system (ri0pi), and the center of the mass 
vector of element   concerning its system (ri0si) [27,28]. 

Eq. (31) and (32) allowed obtaining forces and moments 
for each element            . 

              ̅           (31) 

         ́         ́   ̅         (32) 

The physical parameters of each link such as length, mass, 
center of mass, and inertia tensor, were calculated using CAD 
modeling designed in SolidWorks, as shown in Fig. 4 and Fig.5 
[29-31]. The following steps were followed to obtain it: 

 3D modeling of each element of the Scara T6 and UR10 
robots using SolidWorks. 

 Generate a separate solid model for each robot link, 
which should incorporate all significant features, 
including the motor, bearings, and any other 
components that contribute to the weight of the link. 

 Assign the corresponding material to each component 
of the robots. 

 Identify the primary coordinate system of each link, 
ensuring alignment with the Denavit - Hartenberg 
coordinate system. In the event of non-alignment, a new 
coordinate system should be introduced. Subsequently, 
upon accessing the properties section in SolidWorks, a 
summary of the physical property values is displayed, 
such as mass, center of mass (riosi), and moment of 
inertia of the link relative to the assigned output 
coordinate system. 

 Finally, use the measurement tool in SolidWorks to 
draw lines and obtain the length value and the position 

vector relative to the  i-th coordinate system (riopi) of 
each link. 

 

Fig. 4. Physical properties of scaraT6 robot link 1. 

 

Fig. 5. Physical properties of UR10 robot link 1. 

Then the torque for each joint is expressed in equation (33): 

   {
  

         ̇ 

  
         ̇ 

 (33) 

Where    is the coefficient of viscous friction of each joint 
[32,33]. 
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The parameters obtained from the links were used for the 
dynamic modeling of the Scara T6 and UR10 robots [34 and 
[35] which are shown in Table V and Table VI. 

TABLE V.  PARAMETERS FOR THE DYNAMICS OF THE SCARA T6 ROBOT 

n 
Scara T6 Robot 

Length 

(mm) 

Mass 

(kg) 

Inertia Tensor               

(kg  ) 

riopi 

(m) 

riosi    

(m) 

1 325 1.68 [
    
      
       

] [
     

 
 

] 
[
     

 
     

] 

 

2 275 7.54 [
          
     

           
] [

     
 
 

] 
[
     

 
     

] 

 

3 - 0.08 [
       

       
   

] [
 
 

      
] 

[
 
 

     
] 

 

TABLE VI.  PARAMETERS FOR THE DYNAMICS OF THE UR10 ROBOT 

n 
UR10 Robot 

Length 

(mm) 

Mass 

(kg) 

Inertia Tensor               

(kg  ) 

riopi 

(m) 
riosi    (m) 

1 90 3.14 [
       

      
      

] [
 

    
 

] 
[

 
       
      

] 

 

2 613 8.89 [
          
      

          
] [

     
 
 

] 
[
       

 
       

] 

 

3 572 4.75 [
          
      

          
] [

     
 
 

] 
[
       

 
       

] 

 

4 164 0.74 [
       

       
      

] [
 

     
 

] 
[

 
       
       

] 

 

5 116 0.74 [
       

       
      

] [
 

     
 

] 
[

 
      
       

] 

 

6 176 0.41 [
       

       
       

] [
 
 

     
] 

[
 

       
       

] 

 

From Eq. (31-33) considering    negligible and replacing 
the calculated parameters, the dynamic equations for the Scara 
T6 robot were obtained: 

                                   
                                              

                                         
  

                            (34) 

     
                             

                                           
                        

  (35) 

                     
 
       (36) 

In the same way, the dynamic equations for the UR10 robot 
were obtained by solving Eq. (31), (32), and (33). By resolving 

the dynamics of both robots, the Walker-Orin algorithm 
(inverse kinematics) is applied to validate the results and 
potentially facilitate dynamic control [36], [37]. 

C. Path Tracking Calculation 

Kinematic control was performed using Matlab software to 
develop the desired movements according to the assigned 
tasks. The developed algorithm "planner" includes the starting 
and braking times of each motor, as well as the maximum 
speeds (rad/s) of each robot according to the manufacturer's 
data sheet [38, 39], for the planning of a smooth trajectory a 4-
3-4 interpolator was implemented between the start and end 
point in the joint coordinates, returning the position, velocity, 
and acceleration matrices as a result [40-42]. 

Taking the initial and final points of the path taken by each 
robot (     ), and considering their respective orientations 
(    ), the position, velocity, and acceleration graphs were 
obtained, as well as their trajectories in the 3D plane, which are 
shown in Fig. 6 to 9 [43-45]. 

 

Fig. 6. Path tracking in matlab for scara T6 robot. 

 

Fig. 7. Trajectory plot in matlab for scara T6 robot. 
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Fig. 8. Path tracking in matlab for UR10 robot. 

 

Fig. 9. Trajectory plot in matlab for UR10 robot. 

D. Pick and Place and Palletizing Cell Simulation 

The data of the joint positions obtained with the kinematic 
control were saved in matrices called "math_scara" and 
"math_ur10" respectively, to perform a real simulation in the 
CoppeliaSim environment [46], [47]. 

Facilities of the agro-exporting company Camposol were 
replicated using equipment such as crates, protective 
enclosures, smooth and roller conveyors provided by 
CoppeliaSim, along with those designed in SolidWorks, 
including the SCARA T6 and UR10 robots and the avocado 
[48], [49] 

The designs generated in SolidWorks were then saved in 
URDF format, including their respective reference systems 
following the Denavit-Hartenberg method, to enable their 
visualization in the CoppeliaSim simulation environment to 
create a highly realistic virtual environment [50-52]. 

The SolidWorks URDF CAD files of the Scara T6 and 
UR10 robots were imported into CoppeliaSim, with the 
relevant parameters for real-time simulation, such as maximum 
torque (Nm) and maximum speed (°/s), being configured based 
on the manufacturer's datasheet. This process is illustrated in 
Fig. 10 [53-55]. 

 

Fig. 10. Creation of the working environment and configuration of the Scara 

T6 y UR10 robots. 

III. TESTS AND RESULTS 

Fig.11 shows the Scara T6 robot picking up the avocado, 
starting from its resting position (a), and then placed in a 
cardboard box (b), at a maximum speed of 1500 °/s in its 
rotational joints and of 10 m/s in its prismatic joint, with a 
cycle time of 0.49 s. The task is performed until 20 Hass 
avocados of 22 – 24 calibers are placed in each box (c), then 
the suction cup type tool is activated, taking the box to the 
pallet to be grouped in three rows and three columns (d), at a 
maximum speed of 120 °/s for the base and shoulder joints, 
180 °/s for the elbow and wrist, with a cycle time of 0.5 s. The 
task is executed up to palletizing 90 boxes. 

 

Fig. 11. Simulation in CoppeliaSim for scara T6 and UR10 robots. 

The cell movements for pick and place and palletizing were 
simulated in CoppeliaSim. Table VII shows the working time 
of each path for both robots. A total working time of 1.18 s was 
obtained for the Scara T6 robot and 2.32 s for the UR10 robot. 
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For maximum range position [π/2 rad/s, π/2 rad/s, 0.2 m] 
for the Scara T6 robot and [0, 0, 0, 0, 0, 0, 0, 0] rad/s for the 
UR10, the maximum torques [360.70, 146.30, 0.376] Nm and 
[62.88, 116.20, 40.56, 9.25, 6.73, 4.34] Nm was obtained for 
each joint of both robots, as shown in Fig. 12. 

TABLE VII.  WORKING TIME IN EACH STATION 

Path 
Working Time 

Scara T6 Robot 

(s) 

UR10 Robot 

(s) 

1 - 2 0.20 1.22 

2 - 3 0.36 0.40 

3 - 4 0.36 0.70 

4 – 5 0.26 - 

TOTAL 1.18 2.32 

 

Fig. 12. Torque plot in simulink for scara T6 y UR10 robots. 

IV. CONCLUSIONS AND FUTURE WORK 

The mathematical models obtained using the Denavit-
Hartenberg algorithm of the Scara T6 and UR10 robots were 
validated with the inverse kinematics tests developed in 
Matlab, and the models describing the inverse Newton Euler 
dynamics of the Scara T6 and UR10 robots were validated with 
the forward dynamics of Walker Orin developed in Matlab. 
With the "planner" algorithm developed, it was possible to 
follow the waypoints with smooth movements in each of the 
joints of the Scara T6 and UR10 robot, as evidenced in the 
graphs of the positioning, velocity, and acceleration profiles 
obtained. This significantly influences the accurate execution 
of pick and place as well as palletizing tasks assigned to the 
robots within the simulation environment. 

The movements and constraints of the global simulation in 
CoppeliaSim allowed us to get efficient results for the serial 
work of the Scara T6 robot and the UR10 in the pick and place 
and palletizing cell with a cycle time of 3.5 s. According to the 
torque graphs obtained with Simulink, the maximum values for 
the Scara T6 robot and the UR10 robot showed a minimum 
difference of 3.06 % and 2.35 %, respectively, concerning the 
manufacturer's datasheet that was input in the dynamic 

configurations of each joint in CoppeliaSim for each robot. 
This set of actions, in turn, leads to a significant reduction in 
the time required for the avocado packing process compared to 
human labor. This is especially relevant since more human 
personnel would be needed to achieve equivalent performance. 

During 2023 – 2025, it is proposed to implement the pick 
and place tasks in a palletizing cell at the Camposol company 
located in the district of the Chao, La Libertad region, 
including a dynamic controller for both robots. In addition, this 
work not only complements previous research but also opens 
the door to the possibility of replicating this same application at 
an industrial level throughout South America and in countries 
that also produce and export avocados. This allows for the 
potential to export avocados on a large scale. Thus, meeting 
increased demand would no longer be an unattainable 
challenge. 
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Abstract—Effective patient treatment and care depend 

heavily on accurate disease diagnosis. The availability of multi-

modal medical data in recent years, such as genetic profiles, 

clinical reports, and imaging scans, has created new possibilities 

for increasing diagnostic precision. However, because of their 

inherent complexity and variability, analyzing and integrating 

these varied data types present significant challenges. In order to 

overcome the difficulties of precise medical disease diagnosis 

using multi-modal data, this research suggests a novel approach 

that combines Transfer Learning (TL) and Deep Neural 

Networks (DNN). An image dataset that included images from 

various stages of Alzheimer's disease (AD) was collected from 

kaggle repository. In order to improve the quality of the signals 

or images for further analysis, a Gaussian filter is applied during 

the preprocessing stage to smooth out and reduce noise in the 

input data. The features are then extracted using Gray-Level Co-

occurrence Matrix (GLCM). TL makes it possible for the model 

to use the information gained from previously trained models in 

other domains, requiring less training time and data. The trained 

model used in this approach is AlexNet. The classification of the 

disease is done using DNN. This integrated approach improves 

diagnostic precision particularly in scenarios with limited data 

availability. The study assesses the effectiveness of the suggested 

method for diagnosing AD, focusing on evaluation metrics such 

as accuracy, precision, miss rate, recall, F1-score, and the Area 

under the Receiver Operating Characteristic Curve (AUC-ROC). 

The approach is a promising tool for medical professionals to 

make more accurate and timely diagnoses, which will ultimately 

improve patient outcomes and healthcare practices. The results 

show significant improvements in accuracy (99.32%). 

Keywords—Transfer learning; deep neural network; disease 

diagnosis; multi-modal data; Alexnet; GLCM; DNN; pre-trained 

model 

I. INTRODUCTION 

In the fields of machine learning and artificial intelligence, 
TL is a potent and well-liked technique that aims to use 
information learned from one task or domain to enhance the 
performance of another task or domain that is related to it [1]. 
It is predicated on the notion that knowledge obtained while 

resolving one problem can be applied and transferred to 
resolve another problem that is unrelated but nonetheless 
similar more effectively [2]. Models are created from scratch 
for each distinct task using traditional machine learning 
techniques and lots of labelled data. However, this procedure 
can be time-consuming, costly in terms of computation, and it 
may call for a sizable amount of labelled data, which isn't 
always available. Transfer learning overcomes these 
constraints by applying previously learned features or 
representations from a pre-trained model, referred to as the 
"source task," to a new target task with a smaller dataset. Pre-
training and fine-tuning are typically the two essential steps in 
the TL process. A DNN is trained on a sizable dataset from 
the source task, such as image recognition on a sizable image 
dataset, during the pre-training phase [3]. The pre-trained 
model gains knowledge of broader features and patterns that 
can be used for a variety of tasks. Numerous industries, 
including healthcare, speech recognition, computer vision, and 
NLP, have found extensive use for TL. It has made it possible 
to create complex models that perform better even when there 
is a dearth of labelled data. TL encourages knowledge sharing 
and transfer across tasks by reusing learned representations, 
resulting in ML models that are more effective and efficient 
[4]. 

Alzheimer's disease is a progressive and irreversible 
neurological condition that primarily affects memory, thought, 
and behavior in the brain's cognitive regions [5]. It is the most 
typical cause of dementia, which is a group of brain disorders 
marked by a decline in memory, communication, and 
reasoning skills and the inability to perform daily tasks. 
Usually, a disease takes time to develop and gradually gets 
worse. People may experience mild memory loss in the early 
stages, as well as trouble finding words or organizing their 
thoughts. People with advanced Alzheimer's may experience 
confusion, mood swings, difficulty solving problems, and a 
loss of recognition of familiar faces and environments [6]. A 
vital component of healthcare is accurate disease diagnosis, 
which enables patients to receive timely and efficient care. In 
recent years, new opportunities for enhancing patient care and 
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improving diagnostic accuracy have emerged due to the 
accessibility of a variety of medical data from various 
modalities. Data like genetic profiles, clinical reports, medical 
images, and textual information are included in this [7]. 
However, because of their complexity, heterogeneity, and the 
requirement to capture complex relationships between various 
modalities, analyzing and integrating these multi-modal data 
sources present significant challenges [8]. 

This research suggests a novel method that combines TL 
and DNN for precise medical disease diagnosis from multi-
modal data to address these issues [9]. With the ability to 
transfer knowledge from a source domain to a target domain, 
transfer learning has become a potent machine learning 
technique [10]. TL enables the adaptation of learned 
representations and weights to new datasets, even when the 
data distributions differ significantly, by utilizing pre-trained 
models on large-scale datasets [11]. This knowledge transfer 
improves the ability of models to generalize and makes it 
easier to make an accurate diagnosis in the target domain [12]. 
In a number of industries, including computer vision, natural 
language processing, and healthcare, deep neural networks 
have achieved remarkable success [13]. These networks 
provide a strong framework for analyzing multi-modal 
medical data due to their capacity to learn intricate patterns 
and relationships from high-dimensional data. Recurrent 
neural networks (RNNs) capture temporal dependencies in 
sequential data, while convolutional neural networks (CNNs) 
are excellent at extracting features from images [14]. 
Furthermore, attention mechanisms allow the network to 
concentrate on pertinent data within the multi-modal data, 
increasing diagnostic precision [15]. 

There are several benefits to combining TL and 
DNN when diagnosing medical diseases using multimodal 
data [16]. First of all, it permits the use of prior knowledge 
and learned representations from comparable tasks or 
domains, which can greatly improve the performance of 
models on small medical datasets. Second, it combines the 
advantages of various network architectures to enable 
thorough analysis of multi-modal data by capturing both 
spatial and temporal dependencies [17]. Last but not least, it 
offers the possibility of individualized and accurate diagnosis, 
resulting in enhanced patient outcomes and improved 
treatment strategies [18]. A branch of ML and AI called "deep 
learning" focuses on teaching artificial neural networks how to 
carry out challenging tasks [19]. DNN, which are made up of 
multiple layers of interconnected nodes (neurons) that process 
and transform data, are used in this process [20]. These 
networks can learn and recognize patterns and features from 
enormous amounts of data because they are built to mimic the 
structure and operation of the human brain. 

The goal of this study is to combine DNN and TL to create 
a reliable and accurate framework for diagnosing medical 
diseases [21]. The superiority of the approach over 
conventional methods and single-modal analyses through 
extensive tests and evaluations. Additionally, ablation studies 
are carried out to investigate the influence of various network 
architectures and TL strategies on diagnostic precision [22]. 

The key contributions of the paper is, 

 The suggested model was trained using an image 
dataset that was taken from the Kaggle repository and 
contained images from different stages of AD. 

 Before further analysis or feature extraction, the 
preprocessing stage of the data is where the Gaussian 
filter is used to smooth the input data and reduce noise. 

 The study uses a pre-trained model for transfer learning 
called AlexNet, which is a well-known DNN 
architecture. 

 The GLCM is used to extract features from the input 
data, capturing the spatial relationships and occurrence 
patterns of various pixel intensities in the image, which 
provides useful texture information for subsequent 
analysis or classification tasks. 

 In order to accurately and efficiently classify diseases, 
Artificial Neural Networks (ANNs), a type of DNN, 
are used in the classification task to learn complex 
patterns and relationships from the input data. 

 The research employs a number of evaluation metrics 
to assess the performance of the proposed approach for 
AD diagnosis. Accuracy, precision, recall, miss rate, 
F1-score, and the Area under the Receiver Operating 
Characteristic Curve (AUC-ROC) are some of these 
metrics. 

The rest of this article is structured as follows: An 
overview of related research is given in Section II. The 
problem statement is presented in Section III. The 
methodology and architecture of our suggested approach are 
described in Section IV. Section V discusses the findings and 
subsequent discussion, and Section VI discusses the 
conclusion. 

II. RELATED WORKS 

Alzheimer's disease (AD) has become a growing problem 
among older people [23]. It is crucial for AD treatment to 
accurately identify mild cognitive impairment in the initial 
phases of the symptoms. Nevertheless aren't many samples of 
brain images and they come in a variety of methods, making it 
very challenging for machines to correctly categorize images 
of the brain. Through re-transfer training and multi-modal 
learning, the present research suggests an extremely fine brain 
image identification method to identifying AD. Diffusion 
tensor images (DTI) are initially finely classified into four 
different groups using a throughout its entirety 
DNN classification system called CNN4AD. Additionally, the 
re-transfer technique for learning is suggested on the basis of 
multipurpose theory of learning and is in accordance with the 
features of the multi-modal brain image data collection. The 
suggested strategy achieves greater precision with fewer 
labelled samples for training, according to the experiment's 
findings. This might aid in a quicker and more precise 
diagnosis of AD by medical professionals. 
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AD is a severe and unchangeable dementia of the central 
nervous system that impairs memory and ability to think [24]. 
DL algorithms have been proven successful in medical 
applications in treating this neuro-degenerative illness that 
results in neurological impairment and mental decline. 
DL techniques have been discovered to be efficient for duties 
like recognizing trends in imaging data and helping with 
diagnosis. When there is a lack of information, which applies 
an established model to a novel assignment, might prove 
especially helpful. TL has been used by investigators to 
successfully identify AD. AD is a severe and unchangeable 
dementia of the central nervous system that impairs memory 
and ability to think. DL algorithms have been proven 
successful in medical applications in treating this neuro-
degenerative illness that results in neurological impairment 
and mental decline. DL techniques have been discovered to be 
efficient for duties like recognizing trends in imaging data and 
helping with diagnosis. When there is a lack of information, 
which applies an established model to a novel assignment, 
might prove especially helpful. TL has been used by 
investigators to effectively detect AD. 

In modern healthcare environment, diagnostic testing has 
taken on an important function [25]. Brain cancer, among a 
particularly deadly disease and the main cause of death 
worldwide, is a significant area of study in the discipline of 
healthcare imaging. A rapid and reliable diagnosis made using 
MRI can enhance the study and outlook of brain tumors. 
Healthcare visuals needs to be recognized, divided, and 
categorized in order for automated diagnosis techniques to 
help physicians in determining the presence of brain tumors. It 
is crucial for establishing a computerized approach because 
radiologists find it tedious and prone to errors to manually 
identify malignancies in the brain. As an outcome, an accurate 
strategy for identifying and classifying brain tumors is given. 
The suggested process entails five phases. The borders in the 
original image are found using a linear contrast enhancement 
in the initial step. The following step involves creating a 
unique, 17 layered DNN architecture for segmenting brain 
tumors. The next step involves training the altered 
MobileNetV2 design employing for extracting features. The 
most desirable characteristics were chosen in the following 
step using an entropy-based regulated technique and a M-
SVM. On the information sets from BraTS 2018 and Figshare, 
the approach that was suggested was tested. An investigation 
demonstrates that the suggested approach for classifying and 
detecting brain tumors surpasses existing techniques both 
qualitatively and in quantitative terms, with accuracy rates of 
97.47% and 98.92%, accordingly The XAI technique is then 
used to clarify the outcome. The suggested 
approach performed better than existing approaches for 
identifying and classifying brain tumors. These results show 
that the suggested method performed better in the context of 
increased quantitative assessments with better accuracy as 
well as visual appeal. 

After surgical procedures, tumors in breasts patients 
frequently experience recurring and metastases [26]. For the 
creation of accuracy therapy, forecasting a person's likelihood 
of metastatic growth and recurrence is crucial. In the present 
investigation, histopathological images that were stained with 

H&E, medical records, and information concerning gene 
expression to offer an innovative multi-modal DL forecasting 
model. To be more precise, DNN to record every image 
inhibit into a 1D incorporate vector after segmenting tumor 
spots in H&E into image segments. The probable likelihood of 
recurrence as well as metastasis for every participant was then 
predicted by the attention-getting component, which scored 
every region of the H&E-stained images and paired visual 
characteristics with a medical and gene transcription 
information gathered. All 196 cancerous breast specimens 
with concurrently accessible clinical, expression of genes, and 
H&E data from the cancer genome database to test the 
hypothesis. The geographic distributions of the collected data 
were subsequently maintained among the two databases by 
centralized collection as the specimens were split into the 
training and testing sets in a ratio of 7:3. On the evaluation set, 
the multi-modal model outperformed those that relied merely 
on H&E image, arranging the information, and medical 
information, each achieving an AOC value of 0.75. This 
research could potentially be useful in the clinical setting to 
determine individuals with breast cancer who are at high risk 
for responding well to following surgery adjuvant therapy. 

A neurodegenerative condition known as Alzheimer's 
disease (AD), it affects numerous individuals all over the 
world [27]. Although AD remains one of the most prevalent 
brain disorders, it can be challenging to identify, and in order 
to distinguish comparable trends, it needs a classification 
depiction of its features. Neural networks are commonly used 
in research to address increasingly difficult issues, including 
AD detection. Researchers and scientists without specialized 
expertise in artificial intelligence see those methods as well-
understood and even sufficient. Therefore, it is crucial to find 
a detection technique that is both fully automated and simple 
for non-AI specialists to utilize. To quickly streamline the 
creation of neural networks and consequently democratize 
artificial intelligence, the approach should determine effective 
settings for the modeling variables. Multi-modal medical 
image fusion also provides deeper multimodal characteristics 
and a better capacity for information representation. For more 
precise diagnostics and more effective therapy, a fusion image 
is created by combining pertinent and related information 
from many input images. In order to diagnose Alzheimer's 
disease, the present research introduces a MultiAz-Net, a 
novel optimized ensemble-based deep neural network learning 
model that incorporates heterogeneous data gathered from 
PET and MRI scans. The study provides an automated method 
for anticipating the early start of AD according to 
characteristics identified from the fused data. The suggested 
structure involves three steps: picture fusion, feature 
extraction, and classification. A multi-objective optimization 
technique called the Multi-Objective Grasshopper 
Optimization technique (MOGOA) is provided to optimize the 
MultiAz-Net's layers. To do this, the required functions of 
objectives are enforced and the appropriate values for the 
proposed variables are looked for. Using the openly accessible 
Alzheimer neuroimaging dataset, the suggested deep ensemble 
model was empirically evaluated to complete four tasks for 
grouping Alzheimer's illness, three binary categorizations, 
along with a multi-class categorization task. 
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III. PROBLEM STATEMENT 

Limited diagnostic accuracy results from traditional 
machine learning methods' inability to fully grasp the 
subtleties found in multimodal medical data. As each modality 
offers distinct insights into a patient's status, it has become 
clear that it is necessary to combine different sources of 
information, such as pictures and clinical data. The accuracy 
of diagnosing various medical disorders might be greatly 
increased by creating an integrated framework that smoothly 
integrates multiple modalities. Additionally, DNNs' 
performance in image analysis tasks points to their promise in 
this situation. On the other hand, over fitting and 
unsatisfactory outcomes frequently arise from training DNNs 
from scratch on scant medical data. Therefore, there is a need 
for a technique that efficiently uses transfer learning to adapt 
pre-trained models to medical diagnosis tasks while 
maximizing the use of multi-modal data. The development of 
appropriate data fusion strategies that capture the 
complimentary information provided by each modality is 
necessary for the integration of multi-modal data. 

To guarantee an effective translation of pre-trained models 
to the medical domain, where the data distribution may differ 
greatly from general datasets, transfer learning algorithms 
must be developed. Choosing the right neural network 
topologies and optimization techniques to handle the 
complicated, high-dimensional medical data is also essential. 
The suggested framework should also take into account the 
ethical ramifications of using AI in medical diagnosis, 
including transparency and interpretability. This study's main 
goal is to provide a novel method for precise medical 
condition detection utilizing multimodal data that blends 
transfer learning and deep neural networks. The suggested 
framework seeks to intelligently leverage the pre-trained 
knowledge from other domains and efficiently incorporate 
various medical data sources in order to get beyond the 
constraints of existing machine learning approaches and 
increase diagnosis accuracy. The research's ultimate goal is to 
advance the area of medical diagnostics by enabling more 

accurate and early illness identification, which can enhance 
patient outcomes and make healthcare systems more effective 
[28]. 

IV. PROPOSED TL-DNN FRAMEWORK 

The methodology involved using an image dataset from 
Kaggle that contained images from various stages of AD to 
train the suggested model. Data preprocessing used the 
Gaussian filter to smooth out and reduce noise before analysis. 
The pre-trained AlexNet DNN architecture was used with 
transfer learning. The GLCM was used for feature extraction 
in order to record spatial relationships and pixel intensity 
patterns for texture data. ANN were used to extract complex 
patterns from the input data and classify diseases. Different 
metrics were also used in performance evaluation. Fig. 1 
shows the proposed methodology. 

A. Data Collection 

The effectiveness of the study would be enhanced by 
having access to a comprehensive dataset that contains a wide 
range of disorders, several imaging modalities (such as MRI, 
CT, and X-ray), and a variety of patient demographics [29]. 
Such a dataset would enable the examination of the suggested 
approach's performance across various medical diseases, 
imaging modalities, and patient groups, providing a more 
thorough evaluation of the method. It would be possible to 
evaluate how well the technique generalizes and adjusts to 
various illness presentations and demographic characteristics 
using this extensive dataset, which would eventually increase 
its potential usefulness and relevance in real-world clinical 
settings. The intended database originated from a publicly 
accessible Kaggle repository [30]. These MRI images of the 
brains of individuals who are Very Mildly Demented (VMD), 
Moderately Demented (MOD), Non-Demented (ND), and 
Mildly Demented make up this dataset. An image dataset that 
included images from various stages of AD was used to train 
the suggested model. Table I shows the overall amount of 
image samples used as input after enhancement, broken down 
by class. 

 
Fig. 1. Proposed methodology.
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TABLE I. DATASET PARAMETERS 

Mental State No. of image samples 

VMD 1792 

MOD 1024 

ND 2560 

MD 1017 

B. Multi-Modal Data Fusion using Autoencoders 

AI-driven multi-modal data fusion approaches have 
evolved as a way to tap into the deep insights contained in 
these diverse sources. Utilizing autoencoders, a kind of neural 
networks created expressly for unsupervised feature learning 
and data reduction, is one well-known strategy in this field. 
Autoencoders provide a strong foundation for multi-modal 
data fusion since they are typically used for dimensionality 
reduction and data reconstruction tasks. They serve as 
modality-specific encoders in this situation, extracting unique 
patterns and characteristics from each data source. The models 
may learn representations that capture modality-specific 
information while abstracting away noise and unnecessary 
features by training distinct autoencoders for each modality. In 
order to merge the encoded representations from various 
modalities, a shared latent space must be created, and this is 
where the multi-modal fusion's key challenge resides. The 
model may learn shared characteristics and relationships that 
might not be obvious in individual modalities alone by using 
this joint space as a bridge to enable the integration of 
modalities. The constraints presented by multi-modal medical 
data, where complicated interrelationships frequently 
influence diagnostic findings, are well matched with the 
flexibility of autoencoders in capturing nuanced connections. 

The possibility for higher data quality is one of the 
intrinsic benefits of utilizing autoencoders for multi-modal 
fusion. Autoencoders naturally filter out unimportant 
fluctuations by condensing noisy and high-dimensional input 
into a latent space, improving the signal-to-noise ratio. This 
can result in conclusions that are more reliable and 
generalizable, especially when working with noisy medical 
data. The clinical relevance and interpretability of multi-modal 
data fusion employing autoencoders ultimately determines its 
effectiveness. The combined representations should increase 
diagnostic precision while also giving doctors useful new 
information. Making sure that the AI-driven fusion effectively 
integrates with medical expertise and decision-making 
involves translating these learnt qualities back into clinical 
words that can be understood by patients. 

C. Preprocessing 

Applying a Gaussian filter to an image as part of 
preprocessing it with a Gaussian function helps to smooth it 
out and reduce noise. The Gaussian function, a mathematical 
function that has a bell-shaped curve, serves as the filtering 
operation's kernel or mask. A Gaussian kernel is used in the 

filter's operation, and each pixel is given a weight based on 
how close to its neighbors it is. The values of the Gaussian 
function at each point along the kernel are used to calculate 
the weights. The degree of image smoothing can be altered by 
modifying the Gaussian filter's parameters, such as the kernel 
size and standard deviation. Smaller kernel sizes and lower 
standard deviations preserve finer details while larger kernel 
sizes and higher standard deviations result in more extensive 
smoothing. A preprocessed image with less noise, fewer high-
frequency details, and a smoother overall appearance is the 
end result. A common preprocessing method in image 
processing, Gaussian filtering is especially beneficial for tasks 
like demising, feature extraction, and improving image 
quality. Below is the equation for the Gaussian function. 

 ( )   
 

√    
  

  

      (1) 

Where the standard deviation of the distribution is denoted 
as  . The distribution is assumed to have a mean of 0. 

D. Employing Transfer Learning for training the Dataset 

1) Pre trained model – AlexNet: A convolutional network 

framework that has already been trained is called AlexNet. 

Transfer learning is the process for employing an 

approach that has been trained, and it is currently widely 

employed in applications that employ DL. In the suggested 

technique, the study employed an updated form of this 

AlexNet framework. AlexNet is an eight-layer structure with 

accessible variables, five of which comprise layers of 

convolution that combine maximum pooling with three layers 

that are completely interconnected. ReLU is a nonlinear 

function of activation that is present in every layer. Images 

obtained from the Pre-processed layers are retrieved by the 

network inputs layer. Pre-processing, which may be 

performed in a variety of methods, such as by enhancing 

specific image characteristics or decreasing the image, is an 

essential phase in order to produce appropriate datasets. Image 

scaling is a necessary procedure since images come in a 

variety of sizes. As a result, images were reduced in 

dimension to 227 * 227 * 3, where 227 * 227 denotes the 

input images' height and breadth and three indicates the total 

amount of channels. 

The approach incorporates the previously trained CNN 
network as well as AlexNet, which has a significant influence 
on contemporary deep learning techniques. After being 
modified to accommodate the needs, this CNN network was 
used to feed the preprocessed images to the suggested 
AlexNet transfer learning system. The resultant of 
the categorization layer, completely interconnected layer, and 
softmax layer constitute three substantially adjusted layers in 
the design that correspond to the issue specification. Fig. 2 
depicts the altered network utilized for transfer learning.
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Fig. 2. Pre trained transfer learning model.

Although the subsequent modification layers are learned 
with Alzheimer datasets, the first five segments of the 
network, which had been trained employing AlexNet, become 
unchanged. The remaining three sections are set up 
to categorize the images into their specific category labels 
based on the resultant labels assigned to each class. The 
dimensions of the results, which is made up of several 
categories, is one of the input variables for completely 
interconnected layers. A completely linked layer's generated 
size is equal to the entire quantity of labelled classes. Softmax 
functions are applied to the data provided using softmax 
layers. A layer that is completely connected is used for 
acquiring the class-specific characteristics needed to 
distinguish across categories, whereas a layer made up of 
convolutions represents generalized visual characteristics like 
edge recognition throughout training. As a result, the class-
specific characteristics are adjusted for fully linked layers. 
To categorize images into several classes, the suggested model 
is trained employing multi-class labelling of Alzheimer's 
disease. 

Numerous variables can be utilized for preparing the 
system for training, or there are other training choices that can 
be provided. The remaining three layers of AlexNet—fully 
interconnected layers, outputs categorization layers and 
SoftMax layers—are not included in the extraction process 
since they are not necessary for transfer learning. 

The following variables can be utilized as training 
alternatives: learning rates, the amount of iterations, the rate of 
validation, and the total amount of epochs. 

The different components of CNN are in responsibility for 
extracting the universal properties from the images, which are 
referred to as the domain of origin. The resulting learning 
characteristics can then be applied to determine 
and categorize a variety of additional operations, such as the 
identification of Alzheimer's disease. Customized generated 
models that may be utilized for validation are positioned on 
clouds. The approach that has been trained evaluates each 
image and classifies them according to their corresponding 
categories, which are MD, MOD, VMD and ND. The trained 
system has precisely the characteristics for image processing 
that it obtained throughout the training phase. Thus, it was 
shown that the effectiveness of Alzheimer's disease 
recognition is influenced by the identification of Alzheimer's 
disease phases in individuals and the transfer of information 
from big datasets. 

E. Feature Extraction using GLCM 

By computing various statistical measures from the GLCM 
matrix, different facets of the image texture can be captured 
during feature extraction. These measurements, also referred 
to as GLCM features or texture features, offer numerical data 
about the spatial relationships between gray-level values in an 
image. 
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1) Energy: By adding up the squared values of each 

component in the GLCM matrix, the energy also known as the 

angular second moment or uniformity is determined. It gauges 

the texture of the image's overall intensity or contrast. While a 

lower energy value reflects a more complex or heterogeneous 

texture with variations in gray-level values, a higher energy 

value denotes a more homogeneous texture where the gray-

level values are evenly distributed. 


p q

qpNE 2)},({

        (2) 

Where the images are denoted as N, and the image's 
squares with grey levels are labeled as (p, q). 

2) Contrast: In terms of the variations in their grey levels, 

contrast quantifies the intensity contrast between pixel pairs. It 

displays how much local variation or abrupt texture transitions 

there are. Low contrast values imply a more uniform or 

smooth texture, while high contrast values suggest significant 

differences between adjacent pixel pairs. 

 
   









q q qI

y

I

p

I

q

qpNyC
0 1 1

2 ),(

  (3) 

I stand for the grayscale of the images, N for the images, 
and (p, q) for the square of an image's grayscale. 

3) Correlation: Correlation measures how closely the 

linear associations between the gray-level values of adjacent 

pixels are related to one another. It shows how the values of 

the grey levels vary consistently or predictably between 

adjacent pixels. A stronger or more nonlinear relationship 

between the gray-level values is indicated by a higher 

correlation value than by a lower correlation value. 
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In the images, the values of mean, as well as standard 
deviation, are µu, µv,            are characterized as row and 

column. 

4) Entropy: The amount of information or uncertainty 

related to the texture is measured by entropy. It displays the 

distribution of gray-level values among adjacent pixel pairs. A 

texture with a higher entropy value is more varied or 

heterogeneous, with dispersed and unpredictable gray-level 

values. A lower entropy value, on the other hand, denotes a 

more regular or uniform texture, where the values of the grey 

levels are concentrated or predictable. 
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F. Classification using DNN 

DNN have an intricate network model and adhere to the 
same structure as standard ANN. It aids in the development of 

models and the clear definition of complex structure. It has 'n' 
layers that are hidden that analyze information obtained from 
the layer preceding it, which is referred to as the initial layer. 
Following every moment, the rate of errors of the input 
information is going to be gradually lowered by changing the 
weights for every node, back promoting the network's 
structure and continuing until it achieves improved outcomes. 
In the input layer, any amount of the inputs can be designated 
as input nodes. In order to intensify the conditioning analyze, 
DNN typically has multiple nodes than the data it receives 
from the layer. As distinct nodes for output in the layer that 
produces the results, any amount of generates can be stated. 
The total quantity of points in the data for input and output, 
bias, developing rate, starting weights for modification, the 
amount of hidden layers, the total number of nodes in each 
hidden layer, and prevent the requirements for stopping the 
operation of the times are considered to be the variables that 
are utilized by the DNN. In order to prevent network leads to 
from being invalidated discrimination value is typically set to 
1 in any neural network design. Additionally, the rate of 
learning is set to 0.15 by standard and is later arbitrarily 
impacted through trial and error to produce different results 
compared to the equation. The system can determine the 
beginning weights of the nodes at arbitrary, modify it 
throughout replication by determining its error rate, and 
modify it frequently after every phase. The amount of inputs 
and the dimension of the information determine the amount of 
secret layers as well as node locations in each hidden layer. 
Both the system reaches the ideal amount of periods or the 
anticipated outcome from the approach to learning is realized 
is referred to as the network's removal state. It requires a 
greater amount of resources to train the computational 
framework if there are more sections and node locations in the 
framework. 

1) Artificial neural network: ANN can be used to classify 

cases of AD. An example of a ML model is an ANN, which 

takes inspiration from the design and operation of neural 

networks in biology. They are made up of interrelated 

"neurons," or nodes, organized in levels. Every neuron takes 

in information, uses a stimulus to create an output, and 

subsequently sends the result to the neural layer below. Fig. 3 

shows the architecture of ANN. 

 
Fig. 3. Architecture of ANN. 
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To avoid the biased impact caused by the input data due to 
the different ranges, each input distinctive,         , had 
been normalized inside the same range [y, a]. Let's say an 
additional range is defined as [y, x]. Let      and 
     represent the upper and lower bounds of the concept's 
natural range. The distinctive values    within the range of 
values [y, x] could be normalized using the formula that 
follows symbolized as   . 

  
  

(   )(       )

         
    (6) 

A symmetrical function has x and y parameters of 0.1 and 
0.9, respectively, whereas a tangent hyperbola function has x 
and y coordinates of 0.9 and 0.9 in both cases. The 
symmetrical function is shown below. 

 ( )        (  )         (7) 

The highest and lowest values of the hyperbola's tangent 
activating function were limited to [-1, 1], while the highest 
and lowest values of the symmetrical function had been 
limited to [0, 1]. The tangential hyperbolic function of 
activation is shown in Eq. (3). 

 ( )           (  )      ( )      ( )  (8) 

This limits the network's expected output for symmetrical 
and hyperbolic angular functions of activation, respectively, to 
[0, 1] and [1, 1]. On the contrary hand, the system's outputs 
don't accurately reflect the data’s true worth. The output value 
has to be changed to its actual value,    using the following, 

  
        

    

   
   (9) 

Equations 10 and 11 calculate the generalization error 
using the summation squared errors (SSE) and regression 
analysis error (R2): 

                        ∑(  
    )

       (10) 

                       ∑(  
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  ∑(  
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Where b is the measurement value of the evaluation 
sequence t and    is the average of the data collected. 

V. RESULTS AND DISCUSSION 

The methodology involved training the suggested model 
using an image dataset from Kaggle that included images from 
various stages of AD. Before analysis, noise in the data was 
smoothed out and reduced using the Gaussian filter. Transfer 
learning was used in conjunction with the pre-trained AlexNet 
DNN architecture. In order to capture spatial relationships and 
pixel intensity patterns for texture data, the GLCM was used 
for feature extraction. ANN were used to classify diseases and 
extract intricate patterns from the input data. Additionally, 
various metrics were applied when assessing performance. 

A. Accuracy 

The system model's overall performance is assessed using 
accuracy. Essentially, it is the notion that each encounter will 
be accurately predicted. Accuracy is provided in equation 
(12), 
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TABLE II. COMPARISON OF ACCURACY 

Method Accuracy (%) 

Inception V4 [31] 73.75 

Landmark based feature extraction [31] 79.02 

ADDTLA  [31] 91.7 

TL-DNN 99.32 

The accuracy of the suggested TL-DNN and the existing 
methods is shown in Table II. Due to its accuracy value of 
99.32%, the suggested method is determined to be more 
effective than the others. The accuracy is shown in Fig. 4. 

 
Fig. 4. Comparison of accuracy. 

B. Precision 

Besides to being correct, precision also refers to how 
closely two or more calculations resemble one another. The 
relationship between accuracy and precision demonstrates 
how repeatedly a finding can be made. Equation (13) can be 
used to calculate precision. 
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C. Recall 

Recall is the proportion of all pertinent results that the 
methods were effectively sorted. The ratio among the true 
positive and false negative values is used to calculate the 
appropriate positive for those numbers. It is referred to in 
equation (14). 
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D. F1-Score 

The F1-Score formula combines recall and accuracy. 
Precision and recall are used to calculate the F1-Score that is 
given in equation (15). 

         
                  

                
   (15) 

TABLE III. COMPARISON OF PERFORMANCE METRICS 

Method Precision (%) Recall (%) F1-score (%) 

DNN [32] 97 97 97 

SMO [32] 94.1 93.9 96.3 

LDA [32] 95.7 95.5 95.5 

KNN [32] 89.2 86.4 86.6 

TL-DNN 98.12 98 98.5 

Table III compares the precision, recall, and F1-score of 
current methods with the suggested TL-DNN. The precision 
of the recommended TL-DNN is higher than that of the other 
approaches. In Fig. 5, it is shown. 

 
Fig. 5. Performance Metrics. 

E. Miss Rate 

A binary classification model's effectiveness is measured 
by the miss rate, also referred to as the false negative rate or 
Type II error rate. It calculates the percentage of positive 
instances that the classifier actually classifies as negative. 
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The miss rate of the proposed TL-DNN is compared with 
the miss rate of other methods, which is given in Table IV. 
The miss rate of TL-DNN is 5.1% which lower than other 
methods. It is represented in Fig. 6. 

F. Area Under the Receiver Operating Characteristic Curve 

(AUC-ROC) 

The area under the ROC curve is known as the AUC. It 
evaluates the classifier's overall performance in separating the 

two classes while taking into account all potential 
classification thresholds. A classifier's performance is 
graphically represented by the ROC curve. Fig. 7 depicts the 
AUC-ROC. 

TABLE IV. COMPARISON OF MISS RATE 

Methods Miss Rate (%) 

Inception V4 [31] 26.25 

Landmark based feature extraction  [31] 20.98 

ADDTLA  [31] 8.3 

TL-DNN 5.1 

 
Fig. 6. Comparison of miss rate. 

 
Fig. 7. Area under the receiver operating characteristic curve. 

G. Discussion 

The end result discusses how various metrics can be used 
to evaluate a system model's effectiveness when performing 
binary classification tasks. Evaluation of the accuracy, 
precision, miss rate, recall, F1-score, and area under the 
receiver operating characteristic curve (AUC-ROC) are the 
main considerations. Accuracy is a binary classification metric 
that shows how frequently the model predicts correctly. The 
accuracy of various methods is compared in the table and 
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figure, with TL-DNN having the highest accuracy (99.32%). 
Less false positives are implied by higher precision. 
Comparing precision, Table III shows that TL-DNN has the 
highest precision (98.12%). The miss rate for the TL-DNN is 
the lowest (5.1%). The F1-Score and recall values achieved by 
TL-DNN are 98% and 98.5%, respectively. The outcome 
offers a thorough analysis of the model's performance using a 
variety of metrics, enabling a thorough evaluation of its 
efficiency in the binary classification task. The outcomes 
demonstrate that the TL-DNN method performs remarkably 
across a variety of evaluation metrics. 

VI. CONCLUSION 

For accurate medical disease diagnosis using multimodal 
data, the combination of TL and DNN shows to be a highly 
effective and promising approach. This study effectively 
illustrates the potential to improve diagnostic precision by 
utilizing information from pre-trained models and imaging 
data sources. Even with little training data, the model can 
generalize to different medical specialties and diseases by 
using transfer learning. Due to its robustness and 
dependability in diagnosing medical conditions, this integrated 
approach has a lot of potential for use in the real world. The 
model's achieved high generalization and accuracy highlight 
its practical value in aiding medical professionals in making 
prompt and accurate diagnoses. This strategy can result in 
better treatment choices, better patient outcomes, and possibly 
lower healthcare costs by accurately diagnosing diseases. 
Despite these noteworthy developments, there are still some 
issues that need to be resolved. Maintaining the model's 
performance in real-world medical settings requires careful 
consideration of data quality and mitigating potential biases. 
This study offers insightful information into the field of 
medical disease diagnosis and demonstrates the enormous 
potential of fusing DNN and TL. The deployment of 
extremely precise and trustworthy diagnostic tools that will 
revolutionize medical procedures and have a big impact on 
patient care by overcoming obstacles and further improving 
the strategy. Innovative and ethical solutions to benefit 
patients and the healthcare industry as a whole will be 
developed as the field of artificial intelligence in healthcare 
develops as a result of ongoing research and collaboration 
between AI experts and healthcare professionals. The legal 
implications of utilizing AI in medical diagnosis, including 
transparency, interpretability, and possible biases, are not 
adequately covered in the research. The investigation of other 
designs that can perhaps produce superior results may be 
constrained by the employment of a specific neural network 
architecture (AlexNet). 
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Abstract—Digital educational games (DEGs) are effective 

learning tools for subjects related to science, technology, 

engineering, and mathematics (STEM), yet they are still not 

widely used among students. Existing instruments typically assess 

player experience (PX) and acceptance separately, even though 

both are essential DEG evaluations that can be merged and 

analyzed concurrently in a thorough manner. This study, 

therefore, proposes an integrated instrument called DEGAPX 

that combines fundamental technology acceptance factors with a 

broad range of PX criteria. The proposed instrument can be used 

by educators and game designers in the selection and 

development of DEGs that satisfy the needs of target users. This 

article describes the process of developing the scale instrument 

and validating it through two rounds of expert judgment and 

among students after using three DEGs related to STEM. The 

proposed instrument, which comprised 15 constructs measured 

by 67 items, was proven to be reliable and valid. 

Keywords—Game; education; acceptance; experience; stem 

I. INTRODUCTION 

The complexity of the modern world, which necessitates 
that the workforce be prepared with the knowledge and 
abilities to tackle cross-disciplinary problems, is argued to 
make science, technology, engineering, and mathematics 
(STEM) education necessary [1]. In contrast to the growing 
demand, there have been fewer STEM graduates in many 
countries [2]. STEM-related degrees accounted for six out of 
ten of the educational programs, with the highest percentage of 
dropouts among 44,406 students at 20 Malaysian public 
institutions [3]. A universal concern in education is learner’s 
lack of enthusiasm in STEM fields. 

The use of modern pedagogical approaches such as 
educational gaming technologies has been advocated by 
academics as a way to improve students’ interest, engagement, 
and performance in learning [4], [5]. Among 408 university 
students in Malaysia, more than 60% of them prefer using 
online games to supplement their studies because they believe 
games can make their learning more enjoyable [6]. 

Moreover, it has been demonstrated that game-based 
learning applications may improve learners’ understanding, 
interconnection, and exploration of scientific and mathematical 
concepts. This instructional tool can give students 

opportunities for experiential learning that let them apply the 
concepts learned in the classroom to actual situations while 
also developing their creativity, critical thinking, and problem-
solving abilities [7]. Furthermore, the COVID-19 pandemic 
highlights the importance of educational technologies like 
DEGs as a preparation for an unpredictable future that may 
require remote instruction. These technologies enable the 
acquisition of knowledge and skills outside of the classroom 
[8], [9]. 

Digital educational games (DEGs) are online or offline 
applications in electronic devices that integrate fun and 
educational elements [10]. This technology is anticipated to be 
widely used and accepted because current learners are people 
who have grown up with a heavy reliance on the internet and 
other information technologies such as digital games [11]. It 
has been shown that around 80% of all internet users 
worldwide between the ages of 16 and 44 play video games in 
the year 2022 [12]. Therefore, DEGs are useful and pertinent 
technological applications that can support students’ learning. 

Although DEGs offer great promise and are a good fit for 
today’s learners, they have not yet received widespread 
acceptance. Game developers face challenges in creating 
successful, well-received DEGs since they are more difficult to 
design than commercial entertainment games due to the need to 
serve both educational and recreational goals [13]. Numerous 
DEGs have fallen short of the expectations placed upon them 
in terms of learning or enjoyment outcomes [14]. 

With the growth of DEGs, more research is required to 
assist game developers, instructors, and policymakers in the 
design, development, selection, and implementation of DEGs 
that satisfy students’ preferences as the key target users. When 
an information system is widely adopted by the intended 
audience, it can be considered successful [13]. Although there 
has been various researches that investigate the predictors of 
DEG acceptance, a systematic literature review shows that 
most of them primarily concentrate on technological 
acceptance viewpoints, which are insufficient to fully 
comprehend students’ preferences for DEGs [15]. 

Given the distinctive and complex features of DEGs, a 
variety of player experience (PX) factors that contribute to 
players’ pleasure should be incorporated into the acceptance 
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model and instrument since it can affect users’ decisions to 
utilize the technology [16]. Existing studies normally evaluate 
DEG acceptance and PX separately [19]. Performance 
expectancy, effort expectancy, and social influence are 
prevalent characteristics of technology acceptance [17], [18]. 
By incorporating PX factors, the assessment of acceptance can 
be expanded to include crucial DEG design features such as 
enjoyment, relevant content, feedback, and challenges. 

Hence, the purpose of this research is to present an 
inclusive DEG acceptance instrument called DEGAPX that 
integrates PX factors. The instrument is crucial and helpful in 
designing and developing potentially popular DEGs. The 
instrument can be used by DEG developers to adapt the design 
that suits users’ needs to boost the likelihood of DEG success. 
The instrument can also be utilized as a guide by instructors 
when identifying which DEGs could appeal to their students. 
The subsequent sections of this paper comprise a literature 
review, methods, results, and discussion, followed by a 
conclusion in the last section. 

II. LITERATURE REVIEW 

A. Digital Educational Game Acceptance Factors 

According to Dillon and Morris [20], acceptance refers to 
the willingness of individuals to use an information system that 
has been created for them. Current approaches to technology 
development and adoption have considered the requirement for 
predictive measures of users’ likely usage in order to judge the 
success of a technology. The technology may be deemed 
unsuccessful if the majority of the population rejects it. By 
analyzing the data obtained for the measurement scales in 
questionnaires, previous studies have frequently been able to 
forecast and explain why people want to use a particular 
technology [17], [18]. 

One of the most well-known theories for predicting human 
behavior when it comes to probable technology acceptance or 
rejection is the unified theory of acceptance and use of 
technology (UTAUT). The theory combines eight other 
renowned theories such as the technology acceptance model 
(TAM) for explaining and forecasting technology usage [18]. 
Three independent variables in UTAUT namely performance 
expectancy, effort expectancy, and social influence predict 
behavioral intention that affects use behavior. 

UTAUT had previously been used to investigate what 
criteria led Malaysian university students to choose DEGs for 
learning programming [21]. In place of social influence and 
facilitating condition variables from the original UTAUT 
model, the research added attitude, self-efficacy, enjoyment, 
and anxiety. With the exception of self-efficacy and anxiety, all 
other independent variables were seen to have a substantial 
impact on students’ intention to utilize the DEG. The use 
behavior construct was left out with justification that DEG was 
still a relatively new technology in the area where the study 
took place and the students were still unfamiliar with it. 

Wan et al. [22] look into what influences undergraduate 
students’ acceptance of six digital board games and their ability 
for independent learning. The instrument was derived from the 
integration of UTAUT with flow theory as well as the 
motivated strategies for learning questionnaire (MSLQ). To 

identify the causes of primary school students’ intentions to 
continue using mobile games for learning mathematics, another 
study also made an effort to combine multiple theories such as 
flow theory and the game-based learning model [23]. 
Nevertheless, the only variable from technology acceptance 
was the ease of use. 

B. Digital Educational Game Player Experience Factors 

According to ISO 9241-210:210 (clause 2.15), user 
experience (UX) is defined as the way a person feels and 
behaves after using or anticipating the use of a system, product, 
or service. For digital educational games (DEGs), UX is 
sometimes referred to as player experience (PX). Assessment 
of PX broadens game usability evaluation by focusing on 
meaningful and enjoyable experiences of users rather than only 
getting rid of technological barriers [24]. 

PX is a crucial factor in determining how long a person will 
play DEGs which will determine the DEG’s success [25]. 
When a game has a strong PX, consumers are more likely to 
play it frequently, stay engaged for a longer duration, and 
recommend it to others [26]. Despite the wide variety of 
learning games available today, some of them are unattractive 
to consumers and have low retention rates, as consumers get 
bored after a few gaming sessions [27]. The absence of 
elements that can improve PX may be one of the causes. 
Consumers may lose interest when their playing experience 
falls short of their expectations. Therefore, it is critical to 
include PX in DEG evaluation. 

There have been many different methods for evaluating 
PX, including questionnaire scales, field studies in real-world 
settings, lab studies, and online studies where participants can 
be anonymous [28]. Since studies on the variables that 
determine user acceptance generally use measurable constructs 
evaluated using Likert scale questionnaires, prior literature that 
assessed PX in DEG using a similar method was reviewed. The 
PX factors derived from those studies can then be analyzed in 
the same manner as the acceptance factors without any 
problems. 

One of the most popular measurement scales used by 
researchers to gauge how consumers feel while playing games 
is the game experience questionnaire (GEQ) [29]. Seven 
different factors are measured by the questionnaire’s items, 
including the positive affect (enjoyment), negative affect, flow, 
challenge, tension, as well as sensor and imaginative 
immersion, which relates to a rich gaming experience, 
beautiful design, and engaging game plot. However, there were 
no learning-related factors in the GEQ scale. 

Nagalingam et al. [31] proposed one of the recent 
instruments to thoroughly assess PX in digital learning games 
called the educational game experience (EDUGX). The 
instrument which had been reviewed by experts and tested 
among 273 computer science diploma students, had 
demonstrated content validity, internal consistency, convergent 
validity, and discriminant validity. There were six components 
to the instrument including immersion, usability, flow, player 
context, and learnability, each of which was broken down into 
a number of sub-components. The immersion component 
gauges how invested individuals feel in the game they play, 
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whereas usability measures the extent to which players found 
the game to be effective and satisfying. On the other hand, 
learnability represents the educational aspect of the game; 
player context pertains to the user background and the social 
interaction that the game supports, while flow indicates the 
state of total focus. 

III. METHODS 

A. Instrument Development 

The development of the DEGAPX scale instrument for this 
research follows the guideline by DeVellis [32], where the first 
step entails reviewing theories from past studies relevant to the 
research objective. Since this research intends to propose a 
comprehensive instrument for measuring the acceptance of 
DEGs with the integration of PX components, constructs that 
evaluate DEG acceptance and PX in prior studies were 
identified from two separate systematic literature reviews [15]. 

1) Determination of constructs: Performance expectancy, 

effort expectancy, and social influence are the constructs in 

UTAUT by Venkatesh et al. [18] which had been proven by 

many studies to have an impact on students’ intention to use 

DEGs [22], [33], [34]. Hence, this study chooses these three 

constructs together with behavioral intention from UTAUT to 

represent the core technology acceptance constructs in the 

proposed DEGAPX instrument. 

From the review of PX constructs used by scholars [27], 
those proposed by Nagalingam et al. [31] in the EDUGX 
framework can be considered for this research since they were 
developed after taking into account diverse PX criteria in other 
studies. However, some adjustments were made. 

For instance, EDUGX [31] and the frameworks in other 
existing research [35], [36] used a control factor to assess the 
extent of freedom felt by players over the game menu, 
character movement, actions, and strategies. Since DEG is an 
instructional tool, this study decides to transform the construct 
into a learning control construct that focuses on players’ 
perceptions of control over their learning recovery, problem-
solving approaches, and ability to choose the game content that 
they want to learn and the difficulty level. 

Apart from that, under the game usability component in 
EDUGX [31], operability was defined as the game 
performance including its accessibility, ease of use, and lack of 
technological glitches, while understandability was defined as 
the game’s messages, functions, inputs, and outputs being 
simple to understand. On the other side, the game system sub-
component indicated how well a gaming gadget operated in 
terms of being simple and comfortable to use. These revealed 
that operability, game system, and understandability from the 
EDUGX framework [31] and effort expectancy from the 
UTAUT model [18] were comparable. Therefore, this research 
chose to use the effort expectancy construct to cover the game 
usability measurement items in EDUGX. In addition, 
knowledge improvement under the learnability component of 
EDUGX is similar to the UTAUT model’s performance 
expectancy construct, which measured the game’s capacity to 
enhance students’ learning performance. 

As a result, 14 constructs were considered for this study, as 
shown in Fig. 1, including performance expectancy, effort 
expectancy, social influence, and behavioral intention from 
UTAUT [18], as well as learning relevance, attractiveness, 
enjoyment, challenge, clear goal, learning control, social 
interaction, feedback, concentration, and immersion modified 
from EDUGX [31] for player experience measurement. 

 

Fig. 1. Definition of the 14 constructs in the DEGAPX instrument that 

integrates technology acceptance and player experience measurement. 

2) Determination of items and measurement format: After 

a thorough examination of the validated items used in prior 

studies, a scale which consisted of 87 items in total was 

generated to measure the constructs in the DEGAPX 

instrument. Some items were modified from previous research 

to suit the context of this study. New items were also 

proposed, including those under the performance expectancy 

construct that measure the perception of students on their 

STEM learning and skill improvement through the DEG. 

For the format of responses, students were required to 
indicate their agreement on each questionnaire item using the 
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five-point Likert scale with 1 (strongly disagree), 2 (disagree), 
3 (not sure), 4 (agree), and 5 (strongly agree). The instrument 
questions were prepared in Malay, as well as in English 
language as the respondent’s first and second language, 
respectively. The instrument had been proofread by an English 
lecturer with a master’s degree in Teaching English as a 
Second Language (TESL), and the Malay translation had also 
been examined by the Malaysian Institute of Translation and 
Books (ITBM) to ensure accurate translation. 

B. Content Validation through Expert Judgment 

For evaluating a new or updated measurement instrument, 
the establishment of content validity is a crucial first step 
before performing other validation techniques [37]. Based on 
the opinions of subject-matter experts, the content validation 
procedure enables researchers to acquire data on the relevancy, 
clarity, and comprehensiveness of an instrument. 

The instrument for this research was scrutinized by experts 
in the field pertinent to this research, as shown in Table I. Two 
rounds of expert review were conducted, following Polit et al. 
[38] and Tojib [37]. The documents for the expert panel were 
prepared following the detailed guideline by Elangovan & 
Sundaravel [39] to ensure that the experts understand what is 
expected of them and to facilitate the validation process. 

TABLE I.  EXPERTS PROFILE 

Expert Field of Expertise 
Years of 

Experience 

E1 Game-based learning, creative content 20 

E2 
Game design, educational technology, visual 
informatics 

19 

E3 

Educational games design and evaluation, 

acceptance and use of information system, 

usability, user experience 

15 

E4 
Human computer interaction, science, 

technology, engineering, and mathematics 
15 

E5 
Game-based learning, e-learning, learning 
technologies, gamification, augmented reality, 

virtual reality games 

15 

E6 
Technology acceptance, multimedia in 
education, augmented reality, science, 

technology, engineering, and mathematics  

15 

E7 User experience in educational games 8 

E8 Mobile application and games development 6 

E9 
Information system, technology acceptance 

and adoption 
4 

The first round involved nine experts, and the second round 
was conducted with three of the experts to validate the refined 
instrument. These numbers of experts are within the suggested 
range by Polit et al. [38]. The selection criteria for the content 
experts were those who hold a Ph.D. qualification and actively 
conduct research in the field of interest or have experience 
developing DEGs [37]. 

The content validity index (CVI) is a reliable approach to 
judge whether the content of a new or revised scale is valid. 
Another commonly used method for measuring content 
validity is the content validity ratio (CVR) by Lawshe [40]. 
The goal of the content validation for this research was to 
ascertain whether any item needed to be revised or eliminated 

based on the CVR value, the CVI value of individual items (I-
CVI), as well as whether more items were required in order to 
fully explore the construct in light of expert opinion from the 
comment section [38], [40]. 

The CVR threshold is influenced by the number of experts. 
For nine panel of experts, items that achieve the CVR value of 
0.78 and above can be retained, while the rest can be 
considered for elimination [40]. Similarly, items with I-CVI 
values are higher than 0.78 which shows that the scale has 
excellent content validity, whereas values below 0.78 indicate 
that the items need to be revised or eliminated. I-CVI can be 
calculated by dividing the number of experts who gave a three 
or four rating on a four-point relevance scale by the total 
number of experts [41]. 

Low CVI values could indicate that the operationalization 
of the underlying construct in the items was not good, or 
information and directions given to the experts were 
insufficient, or the experts themselves were biased or 
inadequately skilled [38]. Hence, a lot of effort was put to 
create high-quality items as well as to choose a strong panel of 
expert judges. CVI for the overall scale (S-CVI/AVE) can then 
be determined. While 0.80 is the minimum acceptable value for 
S-CVI/AVE, 0.90 or above is advised for a scale to be deemed 
to have great content validity [38]. 

C. Instrument Testing among Target Respondents 

It is important to conduct a pilot study among target 
respondents to determine whether a specific research 
instrument is appropriate for use without any errors or 
shortcomings before it can be employed in a larger scale 
research. The reliability and validity of the questionnaire items 
and how well respondents understood the items need to be 
judged during this stage [42]. 

The research sample consists of 14 years old students from 
a public school in Terengganu, one of the states in Malaysia. 
Approval from the Ministry of Education (MOE) Malaysia and 
the Terengganu State Education Department was requested 
before the data collection. Following that, a meeting was held 
with the school principal to obtain permission and discuss the 
schedule. All students were given a form for parental or 
guardian consent. 

The research objectives were briefly explained to the 
participants including the games that they need to play and 
evaluate, as well as the confidentiality and anonymity of their 
feedback. They were reminded of the significance of this study, 
the necessity of reading each survey question thoroughly 
before responding and to avoid providing incomplete or 
straight-lining (identical) responses. 

Three DEGs were chosen for testing, based on the 
DEGAPX instrument, such as having relevant content, clear 
goals, attractive features, and ability to improve students’ 
learning and skills pertinent to STEM. The first DEG decided 
for this research is a simulation game called Poly Bridge 2 
(https://www.polybridge2.com/) by Dry Cactus that lets 
players learn the foundations of bridge design. Players need to 
construct bridges that work well under specific conditions 
using the materials provided. 
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The second DEG in this study, RoboCo (https://roboco.co/) 
by Filament Games, requires students to design robots that can 
complete a range of tasks. Students can practice their coding 
skills using Python language when automating their robots. 
The two games, Poly Bridge and RoboCo, can help players 
become more creative as well as better at problem-solving and 
design-thinking, which are important skills in STEM. On the 
other hand, the third game, Moonbase Alpha 
(https://www.nasa.gov/offices/education/programs/national/ltp/
games/moonbasealpha/index.html) was published by NASA 
and free-to-play. Students can play alone or collaborate in a 
team with other players to repair equipment and resume 
oxygen production at the moon outpost. The screenshots of the 
three games were shown in Fig. 2. 

 

Fig. 2. The images of the three STEM DEGs used in this research. 

While some students played all three games, others 
engaged in one or two games only. They need to answer a self-
administered paper-based questionnaire after playing the game 
for about 90 minutes in the school computer laboratory. There 
were 281 valid responses obtained from students. RoboCo 
received 87 responses, Moonbase Alpha received 93 responses, 
and Poly Bridge 2 received 101 responses. 

D. Reliability and Validity Assessment from Instrument 

Testing 

Using SmartPLS 3, reliability was examined based on outer 
loading of items, Cronbach’s alpha (α), and composite 
reliability (CR). Outer loadings denote the proportion of the 
item variance that is explained by the construct, while α and 
CR assess the intercorrelation between items. 

On the other hand, average variance extracted (AVE) can 
be used to evaluate convergent validity, which refers to the 
strength of a positive correlation between items. For 
discriminant validity, heterotrait-monotrait (HTMT) can 
determine how distinct one construct is from other constructs. 
Table II showcases the criteria by Hair et al. [43]. 

Exploratory factor analysis (EFA) with principal 
component extraction and varimax rotation can also be carried 
out in IBM SPSS Statistics 27 software to assess construct 
validity. The data set is appropriate for factor analysis if the 
Keyser-Meyer-Olkin (KMO) value surpasses 0.5 with a 
significant Bartlett’s test of sphericity result below 0.05. 

TABLE II.  RELIABILITY AND VALIDITY ASSESSMENT CRITERIA BY HAIR 

ET AL. [43] 

Criteria Guidelines 

Outer loading 

- Remove items with loadings less than 

0.4 

- Retain items if their loading exceeds 
0.7.  

- Remove items with loadings between 
0.4 and 0.7 if AVE and CR can be satisfied. 

 

Cronbach’s alpha (α) 

- More than 0.70 is satisfactory. 

- Between 0.6 and 0.7 is acceptable. 

 

Composite reliability 

(CR) 
 

- Must exceed 0.70. 

Average variance 

extracted (AVE) 
 

- Must exceed 0.5. 

Heterotrait-Monotrait 

(HTMT) 
 

- Should be less than 0.9 

IV. RESULTS 

This section describes the results from the expert judgment 
and instrument testing of the DEGAPX instrument. 

A. Content Validity 

In terms of the constructs, all experts remarked them to be 
adequate in representing the whole aspect of DEG, and that 
none need to be added or removed. Thus, the proposed 14 
constructs remained. 

In light of first round of content validation results by nine 
experts for the items used to measure each construct, the CVI 
of the entire scale (S-CVI/AVE) was found to be 0.97, which 
passed the minimum acceptability limit. Five items did not 
meet the 0.78 content validity ratio (CVR) cut off, so they were 
regarded as weak in representing the particular constructs and 
can be eliminated. Some experts had issues with the items, and 
while certain research used them to measure the construct, their 
inclusion was not deemed vital since they were not included in 
other studies. 

Among 87 items in the initial pool, 65 of them can be 
accepted without any necessary changes as all of them 
displayed excellent content validity based on the I-CVI and 
CVR value and were deemed relevant and clear by the experts. 
17 items that also exceeded the 0.78 threshold for I-CVI and 
CVR, however, need to be refined according to experts’ 
comments and ratings on clarity. The improvement included 
rewording, rephrasing, elaborating, and providing examples to 
improve the comprehensibility of the items. From the experts’ 
comments, the proposed questionnaire items were deemed 
adequate, with no additional items needed. 

Poly Bridge 2 

 

Moonbase Alpha 

 
 

RoboCo 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

534 | P a g e  

www.ijacsa.thesai.org 

The modified scale underwent a second round of validation 
with the help of experts E2, E3, and E6. They were one of 
those who provided a lot of input in the preliminary round. 
With a 1.00 average scale content validity (S-CVI/AVE) score, 
the findings showed agreement on all 84 items in the revised 
DEGAPX instrument, with no additional adjustments being 
recommended. 

B. Reliability, Convergent Validity and Discriminant Validity 

During the pilot test, none of the students had any trouble 
understanding the survey questions. When 281 survey 
responses obtained were analyzed in SmartPLS 3.0, 17 items 
need to be removed to satisfy the criteria in Table II. Apart 
from that, the performance expectancy construct also needs to 
be separated into two categories based on EFA rotated 
component matrix to achieve the required value of AVE. As a 
result, the DEGAPX instrument with 15 constructs measured 
by 67 items achieved the requirement for reliability and 
validity, as displayed in Table III. The 67 items are listed in 
Table IV, with their outer loadings above 0.40. 

The suitability for factor analysis was demonstrated from 
the 0.875 value of KMO and a significant result of Bartlett’s 
test (n=281; χ

2
 = 11,997.707; d.f. = 3,486; p < 0.001). Next, the 

relationship between the constructs can be investigated to 
determine the significant predictors of STEM DEG acceptance. 

TABLE III.  RELIABILITY AND VALIDITY ASSESSMENT RESULTS 

Construct Items 
α 

(>0.6) 

CR 

(>0.7) 

AVE 

(>0.5) 

Attractiveness (AT) 5 0.808 0.866 0.566 

Challenge (CH) 4 0.711 0.820 0.533 

Clear goal (CG) 3 0.688 0.827 0.615 

Concentration (CN) 4 0.674 0.802 0.507 

Effort expectancy (EE) 7 0.842 0.881 0.514 

Enjoyment (EJ) 5 0.784 0.854 0.544 

Feedback (FB) 4 0.743 0.833 0.559 

Immersion (IM) 5 0.757 0.836 0.506 

Behavioral intention (IN) 5 0.754 0.835 0.505 

Learning control (LC) 3 0.606 0.793 0.563 

Learning performance 

expectancy (LE) 
5 0.749 0.833 0.503 

Learning relevance (LR) 4 0.728 0.830 0.553 

Skill performance expectancy 
(SE) 

4 0.729 0.831 0.553 

Social influence (SF) 4 0.675 0.803 0.507 

Social interaction (ST) 5 0.841 0.886 0.609 

TABLE IV.  DEGAPX INSTRUMENT CONSISTING OF 67 ITEMS 

Code Item Statement Loading 

Learning Relevance Construct 

LR1 DEG content is relevant to my learning need.  0.851 

LR2 The way the DEG works suit my way of learning. 0.779 

LR3 
The DEG content is connected to the other 

knowledge I already had.  
0.652 

LR4 
Most of the gaming activities are related to the 

learning task in the DEG. 
0.678 

Attractiveness Construct 

AT1 I like the general appearance of the DEG.   0.778 

AT2 I am attracted to the DEG as a whole. 0.774 

AT3 Generally, I find the DEG to be visually appealing.  0.781 

AT4 The DEG design is attractive.   0.776 

AT5 I like the graphic used in the DEG. 0.642 

Enjoyment Construct 

EJ1 I think the DEG is enjoyable. 0.836 

EJ2 
There were moments when I had fun playing the 

DEG. 
0.795 

EJ3 I find the DEG interesting.  0.782 

EJ4 
Something happened during the DEG playing session 

that made me smile. 
0.651 

EJ5 
The DEG does not become repetitive or boring as it 

progresses. 
0.592 

Challenge Construct 

CH1 
My skill gradually improves through the course of 

overcoming the challenges in the DEG.   
0.760 

CH2 
The difficulty level of challenges increases as my 
skills improved.   

0.707 

CH3 
The DEG provides new challenges at an appropriate 

pace.   
0.770 

CH4 
The DEG provides different levels or types of 
challenges, according to player’s preference. 

0.679 

Clear Goal Construct 

CG1 
Overall game goals are presented in the beginning of 
the DEG.   

0.797 

CG2 
The intermediate game goals or sub-goals are mostly 

presented at appropriate times.  
0.775 

CG3 The game goals are generally clear.  0.780 

Learning Control Construct 

LC1 
I feel a sense of control over the actions that I take to 
solve the problems or to achieve better results in the 

DEG.   

0.794 

LC2 

I feel a sense of control over the strategies that I use 

to solve the problems or to achieve better results in 
the DEG. 

0.806 

LC3 
The DEG supports my recovery from errors or 

mistakes. 
0.639 

Social Interaction Construct 

SF1 

I am able to interact with other people such as other 

players or friends or online community when playing 
the DEG. 

0.774 

SF2 
The DEG makes me interact with other people such 

as for getting help or sharing information.   
0.821 

SF3 I like to play the DEG with other people.   0.780 

SF4 
I am able to play the DEG with other players if I 

choose to.  
0.737 

SF5 I would enjoy the social interaction through the DEG.   0.786 

Feedback Construct 

FB1 I receive feedback on my game progress.  0.855 

FB2 
I receive immediate feedback on my actions in the 

DEG. 
0.780 
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FB3 
The DEG notifies me immediately when there are 

new tasks. 
0.634 

FB4 

The DEG notifies me immediately when there are 

new events. 

 

0.702 

Concentration Construct 

CN1 
The DEG provides content that stimulates my 

attention.  
0.773 

CN2 
The DEG provides various stimuli to maintain my 
attention. 

0.818 

CN3 
Generally, I am not distracted from tasks that the 

player should concentrate on. 
0.592 

CN4 I am not burdened with unrelated tasks. 0.637 

Immersion Construct 

IM1 
I can become less aware of my surroundings if I play 
the DEG for a long time.  

0.643 

IM2 
The DEG can make me temporarily forget worries 

about everyday life.   
0.788 

IM3 
I think the DEG can sometimes make me not notice 

the time passes when playing.   
0.761 

IM4 I feel emotionally involved in the DEG.  0.633 

IM5 
I think the DEG can make me spend more time 

playing than my initial plan.   
0.720 

Learning Performance Expectancy Construct 

LE1 I would find the DEG useful in my study.  0.709 

LE2 
Using the DEG would enable me to learn the related 

subject or concept more quickly.   
0.768 

LE3 
Learning through the DEG would help me to 

understand the related subject or concept better.  
0.784 

LE4 
The DEG can help me relate the knowledge learnt to 

real world situations.  
0.550 

LE5 
The DEG would allow me to relate knowledge from 

multiple learning subjects. 
0.710 

Skill Performance Expectancy Construct 

SE1 

The DEG can help me apply knowledge or skills to 

situations or practices related to technology or 

engineering. 

0.685 

SE2 The DEG can improve my skill in problem-solving. 0.742 

SE3 The DEG can improve my creativity skills.  0.722 

SE4 
The DEG can increase my ability to design, test, and 
evaluate solutions. 

0.819 

Effort Expectancy Construct 

EE1 
It is easy to learn the related subject or concept or 
skill through the DEG.  

0.656 

EE2 I find the DEG easy to use.  0.780 

EE3 Learning to use the DEG is easy for me.   0.725 

EE4 
I think it will be easy for me to become skillful at 

using the DEG.  
0.686 

EE5 
The interaction with the DEG is clear and 

understandable.  
0.695 

EE6 
The DEG rules are generally clear and 

understandable.  
0.722 

EE7 
The DEG instructions are mostly clear and 

understandable. 
0.747 

Social Influence Construct 

SF1 
People who are important to me think that I should 

use DEG. 
0.654 

SF2 I think my school will support the use of DEG.   0.614 

SF3 
I think my friend or classmate will support the use of 

DEG.   
0.757 

SF4 

My friend or classmate thinks playing DEG is a good 

idea.   
 

0.808 

Behavioral Intention Construct 

IN1 I intend to use DEG related to STEM in the future.  0.611 

IN2 
I predict I would use DEG related to STEM in the 

future.   
0.656 

IN3 I am interested to play the DEG again.  0.761 

IN4 
I plan to use the DEG to expand my learning or 

improve my skill.  
0.716 

IN5 I am willing to play the DEG frequently. 0.793 

V. DISCUSSION 

This section discusses the validated 15 constructs of the 
DEGAPX instrument and the items used to measure them. 

A. Learning Relevance 

This construct was altered from Luyt et al. [44] and Sideris 
and Xinogalos [45] with some extensions, where learning 
relevance was measured not only by players’ perceptions of 
how well the game content corresponds to their existing 
knowledge and learning needs but also by how closely the 
game activities matched the learning tasks in the DEG and 
players’ learning styles. Students in this study mostly 
participated in quiz learning games, which are effective 
educational interventions for drill-and-practice activities and 
receiving immediate performance feedback on knowledge 
learned in classrooms. Because of that, the different learning 
objectives and approaches of the three STEM DEGs in this 
study may have an impact on students’ perceptions of the 
learning relevance of the games. 

Students may perceive the STEM DEGs have a little 
amount of instructional content relevant to their prior 
knowledge since the games place more emphasis on the 
application of knowledge to solve real-world problems. In 
addition, students might not find the games meet their 
educational needs unless they already have a keen interest in 
pursuing careers pertinent to the games. Nonetheless, students 
might find the games suit their learning styles and offer 
appropriate activities, which results in items LR2 and LR4 
being added. The four items proposed, which had been proven 
to be reliable and valid can gauge how players feel about the 
DEGs’ learning relevance from various angles. 

B. Attractiveness 

This construct was judged based on the overall appearance 
and design of a DEG, particularly its virtual aesthetics, as 
derived from Phan [30] and Tao [46]. One of the experts raised 
the possibility of other multimedia forms that can fall under 
this attractiveness construct, but the proposed items were 
deemed sufficient for this research. 

There are many different types of DEG multimedia, such as 
texts, images, and animations, which would result in too many 
items if they were measured separately and could cause 
respondent fatigue when answering the survey. Future research 
that evaluates DEG with fewer constructs can include more 
items for measuring specific features of DEGs that users can 
find appealing. 
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Attractiveness had been demonstrated to have a significant 
correlation with students’ enjoyment when playing DEGs [46]. 
The suggested items are beneficial for developers to determine 
the attraction level of their game prototype designed for 
teaching and learning purposes. 

C. Enjoyment 

All experts agreed that the five items in Table IV were 
pertinent for assessing the degree of enjoyment felt by players. 
Several studies have revealed that students’ willingness to play 
DEGs is significantly influenced by their level of enjoyment 
[13], [47], [48]. Hence, this construct is one of the most 
important criteria for a successful DEG. 

D. Challenge 

The four items proposed were found reliable and valid for 
representing the challenge construct. This construct is intended 
for ensuring a DEG provides suitable challenges for players’ 
skill level, which are neither too easy, making players bored, 
nor too difficult, causing players distress [49]. RoboCo and 
Poly Bridge 2 games offer a variety of challenges, where 
players can only access the next challenge after completing the 
one before it. While some students enjoy demanding games, 
others might favor easy, relaxing games that do not require 
much mental effort. Thus, games that allow users to select their 
preferred difficulty level might appeal to a wide range of 
consumers. 

E. Clear Goal 

This research offers three items, as presented in Table IV, 
for assessing the goal clarity of a DEG as adapted from the 
validated items in prior research [30]. The items were all 
regarded as relevant by the experts and can influence students’ 
willingness to play learning games [22]. 

F. Learning Control 

It is believed that players’ learning performance can be 
enhanced when they have control over their learning in the 
game. Hence, the learning control construct put forth in this 
study embodies the assistance provided by a game for players 
to learn from their mistakes as well as the freedom to select 
their preferred course of action and problem-solving tactics. 

G. Social Interaction 

The items for this construct were modified from Phan and 
Keebler [30] and G Petri et al. [14] to measure the extent to 
which students believe the game promotes social connection, 
whether it be for knowledge sharing or help-seeking. 
Additionally, this construct gauges how much students think 
the game allowed them to play with other players if they want 
to and how much they enjoy the interaction. 

Social interaction is a wonderful game design element that 
can boost students’ enjoyment and motivate them to play a 
game repeatedly to engage with other players through 
communication, cooperation, and competition in the game. 

Not all games have a multi-player feature, but even without 
it, social interaction can still be encouraged when players can 
communicate with other people, such as when getting help or 
sharing information through an online chat room, discussion 
forums, or game-based learning activities in classrooms. 

Hence, the proposed five items listed in Table IV are generic 
enough and adequate to measure players’ perception of social 
interaction through a DEG. 

H. Feedback 

Playing a DEG will be more pleasurable if it offers 
consumers immediate feedback and informs them of their 
progress, achievements, failures, and new tasks. The four items 
in Table IV, which had been constructed based on Nagalingam 
et al. [31] and Fu et al. [35], were proven reliable and valid. 

I. Concentration 

The four items for measuring the extent of concentration 
perceived by students when playing a DEG were developed 
based on previous research [22], [35]. The items evaluate how 
much players believe a DEG does not burden them with 
unnecessary duties, does not take their attention away from 
activities they should be concentrating on, and provide a 
variety of stimuli to keep players interested. Concentration was 
established as a significant determinant of students’ 
instructional computer games acceptance [13]. Thus, it is a 
crucial factor to consider when developing DEGs. 

J. Immersion 

Immersion had been demonstrated to have a substantial 
impact on students’ intention to continue using mobile learning 
games in a previous study [23]. Hence, game creators should 
design DEGs with fun, challenging activities and interesting 
features that can make players feel immersed. Items presented 
in Table IV can be used in the assessment of a DEG since they 
appropriately reflect the immersion criteria. 

K. Performance Expectancy 

Due to the focus of this study being STEM DEGs, the 
survey items from prior research [50] were expanded to 
incorporate performance expectancy from two categories 
including knowledge and skill improvement. DEGs for STEM 
must not only facilitate and improve students’ comprehension 
and performance in learning certain concepts or topics, but also 
fostering their abilities pertinent to STEM like designing, 
creativity, and problem-solving. 

Given that performance expectancy is one of the most 
important factors in predicting whether or not students will 
accept DEGs [51], it is imperative to ensure that any DEG 
being developed for STEM will benefit students in some way 
beyond simply enhancing their academic performance. Games’ 
potential should be utilized to provide students with learning 
opportunities that go beyond a straightforward replication of 
what is taught from the pedagogical tools traditionally used in 
classrooms [52]. 

All items suggested for representing performance 
expectancy were deemed relevant by experts. The items can be 
utilized by game developers when designing games intended to 
enhance students’ learning performance and skill development. 

L. Effort Expectancy 

This construct measures the degree of ease associated with 
using DEG. Past research typically represents this construct 
with questionnaire items that gauge how simple it is to learn 
how to use a game and acquire knowledge or skills through it 
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[46], [48]. The scope of the items employed in existing 
literatures when measuring effort expectancy was widened to 
include game usability components linked to user-friendliness, 
such as unambiguous rules and instructions. 

Since many studies have shown that effort expectancy is a 
significant predictor of students’ intention to use DEGs [15], 
game developers can consider integrating various game design 
elements that encourage ease of playing and assess target 
users’ perception using the items shared in Table IV. 

M. Social Influence 

The survey questions used in existing research [18], [34] 
that typically measure social influence using items like SF1 in 
Table IV were expanded to include specific people that may 
have an influence on students, such as their school, friends, and 
classmates. Past research had displayed strong association 
between social influence and students’ intention to play DEGs 
[22][33]. Therefore, positive peer perception and school 
support towards the use of DEGs may encourage students to 
use them. Game designers can also consider utilizing 
community forums, social media pages, and advertisements 
that improve the game impression and social influence. 

N. Behavioral Intention 

The sample students of this study had never played the 
three STEM DEGs, namely Moonbase Alpha, RoboCo, and 
Poly Bridge 2, before the instrument testing. They were 
allowed to play the games for about 90 minutes before 
completing the questionnaire. The opening hour of a game is 
known to be crucial for hooking and enticing players to keep 
playing and recommend it to others. A lot of DEGs had been 
abandoned for the reason that they were not captivating enough 
to hold players’ interest. The initial user experience can have 
an impact on retention and the possibility that the player will 
suggest the game to other people. 

Hence, five items were proposed to measure students’ 
interest to play a DEG again and frequently, as well as their 
willingness to use DEGs related to STEM in the future. From 
the ratings and comments by experts, all five items were found 
to be relevant and clear for measuring the early acceptance of 
STEM DEGs among students. 

VI. CONCLUSION 

This paper describes the development of a scale instrument 
called DEGAPX and its evaluation through expert judgment 
and instrument testing. The instrument integrates technology 
acceptance and player experience (PX) factors for studying and 
understanding students’ perception of digital educational 
games (DEGs) associated with science, technology, 
engineering, and mathematics (STEM). 

Among the 15 constructs suggested in the DEGAPX 
instrument, five of them, namely learning performance 
expectancy, skill performance expectancy, effort expectancy, 
social influence, and behavioral intention, were derived from 
the unified theory of acceptance and use of technology 
(UTAUT). The other ten constructs include learning relevance, 
attractiveness, enjoyment, challenge, clear goal, learning 
control, social interaction, feedback, concentration, and 
immersion. 

The instrument with 67 items was found to be reliable and 
valid after going through two rounds of expert judgment and 
being tested among 14 years old students after they played 
three DEGs applicable to STEM, including Poly Bridge 2, 
Moonbase Alpha, and RoboCo. 

The proposed DEGAPX instrument can enrich existing 
literature on DEG acceptance and PX, especially for STEM 
education. Despite the various studies available on DEG 
acceptance, most of them concentrated largely on common 
technology acceptance factors without thoroughly taking into 
account the PX elements that are crucial in the design of 
successful DEGs. Prior research typically evaluates acceptance 
and PX separately, even though both evaluations can be 
combined and measured simultaneously in a comprehensive 
manner. Game developers can utilize the instrument proposed 
in this research for designing promising DEGs that have the 
potential to be widely received by students. 

For future work, the proposed instrument will be further 
analyzed using the partial least squares structural equation 
modeling (PLS-SEM) method to study the relationship 
between the constructs and figure out the significant 
determinants of DEG acceptance. This research contains a few 
limitations. First, because the research sample consisted of 14-
year-old Malaysian secondary two students, other research can 
improve the generalizability by widening the scope to include 
students from different education levels and learning 
institutions. This study also emphasizes students’ evaluation of 
DEGs. Future research may look into investigating the 
perception of other educational stakeholders, including parents, 
teachers, school administrators, and policymakers. 
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Abstract—Aiming at the problem of insufficient utilization of 

interactive feature information between human and object, this 

paper proposes a two-stream human-object behavior analysis 

network based on interaction feature generation algorithm. The 

network extracts human-object’s feature information and 

interactive feature information respectively. When extracting 

human-object features information, considering that ResNeXt 

has powerful feature expression ability, the network is used to 

extract human-object features from images. When extracting 

interactive features information between human and object, an 

interaction feature generation algorithm is proposed, which uses 

the feature reasoning ability of graph convolutional neural 

networks. A graph model is constructed by taking human and 

objects as nodes and the interaction between them as edges. 

According to the interactive feature generation algorithm, the 

graph model is updated by traversing nodes, and new interactive 

features are generated during this process. Finally, the humans’ 

and objects’ features information and the human-object 

interaction feature information are fused and sent to the 

classification network for behavior recognition, so as to fully 

utilize the humans’ and objects’ feature information and the 

interaction feature information of human-objects. The human-

object behavior analysis network is experimentally verified. The 

results show that the accuracy of the network has been 

significantly improved on HICO-DET and V-COCO datasets. 

Keywords—Two-stream human-object behavior analysis 

network; interaction feature generation algorithm; interactive 

feature information; ResNeXt; graph convolutional neural 

networks; graph model 

I. INTRODUCTION 

With the rapid development of science and technology, 
artificial intelligence (AI) has caused a profound impact in 
many fields [1], and its continuous improvement of related 
technologies [3] has penetrated into the application of various 
fields. In this dynamic context, research on human-object 
behavior analysis technology [5] has received increasing 
attention. How to effectively advance development of this 
technology will directly affect the application space of AI 
technology in real life. Whether it is possible to accurately and 
timely determine and analyze various interactions between 
people and objects in daily life will provide a solid and reliable 
foundation for further scene understanding and analysis, which 
will be of great value in theoretical research and engineering 
implementation. 

However, due to the large amount of information, fast 
action and multiple interaction in the interaction process of 
human-objects, the specific interaction behaviors between 

human and object cannot be accurately analyzed by utilizing all 
features, resulting in a low analysis rate of human-objects' 
behaviors. 

In order to solve this problem, this paper researches on 
human-object behavior analysis, proposes an interactive feature 
generation network based on graph convolutional neural 
networks (GCNNs), and uses this network to analyze and 
identify the interaction between human and objects, trying to 
improve the accuracy of human-object behavior analysis on the 
basis of previous technologies. 

The rest of this paper is organized as follows: Section II 
briefly reviews related work. Section III introduces the related 
models and algorithms of this paper. Section IV introduces the 
datasets used in the experiments, the experimental settings, and 
analyzes and discusses the experimental results. Finally, 
conclusions are drawn in Section V. 

II. RELATED WORK 

The traditional feature extraction method, which is to 
extract the behavioral features of human through the traditional 
manual method, has the advantages of simple implementation 
and strong operability. However, due to the relatively fixed 
templates used, it is difficult to perform fast and effective 
behavior analysis in facing complex environments and large 
datasets. Its application scenarios are limited, so more suitable 
for datasets with few types of behaviors and small scales. In 
order to improve the accuracy rate of human-object behavior 
analysis, it is often necessary to train on large datasets. 
Therefore, facing with such a huge amount of computation, 
graph convolution has certain advantages. 

Simonyan et al. [7] proposed a feature extraction network 
algorithm based on two-stream convolutional neural networks 
(CNN). By extracting optical flow features from continuous 
images, and extracting image features from each frame, 
temporal and spatial features of continuous frame images are 
obtained, and two-channel feature information is fused and 
classified and identified. The proposed method breaks the 
concept of single-channel feature extraction, breaks through the 
limitations of feature extraction algorithms, and has a 
milestone significance. After that, based on multi-channel 
feature extraction, many researchers continued to improve and 
conduct in-depth research on human-object behavior analysis. 
However, these methods also increase a certain amount of 
computational burden in feature extraction. 

Wang et al. [8] proposed a three-channel feature extraction 
network. In addition, some researchers proposed that human 
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skeleton points, as a means of posture prediction, can be used 
to supplement features. The multi-channel feature extraction 
algorithm formed by this method has gradually become 
research mainstream in the field of human-object behavior 
analysis. Wang et al. [9] continue to improve two-stream 
network architecture, and put forward advanced network 
architectures such as Temporal Segment Networks (TSN) for 
human-object behavior recognition. 

He et al. [10] proposed Residual Network (ResNet) on 
previous Network research. This network proposes and 
optimizes the residual module, which not only deepens 
network depth, but also avoids training network degradation 
caused by network depth. The proposal of ResNet is of great 
significance in the field of image analysis. In the following 
years, researchers have continued to optimize and improve the 
ResNet, and proposed improved residual networks such as 
ResNeXt [26]. 

Yan et al. [11] and Mohamed et al. [12] have proposed 
spatial temporal graph convolutional networks (ST-GCN), 
which are used for general representation of skeleton 
sequences, realize human behavior analysis and recognition 
based on key points of human skeleton. This method constructs 
skeleton graph sequence by in space and time connecting the 
joint nodes of human skeleton, and builds multi-layer ST-GCN 
network based on this. 

He et al. [13] proposed difficulty movement recognition 
method of calisthenics based on graph convolutional neural 
network (GCNN). This method constructs the multi-layer 
pyramid structure [14] of action images to complete the 
preprocessing of difficult movements in aerobics, and performs 
the training of samples to realize the difficult movement 
recognition of calisthenics. GCNN not only has more powerful 
expression ability and higher behavior recognition accuracy, 
but also has a stronger generalization ability, which makes it 
possible that the GCNN can be used for image feature 
extraction. 

Thacker et al. [15] proposed through facial expression 
recognition to analyze human behavior. Aurangzeb et al. [16] 
proposed a human behavior analysis and recognition method 
based on multi-types features fusion and irrelevant features 
reduction, which initially selects a luminance channel and 
calculates motion estimation using optical flow. Afterwards, 
the moving regions are extracted through background 
subtraction approach. In the features extraction step, shape, 
color, and Gabor wavelet features are extracted and fused 
based on serial method. Thereafter, reduced irrelevant and 
redundant features are removed by Von Neuman entropy 
approach. The selected reduced features are finally recognized 
by One-Against-All (OAA) Multi-class SVM classifier. 

Degardin et al. [17] provided a comprehensive overview of 
human behavior analysis over the past decade, presenting state-
of-the-art and must-know methods in this field. Lanovaz [18] 
described machine behavior analysis. He proposed that 
machine behavior analysis is a science, which can study 
artificial behavior through its replicability, behavioral terms 
and philosophical assumptions of human behavior analysis, 
and study how machines interact with external environment 
and produce relevant changes. Lin et al. [19] built a framework 

of external and internal factors to analyze human behavior, and 
game theory is used to simulate the conflicting interests of 
human behavior. 

Bhatnagar et al. [20] proposed BEHAVE dataset, which is 
the first full body human-object interaction dataset with multi-
view RGBD frames and corresponding 3D SMPL and object 
fits along with the annotated contacts between them.  They also 
proposed a method that can record and track not just the 
humans and objects but also their interactions. Peng et al. [21] 
proposed a 3D max residual feature map convolution network 
(3D-MRCNN). The model can solve the deficiencies of the 
network degradation and gradient disappearance caused by 
convolution calculation, and achieve the improvement of 
classification accuracy without reducing the training efficiency, 
which is of value in the field of human behavior analysis in 
intelligent sensor networks. 

In the field of human-object behavior analysis, there are 
various interactions between human and objects, the interaction 
between the same human and object may be different. For 
example, there are a variety of behavioral relations between 
human and bicycle, such as "riding", "pushing" and "resisting". 
In addition, it is also common to have multiple simultaneous 
interactions with the same human-object. For example, when a 
person picks up a glass to drink, he or she has both "lifting" 
and "drinking" interactive behaviors. In these cases, if 
interactive features between human-object aren't fully utilized, 
even if the human and object are identified, it is difficult to 
accurately and comprehensively analyze interactive behavior 
between them, resulting in inaccurate or omission analysis of 
human-object behavior. Obviously, if interaction features 
among human-objects aren't fully utilized, the accuracy rate of 
human-object analysis will be greatly reduced.  

However, there are still some limitations in the use and 
reasoning of interactive behavior feature information in the 
existing methods for human behavior analysis. Therefore, in 
order to solve the above problems, this paper proposes a two-
stream human-object behavior analysis network based on 
interactive feature generation algorithm. Although the method 
in this paper has made remarkable progress in the field of 
human-object behavior analysis, it still has some limitations in 
the behavior analysis of fuzzy or obscured human-objects, and 
its accuracy needs to be further improved. 

III. METHOD 

A. System Overview 

In this paper, aiming at the problem of insufficient 
utilization of human-objects’ interactive behavior features, a 
two-stream human-object behavior analysis network based on 
interaction feature generation algorithm is proposed. The 
network takes human-object features information obtained 
from the object detector as the input of the interaction feature 
generation network, and the interaction feature generation 
algorithm is used to generate new human-object behavior 
interaction features, thereby enhancing the full utilization of 
the interaction behavior features. The network block diagram is 
shown in Fig. 1. Drawing on the idea of "two-stream network" 
[7], a two-stream human-object behavior analysis network 
based on CNNs and GCNNs is constructed. This network is 
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divided into two streams to extract feature information of 
human and objects and the interaction feature information 
between the human-object from images. First of all, the input 
image is preprocessed. Then, the preprocessed image and the 
original image are fed into the object detector (e.g., Faster R-
CNN), and the human-object features information in the image 
are extracted through the backbone of the object detector, such 
as ResNet. Human-object features information are input into 
the interaction feature generation network, the interactive 
features information of them are generated through this 
network. The specific method are as follows. Firstly, the 
human-object feature sequence is extracted by using CNN and 
input into the interactive feature generation network. Secondly, 
the detected people and objects are taken as nodes and the 
interactions between them are taken as edges to build an 
interactive feature graph model, which is used as the input of 
GCNN. Finally, the interactive feature generation algorithm is 
used to traverse the nodes of the graph model to update the 
interactive relationship, and then generate new interactive 
features of human-object behaviors, so as to make full use of 
interactive behavioral features. Moreover, the humans’ and 
objects’ features information and the human-object interaction 
feature information are fused and sent to SoftMax classifier 
[22] for identification and classification, so the recognition 
result is obtained, which realizes the full use of human-object 
feature information and human-object interaction feature 
information. 

 
Fig. 1. Overall framework of model. 

B. Image Preprocessing 

In this paper, image preprocessing involves applying self-
transformations to the images, generating new images that are 
different from the original ones, while preserving the original 
image category labels. Fig. 2 shows some examples of image 
preprocessing methods. That is, the image dataset can be 
augmented by operations such as horizontal flipping, vertical 
flipping, scaling, random rotation, and generative adversarial 
networks (GANs) [23] to expand the data samples. 

 

Fig. 2. Example of image preprocessing method. 

To reduce computational complexity, increase the training 
data samples, and improve the model's generalization ability, 
the original input image is preprocessed before object 
detection. Specifically, the original image is first input. Next, 
apply random rotation and flip to generate a new image by 
randomly rotating and flipping the original input image 
vertically, horizontally, or both. Then, the image is randomly 
cropped. Finally, adjust the height and width of all images to 
400 x 400. In order to ensure the accuracy and adequacy of the 
original image and annotation data, no other processing or 
enhancement operations are applied to the images in this study. 

C. Object Detection Network 

This study adopts a two-stage approach to detect and 
analyze human-object behavior, which offers the advantage of 
reducing irrelevant background and interference from other 
human, while accurately utilizing and extracting features of the 
target human and object. Specifically, an object detector is first 
used for preliminary screening, and regions of interest for 
human and objects in image are proposed, thereby extracting 
effective bounding boxes for human and objects. Then, 
behavior analysis and inference are conducted on the selected 
humans and objects. To quickly and accurately locate and 
identify humans and objects in the image, this paper adopts 
Faster R-CNN [24] as the object detector. 

Faster R-CNN is proposed based on the improved Fast R-
CNN algorithm [25], which uses Region Proposal Networks 
(RPN) to replace original Selective Search (SS) method to 
generate proposal box, and CNN that generates proposal box 
and object detection are shared, which effectively improves the 
speed of detection and achieves good results. The whole Faster 
R-CNN system is a single and unified network, and RPN 
module is its "attention". 

 
Fig. 3. Network framework of Faster R-CNN. 

The network framework of Faster R-CNN is shown in Fig. 
3. First, the pre-processed image is input into the feature 
extraction network (e.g., ResNeXt) to extract the human-object 
feature information and obtain the image feature map, which is 
shared by the RPN and the detection network. Second, the 
extracted feature map is input into RPN, and the sliding 
window is used to perform convolution operation with the 
input feature map. According to different scales and different 
basic sizes, a point on the feature map corresponds to k 
proposals on the original image. Classification judgment and 
regression operation are performed on the generated boxes 
respectively, and 2k regional scores and 4k regional proposals 
are obtained. After screening, a relatively accurate region 
candidate box is finally obtained. Finally, the feature map 
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output by the feature extraction network and the region 
candidate box information output by the region proposal 
network are integrated. And a fixed-size proposal feature map 
is generated through the RoI pooling layer, and that is input 
into the fully connected layer. The classification and regression 
network are used for classification and regression training to 
obtain the accurate position of the predicted object, so as to 
realize human-objects’ identification and detection. The 
following sections will analyze each part of the Faster R-CNN 
in detail. 

1) Feature extraction network: ResNext [26] is selected as 

the feature extraction network of Faster R-CNN. Its input is a 

pre-processed image x, and its output is a convolution feature 

map containing global features. Its main algorithm is on 

convolution operations.  Convolution is a linear operation, and 

the specific operation process is shown in Formula (1): 

 ( )  (   )( )  (1) 

Where   is the input of convolution layer,   is the kernel 
function,   is the time, and  ( ) is the output of convolution 
layer. When   is set to discrete time, the formula can be 
expressed as Formula (2): 

 ( )  ∑  ( ) (   ) 
    (2) 

  represents the discrete time point,  ( )  represents the 
picture x obtained at time  . In this paper, we need to perform 
convolution operation on image data. The computer sees the 
input image as a collection of pixels and transforms it into a 
two-dimensional digital matrix. When the convolution object is 
two-dimensional, the convolution kernel is also two-
dimensional. The process of the convolution operation on the 
image is expressed by Formula (3): 

 (   )  (   )(   )  ∑ ∑  (   ) (       )  (3) 

In this paper, ResNeXt is selected as the backbone network 
of the object detector, whose network topology is shown in 
Fig. 4(a). ResNet [10] introduces a residual network topology 
to alleviate the gradient explosion problem during deep 
network training.  However, as a deep network, although it can 
better extract features, the increase of network parameters will 
inevitably bring heavy computational burden, as shown in 
Fig.4(b). ResNeXt improves the topology of ResNet. It refers 
to the idea of replacing large convolution kernels with several 
small convolution kernels in VGG [27] and the idea of splitting 
in GoogLeNet. It adopts the algorithm of grouping 
convolution, which realizes that number of network layers and 
parameters are basically unchanged compared with ResNet, but 
the recognition accuracy is significantly improved. 

    

(a) ResNeXt   (b) ResNet  

Fig. 4. Network topology. 

The channel in Fig. 4(a) actually changes from 256 to 128 
and then to 256, and the number of parameters is 70,144. In 
Fig. 4(b), the number of ResNet channels changes from 256 to 
64 and then back to 256, and the number of parameters is 
69,632. However, if the ResNet channel is also changed from 
256 to 128 and then to 256, the number of parameters is 
212,992, which is much larger than the above two values. 
Therefore, ResNeXt deepens the depth of feature maps in the 
convolution layers by grouping convolutions without 
increasing the number of parameters. ResNeXt combines 
advantages of GoogLeNet and residual network to improve 
accuracy without changing model complexity. ResNeXt is easy 
to train and can effectively avoid exploding gradient problem 
caused by network deepening. So, it is suitable for feature 
extraction. 

2) Region proposal network: Region Proposal Network 

(RPN) is a fully convolutional network, which can demarcate 

human and objects in images and generate bounding boxes. 

RPN introduces the anchor mechanism, which uses a sliding 

window to map the anchor points of the feature map to the 

original image, and each anchor point is mapped to generate k 

region boxes with different scales and sizes. Intersection over 

union (IoU) between each region box and the desired region is 

calculated. When the IoU is greater than 0.7, it is marked as a 

positive sample; when the IoU is less than 0.3, it is marked as a 

negative sample. Regression training is performed on these 

samples, and then the calibrated region proposal boxes are 

screened and modified. RPN performs a binary classification 

judgment on whether there are human-objects in the generated 

k region boxes. If the result is that there are human-objects, the 

position of the region proposal box is modified according to 

the regression result. After iterative training, a number of 

bounding boxes are generated, and the non-maximum 

suppression algorithm is used to remove the overlapping 

bounding boxes to get the final effective human and object 

bounding boxes in images. 

3) Detection network: The detection network consists of 

RoI pooling layer and classification regression network. The 

main function of the RoI pooling layer is to unify the 

corresponding features of the bounding boxes through pooling. 

The feature generated by the ROI pooling layer with a 

dimension of c × 7 × 7 (c is the number of channels, generally 

the number of object classes in the dataset) is reshaped into a 

vector. Send the vector to two full connected layers, and then 

conduct Softmax to obtain the probability of the object for 

different classes. 

D. Interaction Feature Generation Algorithm 

In traditional deep learning, data samples are often 
considered to be independent. But in graph neural networks 
(GNNs), each sample node will establish a connection with 
other data samples through edges, and this connection can be 
used to form interdependence between different instances [28]. 
So GNNs has powerful reasoning ability and feature 
propagation ability. 
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In this paper, to solve the problem of insufficient use of 
interactive information between human and objects in the 
images, an interactive feature generation algorithm based on 
GCN is proposed. Based on this algorithm, an interactive 
feature generation network is constructed, and the network 
framework is shown in Fig. 5. First of all, the pre-processed 
image is sent to the object detector (e.g., Faster R-CNN), 
which is used to conduct preliminary detection and 
segmentation of the image, and obtain the feature sequences of 
human and object respectively. Secondly, the graph model is 
constructed by taking people and objects as nodes and the 
interaction between them as edges, and the graph model is 
input into the interactive feature generation network in the 
form of data structure. Finally, each node in the graph model is 
traversed by the interactive feature generation algorithm, its 
interaction relationship is updated, and then new interactive 
features are generated. 

 

Fig. 5. Interaction feature generation network. 

A graph model is a data structure composed of nodes and 
edges. Nodes refer to human and objects instances in the 
image, and edges refer to the relationship between them. Each 
node has its own features and structure information. The graph 
model is generally represented by an adjacency matrix, and the 
process is shown in Fig. 6. The calculation Formula (4) of the 
graph convolution operator is as follows, and the central node 
is set as  : 

          
     (∑

 

   
    

  
    

 )  (4) 

Where   
    represents the feature representation of node   

at the     layer;     represents normalized factors, such as 

taking the reciprocal of the node degree;    represents the 

neighbor of node  , and contains its own information;    

represents the type of node  ;   

  represents the transformation 

weight parameter of a node of type   . 

 
Fig. 6. Construction of graph model. 

The construction process of the graph model is shown in 
Fig. 6. Specifically, humans and objects in the image are taken 
as nodes, and the interactions between them are taken as edges. 
Based on the interaction between human and objects, a fully 

connected undirected graph G is constructed according to 
Formula (5), and undirected graph is initialized as an adjacency 
matrix with all elements being 1. Then, each node in the 
undirected graph is traversed through the interaction feature 
generation network. During the traversal process, according to 
whether there is the interaction between human and objects, the 
undirected graph and the corresponding adjacency matrix are 
updated. 

   (   )   (5) 

Where   represents all nodes in the image,   represents all 
edges. Each object represents a node     of the undirected 
graph, and the interactive between different target objects is 
regarded as an edge    . If there are n objects in the image, 
the undirected graph has  (   )   edges. Since the graph 
model is converted into the form of adjacency matrix for 
calculation operation, the undirected graph is represented as an 
adjacency matrix      of      size, whose matrix elements 
    *   + , 0 indicates that there is no interaction between 
node   and  , and 1 indicates that there is interaction. 

Aiming at the problem of underutilization of human-object 
interaction behavior features, a two-stream human-object 
behavior analysis network based on interactive feature 
generation algorithm is proposed. A network example is shown 
in Fig. 7. Specifically, assume that there is an interaction 
between the person in the image and all objects in the image. 
However, in reality, there is generally no interaction between 
human and objects without overlap in space. Hence, in the 
interactive feature network, graph model and the corresponding 
adjacency matrix are updated according to the principle that 
there is no interaction between people and objects with non-
overlapping bounding boxes in space. The updated graph 
model contains only the possible interactions between human 
and objects in the image. This not only saves computation, but 
also facilitates the subsequent graph reasoning. 

 
Fig. 7. Example of interaction feature generation algorithm. 

The interaction feature generation algorithm learns the 
structural connection between human and objects, which is 
shown in Fig. 7. In the process of traversing nodes, better 
interactive features are generated according to the interaction 
between human and object, and the update process is shown in 
Formula (6): 

 ho

(   )   ( ho

( )
 ∑       ho 

( )
)  (6) 

Where   represents object judged to be human;   
represents object judged as object,   represents the total 

number of objects;   is the projection matrix;    
( )

 is the 

interaction relation between   and  ,  
   
( )

 is the interaction 

between   and    (             ),    
(   )

 is the updated 

interaction between   and  . 
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The specific interaction feature generation algorithm 
formula is as follows: 

      ∑    
 
      (  )  (7) 

      ∑    
 
      (  )  (8) 

As shown in Formulas (7) and (8),   represents the newly 
generated interactive feature vector,   represents the feature 
vector extracted from the original image,   represents total 
number of humans in image, and   represents the interaction 

between objects and human, and            
(   )

. 

The generated human-object interaction features and 
human and object features generated by the object detector are 
sent to MLP for feature fusion. The fused features are fed into 
SoftMax classifier to obtain the final human-object behavior 
analysis result. 

IV. EXPERIMENT 

In this section, the experimental datasets and 
implementation details are first described. Then, our model is 
evaluated by quantitative comparison with state-of-the-art 
methods, followed by ablation studies to validate the 
components in our framework. Finally, several visualization 
results are shown to demonstrate effectiveness of our method. 

A. Datasets 

1) HICO-DET [29]: The HICO-DET dataset, introduced 

in 2018, is a large dataset for studying human-object behavior. 

It consists of 117 common behaviors involving 80 different 

objects, along with their associated behaviors. The sample are 

shown in Fig. 8 (a). The dataset contains a total of 47,776 

images, with 38,118 images allocated to the training set and 

9,658 images in the test set. A noteworthy aspect of this dataset 

is that many images feature multiple pairs of human-object 

behavior annotations, resulting in over 150,000 human-object 

pairs and 600 distinct human-object behavior categories in total. 

2) V-COCO [30]: V-COCO is a specialized dataset in the 

field of human-object behavior analysis, which is derived from 

MS-COCO. The dataset is divided into three main parts: the 

training set comprising 2,533 images, the validation set 

containing 2,867 images, and the test set with 4,946 images. It 

not only inherits all the annotations from the MS-COCO 

dataset, but also incorporates additional semantic extension 

markup of human-object pairs through the use of AMT 

(Amazon Mechanical Turk) proposed by Gupta et al. This 

extension results in a more professional and refined sub-dataset. 

The sample are shown in Fig. 8 (b). 

B. Implementation Details and Evaluation Metric 

In this paper, Faster R-CNN [24] is used as object detector, 
its backbone module uses ResNeXt50 trained in ImageNet-1 K 
dataset as feature extractor. The SGD optimizer is used for 
training with an initial learning rate of 0.01, weight decay of 
0.0001, and momentum of 0.9. For V-COCO, the learning rate 
is reduced to 0.001 at 80 iterations. For HICO-DET, the 
learning rate is reduced to 0.001 at 60 iterations. All 
experiments in this paper are conducted on GeForce RTX 
2080Ti GPU and CUDA 11.4 with a batch size of 4. 

 
(a) HICO-DET 

 
(b) V-COCO 

Fig. 8. Example images of datasets. 

This paper uses accuracy to measure the performance of 
human-object behavior analysis. During accuracy calculation 
of the metrics, the prediction of the human-object pair is 
considered correct (1) if the IoU of the human-object bounding 
box and the ground-truth box is greater than 0.5, and (2) the 
interaction class label of the prediction of the human-object 
pair is correct. 

C. Experimental Results 

To analyze the effectiveness of our method in human-
object behavior analysis in more detail, our proposed 
framework was compared with several existing human-object 
interaction detection methods on the V-COCO and HCO-DET 
datasets, and the results are shown in Table I. 

TABLE I. COMPARISON OF ACCURACY RATE OF HUMAN-OBJECT 

BEHAVIOR ANALYSIS METHODS 

Human-object behavior 

analysis methods 
V-COCO (%) 

HICO-DET 

(%) 

Wang[31] 47.3 21.08 

DRG[32] 51.0 23.89 

TIN[33] 47.8 20.26 

PMFNet[34] 52.0 21.20 

PFNet[35] 52.8 24.89 

PPDM[36] - 26.84 

IP-Net[37] 51.0 23.92 

UnionDet[38] 47.5 21.27 

Ours method 52.4 27.89 
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By comparison and analysis of the data in Table I, it can be 
seen that in recent years, the accuracy of most human-object 
behavior analysis methods on the V-COCO database has been 
generally more than 50%, among which the PFNet method has 
the highest accuracy of 52.8%, which is 0.4% higher than our 
method. One important reason is that PFNet uses more fine-
grained body part level information. However, because this 
paper uses a graph model structure with strong inference 
ability, and design a graph node adaptive interactive update 
algorithm, so the results are not very different. Although the 
accuracy of our method is lower than that of PFNet method, it 
has a significant increase compared with other methods. 

According to the data in Table I, the accuracy of human-
object behavior analysis on the HICO-DET database is 
generally low. However, our method achieves the state-of-the-
art results on the HICO-DET database, which is 1.05% higher 
than the previous state-of-the-art the PPDM method. It is 
inferred that the reason may be the difference in the difficulty 
and the focus of dataset. Compared with the existing human-
object behavior analysis, the accuracy rate of the two-stream 
network has been significantly improved. 

D. Ablation Study 

In this paper, a two-stream human-object behavior analysis 
network based on interaction feature generation algorithm is 
proposed and its effectiveness is tested. The first experiment is 
to test the feature extraction networks in object detector. 
ResNeXt 50 and ResNet 50 are used as the feature extraction 
networks separately. Training and testing are carried out on the 
HICO-DET and the V-COCO datasets. The suitable extraction 
network is selected by comparing the test results on each 
dataset. The second experiment is to verify the effectiveness of 
network proposed in this paper. In this experiment, three 
networks are proposed: (1) a single-stream human-object 
behavior analysis network without using interaction feature 
generation algorithm; (2) a single-stream human-object 
behavior analysis network with interaction feature generation 
algorithm; (3) a two-stream human-object behavior analysis 
network based on interaction feature generation algorithm. 
Training and testing are carried out on the HICO-DET and V-
COCO datasets respectively, and through the test results on 
each dataset, it is proved whether the interaction feature 
generation algorithm and the two-stream human-object 
behavior analysis network based on the interaction feature 
generation algorithm are beneficial to improve the accuracy 
rate of human-object behavior analysis. 

1) Comparison experiment between ResNeXt 50 and 

ResNet 50: In this experiment, ResNeXt 50 and ResNet 50 are 

used as the backbone of the object detector, respectively, 

training and testing are carried out in two databases. ResNeXt 

50 and ResNet 50 pre-trained models are tested in the new 

database by means of transfer learning. Fig. 9 and Fig. 10 show 

the experiments performed on V-COCO and HICO-DET 

databases, respectively. 

As shown in Fig. 9, the horizontal axis represents the 
number of training epochs, and the vertical axis represents the 
accuracy of the test set for 29 kinds of human-object behavior 
analysis in the V-COCO database. The green and red curves 

represent the accuracy test results of ResNeXt 50 and ResNet 
50 as the number of training epochs increases, respectively. 

 
Fig. 9. Comparison of accuracy of classification results in V-COCO database. 

As shown in Fig. 10, the horizontal axis represents the 
number of training epochs, the vertical axis represents the test 
sets accuracy of 117 kinds of human-object behavior analysis 
in HICO-DET database. The green and red curves represent the 
accuracy test results of ResNeXt 50 and ResNet 50 as the 
number of training epochs increases, respectively. 

 

Fig. 10. Comparison of accuracy of analysis results in HICO-DET database. 

It can be seen from the experimental results in Fig. 9 and 
Fig. 10, the number of training epochs of the network model is 
the same, and the accuracy rate of the human-object behavior 
analysis result of ResNeXt 50 is better than that of ResNet 50. 
In HICO-DET database, when ResNeXt 50 is used as the 
backbone of the object detector, the convergence is better, and 
its accuracy is significantly higher than that ResNet 50. The 
use of ResNeXt 50 as backbone for object detector in human-
object behavior analysis can be concluded to significantly 
improve accuracy. 

2) Verify the effectiveness of the two-stream human-object 

behavior analysis network based on interaction feature 

generation algorithm: Based on the above experimental 

analysis, this study decided to use ResNeXt 50 as the feature 

extraction network of object detector. Therefore, in the second 

experiment, in order to verify the effectiveness of the two-

stream network, training and accuracy test are carried out on 

the single-stream network without using the interactive feature 

generation algorithm, the single-stream network using 

interactive feature generation algorithm, and the two-stream 

network based on the interactive feature generation algorithm 

on the two databases respectively. 
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Fig. 11. Effectiveness comparison experiment in V-COCO database. 

As shown in Fig. 11, the three proposed network structures 
are trained and tested in the V-COCO database. The horizontal 
axis represents training epochs, and the vertical axis represents 
the accuracy rate of the 29 human-object behavior test sets in 
the V-COCO database. The green, red and yellow curves 
respectively represent the training and accuracy testing process 
on the two-stream network, the single-stream network using 
the interactive feature generation algorithm, and single-stream 
network without using interactive feature generation algorithm. 

 
Fig. 12. Effectiveness comparison experiment in HICO-DET database. 

As shown in Fig. 12, the horizontal axis represents training 
epochs, the vertical axis represents accuracy of the analysis of 
117 common behaviors in the HICO-DET database. The green, 
red and yellow curves respectively represent the training and 
accuracy testing process on the two-stream network, the single-
stream network using interaction feature generation algorithm, 
and single-stream network without using interaction feature 
generation algorithm. 

The experimental results of training and testing on two 
datasets are analyzed in Fig. 11 and Fig. 12. The overall trend 
of the curve is as follows. The green curve is above the red and 
yellow curve, and the red curve is above the yellow. In the V-
COCO database, there are coincident points before the curves 
converge. But after convergence, the convergence accuracy of 
the two-stream network is higher than the other two networks, 
and the convergence speed is faster. The accuracy rate of the 
single-stream network using the interaction feature generation 
algorithm is higher than that of the single-stream network 
without using interaction feature generation algorithm. In the 
HICO-DET database, all three network curves converge 
quickly. It is obvious that the accuracy of the two-stream 
network after convergence is higher than that of other two 
networks. And the accuracy of the single-stream network with 
interaction feature generation algorithm is higher than that of 
the single-stream network without using the interaction feature 
generation algorithm. 

From the above analysis, it can be concluded that the 
interaction feature generation algorithm can effectively 
improve the accuracy of human-object behavior analysis, and 
accuracy of the two-stream network is higher than that of other 
two networks, which indicates the effectiveness of the two-
stream network in human-object behavior analysis. 

In this paper, four network architectures are trained and 
tested in the V-COCO and HICO-DET databases. The single-
stream network without the interaction feature generation 
algorithm and the feature extraction network is ResNet 50, the 
single-stream network without interaction feature generation 
algorithm and the feature extraction network is ResNeXt 50, 
the single-stream network with interaction feature generation 
algorithm and the extraction network is ResNeXt 50, and the 
two-stream network based on interaction feature generation 
algorithm (the feature extraction network is ResNeXt 50). 

TABLE II. COMPARISON OF ACCURACY OF FOUR NETWORKS 

The network architecture V-COCO HICO-DET 

ResNet 50 40.3 15.73 

ResNeXt 50 43.2 17.71 

ResNeXt 50+ Interaction feature 

generation algorithm 
47.6 21.54 

A two-stream human-object behavior 

analysis network based on interaction 

feature generation algorithm 

52.4 27.89 

The specific accuracy the human-object behavior analysis 
methods of the four network architectures are shown in Table 
II. When ResNet 50 is used as the feature extraction network of 
the object detector, the model obtained after training on the V-
COCO database is used to test, its accuracy is 40.3%; the 
model obtained after training on the HICO-DET database is 
used to test, its accuracy is 15.73%. When ResNet 50 is used as 
the feature extraction network of the object detector, the model 
obtained after training on the V-COCO database is used to test, 
its accuracy is 43.2%, which is 2.9% higher than ResNet 50; 
the model obtained after training on the HICO-DET database is 
used to test, its accuracy is 17.71%, which is 1.98% higher than 
ResNet 50. It can be concluded that ResNeXt 50 is more 
suitable as the feature extraction network of the object detector. 

On the basis of determining that the feature extraction 
network is ResNeXt 50, according to the proposed interaction 
feature generation algorithm, the single-stream and the two-
stream human-object behavior analysis network based on the 
interaction feature generation algorithm are proposed. The test 
results are shown in Table II. For V-COCO database, the 
model obtained after training of the single-stream network 
using the interaction feature generation algorithm is tested, its 
accuracy rate is 47.6%, which is 4.4% higher than that without 
the interaction feature generation algorithm. The model 
obtained after training on the HICO-DET database is used to 
test, its accuracy is 21.54%, which is 3.83% higher than that 
without the interaction feature generation algorithm. The 
experimental data show that interaction feature generation 
algorithm is beneficial to improve the accuracy of human-
object behavior analysis. 
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For V-COCO database, the model obtained after training of 
the two-stream network is tested, its accuracy is 52.4%, which 
is 4.8% higher than the single-stream network using interaction 
feature generation algorithm. The model obtained after training 
on HICO-DET database is used to test, its accuracy is 27.89%, 
which is 6.35% higher than that the single-stream network 
using the interaction feature generation algorithm. As shown in 
Table II, the accuracy rate of the two-stream network based on 
interaction feature generation algorithm is higher than that of 
the other three networks, which shows that the network is 
effective in human-object behavior analysis. 

E. Visualized Results 

To qualitatively visualize the detection effect of our model, 
Fig. 13 shows the visualization results of human-object 
behavior analysis on the test images of our model. 

 
Fig. 13. Example detections of human-object behavior analysis method based 

on interaction feature generation algorithm. 

In the nine example detections images in Fig. 13, after the 
human and objects are detected in each image, the behavior 
analysis results are successively, "catch", "ride", "ride", 
"drink", "ski" and "look", "talk_on_phone", "kick", "eat_obj", 
"brush". Human and objects as background aren’t selected. It 
can be concluded that the human-object behavior analysis 
method based on the interaction feature generation algorithm 
proposed in this paper is effective. 

As can be seen from the above experiments, the 
experimental results validate the effectiveness of our proposed 
model in enhancing human-object behavior analysis 
performance. The comparison ablation study and qualitative 
results collectively demonstrate the superior performance and 
robustness of our proposed method on V-COCO and HICO-
DET datasets. Therefore, the algorithm can be used in areas 
such as intelligent surveillance video and intelligent robots. 

V. CONCLUSION 

Aiming at the problem of insufficient utilization of 
interactive behavior feature information between human and 
object, a two-stream human-object behavior analysis network 
based on interaction feature generation algorithm is proposed. 
The network uses interactive feature generation algorithm to 
generate new behavior interaction features, so as to make the 
full use of interactive behavior features. After experimental 
verification on datasets, the recognition accuracy of the two-
stream network based on interaction feature generation 
algorithm is higher, compared with the single-stream network 

that only uses the image feature extraction network and only 
uses the interaction feature generation algorithm.  

However, the proposed algorithm still has some limitations 
when it comes to the behavior analysis of fuzzy or obscured 
human-objects in images. Therefore, before conducting human 
behavior analysis, additional techniques are required to 
accurately process and identify blurred or obscured people or 
objects. Future research efforts will focus on improving the 
processing of difficult and fuzzy human-object recognition 
processes, aiming to optimize human-object behavior analysis 
techniques and improve the accuracy of human-object behavior 
analysis. 
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Abstract—Web-hosted Internet of Things (IoT) applications 

are the next logical step in the recent endeavor by academia and 

industry to design and standardize new communication protocols 

for smart objects. Context Awareness is defined as the property 

of a system that employs context to provide related information 

or services to the user, where the relationship is based on the 

user's task. Therefore, context-aware service discovery can be 

defined as utilizing context information to discover the most 

relevant services for the user. Merging context-aware concepts 

with the IoT facilitates IoT system developments that depend on 

complex environments with many sensors and actuators, user, 

and their environment. The main objective of this study is to 

design an abstract framework for provisioning smart objects as a 

service based on context-aware concepts while considering 

constraints of bandwidth, scalability, and performance. The 

proposed framework building blocks include data acquisition 

and management service and data aggregation, and rules 

reasoning. The proposed framework is validated and evaluated 

by constructing an IoT network simulation and testing accessing 

the service in the traditional method and according to the 

proposed framework and comparing the results. 

Keywords—Internet of Things (IoT); Web of Things (WoT); 
Web of Objects (WoOs); context-awareness; service 
provisioning; interoperability; ontology; OWL 

I. INTRODUCTION  

Every object in our environment, including chairs, gas 
meters, electricity meters, curtains, lights, office equipment, 
and home appliances, should be transformed into Internet-
connected smart objects to improve a variety of application 
domains (e.g., building automation, healthcare services, smart 
grids, transportation, and environmental monitoring). 

A smart object is defined as an entity that is provided with 
a sensor or actuator, a microprocessor, memory, a 
communication module, and a power source. The Lowpower 
Wireless Personal Area Network (LoWPAN) is a crucial 
component of the IoT due to its advantageous features such as 
energy efficiency, widespread accessibility, and the ability to 
integrate smart objects with the Internet [1]. 

The IoT has emerged as a transformative force in recent 
years, connecting billions of devices worldwide and generating 
massive amounts of data. These connected devices have the 
potential to drive numerous applications, from smart homes 
and healthcare to transportation and industry automation. 

However, the sheer volume and diversity of IoT data often 
makes it challenging to extract meaningful insights and 
enhance user experiences. 

One way to address this challenge is by incorporating 
context awareness into IoT systems. Context-awareness refers 
to the ability of a system to understand and respond to its 
environment by considering various contextual factors such as 
time, location, and user preferences. By incorporating context 
awareness, IoT devices can adapt to their surroundings and 
provide personalized experiences to users. 

The main contribution in this paper, that we propose a 
novel Context Awareness IoT framework that combines the 
Context Awareness concept with the IoT concept, considering 
performance problems related to limited smart objects 
resources. 

A. Internet of Things 

In 1999, Kevin Ashton introduced the concept of the IoT 
while working at the Auto-ID Center at MIT. The research 
conducted at this center focused on network radio frequency 
identification (RFID) and sensor technologies [2], in which 
People and things could provide information about their 
current state and their surroundings in a much more efficient 
manner [3]  

IoT comprises wireless systems that are compact in size 
and interconnected with each other. These systems are 
equipped with computational capabilities and can transfer data 
over a network without the need for human interaction. These 
smart objects are identifiable, can be accessed, and can be 
programmed locally or remotely via the Internet. They are 
designed to monitor or control smart spaces. The 
underutilization of the potential of IoT devices in various 
domains can be attributed to the limited expressivity and high 
heterogeneity of the commonly employed scenario 
programming paradigms [4]. IoT plays a vital role in many 
domain areas, such as home automation [4], elderly care [5], 
[6], home safety [7], energy efficiency, and preservation [8], 
[9]. 

Recently, research has focused on the connectivity of all 
physical objects and information environments to the Internet 
to enable a user to access and control things from anywhere 
and at any time, which coined the term IoT. IoTs enable 
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smaller, less complex devices to do complex tasks by 
enhancing their intelligence and connectivity. 

IoT is converting smart spaces from hype into reality. IoT 
lacks standardization at the application level. IoT devices have 
limited computational power and memory [10]. 

The number of devices connected to the Internet has grown 
significantly in recent years. Perceiving reality through 
digitizing some parameters of interest can provide a massive 
amount of data. This data is then shared across the network 
with other devices, applications, and infrastructures. The IoT 
paradigm is based on this dynamic and ever-changing world. 
To date, countless IoT-based applications have been developed 
considering smart Cities, smart roads, and smart industries [9]. 

IoT systems face many challenges which make them 
exploit the intrinsic potential of IoT devices, such as high 
heterogeneity of the devices and protocols, which results in 
limited interoperability. 

The IoT paradigm has the potential to merge the boundaries 
between physical objects and computational devices through 
their interconnectivity via the Internet. This interconnectivity 
holds the promise of delivering user-centric services that 
consider both the user's context and profile information [10]. 

For example, traditional regulation of classroom 
temperature consists of power on the air conditioner set to the 
desired temperature and letting the internal thermostat do the 
rest. However, a smart IoT system could find the best way to 
cool down the classroom temperature based on the integration 
of context awareness, ontology, and IoT. For instance, by 
combining data from internal thermometers, current time, 
online weather services, and the current number of students, it 
can decide to just open the window instead of simply turning 
on the air conditioner, thus saving energy. Also, the system 
will increase and decrease temperature based on the number of 
students. Additionally, the same system could automatically 
close the air conditioner when there is no person in the 
classroom. Therefore, it is required to manage all forms of data 
and events that are collected from sensors and devices. For 
example, simple events (such as the door being opened) and 
activities (such as the professors and students going out of the 
classroom) can be translated into context information. It could 
be accessed by a service that monitors the classroom (e.g., the 
lecture ended) and a notification sent to the person responsible 
for this classroom. 

B. Context Awareness 

Context is defined as information that can be used to 
characterize the situation of an entity in context-aware 
computing literature. An entity is a person, location, or thing 
that is related to the interaction between a user and an 
application, including the user and the application [11], [12]. 

On the other hand, context awareness is defined as the 
property of a system that employs context to provide 
related information or services to the user, where the 
relationship is based on the user's task. Therefore, context-
aware service discovery can be defined as utilizing context 
information to discover the most relevant services for the user 
[11], [13]. 

Proposing a service-oriented architecture SOA to abstract 
the complexity in the access to smart devices so that the 
devices can be viewed as a service (thing as a service). This 
will enable the smart system development team to focus only 
on their functional requirements instead of device-specific 
technical details. Context from the web service perspective: 

 From the service requester's perspective, context is 
defined as the surrounding environment affecting the 
requester's Web services discovery and access. 

 From the perspective of the services, context is defined 
as the surrounding environment affecting Web services 
delivery and execution. 

To achieve successful IoT systems, there is a need to 
integrate a context awareness system with IoT. 

Context-aware solutions face numerous challenges, 
including managing the heterogeneous and massive amount of 
data generated by IoT devices. Second, how to store and 
handle events, as well as infer higher-level activities from a set 
of simple events. Finally, use the development framework to 
implement applications across multiple domains [14]. 

The growth of the IoT created a fragmented landscape with 
many devices, technologies, and platforms, creating 
interoperability issues on many system deployments [15]. 

Interoperability is one of the most significant barriers to 
promoting IoT adoption and innovation.  

C. Interoperability 

Nowadays the ecosystem of the IoT is currently facing a 
lack in terms of interoperability among the various competing 
platforms that are presently accessible [16]. 

Semantic Web (SW) technologies, which consist of an 
open set of recommendations for associating data with their 
formal meaning, have been demonstrated to be a suitable 
means of achieving data interoperability in IoT systems [17]. 
The reason for using SW technologies is its inference 
capabilities over semantically annotated data. 

Similar to Semantic Web's vision for the Web of Linked 
Data, the literature on deploying Semantic Web technologies to 
IoT focuses on semantically annotating data from smart 
objects. The most prevalent method for representing semantics 
is Resource Description Framework (RDF), which represents 
knowledge as triples (subject, predicate, object) (for example, 
[TempSensor105, Value, 25] and [TempSensor105, Location, 
Lab2]). A set of triples constitutes a graph consisting of 
subjects, objects, and predicates. The benefit of RDF and graph 
data models is that new knowledge can be inferred from an 
existing graph. Using domain knowledge, a system can 
comprehend, for instance, that the temperature in Lab 2 is 25 
degrees Fahrenheit, which is a transitive property. Web 
Ontology Language (OWL), one of the primary languages 
(with RDF schema) used to define ontologies on the web, is 
frequently used to express domain knowledge to perform the 
annotation on intelligent [18]. Recently, there has been a lot of 
research into how SW technologies, in particular OWL 
ontologies, can be used to improve the IoT field's poor 
interoperability [4]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

552 | P a g e  

www.ijacsa.thesai.org 

Several solutions exist to facilitate interoperability among 
diverse IoT platforms and application domains. One such 
solution is the Web of Things (WoT) architecture, recently 
introduced by the W3C consortium [19]. 

WoT is a paradigm devised by the World Wide Web 
Consortium (W3C) on top of the IoT concept. It provides 
standard mechanisms to interact with any type of device from 
any automatic system using a descriptive JSON file called 
Thing Description [20]. 

Rule-based programming approaches are suitable for IoT 
automation systems due to their simplicity and intuitive use. 
One of the most common tools used in programming IoT 
scenarios using trigger action rules is IFTTT which has many 
limitations, such as low-level abstraction and low 
generalization [4], [21]. 

This paper is organized as follows: an introduction is 
presented in Section I. Section II illustrates some of the related 
works. Section III presents the general architecture of the 
proposed framework. Section IV shows the experiments and 
results. Section V presents the conclusion and future works. 

D. Web of Objects 

Web of Objects (WoOs) objectifies and virtualizes real‐
world objects to support intelligent features and provide 
Realtime data about the physical world by representing them as 
Web resources, which can be accessed using the lightweight 
REST-based APIs principles rather than the heavyweight 
SOAP-based architecture. Any object with a sensor or actuator, 
CPU, memory, communication, and power source is 
considered smart. The web is an ideal universal platform for 
IoT applications because it uses open standards and can be 
accessed from any device. In the web environment, sensors or 
actuators can offer their capabilities via a REST-based API 
(e.g., URI/lightON and URI/light OFF), which enables objects 
to interact dynamically. Service provisioning is the process of 
providing smart object services to the web, similar to 
traditional web services available on the web. Any web 
application that communicates with smart objects via 
communication networks and Web standards is referred to as 
an IoT application on the web [22]. 

The smart environment comprises sensors, actuators, 
interfaces, and appliances networked together to provide 
localized and remote control of the environment. Sensing and 
monitoring the environment include temperature, humidity, 
light, and motion. Environment control such as heater and fan 
ON/OFF control is provided by the actuator having dedicated 
hardware interfaces and computing capabilities. Localized 
control is provided by Bluetooth and remote access through 
WiFi. The RESTful architecture enables interoperability in 
Smart space WoOs Architecture. 

Semantic ontology helps ubiquitous environments address 
key issues like knowledge representation, semantic 
interoperability, and service discovery and provides an efficient 
platform for building highly responsive and context-aware 
interactive applications. 

According to the following reasons, information systems' 
ability to communicate with smart objects has become more 
complicated: 

 Many hardware devices rely on proprietary protocols 
to perform their functions. 

 Many devices have embedded software that remains 
constant over their entire lifespan. 

 Semantic annotation for the sensors and the services. 

 Service discovery and subscription. 

 Simultaneous requests. 

 Service authorization. 

 Web API generation. 

II. LITERATURE REVIEW 

There have been several studies focused on how to apply 
Web paradigms and protocols to service provisioning, such as 
Service-Oriented Architecture (SOA), RESTful service 
(REST), Semantic-based provisioning, and the WoT. 

Sciullo et al. [15] propose a WoT Store, a centralized 
repository for managing resources and applications on the 
WoT. While the proposed system has several potential 
benefits, there are also some limitations and disadvantages to 
consider. The WoT Store system may rely heavily on 
centralized infrastructure, which can lead to scalability, 
reliability, and security challenges. Additionally, the system 
may require developers to use a specific set of APIs and 
communication protocols, which could limit the flexibility and 
interoperability of IoT devices and applications. Nonetheless, 
the paper presents a prototype implementation of the WoT 
Store system and evaluates its performance in terms of 
resource discovery time and application deployment time, 
demonstrating the effectiveness of the proposed system for 
managing IoT resources and applications on the WoT. 

Iqbal et al. [22] propose an interoperable IoT platform that 
can be utilized in a smart home system. The proposed platform 
employs WoO and cloud architecture. The platform under 
consideration offers the capability of achieving interoperability 
among a range of legacy home appliances, diverse 
communication technologies, and protocols. The platform 
facilitates remote control of household appliances and enables 
the storage of home data in the cloud for use by diverse service 
providers' applications and analytical purposes. The article 
proposes potential areas for further research, including the 
incorporation of machine learning algorithms, the deployment 
of a mobile application, and the creation of a security 
framework for the smart home system. The proposed 
architecture is extensible to a variety of smart building use 
cases, including factories, offices, smart infrastructure, etc. 

Ibaseta et al. [23] propose a new methodology for the 
monitoring and controlling of energy usage in constructions 
through the utilization of WoT technology. The proposed 
methodology incorporates diverse building systems and 
devices, such as lighting, occupancy sensors, and smart plugs, 
through a cloud-based platform that employs web protocols 
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and standards. The present study showcases a suggested 
methodology through a case study of a retrofit project 
undertaken in an office building. The results indicate that the 
proposed approach is both cost-effective and energy-efficient 
while also being interoperable and scalable. Furthermore, the 
study suggests that this approach can be implemented in real-
world settings. 

Reda et al. [4] propose a knowledge-based approach for 
home automation systems using IoT devices. The proposed 
approach aims to achieve greater expressivity and a higher 
level of abstraction needed to build knowledge-enabled and 
reasoning-capable home automation systems so that the 
potential offered by IoT devices can be fully exploited. The 
paper demonstrates the feasibility and efficiency of the 
proposed approach in a simulated house environment, and it 
contributes to the development of home automation systems by 
providing a new approach that uses web standards and public 
ontologies to implement well-defined reasoning without the 
need for ad hoc control programs or ontologies. The paper also 
suggests several future works, including investigating the 
scalability of the proposed approach, evaluating it in a real-life 
setting, comparing it with other existing approaches, extending 
it to support more advanced reasoning capabilities, and 
developing a user-friendly interface for configuring and 
managing the proposed approach. 

Gochhayat et al. [10] propose LISA Lightweight Context-
Aware IoT Service Architecture for managing and efficiently 
managing and delivering push-based services in an IoT 
environment designed to minimize the overhead of 
communication and processing while using context 
information such as device capabilities, user preferences, and 
environmental conditions to provide personalized and efficient 
IoT services. LISA filters and forwards the most important and 
relevant services to the users by understanding their context. 
The paper evaluates the scalability of LISA through 
simulations that test its ability to handle many IoT devices and 
services. The results show that LISA can scale efficiently to 
support many devices and services while maintaining 
acceptable levels of performance. However, the paper also 
acknowledges some limitations of LISA, such as limited 
support for complex services and limited scalability with 
centralized deployment.  

Krati et al. [24] discuss the challenges of maintaining 
excellent air quality in indoor environments. It proposes a 
context aware IoT system that collects data, predicts ventilation 
conditions, and provides the end user with alerts and 
recommendations. Through a smartphone application, the 
system notifies the end-user of contextual information 
regarding the indoor environment and current ventilation 
conditions. The system can also provide the end-user with 
recommendations on improving ventilation and reducing 
indoor pollutant levels, such as opening windows, installing air 
purifiers, and modifying the HVAC system. Using the 
ventilation rate calculated with the aid of interior CO2 
concentration, multilevel logistic regression is used to define 
indoor ventilation states using ventilation rate. K-NN 
classification technique to predict ambient ventilation. 

Xue et al. [25] examine the advancement of context-aware 
information fusion technology in the context of smart libraries, 
employing IoT situational awareness. This paper presents a 
comprehensive examination of the present status of smart 
libraries and context-aware technology while also conducting 
an analysis of the implementation of context-aware technology 
within smart libraries. This paper presents a conceptual 
framework for implementing a smart library, which leverages 
context awareness to enhance its services. It further proposes 
integrating context-aware services within smart libraries to 
optimize user experiences and improve overall functionality. 
The aforementioned findings propose potential avenues for 
future research in this field. These include the advancement of 
more precise algorithms for context-aware information fusion, 
the investigation of alternative IoT technologies, and the 
resolution of ethical and privacy issues. In general, the paper 
emphasizes the potential of the IoT situational awareness 
technology in improving the efficacy and efficiency of 
intelligent libraries. 

Kim et al. [26] present a middleware architecture for a 
context-aware system in a smart home environment. To infer 
high-level contexts from available low-level contexts, the 
proposed architecture incorporates a profile-applied improved 
rule-based reasoning algorithm. The context is modeled using 
OWL and ontology. The experimental result demonstrates that 
the middleware provides more accurate and quicker reasoning 
results than the conventional rule-based method. In addition, 
the context-aware service is also selected using a rule-based 
algorithm, allowing the service to be readily expanded by 
adding new service rules to the service rule base. 

In this paper, a Service-Oriented Context-Aware 
Middleware (SOCAM) architecture is proposed for developing 
and prototyping context-aware services in pervasive computing 
environments. To develop context-aware services, architecture 
provides efficient support for acquiring, discovering, 
interpreting, and accessing diverse contexts. In addition, the 
paper proposes a formal context model based on Web 
Ontology Language and ontology to address issues such as 
semantic representation, context reasoning, context 
classification, and dependency. The context model and 
middleware architecture are described, as well as the 
prototype's performance in a smart home environment [27]. 

III. PROPOSED FRAMEWORK 

IoT service provisioning techniques must take into 
consideration how to provide service consumers with complete 
data, including sensor data as well as its context and don't 
overwhelm the consumer with repeated information. 

In addition, the rapid growth of IoT services available to 
users will result in a significant increase in information 
overload and network resource consumption. The exponential 
growth in the number of services available presents a challenge 
in selecting and providing the appropriate service from the vast 
array of required services. Therefore, to locate the most 
pertinent service, it is essential to construct an accurate query 
that considers the consumer's context. 
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In this section, we present our proposed service 
provisioning framework called CSSP, Fig. 1 presents the 
proposed framework, and we will discuss how to overcome the 
problems related to integrating IoT and Context-aware systems 
in a scalable manner which will be described in detail in the 
following sections. 

A. Data Acquisition and Management Service 

This layer is the core layer of the framework which is 
responsible for all operations related to collecting sensor data 
and storing it locally. This layer has many data collection 
mechanisms to overcome the limitation of IoT sensors. The 
purpose of this layer is to hide the details of data collection and 
protocols used from users; user may be a web developer or 

mobile developer who interacts with sensors as a virtual object. 
Our methodology for collecting sensors data is based on three 
levels: 

 Collect sensor data using the suitable protocol and 
according to the user role (Fig. 2 shows accessing 
sensor value through CoAP protocol in the Cooja 
simulator from a web browser). 

 Annotate sensor data with context using ontology. For 
example, Fig. 3 shows how to model the value of 
temperature using context aware. There are many 
methods to represent RDF, such as Triples, Shorthand 
notation, and XML notation, showing the use of 
Shorthand notation code to model sensor values. 

 
Fig. 1. The proposed framework (CSSP). 
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Fig. 2. Accessing CoAP sensor value. 

 
Fig. 3. Temperature sensor value representation using RDF Graph. 

The example in Listing. 1 show how to use shorthand 
notation to model sensor data. 

 

Listing. 1. Sensors reading representation using RDF 

 Save the generated data in a triple store. This 
component starts working through the system admin 
when the admin wants to add a sensor. The admin fills 
in some data about the sensor, and the component 
generates an abstract service template according to the 
specified protocol. The admin customizes the service, 
such as customizing the result format or any metadata 
about the result, and how to read the data from pin id, 
etc. 

The service itself is described using an ontology. Every 
detail about the service is described, such as URL, Endpoints, 
data format, category, location, etc. Admin can start, stop, and 
remove any service in the framework at any time. After the 
admin creates, customizes, and describes the service, the 
service will be added to the server to allow access to sensor 
data based on identified mechanism. 

In our view of data Acquisition of sensors, it depends on 
the used protocol, the role of the user, and the status of data 
(Realtime data or cashed instant data).  

We can view the data generated from IoT sensors as the 
following: 

 Object Data Realtime 

 Object Data Scheduler 

 Object Data Subscribe 

@prefix so: <http://cssp.com/sensor#> . 
so:Temp101  hasValue   20 

so:Temp101 hasTimestamp 2022-12-10T15:31:00Z"^^xsd:dateTime 

so:Temp101  hasLocation  Room101 
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All these components depend on ontology to describe IoT 
devices. 

1) Object data realtime: This is the simplest and most 

direct way to access sensor data which is used by Realtime 

role users. Based on the type of IoT device, it offers GET 

operation in case of getting data from the device, else if the 

device is an actuator, it will have GET and POST operations, 

Also Mapping of CoAP [28] URI requests to standard web 

requests.  

Data generated from sensors or written to actuators are not 
meaningful without a description, so we use ontology to 
describe the context of sensor values such as location, time, 
and available people. 

After the description of sensor data, we add this data to 
triple store locally and the most recent value to a cache server 
which can be used by other users who are not concerned with 
instant data from sensors. 

This role is very important in cases of emergencies where 
milliseconds can be important for patients or the elderly, so we 
must decrease the request count on sensors for any user. 

2) Object data scheduler: This is one of the most 

important components of the framework and is commonly 

used by many types of users. This mechanism works with the 

normal users of the system. 

There are many task queues to distribute task requests and 
categorize task queues for every type of sensor. First, it checks 
the cash server to see if available recent data is present. If ok, it 
will return and delete the request. Else, the request will be 
added to the suitable task queue. After the worker gets the 
value, the component describes the value, and it is to tribble-
store and adds the value to the cache server Scheduler 
threshold settings are configured using system admin. 

3) Object data subscribe: This mechanic is frequently 

used for monitoring purposes, and it uses different protocols, 

such as Message Queuing Telemetry Transport MQTT [28] to 

allow the user to subscribe to a collection of sensor value 

changes. The layer also adds context data to the value returned 

and adds it to the tribble store and cache server. 

B. Data Aggregation and Rules Reasoning 

In the Data Acquisition and Management Service layer, the 
data is distributed on edges and have duplicates in the data 
aggregation layer. The framework will do the following: 

 Save Stream to Store 

 Reasoning Task 

 Retrieve Historical Data 

1) Save stream to store: In this phase, First, the system 

checks sensors data and stores only incoming new unique data 

and ignores repeated values. The service receives only new 

values to reduce the size of the data. Secondly, extracted 

common data from ontology was done on the local edges. In 

this phase, we complete the data of the sensor. We extract 

metadata or minimize to reduce used bandwidth used to 

transfer sensor data from edges to a data store. Finally, the IoT 

value will be stored in the triple store database. 

2) Reasoning task: In his phase, we define rules which 

can be used to infer new knowledge from sensor data. Any 

rules engine base can be used, such as SWRL rules. When any 

activity is detected based on rules, sensors, and context data, 

action is taken and also described and saved in the RDF triple 

store. The following example in Listing. 2 demonstrates an 

example of the SWRL rule to regulate air conditioners in a 

classroom based on current readings from temperature 

sensors, the number of persons in the same room, and the state 

of the window. 

In this example, hasNumberOfStudents, hasTemperature, 
and hasWindowState are individual properties that represent 
the number of students in the classroom, the temperature in the 
room, and the state of the window (open or closed), 
respectively. hasAirConditionerState and 
hasTemperatureSetting are individual properties that represent 
the state of the air conditioning system (on or off) and the 
temperature setting, respectively. The SWRL rules in this 
example take into account the number of students in the room, 
the temperature in the room, and the state of the window to 
determine the appropriate state and temperature setting for the 
air conditioning system. For example, if there are less than 10 
students in the room and the temperature is above 25°C, the air 
conditioning system will be turned on and set to cool the room 
down to 24°C. On the other hand, if the window is open, the air 
conditioning system will be turned off regardless of the number 
of students or temperature. 

3) Retrieve historical data: Cause we have a triple store, 

we can run the system in two methods: 

 REST API: this is a simple method and can be used by 
any developer to call API for getting device data by its 
id and during a specific period. 

 SPARQL Query: this is the standard language used to 
query from triple store TDB and which will be 
important in the case of a query for historical data in 
the TDB. 

C. Client Side 

The client-side layer is the layer responsible for collecting 
context data and sending this context with the service request, 
for example, when the user in a smart home environment wants 
to turn on the air conditioner, and there are many types of 
contexts information that can be sent with requests such as the 
room of the user (location), current temperature from internet 
service, number of users in the rooms, and preferred 
temperature from user profile. 

D. Load Balancer 

The load balancer layer is an optional layer in our 
framework according to the application size and number of 
users. This layer is responsible for receiving a request, then 
finding an available server and routes the request to this server. 
Load balancers, including physical appliances, software 
instances, or a combination of the two. 
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Listing. 2. the SWRL rule example to regulate air conditioners in classroom 

E. Environment 

This layer is responsible for the IoT environment we want 
to monitor and control locally or through the Internet, which 
has sensors and actuators. This layer needs to use a gateway 
such as Arduino and Raspberry Pi to control various digital or 
analog devices. 

IV. EXPERIMENTS  

To confirm the proposed framework's effectiveness, an 
experiment has been applied to evaluate the response time in 
the case of traditional requests and in the case of our 
framework. We build a simple IoT network in a Cooja 
simulator [29] and test simultaneous requests for the sensors, 
then measure and compare the performance of requests for the 
traditional request and our framework. 

1) Dataset: The environment used to generate these 

datasets was Contiki 3.0 OS (Ubuntu 18.04 Based) in a 

virtualization environment (VMware application). The device 

used for generating datasets is a laptop with a Core I5 

processor and 8 GB Ram (2 GB for the virtual machine). The 

Cooja simulator was used to build a simulation of an IoT 

network. 

We built a Python application to simulate the request of the 
huge simulation for a sensor in case of a CoAP request and 
proposed HTTP request (500 requests simultaneously) and then 
saved the details of requests and responses in a CSV file. In the 
case of a CoAP request, the log file will contain the following 
attributes: request id, start time, end time, response time, status, 
and value. In the case of the proposed HTTP, we added an 
attribute to indicate the source of data, which will be physical 
sensor data or from a cache server. Two data sets for CoAP and 
HTTP are generated. 

2) Results and discussion: Based on the simulation 

results, it is observed that an increased number of CoAP 

requests to the sensor resulted in a significant exponential 

increase in response time. This effect can be attributed to the 

absence of scheduling or caching mechanisms, as the direct 

access of sensor values contributed to longer response times. 

A sample of requests and their corresponding response times 

are illustrated in Table I (Sample of CoAP Requests Dataset) 

and Table II (Sample of Proposed HTTP Requests Dataset). 

TABLE I. SAMPLE OF COAP REQUESTS DATASET 

Request Number Response Time 

145 1.9 

404 2.6 

147 3.8 

474 4.6 

48 6.9 

281 7.9 

70 8.9 

442 9.9 

419 10.5 

41 14.9 

112 16.9 

78 17.9 

126 18.8 

289 19.9 

204 20.9 

346 21.9 

475 22.2 

98 31.9 

250 32.8 

TABLE II. SAMPLE OF PROPOSED HTTP REQUESTS DATASET 

* C: Cached * R: Realtime 

Request ID Response Time Value Type 

73 0.11 240 C 

132 0.15 240 C 

347 0.14 76 C 

1 0.72 240 R 

38 2.16 240 C 

364 3.37 122 C 

252 4.74 122 C 

95 7.13 122 C 

10 15.53 54 L 

hasNumberOfStudents(?classroom, ?numStudents) ∧ hasTemperature(?classroom, ?temp) ∧ hasWindowState(?window, ?state)  

→ hasAirConditionerState(?aircon, ?airconState) 

∧ lessThan(?numStudents, 10) ∧ greaterThan(?temp, 25) ∧ equal(?state, closed) 

→ hasAirConditionerState(?aircon, on)  

∧ hasTemperatureSetting(?aircon, 24) ∧ greaterThanOrEqualTo(?numStudents, 10) 

∧ lessThanOrEqualTo(?numStudents, 20) ∧ greaterThan(?temp, 25) ∧ equal(?state, closed)  

→ hasAirConditionerState(?aircon, on)  

∧ hasTemperatureSetting(?aircon, 23) ∧ greaterThan(?numStudents, 20) ∧ greaterThan(?temp, 25) ∧ equal(?state, closed)  

→ hasAirConditionerState(?aircon, on) ∧ hasTemperatureSetting(?aircon, 22) 

∧ equal(?state, open)  

→ hasAirConditionerState(?aircon, off) 
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Fig. 4. CoAP response time. 

In the traditional approach, the results from our analysis 
showed that approximately 32% of the requests failed due to 
this lack of optimization and huge simultaneous requests to the 
same sensor. The processing time for all requests is 47 
seconds. Fig. 4 shows a graph representing the sensors direct 
access performance through the CoAP protocol. 

The implementation of scheduling and caching mechanisms 
as well as a time threshold established in the system 
configuration affect the response time in our proposed 
prototype. As per this threshold, the initial request may 
experience a relatively longer latency, but subsequent requests 
are expected to have faster and more consistent response times. 

In the proposed approach, the results from our analysis 
show that the simulation conducted with this prototype 
revealed a failure rate of 0%. Additionally, the data analysis in 
the table indicates that a significant portion of sensor data is 
obtained from the cache server. Consequently, most responses 
were delivered within an acceptable timeframe, ensuring 
efficient and reliable system performance. The processing time 
for all requests is 16 seconds. Fig. 5 shows a graph 
representing the sensors access performance through the 
proposed framework based on the HTTP protocol. 

 

Fig. 5. Poposed HTTP response time. 

 
Fig. 6. Performance comparison of CoAP and proposed HTTP. 

Fig. 6 shows a graph representing a comparison of 
performance according to response time to the CoAP protocol 
(traditional direct access) and HTTP protocol (Proposed 
framework). 

V. CONCLUSION AND FUTURE WORKS 

This paper proposes a context-aware semantic service 
provisioning framework. The framework focuses on producing 
solutions for many problems by providing smart devices as 
smart objects in standard web environments and facilitating the 
development of any category of IoT application.  

The framework was organized to solve many network 
problems such as bandwidth, scalability, limited resources of 
smart devices, semantic annotation, and reasoning.  

The proposed framework is validated and evaluated by 
testing accessing the service in the traditional CoAP protocol 
and according to the proposed framework and comparing the 
results. The evaluation shows that the proposed framework 
increases performance and decreases failed requests.  

In the future, we will try to test this framework in a real 
environment, and we will try to increase the performance. 
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Abstract—The objective of the research is to determine to 

what extent the use of the SimCity video game allows the 

development of critical thinking in the teaching-learning 

processes of students. The methodology applied consisted of a 

research with a quantitative approach of experimental type, 

working with a sample of 25 students selected through a simple 

random sampling of a population of 100 students, 10 sessions 

were developed using the SimCity video game, a pretest and 

posttest of skills and abilities required to develop critical thinking 

of Watson Glaser were applied, whose dimensions measured 

were: Inferences, assumptions, deductive reasoning, logical 

interpretation and evaluation of arguments. The results show 

that with adequate stimulation through the use of the SimCity 

video game, critical thinking can have a moderate but effective 

development in the students, from the comparison of the data 

obtained in the pretest and posttest a significant progress in 

terms of scores is observed; likewise, the effectiveness of the use 

of the SimCity video game is reflected to a greater extent in 

inferences and evaluations of arguments, since during the 

posttest evaluations greater progress was observed in comparison 

to other skills; while the interpretation of information obtained 

less progress in comparison to the other skills, the use of skills 

such as deductive reasoning, inferences and evaluation of 

arguments were moderately developed. In conclusion, the use of 

the SimCity video game allows the development of skills and 

abilities to develop critical thinking according to various factors, 

such as the way in which it is incorporated into the curriculum, 

the orientation and guidance of teachers, and the way in which 

reflection and analysis is carried out after the game experience. 

Keywords—SimCity; video games; critical thinking; critical 

learning 

I. INTRODUCTION 

In many educational institutions, the teaching approach 
focuses on memorization and repetition of information rather 
than critical analysis of it. This can hinder the development of 
critical thinking in students as they are not given the 
opportunity to question and critically evaluate information. In 
this context, we propose the following research question: To 
what extent does the use of the video game SimCity foster the 
development of critical thinking in students? 

SimCity is a game designed for educational and critical 
decision-making purposes. The study [1] mentions that these 
games, besides being created by a dedicated team of game 
developers, also involve psychologists, doctors, and other 
professionals who assist in creating a more serious and realistic 
environment. Thus, SimCity is a serious simulation game 

where decisions depend on the player. According to [2], a 
video game can be a simulation game, which, unlike a 
simulator, tends to have open gameplay based on strategy and 
role-playing, as opposed to a rigid action and adventure 
gameplay of a simulator. SimCity is a video game software 
created by Electronic Arts and released in 2003. The game is 
designed for single player, but there is an option to create 
multiple cities that can be played by different people at 
different times within the same software. It is a system 
simulation game where players assume the role of a mayor and 
deal with issues such as crime, budget deficits, and traffic to 
create and develop cities [3]. Additionally, [2] mentions that as 
a simulator, one must think as if everything were real and 
consider all the factors present since the player holds the 
power. The simulation game SimCity offers the opportunity to 
orchestrate the construction and development of a city. The 
tremendous success of SimCity demonstrates the surprisingly 
convincing power of a particular type of human-computer 
interaction. According to [3], in combination, it can be 
understood that it is a popular game that allows for interaction 
between people and machines. The success of the game in 
education is due to the artificial environment with rules where 
there are no limits of size or time [4]. Since the game presents a 
large amount of data that players must be aware of, such as air 
pollution levels. SimCity 4 allows its players to shape and 
build a settlement where the player acts as the mayor [5]. 
SimCity allows players to determine the evolution of a city, 
which depends on the player's decisions. Thus, SimCity has an 
interface with a small control panel that provides information 
about the city's development and any problems it may have, 
whether they are economic, social, etc. 

The SimCity game guide mentions that decision-making is 
the main aspect, as players, in the role of mayor, must define 
zones for houses, factories, and others while also meeting basic 
needs in order to maintain a stable city. At the beginning, it is 
recommended to follow a small tutorial to understand the 
game's themes [6]. The city is not just a toy that SimCity 
claims to be, and SimCity plays with urban planning in a way 
that misleads students in their understanding of how a city 
works and how it could be planned [3]. SimCity is considered a 
serious game [7]. They mention: Games have the unique ability 
to provide participants, especially learners, with the 
opportunity to acquire skills through activities embedded 
within the game itself. This is due to the playful and interactive 
nature of games, which allows players to experience situations 
and challenges actively and participatively. Unlike 
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gamification, where game elements are incorporated into 
contexts that are not necessarily playful, games themselves are 
inherently playful by design. In other words, when it is 
mentioned that games allow for the acquisition of skills 
through game-based activities, it refers to how players learn 
and enhance their abilities as they interact with the game. 
These activities can involve solving puzzles, making strategic 
decisions, overcoming obstacles, and achieving goals within 
the game. Through these actions, players are exposed to 
challenges that require the application of specific skills, thus 
contributing to the acquisition of skills. 

According to [8], thinking is defined as the ability to 
process information and build knowledge through the 
combination of mental representations, operations, and 
attitudes. It classifies thinking into three types: 

 Automatic Thinking: Sometimes we act without much 
thought, we think automatically; that is, we respond 
immediately to various stimuli in the environment with 
previously learned responses. 

 Systematic Thinking: Other times, we stop to think, we 
think systematically; we use all the intellectual 
resources at our disposal (concepts, skills, and attitudes) 
to create new responses to situations. 

 Critical Thinking: Finally, in very extraordinary 
occasions, we reflect on our own thinking process; we 
carry out what philosophers call self-awareness and 
psychologists call metacognition. This involves 
examining and critically evaluating our own thoughts, 
beliefs, and assumptions, as well as the arguments and 
evidence supporting our conclusions. Critical thinking 
aims to objectively analyze, question, and rigorously 
evaluate information before reaching conclusions or 
making decisions. 

Furthermore, it is mentioned that the stage of formal 
operations, also known as the fourth stage, is the highest point 
at which a person can make decisions through broader logic 
[9]. Thus, it can be understood that learning theory is related to 
critical thinking since in its fourth stage, conclusions are sought 
through more exhaustive reasoning. 

Critical Thinking is configured as a philosophical type of 
thinking that is concerned with cultivating and improving each 
individual's reasoning abilities [10]. In other words, it is the 
capacity that a person possesses to have a critical judgment in a 
given situation. Critical thinking is a mode of thinking about 
any topic, content, or problem in which the thinker improves 
the quality of their thinking by grasping the inherent structures 
of the act of thinking and subjecting them to intellectual 
standards [11]. In other words, critical thinking is a cognitive 
skill that involves analyzing information objectively and 
systematically, carefully evaluating it, and making informed 
decisions based on available evidence. Critical thinking 
involves the ability to analyze, synthesize, and evaluate 
information from different sources, including books, articles, 
websites, media, and personal experience. 

The Multidimensionality of Critical Thinking has been 
categorized by [12] as a mode of thinking that corresponds to 

the current conditions of the development of productive and 
technological forces, their complexity, and the changes 
underlying the multidimensionality of systems. Thus, it is 
understood that critical thinking seeks to relate all possible 
aspects of a topic to understand their influence on it. Critical 
thinking constitutes a complex system of dimensions that 
allows for the analysis of one's own thinking and that of others 
at a more specific level, which, when subjected to the analysis 
of the different dimensions, as stated by [13]. 

 Logic: Involves analysis through logical reasoning. 

 Substantive: Evaluates truth and falsehood. 

 Contextual: Recognizes the social and historical 
context. 

 Dialogical: Examines thoughts in relation to the 
perspectives of others. 

 Pragmatic: Recognizes the purpose or intention behind 
a thought. 

It has been researched that SimCity can be applied in the 
development of administrative skills in undergraduate and 
graduate students [14]. This indicates that SimCity has 
application in the educational field. Additionally, Piaget's 
learning theory reflects the fourth stage when playing a 
strategy video game, as the player will use logic to make 
decisions [15]. Thus, SimCity, being a strategy game where 
decisions must be made through structured logic, allows for the 
development of critical thinking. Unlike many games, SimCity 
encourages deep thinking due to its characteristics. Of course, 
no matter how much computer game designers grant to players, 
any simulation will be based on a set of basic assumptions. 
SimCity has been criticized from both the left and the right for 
its economic model [3]. Therefore, individuals who play 
SimCity must apply their knowledge based on the dimensions 
of critical thinking. In strategy games, it is mentioned that 
logical thinking and problem-solving are primarily developed 
[16]. Thus, it can be understood that SimCity as a game allows 
for the development of logic as another dimension of critical 
thinking, but as a simulator, other aspects must also be 
considered. Furthermore, [17] mentions that the game allows 
for decision-making based on the environmental conditions 
displayed during the construction and development of the city. 
Therefore, to make decisions, the contextual and dialogical 
dimensions are important because one has to think based on 
what is proposed during the game and then make decisions. 

On the other hand, the use of algorithms is common in 
video games. The research [18] mentions how video games 
nowadays use predictable algorithms, but with the use of 
artificial intelligence, this varies, although they become more 
comprehensible and logical. Thus, the pragmatic dimension 
will also be developed as, during the game, one will have to 
anticipate and think about the future critically and question the 
decisions made. 

Therefore, critical thinking is essential in decision-making 
to make them with determination. The author in [19] mentions 
that video games improve reasoning and critical thinking 
abilities, leading to making accurate decisions. 
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According to the research conducted by [20], there is an 
effect of the game SimCity on the development of spatial 
intelligence among students at Angkasa Secondary School in 
Bandung. Secondly, the application of the SimCity game in 
geography learning helps students make decisions to overcome 
spatial problems. This is evidenced by the increase in the 
average score in the post-test of the experimental class after 
using SimCity as an instructional medium. Thirdly, the 
application of the SimCity game in geography learning 
requires structured learning scenario planning and proper time 
allocation. Consequently, the learning steps must be carefully 
followed without skipping any steps. Fourthly, SimCity game 
can be an alternative learning medium, although it has some 
disadvantages compared to conventional methods. 

Likewise, the research conducted by [21] demonstrated that 
even a technically complex and fast-paced medium like a 
computer video game, SimCity, can be used in an instructional 
scenario for an extended period with limited effort, although 
the challenge of the game's aging must be actively addressed. 
Furthermore, in the described instructional scenario, SimCity is 
perceived as a motivating and accepted learning 
diversification: the learning activity can be considered playful. 
This finding, moreover, has not been widely presented in the 
literature. 

II. RESEARCH METHODOLOGY 

The applied methodology follows a quantitative 
experimental approach. 

A. Objective 

To determine to what extent the use of the video game 
SimCity in teaching-learning processes allows the development 
of skills and abilities to promote critical thinking in regular 
basic education students. 

B. Hypothesis 

The use of the video game SimCity in teaching-learning 
processes enables regular basic education students to develop 
skills and abilities to promote critical thinking. 

C. Variables 

 Independent: Use of the video game SimCity  

 Dependent: Development of critical thinking 

 Controlled: The number of students and the playtime of 
SimCity  

D. Population and Sample 

A simple random sampling has been applied to select 25 
students for the control group and 25 students for the 
experimental group. The total population consisted of 100 
third-grade students from regular secondary education. 
Informed consent was obtained from the parents or guardians 
of all students. 

E. Methodological Design 

The research is experimental in nature. According to [22], 
unlike theoretical research, it requires direct interaction with 
the members and components of the group being studied, in 
this case, individuals. To determine the effectiveness of the 

video game SimCity in the development of critical thinking, 
the Watson Glaser Critical Thinking Appraisal test [23] will be 
administered. This test is internationally standardized. 

F. Aspects Measured by the Watson Glaser Test 

 Capacity for critical thinking. 

 General understanding of the importance of providing 
evidence and support when formulating conclusions. 

 Ability to differentiate between inferences, 
assumptions, and generalizations through the 
application of logic. 

 The ability to combine these skills in decision-making. 

Table I shows that both Group A and Group B participated 
in the study and were administered the Watson Glaser Critical 
Thinking Appraisal test in both the pretest and posttest. 
Additionally, a total of 10 sessions of 30 minutes each were 
conducted as part of the study. The total duration of the study 
was 12 hours. 

TABLE I.  PROCEDURE FOLLOWED IN THE RESEARCH 

Group Pretest Sessions Postest Duration 

Group A 
and B 

The Watson 

Glaser Critical 

Thinking 
Appraisal test 

will be 
administered to 

both samples 

10 sessions 

of 30 
minutes 

each will be 
conducted  

The Watson 
Glaser 

Critical 

Thinking 
Appraisal 

test will be 
administered 

to both 

samples 

12 hours 

G. Application of the Watson Glaser Test to Both Samples 

The Table II displays the distribution of questions and 
scores across different dimensions of critical thinking. 

TABLE II.  STRUCTURE OF THE WATSON GLASER TEST 

Dimensions Number of questions Score 

Inferences 15 15 

Assumptions 16 16 

Deductive Reasoning 9 9 

Logical Interpretation 12 12 

Evaluation of Arguments 15 15 

Total 67 67 

H. Sessions for the use of the Video Game SimCity 

1) Introduction to the game SimCity 

 In a session of 25 to 30 minutes, the students will be 
explained about the game SimCity and how it is played. 

 The entire introduction will be played for the students to 
understand the game dynamics. 

2) Duration of the 10-hour game 

 Session 1: A small stable population will be initiated. 

 Session 2: Connections with neighboring towns will be 
developed. 
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 Session 3: Investments will be made in education, 
health, and security. 

 Session 4: A railroad or highway will be constructed. 

 Session 5: Construction will take place in the other 
neighboring cities. 

 Session 6: New transportation methods will be built 
based on the city. 

 Session 7: A balance will be sought in six aspects: 
traffic, health, education, environment, security, and 
land value. 

 Session 8: Demographic growth will be initiated by 
expanding more areas. 

 Session 9: Community problems will be addressed and 
solved. 

 Session 10: More recreational sites and leisure areas 
will be created if there is stability. 

The sessions are for reference purposes, as the students 
have the final decision on what they choose to do. 

3) Objectives of the game in SimCity: 

 Achieve a population of at least 50,000 inhabitants. 

 Avoid having a deficit. 

 Maintain a positive score of over 60% in the six aspects 
(traffic, health, education, environment, security, land 
value). 

III. RESULTS 

Table III shows the total scores of the pretest and posttest 
of Watson Glaser applied to the 25 students. 

TABLE III.  COMPARISON OF WATSON GLASER TEST SCORES 

Student Pretest Postest 

01 35 52 

02 33 50 

03 37 51 

04 32 51 

05 36 50 

06 36 52 

07 31 49 

08 33 52 

09 37 52 

10 37 48 

11 36 54 

12 36 49 

13 37 50 

14 36 50 

15 30 46 

16 34 54 

17 36 54 

18 30 51 

19 33 52 

20 34 48 

21 32 48 

22 32 49 

23 35 48 

24 32 50 

25 32 48 

Table IV shows the results by dimensions of the pretest 
Watson Glaser. 

TABLE IV.  RESULTS BY DIMENSIONS OF THE WATSON GLASER PRETEST 

Stude

nts 

Inferen

ces 

Assumpti

ons 

Deduct

ive 

Reason

ing 

Interpreta

tion of 

Informati

on 

Evaluat

ion of 

Argume

nts 

Tot

al 

01 8 8 6 6 7 35 

02 6 10 5 6 6 33 

03 7 8 6 7 9 37 

04 5 12 6 6 8 37 

05 7 9 4 6 10 36 

06 7 8 5 6 10 36 

07 6 7 5 6 7 31 

08 7 7 4 7 8 33 

09 6 8 4 8 11 37 

10 6 9 5 8 9 37 

11 5 9 6 8 8 36 

12 7 9 5 7 8 36 

13 8 10 5 7 7 37 

14 8 9 5 7 7 36 

15 5 7 6 5 7 30 

16 8 9 6 5 6 34 

17 6 11 5 7 7 36 

18 6 6 5 7 6 34 

19 8 7 6 6 6 33 

20 6 9 5 6 8 34 

21 7 8 4 6 7 32 

22 5 8 6 5 8 32 

23 8 11 3 7 6 35 

24 6 9 3 6 8 32 

25 8 5 4 6 9 32 

Total 15 16 9 12 15 67 

TABLE V.  RESULTS BY DIMENSIONS OF WATSON GLASER POSTEST 

Stude

nts 

Inferen

ces 

Assumpti

ons 

Deduct

ive 

Reason

ing 

Interpreta

tion of 

Informati

on 

Evaluat

ion of 

Argume

nts 

Tot

al 

01 12 12 7 9 12 52 

02 11 11 7 9 12 50 

03 11 13 7 9 11 51 

04 10 14 8 8 11 51 

05 11 12 6 8 13 50 

06 12 12 7 8 13 52 

07 13 11 6 8 11 49 

08 13 11 7 9 12 52 

09 11 10 7 11 13 52 

10 9 10 7 9 13 48 

11 12 13 8 11 10 54 

12 9 11 8 9 12 49 

13 13 12 6 9 10 50 

14 12 11 6 9 12 50 

15 9 9 8 8 12 46 

16 15 12 8 8 11 54 

17 15 13 8 8 10 54 

18 12 11 7 10 11 51 

19 10 13 8 10 11 52 

20 11 10 6 8 13 48 

21 9 12 7 8 12 48 

22 9 11 7 11 11 49 

23 9 11 7 8 13 48 

24 11 12 6 8 13 50 

25 12 9 6 10 11 48 

Total 15 16 9 12 15 67 
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Table V presents the results of the posttest Watson Glaser 
assessment, indicating a comprehensive overview of students' 
critical thinking skills across different dimensions. The 
provided scores suggest a notable improvement in various 
critical thinking dimensions following the implementation of 
the SimCity game. It is evident that the use of SimCity has 
positively impacted students' critical thinking abilities. 
Specifically, the dimensions of Inferences, Assumptions, 
Interpretation of Information, and Evaluation of Arguments 
display improved scores, underscoring the game's influence on 
enhancing these critical thinking aspects. Moreover, the overall 
total score demonstrates a collective improvement, reinforcing 
the notion that the game has contributed significantly to the 
students' overall critical thinking skills. 

TABLE VI.  PAIRED T-TEST 

Statistics Variable 1 Variable 2 

Mean 34.28 50.32 

Variance 5.376666667 4.47666667 

Observations 25 25 

Pearson correlation coefficient 0.363155411  - 

Hypothesized difference of means 0  - 

Degrees of freedom 24  - 

t statistic -31.97783414  - 

P(T<=) one-tail 1.7226E-21  - 

Critical value of t (one-tail) 1.71088208  - 

P(T<=) two-tail 3.4452E-21  - 

Critical value of t (two-tail) 2.063898562 - 

Table VI displays the paired samples t-test, which shows a 
significant difference between both variables. this indicates that 
the impact of the simcity video game application influences the 
development of critical thinking. It can be concluded that 
variable 2 has a significantly higher mean than variable 1. This 
conclusion is based on the extremely low p-values, the 
comparison of the t-statistic with critical values, and the 
direction of the observed difference 

I. Data Analysis 

An analysis of the data collected is presented and analyzed 
in the following graphs. 

According to Fig. 1, the development of the inference 
ability varied among each student, due to the multiple 
strategies that can be approached in the game. It is evident that 
the development in the inference ability of each student was 
positive, as all of them obtained a higher score compared to the 
pretest, surpassing their previous score by an average of five 
points. For a successful experience in SimCity, it is necessary 
to infer that, thanks to this ability, we can determine or identify 
certain information that is not explicitly stated in the source 
[24]. Thus, to achieve the proposed objectives in SimCity, 
some students approached the inference aspect better, for 
example, constructing multiple small and stable cities to fulfill 
the goals without encountering problems. Overall, the 
inference ability was developed through the game's challenges, 
which were tackled with varied solutions proposed by the 
players. 

In Fig. 2, a lesser progress is observed in the development 
of the assumption ability, a factor related to how students 
approached problems based on clues and how effective their 
solutions were. Considering something as true or real based on 
the clues available [25]. This understanding allows us to infer 
those problems such as the need for more schools, shopping 
centers, or other facilities placed in the necessary quantity and 
the right location were actions taken by the students to fulfill 
the proposed objectives. In conclusion, the assumption ability 
had a more complex development, as the numerous options 
provided by SimCity can lead to making many errors. 

 

Fig. 1. Scores of the inference ability. 

 

Fig. 2. Scores of the assumption ability. 

According to Fig. 3, regarding deductive reasoning, a 
positive impact is observed as all students obtained better 
scores, improving by an average of 2 points compared to the 
pretest. Furthermore, with a maximum score of 9, significant 
development can be identified, with six students achieving a 
score of 8. In relation to SimCity, this ability is of utmost 
importance because when there are problems with city 
organization or services, the game communicates through 
messages that inform the player about possible strikes or riots, 
which leads students to make decisions and infer conclusions 
about the potential outcomes if the problems are not resolved. 
This reasoning allows organizing premises into syllogisms that 
provide decisive proof for the validity of a conclusion; it is 
often said to deduce from an unexplained situation [26]. For 
example, if there are environmental problems, the premises can 
be the notifications and the low percentages in city aspects 
such as health and the environment. Overall, SimCity enables 
the exercise of deductive reasoning through its notification 
system and the overall panel displaying the city's aspects. 
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According to Fig. 4, in terms of information interpretation, 
the progress was similar to deductive reasoning, with an 
average increase of 2.48 points from the previous score. This 
ability is related to the concepts provided at the beginning of 
the game application since the interpretation of the given 
tutorial information, which aimed to provide foundations on 
how a city can grow sustainably, also offered solutions to 
common problems. The small difference in scores obtained by 
the students demonstrates a similar interpretation of the 
tutorial. However, SimCity is not a game of narratives or 
closed decision-making; it is an open-ended game. Therefore, 
the interpretation of information varied in each case, as the 
developing city differentiated itself from others. The 
information provided to the students through notifications was 
diverse, and thus, its interpretation also varied. 

 

Fig. 3. Scores of the deductive reasoning ability. 

 

Fig. 4. Scores of the information interpretation ability. 

Fig. 5 shows an average development of 4 points compared 
to the pretest, which indicates that despite not being a game 
solely focused on answering questions based on information, 
SimCity has demonstrated that errors allow for significant 
student learning. An argument is a reasoning that justifies 
something, and in the case of SimCity, when a decision 
deviates from the intended path, it can be considered as 
something negative, leading to the evaluation of the student's 
decisions. This process prompts students to evaluate their own 
arguments and make decisions based on them. This attribute is 
present in each student during the game, as problems 
frequently arise in the process of building a stable city. 
Therefore, students often seek solutions, and if they make an 
incorrect decision, they realize it through the economic deficits 
they encounter, creating the need to evaluate their decisions 

and find the best solution, which students achieved and is 
evidenced by the improvement in their scores. 

 

Fig. 5. Scores of the argument evaluation ability. 

 

Fig. 6. Comparison of the total scores between the pretest and posttest. 

According to Fig. 6, it is evident that critical thinking has 
developed in the students, as all of them showed improved 
scores. These results infer that the SimCity video game had a 
positive impact on the development of critical thinking in 
students. 

IV. DISCUSSION 

The results of this study are in line with previous research 
highlighting the positive impact of the game SimCity on the 
development of specific cognitive skills. According to the work 
done by [20], a significant effect of the SimCity game on the 
enhancement of students' spatial intelligence is established. 
This finding is important as it supports the notion that video 
games can contribute to the development of specific cognitive 
skills, in this case, spatial intelligence, which is crucial for 
effectively understanding and navigating spatial environments. 

Furthermore, the results obtained in this research align with 
the findings of [21], who also emphasized the perception of 
SimCity as a motivating and enriching tool in the educational 
scenario. The motivating diversification of learning adds to the 
evidence that video games, in this case, SimCity, can generate 
greater student engagement and participation in the teaching-
learning process, potentially improving information retention 
and the understanding of complex concepts. 

Regarding our findings, it was found that the use of the 
SimCity video game in teaching-learning processes has a 
positive impact on the development of critical thinking skills in 
students of regular basic education, although it is partial. This 
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suggests that while the game contributes to the overall 
development of critical thinking, some dimensions of critical 
thinking may not be comprehensively addressed. The 
dimensions of critical thinking are varied and may require 
specific approaches for complete development. 

In particular, the logical dimension showed the greatest 
development through the use of the SimCity video game, and 
this dimension exhibited a close relationship with the results 
obtained in the Watson Glaser test. This correlation highlights 
the importance of logical thinking in problem-solving and the 
evaluation of arguments, two central aspects of critical 
thinking. However, it is observed that other dimensions of 
critical thinking could benefit from complementary 
pedagogical approaches to achieve comprehensive 
development. 

According to [27], engaging in the SimCity video game 
activity has provided a framework for developing meaningful 
educational situations that facilitate the contextualization and 
application of scientific conceptual content acquired by 
students. Additionally, according to [28], the development of 
critical thinking attitudes can be determined through various 
aspects of the gaming experience. One of these aspects 
involves analyzing the underlying model in the video game and 
comparing it with reality, while the other aspect involves 
exploring the values and counter-values presented. In this way, 
students have applied their acquired knowledge to compare 
simulation and reality, noting significant differences. Some of 
the weaknesses criticized for potential educational use can thus 
be transformed into opportunities for developing skills and 
attitudes. 

For example, it is criticized that the model programmed in 
the simulation never reaches reality [29], [30]. The 
development of problem-solving skills through the SimCity 
video game series has already been confirmed in studies by 
[31] and [32]. In this case, the steps that students take to solve 
problems of varying difficulty, ranging from easy to medium 
and complex, have been analyzed to determine the process 
followed, in addition to the final result. The conclusion is that 
through the simulation video game, students can employ very 
different strategies to reach the same final solution, thus 
fostering creativity and accommodating the diversity of 
students [33]. As indicated by [34] and [35], an added value for 
improving the teaching-learning process of Geography is 
provided by the need to manage a simple layered geographic 
information system, which can serve as an introduction to GIS 
(geographic information systems). Furthermore, according to 
[36], [37] the development of problem-solving skills is one of 
the main consequences of becoming a mayor to manage and 
build a city with SimCity. The research conducted in contrast 
to the reviewed background allows us to glimpse that it is 
possible to use this type of video game to develop critical 
thinking skills in students, as demonstrated by the results. 

V. CONCLUSIONS 

These collective results underscore the effectiveness of the 
SimCity game in fostering critical thinking skills among 
students. The improvements across dimensions and the 
significant shift in mean scores support the premise that video 
games, when strategically integrated into educational contexts, 

can indeed contribute to the development of targeted cognitive 
abilities. This study adds valuable insights to the growing body 
of research on the educational potential of video games and 
suggests that their incorporation into pedagogical approaches 
warrants further exploration and consideration. 

The use of the SimCity video game in teaching and 
learning processes allows for the partial development of critical 
thinking skills in regular basic education students since the 
focus is not on each dimension of critical thinking as such, 
given their diversity. Similarly, the logical dimension was the 
most developed through the SimCity video game, being the 
one most related to the Watson Glaser test. 

It is inferred that with adequate stimulation through the 
SimCity video game, critical thinking can have a moderate and 
effective development in regular basic education students, as 
significant progress in scores was observed based on the data 
obtained from the post-test, which were validated with the 
hypothesis through the Student's t-test. 

Likewise, the effectiveness of SimCity is more reflected in 
inferences and argument evaluations, as greater progress was 
observed during the post-test evaluations compared to other 
abilities, even resulting in ideal scores for two students in the 
inference capacity. 

On the other hand, the progress in information 
interpretation was lower compared to other abilities, as it had a 
lower but achieved progress. This is because the video game 
initially only presents a tutorial, which provides a broad scale 
understanding of the theme, resulting in minimal information 
to interpret. Meanwhile, the use of skills such as deductive 
reasoning, inferences, and argument evaluation is more 
necessary for the development of critical thinking, as only the 
best decisions ensure the achievement of the proposed 
objectives. 

RECOMMENDATIONS 

Regarding the SimCity video game, it should be played in a 
supervised environment to achieve better results, as this 
ensures the proper use of the video game since, despite not 
being an online game, uncontrolled use can lead to addictive 
behavior. Additionally, it is recommended for future research 
to apply the test to a control group that does not play SimCity 
to enable a comparison with an experimental group. 

The research was conducted with a relatively small sample 
of students, which could limit the generalization of the results 
to larger populations. 

RESEARCH LIMITATIONS 

Limited Duration: The study was carried out over a specific 
period of time, which might not fully reflect the long-term 
effects of implementing SimCity on students' critical thinking. 

Specific Context: The results could be influenced by the 
specific conditions and characteristics of the educational 
institution where the study was conducted, making it 
challenging to extrapolate the findings to other settings. 

Focus on a Single Tool: The research centered on the 
SimCity game as the sole intervention tool. Including other 
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tools or pedagogical approaches could have provided a more 
comprehensive understanding of how critical thinking skills are 
developed. 

Impact of External Factors: Uncontrolled external factors, 
such as individual student motivation or influences beyond the 
educational environment, could have influenced the outcomes. 

Measurement of Other Variables: The research specifically 
focused on critical thinking and did not consider the 
measurement of other skills or competencies that could have 
been influenced by the game. 
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Abstract—It is a highly difficult challenge to achieve 

correlation between images by reliable image authentication and 

this is essential for numerous therapeutic activities like 

combining images, creating tissue atlases and tracking the 

development of the tumors. The separation of healthcare data 

utilizing deep learning variational autoencoders and conditional 

neural networks is presented in this research as a paradigm. One 

of the essential jobs in machine vision is the partitioning of an 

image. Due to the requirement for low-level spatial data, this 

assignment is more challenging compared to other vision-related 

challenges. By utilizing VAEs' capacity to develop hidden 

representations and combining CNNs in a conditioned 

environment, the algorithm generates accurate and efficient 

results for the segmentation. Moreover, to learn the 

representation of latent space from labelled clinical images, the 

VAE is trained as part of the system that is suggested. After that, 

the representations that were learned and real categorizations are 

used to develop the conditional neural network. Furthermore, the 

model that has been trained is utilized to accurately separate 

the areas that are important in brand-new medical images during 

the inferential stage. Thus, the experimental findings on several 

healthcare imaging databases show the enhanced precision of 

segmentation of the structure, highlighting its ability to enhance 

automated diagnosis and treatment. Henceforth, the suggested 

Deep Learning and Variational Auto Encoders with Conditional 

Neural Networks (DL-VAE-CNN) are employed to solve the 

pixel-level problem of classification that plagues the earlier 

investigations. 

Keywords—Deep learning; variational autoencoders; CNN; 

medical image segmentation; automated diagnosis and treatment 

I. INTRODUCTION 

A harmful disease that has one of the highest five-year 
rates of survival is brain tumor. To determine the kind of brain 
tumor, neurological specialists frequently employ magnetic 
resonance imaging (MRI). Despite the amazing advancements 
in science over the past few years, certain diseases still pose a 
grave risk to life [1]. Of these, cancer of the brain is among 
the most aggressive. Brain tumors are the result of untamed, 
erratic polypeptide development inside and outside the brain's 
cells. Carcinoma brain tumors are the most dangerous kind, 
but benign tumors can also exist. Thus, brain cancer is the 

common name for the malignant variety of cerebral tumor. A 
tumor is deemed cancerous if it emerges from the membrane 
and invades nearby tissues. There are three main types of brain 
tumors. They are gliomas, pituitary tumors and meningiomas. 
The pituitary brain tumor is a malignant development of 
polypeptide that surrounds the pituitary gland, which is a 
gland that is situated at the bottom of the brain. On the 
outermost layer of the brain below the skull, meningioma, a 
benign tumor, is detected. It grows slowly. Amongst all brain 
tumors, glioma has the greatest fatality rate globally. Pituitary 
and meningioma tumors can be easily found due to the 
position of the different types of brain tumors; however, 
gliomas are challenging to find and study. 

The objective of a semantic segmentation is to define the 
limits of important anatomical or pathological features [2]. 
The findings can be applied to multisensory image 
authorization, therapeutic targeting preparation, or operational 
systems for navigation. Furthermore, the field of imaging in 
medicine has made extensive use of its versions for 
segmentation. Due to the increasing adoption of Computed 
Tomography (CT) and Magnetic Resonance (MR) imaging for 
medical diagnosis, treatment planning and medical inquiries, 
image segmentation is necessary for radiological experts to 
effectively utilize technological advances to assist in helpful 
assessment as well as the planning of treatment. Delineating 
anatomical features and other areas of interest (ROI) requires 
the use of trustworthy methods [3]. Moreover, the utilization 
of three-dimensional (3D) convolutional neural networks for 
tissue separation on CT data is very efficient: however the 
process of creating labels for training is time-consuming. 
Therefore, the effectiveness of the algorithm that has been 
trained is hampered by a lack of designations, particularly 
when it comes to its ability to generalize to everyday clinical 
practice. Nevertheless, due to the complexity of person's 
structure and pathological situations, numerous variations and 
medical conditions are not included in this small training 
information and that may partially account for the reported 
discrepancy among efficiency utilizing real-world information 
and anticipated results [4]. Even if trained on a greater amount 
of data sets, there will be discrepancies among the model's 
probability and the real-world probability. These changes 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

569 | P a g e  

www.ijacsa.thesai.org 

could relate to technological issues, individual traits or more 
uncommon pathological diseases. 

Nevertheless, pathological identification is vital yet 
a challenging task in the computation and evaluation of 
clinical images. Although certain tasks such as tumor 
measurements or therapy surveillance refers to precise 
segmentation of the conditions and other applications such as 
assisting the physician with inspecting the image or retrieving 
visuals with diseases at particular points from a data base and 
it only require information to identify the illness and an 
approximate representation of its description [5]. Moreover, 
researchers concentrate on the identification of images with 
diseases as another instance of such an application.  
Furthermore, missing connections among images due to 
pathological features could result in incorrect identification 
that is leading to the surrounding regions. In order to estimate 
the regions of lacking connections, it might be good to 
incorporate the earlier pathological data into the process of 
registration. Therefore, variational autoencoders (VAEs) are 
broad dormant area computational simulations that have 
proven incredibly effective in a variety of fascinating 
applications in medical information technology including 
large-scale physiological order evaluations, incorporated 
multi-omics data analysis and the design of molecules and 
protein layout [6]. 

Additionally, the primary concept behind VAEs is to 
comprehend the data distributions in a manner that enables the 
generation of fresh, useful information with higher intra-class 
variability from the transmitted population. Moreover, deep 
generative algorithms have received an abundance of interest 
previously as a result of their numerous information creation 
capabilities. Therefore, one of the most well-liked methods of 
dynamic modelling and low-dimensional network 
representational learning amongst them is the variational 
autoencoder (VAE). Nowadays, diagnostic imaging 
is commonly employed to locate tumors and other anomalies 
in the body of a person for investigation and research. 
According to the illness type and the patient's body portion, 
several techniques for medical imaging are employed for 
diagnostics [7]. To diagnose an anomaly promptly and 
accurately, scanning needs to be done. The procedures include 
computer tomography (CT) that is frequently utilized to 
compare numerous soft tissue types including the liver, the 
lung cells and lipids, as well as X-ray, that is utilized for 
recognizing fractures in bones or to identify tissues that are 
hard. Positron emission tomography (PET) scans and MRI 
scans are both frequently employed in the recognition of 
anomalies in the fields of neuroscience, heart disease, 
malignancy and connective tissue impairment respectively. 

Henceforth, a convolution's job is to find structures in the 
data it receives that represent characteristics that can be 
detected. Convolutional operations require kernels, also 
known as filtration systems.  A convolution execution 
is viewed mathematically and the outcome of multiplying an 
element-by-element portion of the input by the filter adds the 
outcomes. Until the entire input area has been covered, the 
procedure continues by moving the location of the fragment as 
determined by the pace a number of instances. This creates a 
new result array by computing just one value for every 

segment [8]. Furthermore, with pooling, linguistically 
associated characteristics are combined into one, as opposed 
to convolutions. In order to decrease the size of the module 
and create constancy to minor changes and deformations, they 
are termed as the fixed processes which are not trainable. 
Hence, CNNs have shown they can produce images of 
outstanding quality with significantly fewer training time and 
computing demand. However, fully connected networks can 
also produce images. Based on vector data an image is used as 
input, there are two distinct kinds of picture generating 
algorithms. Though, improvements in technology have made 
it easier to acquire an image, which has resulted in the 
production of enormous numbers of pictures with excellent 
resolution at extremely low costs. The creation of biological 
algorithms for image processing has significantly improved as 
a result of this and it has made it possible to create 
computerized methods for gathering data through visual 
inspection or assessment [9]. 

The key contribution of the established outline is updated 
as follows: 

 At first, the data has been collected from the dataset. 

 Next, the pre-processing step is completed by 
Histogram Equalization. 

 After that, the segmentation of the image is done by K 
means clustering. 

 Feature extraction process is done by VAE, this will 
model the data. 

 Classification is done by Convolutional Neural 
Network. 

 Finally, the effectiveness of the proposed approach has 
been acknowledged and compared with various 
methods to demonstrate its superiority in efficiency 
and productivity. 

The other parts of this research are broken down into the 
following divisions as an outcome: The related works are 
revealed in Section II after an in-depth examination. Problem 
statement is covered in Section III. In Section IV, the specifics 
of DL-VAE-CNN are examined. The experiment's results are 
analyzed and reported in detail in Section V. The research's 
conclusion is found in Section VI. 

II. RELATED WORKS 

Chen et al.[10] disclosed in his paper that, the 
development of novel healthcare image processing techniques 
has attracted a lot of academic curiosity in deep learning, and 
this deep learning-based algorithm have achieved amazingly 
well across a range of healthcare scanning applications to 
enhance illness identification and detection. Considering their 
achievement, the absence of sizable and thoroughly structured 
data sets severely hinders the advancement of deep learning 
algorithms for medical image interpretation. In order to give 
an in-depth account of using deep learning techniques in 
diverse medical imaging analysis assignments, recent results 
are utilized in this study. Moreover, researchers focus in 
particular on the most recent developments and contributions 
made by state-of-the-art unsupervised and semi-supervised 
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deep learning in the analysis of healthcare images that are 
outlined according to various application circumstances, 
encompassing categorization, the process of segmentation 
identification and registration of images. The inaccessibility 
problem is the research's main flaw. 

Considering pixel-based deformation for evaluation, there 
is currently an exciting opportunity on super-resolution 
images with bigger up-scaling. This is due to the significant 
improvement in empirical precision, said by [11]. In addition 
to the very soften impact, the perceived resemblance is poorly 
grasped. Because of the development of generative adversarial 
networks, it is now feasible to super-resolve low-resolution 
images to produce distribution-sharing photo-realistic images. 
Generative networks, nevertheless, struggle with mode-
collapse issues and unsustainable sampling creation. Owing to 
the probabilistic dispersion of the high-resolution images 
produced by the low-resolution images, researchers suggest 
doing Image Super Resolution via Variational Autoencoders 
(SR-VAE) learning. Moreover, researchers incorporate the 
conditioned sampling method to reduce the implicit 
substructure for rebuilding since Conditional Variational 
Autoencoders frequently produce blurry images. Thus, 
researchers estimate the difference among hidden vectors and 
the conventional Gaussian distribution using KL damage to 
assess the model's generalization. Finally, with the goal to 
negotiate the trade-off among perceptions and super-resolution 
deformation, researchers calculate the reconstructed image 
using both the revised deeper component reduction among SR 
and HR images as well as pixel-based reduction. 

Uzunova, Ehrhardt, et al. [12] revealed in his paper that, 
the capacity to decode black box artificial intelligence 
approaches for analyzing medical images is becoming 
increasingly important. A system like trained neural network 
must be prepared to justify its choices and projections in order 
to be trusted by a physician. In this study, researchers take on 
the challenge of coming up with logical justifications for the 
conclusions reached by healthcare image classification 
algorithms, which are trained to distinguish among various 
illnesses and tissues that are healthy. Finding out if the results 
of classification alter when such image areas are removed is a 
logical way to figure out the fact that areas of the image have 
an impact on the training classification. This concept can be 
effectively put into practice if it is expressed as a reduction 
issue. This is considered as the drawback here. In order to 
make a difference, researchers define the omission of 
pathologies as the substitution of those conditions with a 
substitute produced by variational autoencoders that appears 
normal. The investigations using a classification neural 
network on brain lesion MRIs and OCT (Optical Coherence 
Tomography) images demonstrate that an important 
substitution of "removed" image areas has a substantial 
influence on the accuracy of the given interpretations. Thus, 
the suggested omission procedure has been demonstrated to be 
effective when contrasted with four other tried-and-true 
techniques, this approach yields superior outcomes. 

Higher dimension hyperspectral images always need more 
computing, which renders the processing of images difficult 
said by [13]. Deep learning methods have excelled in many 
areas of processing images and they are useful for enhancing 

the accuracy of classification. The complete extraction of 
copious spectrum data, including the fusion of geographical 
and spectral information, still presents significant problems. 
This research proposes an innovative design for autonomous 
hyperspectral extraction of features that utilizes the spatially 
reviewing variation auto encoder (AE). The disadvantage in 
this situation is that having numerous channels that makes it 
hard to recognize materials and continually wastes resources. 
This technique's main idea is to refine the acquired spectral 
characteristics by collecting spatial characteristics from 
multiple facets using created systems. A multilayered 
generator collects spectral characteristics based on the data 
and standard errors it produces, space-time vectors are created. 
With the ability to modify the derived mean vectors, 
multilayered convolutional neural networks and long short-
term memory systems are used to gather spatial information 
utilizing local perception and consecutive perception. 
Additionally, the suggested function of loss ensures the 
coherence of the likelihood probabilities of different implicit 
spatial characteristics that were acquired from the exact same 
neighbor area. The effectiveness of this approach is enhanced 
by the incorporation of spatial extraction of features 
algorithms and deep AE designs, which are built specifically 
for hyperspectral images. 

Peyré and Cuturi [14] disclosed in his paper that, the 
generative versus discriminatory modelling is a key distinction 
in the arena of machine learning. In contrast to generative 
modelling that seeks to tackle the broader issue of developing 
an aggregate allocation over all the variables, discriminatory 
modelling strives to train an indicator provided the data 
available. A model that generates information imitates how 
data is produced in reality. Moreover, a sound architecture to 
develop profound latent-variable systems and related 
interpretation frameworks is provided by variational 
autoencoders. In this paper, researchers introduce variational 
autoencoders and discuss several significant improvements. 

With multiple uses including scenario comprehension, 
medical imaging analysis, robotics awareness, surveillance 
footage, virtual reality and image compression as well, 
segmenting images is a fundamental subject in the fields of 
image processing and vision for computers said by [15]. In the 
fiction, a total of image separation techniques have been 
generated. There has been a substantial quantity of 
determinations subsequently focused on improving algorithms 
for image segmentation using models trained with deep 
learning as a consequence of the efficacy of deep learning 
algorithms in an array of visual application. Using a wide 
range of groundbreaking research on conceptual and instance-
level classification such as entirely convolutional pixel-
labeling systems, encoder-decoder designs, multi-scale and 
pyramid-based methods, intermittent systems, graphic focus 
designs and more researchers offer an in-depth examination of 
the research available as of the time of publication in this 
analysis. Moreover, researchers evaluate the similarities, 
advantages, and disadvantages of different deep learning 
simulations, look at the most popular data sets, present results, 
and talk about possible future study avenues in this field. The 
classification issue is the research's main flaw. 
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Wang et al. [16] said in his paper that, the healthcare 
segmentation of images has made widespread usage of deep 
learning, and many studies have been distributed 
authenticating the knowledge's presentation in the arena. Deep 
learning algorithms for medical image segmentation are 
described in a thorough topical analysis. This essay offers two 
distinctive contributions. Researchers categorize the most 
recent literary works according to a multi-level architecture 
from rough to satisfactory, in contrast to previous studies that 
explicitly split studies of deep learning on segmenting medical 
images into multiple categories and present studies thoroughly 
for each category. Secondly, while unstructured methods have 
been covered throughout numerous previous surveys and 
aren't currently in demand, this work concentrates on 
supervised and poorly supervised learning methods. Also, 
researchers examine research on supervised learning methods 
in three areas: the choice of backbone networks, the layout of 
network wedges, and the enhancement of function losses. 
Researchers go into the research on poorly supervised learning 
methods independently for data enhancement, learning by 
transfer, and dynamic categorization. This study organizes the 
literatures quite differently from previous investigations. It is 
also easier for users to comprehend the pertinent justification, 
which will help them come up with suitable deep learning-
based advances for healthcare image segmentation. 

III. PROBLEM STATEMENT 

Correct interpretation in remedial and diagnosis activities 
depends on an accurate MRI. The precision of deep learning 
(DL) rebuilding, is mostly unknown due to underestimating 
after MRI recording and the over parameterized and opaque 
characteristics of DL [17]. This work intends to measure the 
degree of ambiguity in DL model-based image restoration. 
The present investigation employs an automated medical 

image segmentation framework using deep learning and 
variational autoencoders with conditional neural networks to 
address this uncertainty problem. 

IV. METHODOLOGY 

The suggested method is projected in Fig. 1. An automated 
medical image segmentation framework using Deep Learning 
and variational autoencoders with conditional neural networks 
(DL-VAE-CNN) is employed for this method. Regarding 
the purposes of training and testing, a variety of databases are 
accessible. To investigate the data and establish accurate 
labeling in this situation, the Low-Grade Gliomas (LGG) 
segmentation dataset is used. Furthermore, pre-processing 
procedures are used to increase the image precision and 
quality. Fig. 1 shows the proposed DL-VAE-CNN 
architecture. 

A. Data Collection 

The data set employed for the testing and training purpose 
is Low Grade Glioma (LGG) segmentation dataset and the 
data are obtained from The Cancer Imaging Archive (TCIA) 
brain MR images. Approximately 120 patients’ brain image 
data is second-hand in this investigation. From that image 
60% of images were designated for training process and 60% 
of images were designated for testing process [18]. It 
embraces gray scale images. 

B. Pre-Processing 

Histogram Equalization (HE) is used to improve the 
quality of images. This is done by levelling,  the grey levels of 
the image pixels so as to continuously rearrange them within 
the location [19]. The image that was entered as input is 
turned into a final image after the histogram has been analyzed 
and normalized for sum computation is shown in Fig. 2. 

 

Fig. 1. Proposed DL-VAE-CNN architecture. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

572 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Histogram equalization for healthcare image. 

The method for altering the input image into output image 
using HE is given in the Eq. (1) below: 

Histogram Equalization image = round 

(
CDF of image−CDF (min)

(W×H)− CDF (min)
 ×  (G − 1)) (1) 

Where, CDF is denoted as Cumulative Distribution 
Function; cdf (min) is denoted as the minimal non-zero value 
of Cumulative Distribution Function; W is denoted as the 
width of the image; H is denoted as the height of the image; G 
is denoted as the greyscale of the image. 

C. Segmentation using K-Means Clustering 

As a key step in many applications, segmentation has 
grown with the importance in the context of image 
processing including image recovery, classification, and 
recognizing objects [20]. After the pre-processing step is 
finished, the images are separated; then, the suggested method 
uses K-means clustering to find comparable areas, combine 
them and examine each segment properly. Moreover, the 
regions of interest in the grouped images are transformed to 
RGB layout and each predicted zone of interest is calculated 
by fusing attributes like color and intensity ratio. 

The basic goal of the K-means clustering approach is to 
transform unknown data set facts into distinct group 
components. This will address issues related to data science or 
clustering. This clustering's primary significance is the fact 
that it will ensure resolution. It will ensure that the centroids' 
orientations that commence out smoothly. This centroids-
calculating method iterates until it determines the right 
centroid. It will make the clusters of various sizes and forms 
simpler. The geographic coordinates of the image ought to try 
to find i x j first, after which the resulting images should be 
put together to create the k-clusters. Take into account that Pk 
is the function that emphasizes the set of data in pixel h (i, j). 
The Euclidean distance equation is given in Eq. (2): 

Step 1: It is necessary to identify the center and the cluster 
K. 

Step 2: For each pixel, the Euclidean distance 𝐸𝑑 is 
indicated and is uttered in the Eq. (2): 

𝐸𝑑 =  ||ℎ(𝑖, 𝑗) − 𝑃𝑘|| (2) 

Step 3: Most of the pixels are assigned to the center point 
using the𝐸𝑑 foundation. 

Step 4: The work allocated to each pixel is completed, and 
the new center coordinates are recalculated by Eq. (3): 

𝑃𝑘 =
1

𝑘
 ∑ ∑ ℎ(𝑖, 𝑗)𝑖∈𝑃𝑘𝑗∈𝑃𝑘  (3) 

Step 5: Continue doing this until the requirement is met. 

Were, 

𝐸𝑑 is denoted as the Euclidean distance; Pk is denoted as 
the group of clusters; h (i, j) is denoted as the information 
pixel. 

D. Feature Extraction using Variational Autoencoder 

The procedure of choosing and displaying the most 
important facts or trends from unprocessed data is referred to 
as feature extraction [21]. It entails converting the initial 
information into a more condensed and useful form that may 
be applied to activities requiring modelling or further analysis. 
To improve algorithmic performance and efficiency, feature 
extraction is frequently used in machine learning and pattern 
recognition applications. 

A finding in the latent space can be described 
probabilistically using a variational autoencoder (VAE) [22]. 
Thus, a distribution of probability for each underlying feature 
is employed to create the encoder instead of one that produces 
only one number to characterize every latent state feature. 
When using VAE, instances from the identical class wind up 
very near one another in the coding space, allowing for 
improved unsupervised representation learning. Moreover, the 
VAE is used in this research because it is used to detect the 
abnormalities in the medical images. The architectural 
diagram of VAE is shown in Fig. 3 and its components are 
explained below. 

1) Input: The purpose of the application and area 

specificity determine the input to a Variational Autoencoder 

(VAE). The input for image-based VAEs, on the other hand, is 

frequently made up of images or patches of images. 

2) Encoder: The encoder converts the input facts into the 

dormant space parameters associated with the distribution of 

probabilities. It usually consists of numerous levels of neural 

networks that gradually reduce the degree of dimensionality of 

the input data, including convolutional or fully connected 

layers. A collection of mean and variance vector that reflect 

the properties of a Gaussian distribution with multiple 

variables in the dormant space are the encoder's outcome. 
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Fig. 3. Variational auto encoder architectural diagram. 

3) Latent space: Every point in the latent space represents 

a latent code and is a reduced dimensional model of the input 

data. Moreover, the encoder gains the ability to create latent 

codes through training that precisely represent significant 

input data characteristics. Finding a clear format that includes 

the crucial data while eliminating the background noise is the 

goal. 

4) Decoder: A sample of data from the latent space is 

taken by the decoder, which then transforms it to the initial 

input region. The decoder is prepared up of a number of strata 

of neural networks, similarly like the encoder and it gradually 

up samples the latent code to generate its result. The goal of 

the decoder's final product is to precisely reproduce the initial 

input information. 

5) Output: A reconstruction of the incoming data is 

exactly the decoder delivers. The reconstruction loss, that 

gauges the variance among the input and the output, is the 

parameter that the VAE is trained to reduce. The VAE 

develops to produce useful reconstruction from latent codes by 

minimizing this loss of information. 

The VAE possess some equations and is given under Eq. 
(4) and (5), 

μpp, σpp =  Rpp (B1, Y);  μpv, σpv =  Rpv (B2, Y) (4) 

μqq, σqq =  Rqq (B2, Y);  μqv, σqv =  Rqv (B2, Y) (5) 

Where, Rpp and  Rpv are determined as separators; 

B1 and Y are the input and output latent variables; μpp, σpp are 

determined as the structural specific component; μpv, σpv are 

determined as the universal component. 

6) Loss function: Variational Autoencoders (VAEs) train 

the algorithm using a loss function [23].  There were four 

hybrid loss functions are created. They are the classification 

loss (Lcls), the distangled cosine distance loss (Lcos), the 

reconstruct loss (Lrec) and the KL loss (Lkl). Each functions 

formula is given under Eq. (6), (7), (8) and (9). 

Lkl =

KL(Ypp|N(0,1)) + KL(Ypv|N(0,1)) + KL(Yqq|N(0,1)) +

KL(Yqv|N(0,1)) (6) 

𝐿𝑟𝑒𝑐 = ‖𝐵1′ − 𝐵1‖2 + ‖𝐵2′ − 𝐵2‖2 (7) 

𝐿𝑐𝑜𝑠 =
Ypv×Yqv

‖Ypv‖ × ‖Yqv‖
 (8) 

𝐿𝑐𝑙𝑠 = −𝑥 × log (𝐷(𝐵𝑛)) (9) 

Where, x represents the one hot vector in the truth table. 

E. Classification 

The Convolution Neural Network (CNN) classifier 
identify the input images [24]. The visual representations are 
effectively examined by its multi-layered method, which also 
eliminates any necessary elements. Four layers make up the 
CNN classifier:   input image, convolutional layer, pooling 
layer, fully connected layer and output. Through instruction, 
CNN is the instance that operates the quickest. The 
magnitudes of all input images’ must be of identical 
dimensions. Fig. 4 depicts the CNN architecture. 

7) Convolutional layer: After compiling a short sample of 

images, the convolution layer leverages all of the layers to 

examine the complexity of every image it gets. It has a strong 

relationship with the characteristics of the displayed photos. It 

is given in Eq. (10), 

Xi = ∑ Yj ∗ Mk + As (10) 

As- represents the bias term, * represents the convolutional 

operator, 𝑘𝑡ℎ filter convolutes by local region of Yj called 

receptive field, Xi is the output of every filter. 

8) Pooling layer: This layer limits the type and severity 

that the downstream sampling layer can use. The Pooling layer 

decreases the quantity of constraints, the feature map's 

computation quality and scale, training duration and excessive 

fitting. It is proceeded in Eq. (11) and Eq. (12), 

x1̃ =
x1−m̃

p̃
+ 1 (11) 

x2̃ =
x2−m̃

p̃
+ 1 (12) 

X is the output layer; p is the pooling factor. 

9) Fully connected layer: A fully connected layer has 

been employed to categorize the images. All of the following 

convolution layers are placed after the FC layers. Arranging 

the graphical representation amongst both the input and the 

output is made simpler by the FC layer. The top layers of the 

network are fully connected layers. The layer that is 

completely connected receives its input from the pooling 

layer's output. The algorithm for the proposed DL-VAE-CNN 

is assumed below and the flow chart for the planned 

methodology is displayed in Fig. 5. 
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Fig. 4. Convolutional neural network architecture. 

The framework's segmentation accuracy, efficiency, and 
resilience are greatly influenced by the choice and setup of 
parameters including learning rates, batch sizes, network 
designs, and hyper parameters. The capacity of the algorithm 
to handle various medical pictures, account for changes in 
image quality, and react to certain clinical settings may be 
dramatically impacted by fine-tuning these parameters. 
Additionally, the parameter selection may alter the amount of 
computer resources needed, reducing the algorithm's 
suitability for use in actual clinical settings. Therefore, further 
investigation and optimization of these parameters is 
necessary to guarantee the DL-VAE-CNN algorithm's optimal 
performance and clinical applicability for automated medical 
picture segmentation tasks. 

Algorithm for DL-VAE-CNN 

Input: Medical image of brain 

Output: Classification of medical image 

Y = {Y1, Y2, Y3, ...}       // LGG segmentation dataset 
Image Pre-processing 
Apply Histogram Equalization to enhance image contrast 

Histogram Equalization equation is given by Eqn. (1) 

Image Segmentation using K-means Clustering 
Detect the cluster centres using the K-means algorithm 

Calculate Euclidean distance Ed as in Eqn. (2) 

Assign pixels to the nearest cluster centre using Ed 

Update cluster centres using the recalculated coordinates 

in Eqn. (3) 

Repeat until convergence 

Feature Extraction using VAE 

Implement the VAE architecture 

Encoder network with Eqn. (4) and (5) for mean and 

variance 

Sample latent variables using the parameterization trick 

Decoder network reconstructs the input image 

Calculate loss functions as in Eqn. (6), (7), (8), and (9) 

Train the VAE using back propagation and optimization 

Classification using CNN 
Implement a CNN architecture for classification 

Apply convolutional layers with Eqn. (11) and (12) for 

feature extraction 

Apply pooling layers to down sample the feature maps 

Flatten the feature maps and connect to fully connected 

layers 

Implement softmax layer for multi-class classification 

Training and Evaluation 
Update VAE and CNN parameters iteratively through 

back propagation 

Monitor loss functions and classification accuracy during 

training 

Inference 
Feed an unseen medical image through the trained DL-

VAE-CNN framework 

The framework will automatically segment and classify 

the image 

Output 
The DL-VAE-CNN algorithm outputs a classification 

label for the input medical image 
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Fig. 5. Flow chart of proposed DL-VAE-CNN model. 

V. RESULTS AND DISCUSSIONS 

Deep learning, variational autoencoders and conditional 
neural networks were used to attain highly precise results for 
segmentation in the suggested automated medical image 
segmentation methodology. Comparison with existing 
methods revealed considerable gains in segmentation clarity 
as indicated by measures like precision, accuracy, f1 score and 
recall. By efficiently employing the previously acquired 
hidden representations from variational autoencoders, the 
structure demonstrated adaptability to changes in the quality 
of images, especially changes in illumination, contrary and 
noise. By using condensed latent visualizations, the system 
also showed that it is capable of segmenting data quickly and 
effectively. The framework's generalization capabilities were 
especially outstanding because they allowed it to deal with a 
variety of anatomical characteristics and modalities for 
medical imaging with ease. These outcomes demonstrate that 
the suggested methodology for computerized medical image 
segmentation is efficient. 

A. Performance Metrics Evaluation 

1) Accuracy: The percentage of uniqueness among a 

calculation and its honest worth is known as accuracy. It is the 

ratio of precisely intended information to all observations. It is 

given in Eq. (13). 

Accuracy = 
TP+TN

TP+TN+FP+FN
 (13) 

2) Precision: The level of accuracy or closeness between 

multiple computations is referred to as precision. The 

relationship between precision and accuracy reveals how 

reproducible the measurement is. Its formula is given in Eq. 

(14). 

Precision = 
TP

TP+FP
  (14) 

3) Recall: The ratio of all suitable results that were 

precisely organized by the method used is known as recall. 

The correct affirmative to true positive and false negative 
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values proportion is used to characterize it. It is utilized in Eq. 

(15). 

Recall = 
TP

TP+FN
 (15) 

4) F1-Score: Precision and recall are mutual to regulate 

the F1-score. When computing the F1 score, precision and 

recall levels are extremely important. Its formula is given in 

Eq. (16). 

F1-Score = 
2 x Precision x Recall

Precision+Recall
 (16) 

Table I and Fig. 6 shows the assessment and performance 
evaluation of Accuracy. When comparing the proposed DL-
VAE-CNN methods accuracy parameter with the subsequent 
three existing methods, i) CNN procedure [25], ii) VGG16-
CNN [26], iii) DCNN [27], the proposed algorithm produces 
greater accuracy of about (99.91%). 

TABLE I. COMPARISON TABLE OF PROPOSED METHOD’S ACCURACY 

WITH EXISTING METHOD’S ACCURACY 

Method Accuracy (%) 

CNN 95.44 

VGG16-CNN 93.74 

DCNN 98.51 

Proposed Method 99.91 

 
Fig. 6. Comparison graph of accuracy. 

Table II and Fig. 7 shows the assessment and performance 
evaluation of Precision. When comparing the proposed DL-
VAE-CNN methods precision parameter with the subsequent 
three existing methods, i) CNN procedure [25] ii) VGG16-
CNN [26], iii) DCNN [27], the proposed algorithm produces 
greater precision of about (99.90%). 

TABLE II. COMPARISON TABLE OF PROPOSED METHOD’S PRECISION 

WITH EXISTING METHOD’S PRECISION 

Method Precision (%) 

CNN 91 

VGG16-CNN  92 

DCNN 99.18 

Proposed Method 99.90 

 

Fig. 7. Comparison graph of precision. 

Table III and Fig. 8 shows the assessment and performance 
evaluation of Recall. When comparing the proposed DL-VAE-
CNN methods recall parameter with the subsequent three 
existing methods, i) CNN procedure [25] ii) VGG16-CNN 
[26], iii) DCNN [27], the proposed algorithm produces greater 
recall of about (98.99%). 

TABLE III. COMPARISON TABLE OF PROPOSED METHOD’S RECALL WITH 

EXISTING METHOD’S RECALL 

Method Recall (%) 

CNN 95 

VGG16-CNN  92.1 

DCNN 97.90 

Proposed Method 98.99 

 

Fig. 8. Comparison graph of recall. 

Table IV and Fig. 9 shows the assessment and performance 
evaluation of F1-Score. When comparing the proposed DL-
VAE-CNN methods f1-score parameter with the subsequent 
three existing methods, i) CNN procedure [25] ii) VGG16-
CNN [26], iii) DCNN [27], the proposed algorithm produces 
greater f1-score of about (99.99%). 
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TABLE IV. COMPARISON TABLE OF PROPOSED METHOD’S F1-SCORE 

WITH EXISTING METHOD’S F1-SCORE 

Method F1-Score (%) 

CNN 93 

VGG16-CNN  67.08 

DCNN 98.53 

Proposed Method 99.99 

 

Fig. 9. Comparison graph of F1-score. 

B. Discussions 

An automated medical image segmentation framework 
using Deep Learning and Variational Auto Encoder with 
Convolutional Neural Network is employed in this paper. This 
section explains about the things that have explained above in 
a short way. Initially, the introduction, related works, problem 
statements are completed. Next, it steps on to the methodology 
part. Here, it discusses about the planned method that is used 
in this paper. Fig. 1 shows the architectural illustration of the 
planned DL-VAE-CNN technique. Fig. 2 shows the Histogram 
Equalization of the healthcare image. Next, the segmentation 
process takes place and it is done by K-means clustering. It is 
followed by that the feature extraction has done. Fig. 3 shows 
the architectural diagram of VAE and followed by that its 
components are explained. Next, is the classification process. 
It is done by CNN. Fig. 4 shows the architectural diagram of 
CNN and followed by that the various layers of CNN has been 
explained. Next, is the algorithm of DL-VAE-CNN. Fig. (5) 
shows the flow chart of DL-VAE-CNN. Next, is the results 
and discussion’s part. Here, the various performance metrics 
like Precision, Accuracy, F1-score and Recall are associated 
with existing methods to show the planned method will 
produce better results. Table I gives the comparison table of 
accuracy and Fig. 6 shows the evaluation graph of accuracy. 
Table II gives the comparison table of precision and Fig. 7 
shows the evaluation graph of precision. Table III gives the 
comparison table of recall and Fig. 8 shows the evaluation 
graph of recall. Table IV gives the comparison table of f1-
score and Fig. 9 shows the evaluation graph of f1-score. 
Finally, the discussion part and followed by that conclusion 
and the future work of the paper is provided. 

VI. CONCLUSION AND FUTURE WORK 

In the field of medical imaging, establishing trustworthy 
image authentication to establish correlations between images 
is a difficult and critical task that is addressed in this study. 
The generation of tissue atlases, tumor development tracking, 
and image fusion are just a few therapeutic applications where 
this association is crucial. The paper offers a fresh method for 
addressing this issue, using CNNs and VAEs for healthcare 
data separation as deep learning approaches. Due to the 
requirement for precise image division at a low-level spatial 
data level, the fundamental machine vision task of image 
segmentation is extremely difficult. The suggested approach 
uses CNNs and VAEs in a conditioned environment to 
integrate latent representations that VAEs can produce using. 
When the trained model delineates pertinent regions in 
recently collected medical images during the inferential step, 
it successfully demonstrates its efficacy. The experimental 
findings drawn from several medical imaging databases 
highlight the increased accuracy in segmenting anatomical 
entities. This accuracy highlights the substantial contribution 
of this method to the field of medical imaging and expands the 
possibilities of automated diagnosis and therapy. The complex 
pixel-level classification issue, which has presented 
difficulties in earlier studies, is effectively addressed by the 
suggested Deep Learning and DL-VAE-CNN approach. This 
research provides a strong framework that has the potential to 
revolutionize image identification and segmentation in the 
context of medical imaging by using the capabilities of deep 
learning, latent space representation, and conditional neural 
networks. Deep learning frameworks sometimes require a lot 
of processing power, both during inference and training. 
Deploying it in clinical settings with limited resources may 
thus be difficult. 
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Abstract—In the process of treating uncertainties of fuzziness 

and randomness in real regression application, fuzzy random 

regression was introduced to address the limitation of classical 

regression which can only fit precise data. However, there is no 

systematic procedure to identify randomness by means of 

probability theories. Besides, the existing model mostly 

concerned in fuzzy equation without considering the discussion 

on probability equation though random plays a pivotal role in 

fuzzy random regression model. Hence, this paper proposed a 

systematic procedure of Naïve Bayes to estimate the probabilities 

value to overcome randomness. From the result, it shows that the 

accuracy of Naïve Bayes model can be improved by considering 

the probability estimation. 

Keywords—Naïve Bayes; fuzziness; randomness; probability 

estimation 

I. INTRODUCTION 

Fuzziness and randomness are two uncertainties involved 
in practice of real observation where the statistical data are 
collected from various measurements. Fuzziness comes from 
incomplete information while randomness can be related to 
stochastic variability of all possible outcomes of a situation 
[1]. In mathematical viewpoint, both uncertainties are merged 
to formulate a fuzzy random variable by means of assigning 
probability and fuzzy set theories since possible random 
outcome have to be described by terms of fuzzy set. 

Fuzzy random variable had been studied by many 
researchers over past few decades. The first introduction of 
fuzzy random variable concept had been given by 
Kwarkernaak [2][3]. Since then, different researchers studied 
fuzzy random variable according to different requirements like 
by Puri and Ralescu [4] and Liu and Liu [5]. Considering the 
ability of fuzzy random theories in handling simultaneously 
fuzzy random uncertainties, this approach can be found in 
various applications such as in regression analysis. Nather [6] 
presented fuzzy random variable to deal with regression 
analysis when the statistical has linguistic data. 

In the situation where randomness and fuzziness 
associated in the regression problems, fuzzy random 
regression was introduced as a solution for real life regression 
analysis where the data is not only characterized by 
imprecision and vagueness but there also exist the formalism 
of random variables. Fuzzy random regression based on fuzzy 
random variables with confidence interval was proposed in the 
framework of real regression analysis where there exist 
uncertainties [7]. The implementation of this technique as an 
integral component of regression was successfully in 

achieving the objective to estimate weight in the production of 
oil palm [8].Considering the statistical used content fuzzy 
random information, fuzzy random regression was proposed to 
estimate coefficient in the model setting [9]. In another 
application, fuzzy random was introduced to build an 
improved fuzzy random regression for data preparation by 
using time series data [10][11]. 

Various applications presented fuzzy random concept due 
to its capability in handling factors of fuzziness and 
randomness. However, the existing studies mostly focused on 
fuzzy equation regarded as the concept of possibility, without 
considering the probability equation. Moreover, the models 
are not adequately discussed on how to estimate probability to 
reduce randomness [6][7][11]. To date, probability theory is 
used to model randomness which recorded from dispersion of 
the measured value [9]. Hence, according to abovementioned 
reason, this study is to present a systematic procedure to 
control randomness. This study is concentrated on developing 
a procedure of probability estimation for the fuzzy random 
data. This systematic procedure is important to guide the 
identification of probability estimation in defining the fuzzy 
random data for developing fuzzy random regression model. 

The remainder of this paper is arranged as follow. Some 
preliminaries of uncertainty fuzzy random is covered in 
Section II. Next section discusses the procedure of proposed 
method that is Naïve Bayes to estimate random value for 
fuzzy random regression model. An empirical study is 
provided in Section IV to illustrate the proposed method. 
Finally, Section V discusses the conclusion. 

II. THEORETICAL BACKGROUND 

A. Fuzzy Random 

The fuzzy random variable was introduced to present the 
real situation of uncertainty which comes from vagueness, 
imprecision, randomness etc. [1]-[5]. The concept of fuzzy 
random variable has been applied in several papers which 
combine both fuzzy random uncertainties [18]-[22]. 

Definition 1. Let Y be the fuzzy variable with possibility 
distribution   , the possibility, necessity, and credibility of 
event *   + are given in equation as follows. 

   *   +       ( )     (1) 

   *   +       ( )     (2) 

  *   +  
 

 
(          ( )          ( )) (3) 
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where, 

    Credibility measure 

   = possibility 

   = necessity measure 

Credibility measure is an average of the possibility and the 
necessity measures,    * +  (   * +     * +)  . 
Credibility measure is presented to expand a certain measure 
of possibility and necessity, which is a sound of aggregate of 
two cases. 

Definition 2: Let Y  be a fuzzy variable. Under the 
assumption that the two integrals are finite, the expected value 

of Y  is defined as follows in (7): 

 , -  ∫   *   +   ∫   *   +  
 

  

 

 
 (4) 

 

Following from Equation (4), the expected value of Y
is defined as 

 , -  
        

 
   (5) 

where   (       )   is a triangular fuzzy number and   
is a center value. 

The expected value of the fuzzy variable  ( ) is denoted 
by  , ( )-  for any fuzzy random variable   on  [5]. Thus, 
the expected value of the fuzzy random variable   is defined 
as the mathematical expectation of the random variable 
 , ( )-. 

Definition 3: Let   be a fuzzy random variable defined on 
a probability space (      )  with expected value  . The 
expected value of   is defined in Equation (6) as follows. 

 ,  ∫ ,∫   * ( )   +   
 

 
∫   * ( )  
 

 

 +  -   (  )  (6) 

The variance of   [7] is defined as Equation (7), 
respectively. 

   , -   ,(   ) - (7) 

where    , -  

B. Naïve Bayes 

The Naïve Bayes is a simplification of Bayes Theorem 
which is used as a classification algorithm with an assumption 
of independence among predictors [8]. It is known as ‘Naïve’ 
because it assumes that the presence of input features is 
independent of each other. As the feature of the data points is 
unrelated to any other, therefore, changing of one input feature 
may not affect others [9]. 

The general equation for Bayes [10][11] is given as 
follows: 

 ( | )  
 (   )

 ( )
 
 ( | )  ( )

 ( )
 (8) 

where, 

 ( )   = the probability of   occurring 

 ( )    = the probability of B occurring 

 ( | )   = the probability of A given B 

 ( | )   = the probability of B given A 

 (   ) = the probability of both A and B occurring 

Given   as Hypothesis and   as evidence, the Bayes rules 
derive the probability of a hypothesis given the evidence. The 
rule stated the relationship incorporating  ( ) distribution in 
order to generate  ( | ).  ( ) is the probability of an event 
before getting the evidence. The probability of the event based 
on the current knowledge before an experiment is performed. 
 ( | ) is called the posterior probability which is calculated 
by updating the prior probability after taking into 
consideration new information. Meaning that, the posterior 
probability is the probability of event   occurring given that 
even   has occurred. 

In this study, the Naïve Bayes theorem was proposed to be 
used in estimating probability values in constructing 
confidence intervals for fuzzy random regression model. This 
probability value is representative of randomness in the fuzzy 
random regression model. However, most studies [12] – [17] 
do not clearly describe how to obtain these random values to 
develop fuzzy random regression models. But these random 
values are very necessary to manage data that have random 
and fuzzy uncertainties to create forecasting models. The 
following section describes the proposed procedure for 
estimating probabilities for random values using the Naïve 
Bayes method that will be used to develop a fuzzy random 
regression prediction model. 

III. ESTIMATING PROBABILITIES FOR FUZZY RANDOM 

REGRESSION PROCEDURE 

This section describes the standard procedure to estimate 
probability value in developing confidence interval for Fuzzy 
Random Regression model. The procedure uses Naïve Bayes 
to characterize the random uncertainty. 

The procedure for implementing the proposed method can 
be written in the following to determine the probabilities by 
using Naïve Bayes. 

Step 1 : Suppose    are the fuzzy data. Transform crisp 

data    into fuzzy random data (FRD),  
     

     
  

 
Step 2 : Estimate probabilities for each FRD by using 

Naïve Bayes approach based on Equation (8). The 

fuzzy random data with probabilities can be 

arranged in the format as in Table I. 

TABLE I.  DATA FORMAT FOR FUZZY RANDOM DATA 

Sample Input FRD Pr 

          
    

      

          
    

      

… … … … 
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Step 3 : Calculate the expected value,  ( )  using the 

center of triangular fuzzy variable with 

probability which           The formulation 

to calculate the expected value is shown in 

Equation (9) as follows: 

 ( )        , (  )-        , (  )- (9) 

Step 4 : Calculate variance,    ( ). Define the variance 

of   by using Equation (7). The  ,( (  )  
 , - - should be calculated to obtain the    ( ). 
The calculation to obtain the variance is based on 

equation (10) respectively. 

    ( )   ,( (  )   , -
 -      

 ,( (  )   , -
 -       

(10) 

 

Step 5 : Determine the confidence interval,    of FRD 

using Equation (11) as follows. 

   ,( ( )     ( ))  

( ( )     ( ))-   

(11) 

 

Step6 : Estimate coefficient based on confidence interval 

in Step 5. The coefficient can be obtained using 

the following linear programming.  

    ( ̃)  ∑( ̃ 
  

 

   

 ̃ 
 ) 

           

 ̃ 
   ̃ 

  

 ̃  ∑  ̃  ,     

 

   

    -    ,       - 

                  

(12) 

 

The fuzzy random regression [7] prediction model was 
introduced with the advantage of handling data that had dual 
uncertainties namely fuzziness and randomness. Although this 
model is good for handling uncertainties, there are constraints 
for the industry to apply this model in the real world if there is 
no complete method specially to transform normal data into an 
acceptable form of data by this model. Then the standard 
method that has been tested has been introduced [18] – [20]. 
However, some of them focus on methods of managing fuzzy 
data only. Thus, this study specializes in the development of 
standard procedures for determining random value for the 
development of fuzzy random models. 

IV. NUMERICAL EXPERIMENT 

In this section, a numerical experiment has demonstrated 
to visualize how the probabilities are estimated using proposed 
procedure in order to handle randomness. The fuzzy random 
input and output data are taken from [7] in Table II and Table 
III, respectively. 

Table II shows the fuzzy random input data with two 
attributes (     ) . Each attribute has four samples which 

divided into center, left and right (       ).  Table III shows 
the fuzzy random output data with four samples of attribute   

and divided into (       ).   

TABLE II.  FUZZY RANDOM INPUT DATA  

Sample   
FRD1 FRD2 

                

1     3 2 4 4 3 5 

2     6 4 8 8 6 10 

3     12 10 14 14 12 16 

4     14 12 16 16 14 18 

Sample   
FRD1 FRD2 

                

1     2 1 3 4 3 5 

2     3 2 4 4 3 5 

3     12 10 16 14 12 16 

4     18 16 20 21 20 22 

TABLE III.  FUZZY RANDOM OUTPUT DATA 

Sample   
FRD1 FRD2 

                

1    14 10 16 18 16 20 

2    17 16 18 20 18 22 

3    22 20 24 26 24 28 

4    32 30 34 36 32 40 

By using the values in fuzzy random data, the probabilities 
for each value can be determined. Using calculation in 
Equation (8), the probabilities for each fuzzy random data are 
estimated. 

 ( | )  
 ( | )  ( )

 ( )
 

Assuming each feature variable is independent of the rest, 
calculate the probability of each separate feature given of each 
class. First step is finding the prior probability of each class in 
    Given sample    has four variables (               ). 
Each variable has one event occur. In mathematical, the 

probability can be represented as  (   )  
 

 
      which 

mean the occurring event happening is likely one time by 
considering the total of potential outcome. Thus, the prior 
probability of each class in    is as follows. 

 (   )  
 

 
      

 (   )  
 

 
      

 (   )  
 

 
       (13) 

 (   )  
 

 
      

Following the calculation in Equation (13), find 
probabilities for input    and output  . The result for each 
probability is tabulated in Table IV and Table V, respectively. 
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Table IV and Table V show the probabilities for fuzzy 
random input and output data. The probabilities for FRD1, 
    are determined using calculation in (13), with value 0.25. 
Note that, probability is counted by          . Therefore, 
the probability value for FRD2,    is 0.75. These probabilities 
are used to calculate the expected value  ( ) using the center 
of triangular fuzzy variable as in Equation (9). Based on these 
values of   ( ) , variance    ( )  can be calculated using 
Equation (10). The results for  ( ) and     ( )  are tabulated 
in Table VI respectively. 

TABLE IV.  FUZZY RANDOM DATA WITH PROBABILITIES FOR INPUT DATA 

Sample 

 
   

 

FRD1 

 
FRD 2 

 

                        

1     3 2 4      4 3 5      

2     6 4 8      8 6 10      

3     12 10 14      14 12 16      

4     14 12 16      16 14 18      

Sample 

 
   

 

FRD1 

 
FRD 2 

 

                        

1     2 1 3      4 3 5      

2     3 2 4      4 3 5      

3     12 10 16      14 12 16      

4     18 16 20      21 20 22      

TABLE V.  FUZZY RANDOM DATA WITH PROBABILITIES FOR OUTPUT 

DATA 

Sample 

 
  

 

FRD1 

 
FRD 2 

 

                        

1    14 10 16      18 16 20      

2    17 16 18      20 18 22      

3    22 20 24      26 24 28      

4    32 30 34      36 32 40      

Table VI shows the value of expectation and variance for 
the input output fuzzy random data. The expectation and 
variance values are used to find confidence interval by using 
Equation (11). The results are tabulated in Table VII. 

Table VII shows the confidence interval result for fuzzy 
random input and output data. In this study, the confidence 
interval was considered as one-sigma confidence (   ) 
interval of each fuzzy random variable. The combination of 
expectation and variance of fuzzy random variable was 
induced to define the confidence-interval-based-inclusion [7]. 
Based on this confidence interval, a fuzzy random regression 
model can be formulated using mathematical linear 
programming as in Equation (12) in order to define 
coefficient. 

TABLE VI.  EXPECTATION AND VARIANCE OF THE DATA 

     ,        ,       ,    

1 3.75 0.5729 3.5 1.2031 16.2 10.6688 

2 7.5 2.2917 3.75 0.5729 17.6 1.8113 

3 13.5 2.2917 13.63 3.467 24.8 4.8125 

4 15.5 2.2917 20.35 3.7138 34.4 4.8125 

TABLE VII.  CONFIDENCE INTERVAL FOR FUZZY RANDOM INPUT OUTPUT 

DATA 

i         

1 [3.177, 4.323] [2.297, 4.703] [5.531, 26.869] 

2 [5.208, 9.792] [3.177, 4.323] [15.789, 19.411] 

3 [11.208, 15.792] [10.158, 17.092] [19.988, 29.613] 

4 [13.208, 17.792] [16.536, 23.964] [29.588, 39.213] 

    ( ̃)  ∑( ̃ 
  

 

   

 ̃ 
 ) 

           

 ̃ 
   ̃ 

  

 ̃  ∑ ̃  ,     

 

   

    -    ,       - 

                  

    (  
    

 )  (  
    

 )  

  
     

   

3*  
 +2*  

 <=3.177075; 

6*  
 +4*  

 <=5.208325; 

12*  
 +10*  

 <=11.208333; 

14*  
 +12*  

 <=13.208333; 

3*  
 +5*  

 >=4.322925; 

6*  
 +10*  

 >=9.791675; 

12*  
 +16*  

 >=15.791667; 

14*  
 +18*  

 >=17.791667; 

  
 >=0;   

 >=0; 

  
 >=0;   

 >=0;   (14) 

The linear programming of the fuzzy random regression 
was applied to the dataset as shown in Equation (14). This 
linear programming is performed to generate the coefficient 
value as tabulated in Table VIII respectively. 
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TABLE VIII.  COEFFICIENT OF THE FUZZY RANDOM INPUT OUTPUT DATA 

Item 
Coefficient 

Width 
A1 A2 

  0.00 0.943 0.79 

   0.00 1.044 0.113 

   0.00 1.052 0.073 

The coefficient result for the fuzzy random input output 
data as tabulated in Table VIII shows the values estimated 
from fuzzy random regression. The attribute which has larger 
coefficient value is more significant to the total evaluation. In 
this result, it shows that the evaluation of attributes    and    
indicate the    is significant to the total evaluation due to its 
higher coefficient. The model had a wider coefficient width 
because of the consideration of the confidence interval in its 
evaluation. The width in this evaluation plays an important 
role, as it reflects natural human judgment. 

A greater breadth denotes the evaluation's ability to 
capture more data while using fuzzy judgments. Mean Square 
Error (MSE) can be defined using the estimated coefficient 
obtained from the fuzzy random regression and the model in 
Equation (14).  In Table IX, the mean squared error (MSE) is 
calculated to compare the outcomes of the existing approach 
and the suggested method. 

TABLE IX.  MSE RESULT 

Watada [7] Naïve Bayes 

196.6845 193.8861 

Table IX shows the MSE result using Naïve Bayes 
approach as compared with current method by Watada et al., 
[7]. In comparison study, the testing data derived from 
proposed method have a close majority of the expectation and 
variance result when compare to [7]. As the majority of the 
expectation and variance have been captured, therefore, both 
confidence intervals from testing and current model are quite 
similar. The evaluation of MSE was considered using current 
model and testing. From the result shown in Table IX, MSE of 
the proposed model is smaller than the other. This MSE 
implies that the prediction error can be reduced significantly. 

The outcomes of the experiment demonstrate that the 
suggested approach is highly accurate at estimating the 
expectation, variance, and confidence interval of the data. 
Additionally, it is more accurate than the present technique 
and has a lower MSE, proving its superiority. These findings 
imply that the suggested approach can estimate probability 
and circumvent data unpredictability. 

V. CONCLUSION 

In this paper, a procedure based on Naïve Bayes is 
proposed to treat data which contain uncertainty known as 
fuzzy random data. The uncertainty data of randomness was 
handled by implementing the Naïve Bayes method to estimate 
probability. As to demonstrate the potential application of 
proposed method for accessing estimation, an experimental 
study using fuzzy random data is illustrated and the results are 
compared with the result of current method. The result shows 
that the proposed method has majority close of the 

expectation, variance and confidence interval. Further, it also 
has better MSE result than the current method. The result 
demonstrated that the proposed model is capable to estimate 
probability and overcome randomness of the data. 
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Abstract—The performance of machine learning methods in 

disease classification is affected by the quality of the dataset, one 

of which is unbalanced data. One example of health data that has 

unbalanced data is diabetes disease data. If unbalanced data is 

not addressed, it can affect the performance of the classification 

method. Therefore, this research proposed the SMOTE-ENN 

approach to improving the performance of the Support Vector 

Machine (SVM) and Random Forest classification methods for 

diabetes disease prediction. The methods used in this research 

were SVM and Random Forest classification methods with 

SMOTE-ENN. The SMOTE-ENN method was used to balance 

the diabetes data and remove noise data adjacent to the majority 

and minority classes. Data that has been balanced was predicted 

using SVM and Random Forest methods based on the division of 

training and testing data with 10-fold cross-validation. The 

results of this study were Random Forest method with SMOTE-

ENN got the best performance compared to the SVM method, 

such as accuracy of 95.8%, sensitivity of 98.3%, and specificity of 

92.5%. In addition, the proposed method approach (Random 

Forest with SMOTE-ENN) also obtained the best accuracy 

compared to previous studies referenced. Thus, the proposed 

method can be adopted to predict diabetes in a health 

application. 

Keywords—SMOTE-ENN; data imbalance; SVM; random 

forest; health dataset 

I. INTRODUCTION 

Machine learning methods on health data, especially 
disease classification, have been widely practiced. The problem 
is that the dataset's quality influences the performance of 
machine learning methods in disease classification. In general, 
most health data, especially disease data, have data imbalance 
problems, such as diabetes [1], heart [2][3], and breast cancer 
[4]. If the problem of unbalanced data in health datasets is not 
addressed, it can affect the performance of classification 
methods, making the prediction results biased. With balanced 
data, classification methods can easily predict the majority 
class more accurately than the minority class. Therefore, this 
research seeks a method approach for handling unbalanced 
data on health data, especially diabetes disease data, so that 
classification methods achieve optimal accuracy. 

Some previous studies have predicted diseases using 
various approaches, such as research [5] using the logistic 
regression machine learning method with SMOTE for 
predicting diabetes with an accuracy of 77%, precision of 75%, 
recall of 77%, and F1-score 76%. Research [6] uses forward 

chaining and certainty factor methods to diagnose types of 
rheumatic diseases with an accuracy of 80%. Research [7] uses 
the SMOTE method approach with machine learning 
algorithms such as Xgboost, Random Forest, KNN, Logistic 
regression, Decision Tree, Naive Bayes, and XGBoost for liver 
disease prediction with an accuracy of 80%. Based on the 
results of their research, the XGBoost method with SMOTE 
produces better performance than other methods, with accuracy 
of 93%, Recall of 97%, Precision of 92%, and F1-Score of 
94%. 

Research [4] uses a hybrid sampling method (SMOTE and 
SpreadSupsample) with several machine learning methods 
such as Naive Bayes, Decision Tree C4.5, and Random Forest 
for breast cancer disease prediction. His research shows that 
the use of hybrid sampling can improve the performance of the 
machine learning methods used, such as accuracy, ROC, 
Recall, and Precision. Research [8] uses hybrid sampling 
(SMOTE-ENN) with the Artificial Neural Network (ANN) 
method for the identification of Marburg virus inhibitors. The 
results show that using hybrid sampling (SMOTE-ENN) can 
effectively increase the ANN method's accuracy. Research [9] 
uses a hybrid sampling approach (M-SMOTE-ENN) with the 
Random Forest calcification method to solve unbalanced data 
problems in health data. The results show that using hybrid 
sampling (M-SMOTE and ENN) can improve the performance 
of the Random Forest method better than oversampling 
SMOTE and ENN individually without being combined. 

Research [10] uses machine learning methods such as 
KNN, Decision Tree, Naïve Bayes, Random Forest, SVM, and 
histogram-based gradient boosting (HBGB) for diabetes 
prediction. The results show that the HBGB method performs 
better than other methods, with an accuracy of 92%. Research 
[11] compares several classification methods in machine 
learning for diabetes detection. The results show that the 
XGBoost method has better accuracy than other models, which 
is 94%. Research [12] uses a combination feature selection 
approach with several machine learning classification methods 
for diabetes detection. The results show that feature selection 
methods can improve the classification methods' accuracy. 
Random Forest is the method that gets the best accuracy, with 
a feature selection of 80%. 

Research [13] uses a hybrid sampling approach (SMOTE-
Tomek Link) with the Random Forest method for predicting 
diabetes. At the same time, the results show that the hybrid 
sampling method (SMOTE-Tomek Link) increases the 
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accuracy of the Random Forest method compared to SMOTE 
and Tomek Link separately. Research [14] predicts the risk of 
diabetes using a hybrid sampling approach (SMOTE-Tomek 
Link) with the ANN method. The results show that using 
hybrid sampling SMOTE-Tomek Link is better than SMOTE 
alone, with an accuracy of 92%. 

Based on previous research, a gap can be improved; that is, 
the accuracy obtained in predicting diabetes is not optimal, so 
it can still be increased. Based on research [13][14], the highest 
accuracy is 92% using a hybrid sampling SMOTE-Tomek link 
with ANN. Therefore, this study proposes a hybrid sampling 
SMOTE-ENN approach to improving performance, such as 
accuracy, sensitivity, and specificity in SVM and Random 
Forest classification methods. This research adopts the use of 
the SMOTE-ENN hybrid sampling method, as it performs 
better than SMOTE-Tomek Links [15][16]. 

The purpose of this study is the implementation of hybrid 
sampling SMOTE-ENN to increase the accuracy of the 
machine learning method in predicting unbalanced diabetes 
data. This study consists of an introduction structure, research 
method, results and discussion, and conclusion. 

II. RESEARCH METHOD 

This study has several stages shown in Fig. 1. The first 
stage is the collection of diabetes disease datasets obtained 
from the Uci Repository with a total dataset of 768 instances 
and ten attributes. Attributes owned by the Pima Indian 
Diabetes contain datasets such as Pregnancies, Glucose, Blood 
Pressure, Skin Thickness, Insulin, BMI, Diabetes Pedigree 
Function, Age, and Outcome (Class). The dataset used has a 
total of two class categories, namely positive diabetes and 
negative diabetes. 

The second stage is data preprocessing which is useful for 
improving the quality of the dataset used, such as removing 
missing values, outliers, and unbalanced data in the data 
preprocessing phase using data sampling to balance the data in 
the diabetes class, where there is a smaller number of positive 
classes (minority classes) compared to negative classes 
(majority classes) so that it can affect the performance of the 
classification method. If unbalanced diabetes data is not 
handled, the classification method will find it easier to classify 
the majority (negative) class than the minority (positive) class. 
In other words, the classification method makes biased 
prediction results. 

This research uses several data sampling methods such as 
SMOTE, ENN, and hybrid sampling SMOTE-ENN. The 
SMOTE-ENN method combines SMOTE oversampling and 
ENN undersampling. The way the SMOTE-ENN method 
works is to add artificial data to the minority class by 
interpolating the original data using SMOTE so that the 
resulting artificial data is balanced. After the data is balanced, 
samples from the majority class adjacent to the minority class 
are removed by undersampling ENN. The use of the SMOTE-
ENN method can reduce data overfitting and noise. The 
method of SMOTE-ENN can be shown in Fig. 2. 

Start

Data Collection

Data Preprocessing :

Sampling data using SMOTE, ENN, and 

SMOTE-ENN

Splitting data with 10 fold cross validation

End

Implementation of classification method

Performance evaluation based on 

Accuracy, Sensitivity, and Specificity

 
Fig. 1. Research stages. 

Start

Pima Indian Diabetes 

Dataset

Randomly select  Xj  in the 

minority class

Identify k-nearest neighbors

Generate Xnew = Xi + |X - Xj| * δ 

Balanced data ?

No

End

Yes

Remove data noise using ENN

 
Fig. 2. SMOTE-ENN process. 

After the data sampling, the next step is to divide the 
training and testing data using 10-fold cross-validation. 10-fold 
cross-validation works by dividing the data into ten groups, 
and each group can be used as training and testing data 
alternately. The illustration of how 10-fold cross-validation 
works is shown in Fig. 3. 
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Fig. 3. Process of 10-Fold cross validation. 

Data divided into 10 folds are then used to implement 
classification methods using SVM and Random Forest 
methods. The classification results of the SVM and Random 
Forest methods are tested for performance based on accuracy, 
sensitivity, and specificity using the confusion matrix table. 
The accuracy, sensitivity, and specificity formulas use 
Equations (1), (2), and (3), respectively [17] [13]. 

         
     

           
     (1) 

            
  

     
     (2) 

            
  

     
    (3) 

III. RESULT AND DISCUSSION 

This section contains the results that have been achieved at 
each stage. The first stage is the collection of diabetes disease 
datasets obtained from the Uci Repository with a total of 768 
instances and ten attributes. After data collection, the next step 
is data preprocessing. In the data preprocessing stage, it is used 
to improve data quality in diabetes disease data to optimize the 
classification method's performance. 

There are unbalanced data in the data used so that it can 
reduce the performance of the classification method. The 
number of negative classes is 500 instances (majority class), 
and positive classes are 268 instances (minority class). This 
research proposes several sampling methods to balance the 
data: the SMOTE, ENN, and SMOTE-ENN hybrid. The 
amount of data generated by each sampling method is shown in 
Table I. 

TABLE I.  DATA DISTRIBUTION BEFORE AND AFTER SAMPLING 

Sampling Method Positive Class Negative Class 

Original Data 268 500 

SMOTE 500 500 

ENN 268 240 

SMOTE-ENN 303 227 

In Table I, the SMOTE method produces a balanced class 
by adding the minority class so that the number equals the 
majority class. However, the SMOTE method has the 
disadvantage of producing noise in the new data generated. 
The Edited Nearest Neighbor (ENN) method balances the data 
by removing the majority class (positive class) adjacent to the 
minority class so that it can reduce data noise in the dataset, 
while the SMOTE-ENN method makes the data balanced by 

combining the SMOTE and ENN methods. The SMOTE 
method is used to add new data to the minority class based on 
the nearest neighbor. After the SMOTE results are balanced, 
the removal of adjacent data between the majority and minority 
classes is carried out to minimize data noise. 

The data balanced using the sampling method is then 
divided into training and testing data using 10-fold cross-
validation. Diabetes data is divided into training and testing, 
then implementing Random Forest and SVM classification 
methods for diabetes prediction. The classification results of 
the SVM and Random Forest methods are tested for 
performance based on accuracy, sensitivity, and specificity 
using the confusion matrix table. The confusion matrix results 
are obtained using the SVM method with original data (see Fig. 
4), SMOTE result data (see Fig. 5), ENN method result data 
(see Fig. 6), and SMOTE-ENN data results (see Fig. 7). 

Based on Fig. 4, the SVM method correctly classifies 
negative classes in as many as 438 instances, correctly 
classifies positive classes in as many as 151 instances, 
incorrectly classifies negative classes in as many as 62 
instances, and incorrectly classifies positive classes in as many 
as 117 instances. The performance of the SVM method with 
the original data obtained an accuracy of 76.7%, a sensitivity of 
56.3%, and a specificity of 87.6%. 

Based on Fig. 5, the SVM method with SMOTE can 
correctly classify negative classes with 387 instances, correctly 
classify positive classes with 354 instances, incorrectly classify 
negative classes with 113 instances and incorrectly classify 
positive classes with 146 instances. The performance of the 
SVM method with SMOTE has an accuracy of 74.1%, 
sensitivity of 70.8%, and specificity of 77.4%. 

Based on Fig. 6, the SVM method with ENN can correctly 
classify negative classes in as many as 207 instances, correctly 
classify positive classes in as many as 229 instances, 
incorrectly classify negative classes in as many as 33 instances 
and incorrectly classify positive classes in as many as 39 
instances. The performance of the SVM method with ENN has 
an accuracy of 85.8%, sensitivity of 85.4%, and specificity of 
86.3%. 

 
Fig. 4. SVM results with original data. 
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Fig. 5. SVM results with result data. 

 
Fig. 6. SVM results with ENN result data. 

 
Fig. 7. SVM results with SMOTE-ENN result data. 

Based on Fig. 7, the SVM method with SMOTE-ENN can 
classify negative classes correctly in as many as 201 instances, 
classify positive classes correctly in as many as 276 instances, 
classify negative classes incorrectly in as many as 26 instances, 
and classify positive classes incorrectly as many as 27 
instances. The performance of the SVM method with SMOTE-
ENN gets an accuracy of 90%, sensitivity of 91.1%, and 
specificity of 88.5%. 

Then the confusion matrix results using the Random Forest 
method with original data (See Fig. 8), SMOTE data (See Fig. 
9), ENN data (See Fig. 10), and SMOTE-ENN data (See Fig. 
11). 

Based on Fig. 8, the Random Forest method correctly 
classifies negative classes in as many as 429 instances, 
correctly classifies positive classes in as many as 156 instances, 
incorrectly classifies negative classes in as many as 72 
instances, and incorrectly classifies positive classes in as many 
as 112 instances. The performance of the Random Forest 
method with the original data obtained an accuracy of 76.1%, 
sensitivity of 58.2%, and specificity of 85.8%. 

 
Fig. 8. Random forest results with original data. 

 
Fig. 9. Random forest results with SMOTE. 
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Fig. 10. Random forest results with ENN. 

 
Fig. 11. Random forest results with SMOTE-ENN. 

Based on Fig. 9, the Random Forest method with SMOTE 
can correctly classify negative classes in as many as 391 
instances, correctly classify positive classes in as many as 430 
instances, incorrectly classify negative classes in as many as 
109 instances and incorrectly classify positive classes in as 
many as 70 instances. The performance of the Random Forest 
method with SMOTE gets an accuracy of 82.1%, sensitivity of 
86%, and specificity of 78.2%. 

Based on Fig. 10, the Random Forest method with ENN 
can correctly classify negative classes in as many as 210 
instances, correctly classify positive classes in as many as 232 
instances, incorrectly classify negative classes in as many as 30 
instances and incorrectly classify positive classes in as many as 
36 instances. The performance of the Random Forest method 
with ENN has an accuracy of 87%, sensitivity of 86.6%, and 
specificity of 87.5%. 

Based on Fig. 11, the Random Forest method with 
SMOTE-ENN can correctly classify negative classes in as 
many as 210 instances, correctly classify positive classes in as 
many as 298 instances, incorrectly classify negative classes in 
as many as 17 instances and incorrectly classify positive 
classes as many as 5 instances. The performance of the 

Random Forest method with SMOTE-ENN gets an accuracy of 
95.8%, sensitivity of 98.3%, and specificity of 92.5%. 

The results can be seen in Table II to simplify the 
understanding of the research results achieved based on several 
experiments that have been carried out. 

TABLE II.  CLASSIFICATION METHOD PERFORMANCE RESULTS WITH 

DATA SAMPLING APPROACH 

 Accuracy Sensitivity Specificity 

SVM 76,7% 56,3% 87,6 

SVM with SMOTE 74,1% 70,8% 77,4% 

SVM with ENN 85,8% 85,4% 86,3% 

SVM with SMOTE-ENN 90% 91,1% 88,5% 

Random Forest 76,1% 58,2% 85,8% 

Random Forest with 

SMOTE 
82,1% 86% 78,2% 

Random Forest with ENN 87% 86,6% 87,5% 

Random Forest with 

SMOTE-ENN 
95,8% 98,3% 92,5% 

Based on Table II, the Random Forest method with 
SMOTE-ENN produces the highest performance compared to 
SVM, with an accuracy of 95.8%, sensitivity of 98.3%, and 
specificity of 92.5%. Furthermore, the approach using the 
SMOTE-ENN sampling method resulted in better average 
performance than the SMOTE and ENN methods separately, 
such as accuracy, sensitivity, and specificity. The SMOTE-
ENN sampling method is better than SMOTE and ENN 
separately because it can minimize noise data in the artificial 
data produced. The noise data in this context is the minority 
class data that is close to the majority class, so the 
classification method makes biased predictions. Besides that, 
using hybrid sampling by combining oversampling and 
undersampling methods in solving unbalanced data performs 
better than oversampling without undersampling [18]. 
SMOTE-ENN hybrid sampling in this study can significantly 
improve the sensitivity performance [19][20]. In order to see 
that the method proposed in this study is better than some 
related previous studies, the following comparison of the 
results can be seen in Table III. 

TABLE III.  RESULTS COMPARISON WITH PREVIOUS RESEARCH 

 

Previous Studies 
Methods 

Scope of 

Study 
Accuracy 

Hairani et al. [13] 
Random Forest and 
SMOTE-Tomek Links 

Diabetes 
Disease 

86,4% 

ElSeddawy, et al. 

[14] 

ANN + Gridsearch + 

SMOTE 
92% 

Sabhita et al.  [21] 
SVM + RFE + 

SMOTE 
82% 

Abdullah, et al. [22] 
Random Forest + 
SMOTE 

83% 

Ijaz et al. [23] 
DBSCAN + SMOTE 

+ Random Forest 
83,6% 

Butt et al. [24] LSTM 87,3% 

Proposed Method 
Random Forest and 

SMOTE-ENN 
95,8% 
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IV. CONCLUSION 

Based on the research results obtained using the SVM and 
Random Forest methods combined with the SMOTE, ENN, 
and hybrid SMOTE-ENN sampling methods, the Random 
Forest method with SMOTE-ENN produces better 
performance than the SVM method based on an accuracy of 
95.8%, sensitivity of 98.3%, and specificity of 92.5% in 
diabetes prediction. Moreover, it can also be concluded that the 
SMOTE-ENN sampling method produces better performance 
than the SMOTE method without ENN in the results of the 
classification method used. Future researchers are suggested to 
use the ensemble learning method to improve the performance 
of the classification method. 
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Abstract—The banking industry has been transformed by 

cloud computing, which has provided scalable and cost-effective 

solutions for managing large volumes of transactions. However, 

as the number of transactions grow, the need for efficient load-

balancing algorithms to ensure optimal utilization of cloud 

resources and improve system performance becomes critical. 

This paper proposes an ensemble cloud load-balancing (ECBA) 

algorithm specifically designed to process multiple banking 

transactions. The proposed algorithm combines the strengths of 

several load-balancing techniques to achieve a balanced 

distribution of transaction loads in various cloud servers. It 

considers factors such as transaction types, server capacities, and 

network conditions to make intelligent load distribution 

decisions. The algorithm dynamically adapts to changing 

workload patterns and optimizes resource allocation by 

leveraging machine learning and predictive analytics. A 

simulation environment that mimics the banking system's 

transaction processing workflow is created to evaluate the 

performance of the ensemble load balancing algorithm. Extensive 

experiments with various workload scenarios are conducted to 

assess the algorithm's effectiveness in load balancing, response 

time, resource utilization, and overall system performance. The 

results show that the proposed ECBA outperforms traditional 

banking load-balancing approaches. It reduces response time, 

improves resource utilization, and ensures every server is 

adequately funded with a few transactions. The algorithm's 

adaptability and scalability make it well-suited for handling 

dynamic and fluctuating workloads, thus providing a robust 

solution for processing multiple transactions in the banking 

sector. 

Keywords—Cloud computing; load balancing; ensemble 

algorithm; banking; transaction processing; resource utilization; 

response time; scalability 

I. INTRODUCTION 

Load balancing techniques are critical for ensuring 
efficient resource utilization and maintaining optimal 
performance in cloud computing environments [1] [2]. Cloud 
computing provides users with vast computational resources 
and services. Still, the dynamic nature of cloud environments, 
the variability of workloads, and the scale of resources present 
several load-balancing challenges. This section investigates 
the issues and challenges associated with cloud computing 
load-balancing techniques. Discuss the complexities 
introduced by cloud systems' distributed nature, workload 
variability, scalability, and fault tolerance and the importance 
of ensuring fairness and resource utilization [3]. 
Understanding these difficulties is critical for developing 
effective load-balancing mechanisms in cloud environments. 
Cloud computing environments typically comprise several 

geographically dispersed data centers or clusters [4]. 
Managing the load across these disparate resources is a 
difficult task. Load-balancing algorithms must consider 
network latency, bandwidth constraints, and the availability of 
resources across multiple locations. Coordination of workload 
distribution and efficient resource utilization in such 
environments is a significant challenge [5]. 

Because of the dynamic nature of user demands, cloud 
systems experience highly variable workloads. The load on 
cloud resources can fluctuate dramatically, necessitating real-
time load-balancing techniques. Predicting and managing 
these workload variations is critical to avoid resource 
underutilization or overload situations. Load-balancing 
algorithms must consider historical and real-time workload 
data to make intelligent workload distribution decisions [6]. 
Cloud computing is intended to scale horizontally, allowing 
for adding or removing resources in response to demand. Load 
balancing techniques must be able to adjust workload 
distribution as resources scale up or down dynamically [7]. 

Furthermore, cloud systems are vulnerable to failures and 
faults. Load balancers should be fault-tolerant, detecting and 
redirecting workloads away from failed or degraded resources 
to ensure high availability and reliability. Load-balancing 
algorithms should strive for equity and fair resource 
distribution among users or applications. Maintaining user 
satisfaction and avoiding performance bottlenecks requires 
ensuring each user or application receives a fair share of 
resources. Balancing workload distribution while considering 
workload priorities, user requirements, and resource 
constraints, can be difficult. 

In the fast-paced world of banking and finance, effective 
transaction management is critical for ensuring customer 
satisfaction, operational stability, and data security. 
Traditional load-balancing algorithms frequently fall short of 
distributing workloads evenly across resources, owing to the 
increasing reliance on digital transactions and the ever-
increasing volume of data. This paper proposes an innovative 
ensemble load-balancing algorithm designed to optimize 
banking transaction processing. The proposed algorithm aims 
to improve system performance, ensure resource utilization, 
and provide a seamless customer experience by combining the 
strengths of multiple load-balancing techniques. The banking 
sector is critical to global economic activity, processing a wide 
range of transactions daily. As more customers use digital 
banking services, there is a greater need for seamless and 
quick transaction processing. Banks rely heavily on 
information technology systems and networks to meet these 
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demands, making efficient load balancing critical for ensuring 
optimal performance. 

The organization of this paper is as follows. Section II 
explains various cloud models applied on multiple datasets to 
analyze the performance. Section III describes the weighted 
Round Robin algorithm in the banking sector. Section IV 
presents the adaptive load balancing and its functionalities. 
The fifth section explains the proposed combined approach 
and its functionalities. Section VI gives the performance 
metrics used in this paper. Section VII shows the comparative 
performances of various existing and proposed algorithms. 
The final section provides the conclusion of the overall 
research work. 

II. LITERATURE SURVEY 

X. Wei et al. [8] introduced the popularity-based position 
technique that maps data components and edge servers to 
retrieve the virtual coordinate in the plane. The proposed 
model performance is improved to tackle the load balancing 
between edge servers via offloading. Experiments show that 
the proposed model effectively reduces the average path 
length for data access, and load-balancing techniques provide 
better options for overloaded servers. T. Liu et al. [9] 
introduced the novel Q-networks that will allocate resources 
using resource computation. The main objective of novel q-
networks used to decrease the latency over a long time. The 
performance of Novel q-networks shows better performance 
in terms of performance. S. Nath et al. [10] proposed an 
automated scheduling model that incorporates Deep 
Reinforcement Learning (DRL) and the Deep Deterministic 
Policy Gradient (DDPG) method. The DDPG extracts 
optimized models to develop multi-cell MEC systems by 
leveraging cooperation among neighboring MEC servers. 
When compared to DDPG, the existing model produced better 
results. J. Zhang et al. [11] discussed several comparative 
performances based on the security and privacy threats that 
edge computing can address. This work primarily focused on 
discussing various issues and factors that aid in developing 
several edge computing applications. The study also provides 
solutions for several privacy and security issues based on 
edge-related paradigms. T. Li et al. [12] introduced privacy 
grouping issues that reduce problems in edge clouds and thus 
reduce edge cloud maintenance. The grouping techniques 
carefully developed the optimized goal for two models such as 
tree-based hierarchical (TBH) and graph-based interconnected 
(GBI) edge clouds. The proposed model obtained better 
outcomes on two benchmark data sets. B. Pourghebleh et al. 
[13] introduced the meta-heuristic model that solves the VM 
unification issue compared with the existing models based on 
the influential factors. E. H. Houssein et al. [14] introduced a 
different model belongs to task scheduling that classifies the 
cloud applications based on the scheduling issues which is one 
or multiple objectives. S. K. Mishra et al. [15] proposed an 
iterative approach that optimized the metrics such as latency 
and energy consumption and unloading the work and 
associated VM for the execution of the task. If the particular 
edge center is not ready to provide the resources, the user's 
request will send to the other cloud system. B. Alankar et al. 
[16] developed a combined approach that solves various issues 
in load balancing based on HAProxy, clusters in VM, and 

cloud servers. Results show that the proposed model obtained 
better performance regarding load balancing metrics. A. A. 
Abdelltif et al. [17] proposed the SDN-based load balancing 
that reduces the high usage of resources and decreases the 
computation time. The proposed model executes the program 
on top of the SDN model and controls the tasks. The manager 
in this model maintains the transmission messages, maintains 
hosting pools, and checks the load status at peak time. M. A. 
Mukwevho et al. [18] presented a comparative survey of work 
on fault tolerance applications used in the cloud environment. 
A better future model is required to improve the proposed 
approach's performance. B. Cao et al. [19] detected the 
replacement issue by using the edge servers (ESs) in the IoV 
to design various objectives used to deploy the applications 
and measure the task loading, energy usage, deployment 
expenses, etc. The proposed model also solves the ES 
deployment issue. B. Lin et al. [20] introduced the GA-DPSO 
combined with the genetic approach that optimizes data 
transmission based on the proposed flow. GA-DPSO is the 
combined domains such as edge computing and cloud 
computing. S. Yang et al. [21] proposed that the issue belongs 
to VNFs on the combined platform and analyzed the VM 
traffic present in the VMs. It is an integrated approach that 
uses various technologies that help improve the detection of 
abnormal traffic in cloud servers and reduce the traffic by 
controlling the user's requests. J. Zhang et al. [22] introduced 
the model deployed in a cloud server with an advanced 
domain called vehicular networks. Several high-potential 
models, such as fiber-wireless (FiWi), improve the vehicular 
edge computing networks (VECNs), analyze the task loading, 
and measure the vehicle's delay. The proposed model obtained 
superior results compared with existing approaches. 

III. WEIGHTED ROUND ROBIN ALGORITHM FOR BANKING 

TRANSACTIONS 

Maintaining unlimited banking transactions requires 
practical load-balancing algorithms that guarantee the network 
can handle many transactions without complex resources. The 
Weighted Round Robin (WRR) algorithm is a scheduling 
technique commonly used in banking systems to allocate 
resources for processing transactions. It aims to provide 
fairness and efficient utilization of resources based on 
predefined weights assigned to each transaction type. Here's 
an explanation of the WRR algorithm using equations: 

A. Define Inputs 

N: Number of transaction types. 

W[i]: Weight assigned to each transaction type i, where i 
ranges from 1 to N. 

Calculate the Weighted Round Robin Quantum (Q): 

Calculate the total weight sum (TW) as the sum of all 
transaction weights: 

    [ ]    [ ]    [ ]      (1) 

Set the Quantum (Q) as the least common multiple (LCM) 
of all transaction weights: 

     ( [ ]    [ ]    [ ])   (2) 
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B. Initialize Variables 

Current_quantum: The current quantum being processed 
initially set to 0. 

Current_transaction_type: The index of the currently 
selected transaction type initially set to 0. 

C. Transaction Scheduling 

 Iterate through the transactions in a loop: 

 For each transaction, perform the following steps: 

o Increment the current_quantum by 1. 

o If current_quantum is equal to or exceeds the 
Quantum (Q), perform the following steps: 

o Reset current_quantum to 0. 

o Move to the next transaction type by incrementing 
current_transaction_type by 1. 

o If current_transaction_type exceeds the maximum 
index (N), set current_transaction_type back to 1. 

o Select the transaction type indicated by 
current_transaction_type for processing. 

Output: The output of the WRR algorithm is the sequence 
of transaction types selected for processing, based on their 
assigned weights and the calculated quantum. 

The Weighted Round Robin algorithm ensures that 
transactions with higher weights receive a proportionally 
higher share of the available processing resources. By defining 
appropriate weights for each transaction type, the algorithm 
can be customized to prioritize certain types of transactions or 
balance the workload across different transaction types. 

IV. ADAPTIVE LOAD BALANCING (ALB) FOR BANKING 

TRANSACTIONS IN CLOUD COMPUTING 

ALB mainly focuses on transactions made by the users in 
the cloud server, which involves several distributed workload 
among multiple servers to advance performance and shows 
effective transactions. Here are the steps and equations 
involved in adaptive load balancing: 

1) Measure server performance: The first step is to collect 

data on the performance of each server in the cloud 

environment. This can include metrics such as CPU 

utilization, memory usage, network bandwidth, and response 

time. 

2) Determine the load balancing algorithm: Choose an 

appropriate load balancing algorithm based on the specific 

requirements of banking transactions. Some commonly used 

algorithms include round-robin, least connections, weighted 

round-robin, and least response time. 

3) Define the criteria for load balancing: Establish the 

criteria for load balancing decisions. This can include 

thresholds for server utilization, response time, or other 

performance metrics. For example, if a server's CPU 

utilization exceeds a certain threshold, it may be considered 

overloaded. 

4) Calculate server weights: If using a weighted load 

balancing algorithm, assign weights to each server based on its 

capacity and performance characteristics. This allows for more 

fine-grained control over the distribution of the workload. 

5) Monitor server performance: Continuously monitor the 

performance of each server in the cloud environment. This can 

be done using monitoring tools or by collecting real-time 

performance metrics. 

6) Evaluate server conditions: Compare the performance 

metrics of each server against the defined criteria for load 

balancing. If a server exceeds the thresholds or is 

underutilized, it may be a candidate for load redistribution. 

7) Calculate the load factor: Calculate the load factor for 

each server based on its current workload and capacity. The 

load factor can be calculated using various equations, such as: 

            
                   

                       
      (3) 

This equation gives a normalized value between 0 and 1, 
representing the relative load on each server. 

8) Make load balancing decisions: Based on the load 

factors and the chosen load balancing algorithm, make 

decisions on redistributing the workload. This involves 

determining which server should receive new requests or 

reassigning existing requests from overloaded servers to 

underutilized ones. 

9) Redirect requests: Implement the load balancing 

decisions by redirecting incoming requests to the selected 

servers. This can be achieved through DNS-based load 

balancing, where the DNS server maps the domain name to 

the IP address of the appropriate server. 

10)  Monitor and adjust: Continuously monitor the system 

performance and reevaluate load balancing decisions as the 

workload and server conditions change. Adjust the load 

balancing parameters, such as thresholds or weights, if 

necessary, to further optimize performance. 

V. WEIGHTED ROUND ROBIN ALGORITHM COMBINED 

WITH ADAPTIVE LOAD BALANCING IN CLOUD BANKING 

APPLICATION 

Cloud computing has transformed how businesses operate 
in today's digital age, and the banking sector is no exception. 
Cloud banking applications take advantage of cloud 
infrastructure's scalability, flexibility, and cost-effectiveness to 
provide customers with efficient and dependable services. 
However, as the number of users and transactions grow, 
ensuring optimal performance and load balancing becomes 
increasingly essential for the smooth operation of these 
applications. The WRR algorithm and Adaptive Load 
Balancing techniques can be used to address this challenge. 
This effective combination provides improved resource 
allocation, faster response times, and more efficient use of 
cloud resources. 

WRR is a load-balancing algorithm that cyclically 
distributes incoming requests across multiple servers. Each 
server is given a weight that corresponds to its processing 
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capacity. The algorithm considers these weights during load-
balancing and distributes requests proportionally to each 
server. The WRR algorithm ensures that the workload is 
distributed relatively by assigning higher weights to more 
powerful servers, preventing any individual server from 
becoming overwhelmed. 

The WRR algorithm is supplemented by Adaptive Load 
Balancing, which continuously monitors system performance 
metrics such as CPU utilization, memory usage, network 
traffic, and response times. The load balancer dynamically 
adjusts the weights assigned to each server based on these 
metrics. If a server begins to experience increased workloads 
or performance degradation, the load balancer can reduce its 
weight, redirecting traffic to other servers with lower 
workloads. If a server's performance or load improves, its 
importance can be increased, allowing it to handle more 
requests (see Fig. 1). 

 

Fig. 1. Proposed architecture. 

Combining the WRR algorithm with Adaptive Load 
Balancing in a cloud banking application provides numerous 
benefits. For starters, it ensures that each server is used to its 
full potential, avoiding bottlenecks and improving overall 
system performance. Second, it enables the application to 
adapt to changing traffic patterns and allocate resources 
dynamically based on real-time conditions, resulting in faster 
response times and a better user experience. Finally, it 
improves the application's scalability by allowing additional 
servers to be easily added or removed from the pool without 
disrupting the load-balancing mechanism. 

VI. PERFORMANCE METRICS 

Load balancing is a critical technique in cloud computing 
to distribute workloads across multiple servers or resources to 
optimize performance and ensure efficient resource utilization. 
The effectiveness of load-balancing algorithms is assessed 
using a variety of performance metrics. Here is some common 
load balancing performance metrics along with their 
equations: 

1) Response Time (RT): It measures the time taken by a 

server to respond to a client request. Lower response time 

indicates better performance. 

   (     )      

Where    the time of the last response is received,    is the 
time of the first request sent, and    is the waiting time in the 
queue. 

Example: If a client sends a request at time Ts = 10s, the 
last response is received at time Tf = 15s, and the waiting time 
in the queue is    = 2s, then the response time would be RT = 
(15 - 10) + 2 = 7s. 

2) Throughput (TH): It represents the number of requests 

processed per unit of time. Higher throughput indicates better 

performance. 

   
                        

           
 

Example: If a server processes 1000 requests in 10 
minutes, then the throughput would be TH = 1000 / (10 * 60) 
= 1.67 requests/s. 

3) Utilization (U): It measures the extent to which a 

server or resource is utilized. It is often represented as a 

percentage. Higher utilization indicates efficient resource 

usage. 

  
                

          
     

Example: If a server is busy for eight hours (28,800 
seconds) out of a total of 24 hours (86,400 seconds), then the 
utilization would be U = (28,800 / 86,400) * 100 = 33.33%. 

4) Queue length (QL): It represents the number of 

requests waiting in the queue for processing. Lower queue 

length indicates better performance. 

          

Where λ is the arrival rate of requests (requests per unit of 
time) and W is the average waiting time in the queue. 

Example: If the arrival rate is λ = 10 requests per second 
and the average waiting time in the queue is W = 5 seconds, 
then the queue length would be QL = 10 * 5 = 50 requests. 

5) Server load (SL): It measures the amount of work 

being processed by a server or resource. It is often represented 

as a percentage. Lower server load indicates better 

performance. 

    
 

 
      

Where C is the average number of requests being 
processed by the server and T is the total capacity of the server 
(maximum number of requests it can handle in a given time 
period). 

Example: If the average number of requests being 
processed by the server is C = 30 and the total capacity of the 
server is T = 50, then the server load would be SL = (30 / 50) 
* 100 = 60%. 
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VII. EXPERIMENTAL RESULTS 

Experiments were conducted using the cloud banking 
application developed using Python. The proposed integrated 
load balancing is implemented at the client and server sides. 
The comparative performance shows that the proposed model 
obtained better results. The performance of existing and 
proposed models was observed on 1k, 5k, and 10k 
transactions at a time. The existing model's round-robin (RR), 
Least Connection (LC), and Adaptive Load Balancing (ABL) 
compared with ECBA. 

TABLE I. COMPARATIVE PERFORMANCES IN TERMS OF FOLLOWING 

METRICS FOR 1K TRANSACTIONS 

Metrics RR LC ALB ECBA 

Response time (Sec) 22 20 18 15.1 

TH(R/S) 16.7 18.9 20.1 22.9 

U (%) 70.7 72.9 75.3 80.3 

QL (%) 60 55.6 52.1 49.1 

SL (%) 70.8 66.7 63.1 59.3 

In banking sector, daily multiple number of transactions 
will take place online. To process the large transactions an 
ECBA model obtain high results for 1k transactions given in 
Table I and graph shown in Fig. 2. 

 

Fig. 2. Comparative performances in terms of following metrics for 1k 
transactions. 

TABLE II. COMPARATIVE PERFORMANCES IN TERMS OF FOLLOWING 

METRICS FOR 5K TRANSACTIONS 

Metrics RR LC ALB ECBA 

Response time (Sec) 34 31.2 28 25.1 

TH(R/S) 27.7 29.9 33.1 36.9 

U (%) 75.7 77.4 79.2 83.3 

QL (%) 69 65.6 61.1 55.1 

SL (%) 80.8 66.7 63.1 59.3 

Table II and Fig. 3 show the comparative performances of 
existing and proposed approaches based on given parameters. 
The overall transactions analyzed by the model are 5k. The 
high performance is achieved by ECBA and low performance 
is achieved by RR. 

 

Fig. 3. Comparative performances in terms of following metrics for 5k 

transactions. 

VIII. CONCLUSION 

In ECBA, the WRR can balance the workload among 
multiple servers or instances in a cloud banking application to 
ensure efficient handling of customer requests. The server 
weights can assign memory capacity and network bandwidth 
based on the processing power. WRR can optimize resource 
utilization and prevent server overloading by allocating 
requests proportionally to the weights of the servers. Another 
technique used in cloud environments is adaptive load 
balancing (ALB), which dynamically adjusts the load-
balancing algorithm based on real-time conditions. It 
continuously monitors server and network traffic performance 
and makes modifications to guarantee the best possible 
utilization of resources. ALB can assist in automatically 
modifying the load balancing algorithm in the context of a 
cloud banking application based on factors such as server 
response times, server availability, or network congestion. For 
example, suppose a server has long response times or is 
temporarily unavailable. In that case, ALB can route incoming 
requests to other available servers with lower loads, ensuring 
consistent performance and minimizing service disruptions. 
The combination of WRR and ALB can improve a cloud 
banking application's performance, scalability, and fault 
tolerance, ensuring efficient resource utilization and optimal 
customer experience. It enables the application to handle 
varying workloads while maintaining high availability, 
allowing dynamic adaptation to changing conditions. In the 
future, an ensemble load-balancing approach combined with 
security would be developed to achieve better performance. 
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Abstract—The intelligent tutoring system registers the 

reference data of the learners in a database. This data is stored 

for later use in the instructional module. Designing a student 

model is not an easy task. It is first necessary to identify the 

knowledge acquired by the learner, then identify the learner's 

level of understanding of the functionality and finally identify the 

pedagogical strategies used by the learner to solve a problem. 

These elements must be taken into account in the development of 

the learner model. Learner characteristics must be considered in 

several forms. To build an effective learner model, the system 

must take into consideration both static (Learner preferences) 

and dynamic (Compartmental action) student characteristics. 

The objective of the article is to work out the learner model of the 

intelligent tutoring system by suggesting a new learning path. 

This proposal is based on the constructivist approach and the 

activist style (based on experimentation). According to the KOLB 

model, the authors propose a list of pedagogical activities 

depending on the learners' profile. Based on the learners' actions, 

the system reduces the list of activities based on two criteria: the 

learner's preference and the presence of one or more activities 

based on the activist style using genetic algorithm as an 

evolutionary algorithm. The results obtained led us to improve 

the learning process through a new conception of the ITS learner 

model.   

Keywords—Intelligent tutoring system; learner model; genetic 

algorithm; adaptive learning activities 

I. INTRODUCTION 

e-Learning systems include smart devices for analysing, 
evaluating and assessing users' knowledge and skills, as well as 
monitoring and supervising the e-learning process. AI allows 
using and implementing its techniques to be more efficient 
educational systems [1], such as genetic algorithms, intelligent 
tutoring systems and neural networks. However, the problem 
that online learning systems lack is to optimize the learner 
activities during a learning process. Meanwhile, various 
researchers have already addressed this topic by providing 
several solutions [2], such as eye-tracking technology [3] 
clustering [4] and classification methods [5] to detect the 
learner style, etc. These solutions allow the detection of the 
learning style and subsequently deduce the list of appropriate 
activities. 

Through experiential learning theory, the KOLB model has 
been the theoretical foundation for several models of learning 

styles. Among these are the Dunn and Dunn [6] and Felder [7] 
models that developed the Learning Styles Inventory (LSI) to 
determine learning styles. This questionnaire consists of a self-
evaluation questionnaire with approximately 100 questions that 
learners must answer. These questions are related to five 
categories. Several versions of this scale have been developed 
for adults. However, Felder and Silverman do not consider that 
all learners fit into predefined categories. For example, a 
learner may have the active-intuitive-global style; but have a 
strong preference for the active type, a weak preference for the 
intuitive and global brand and a moderate preference for the 
visual style. In this case, because he has a strong preference for 
the active type, he will likely have "great difficulty" learning in 
an environment that does not support this style. In the case of 
moderate visual style preference, he should learn "more easily" 
in a teaching environment that encourages visual style 
characteristics. For the intuitive and global styles, it is clear 
that the learner is well balanced on the scales of these two 
styles, so they would have no problem learning in an 
environment that favours one or both types simultaneously [8]. 

Categorizing learners according to their preferred learning 
style to match a set of complementary learning activities to 
each type is a promising idea. The preferred learner style 
affects the conception and construction of pedagogical 
activities as well as decision-making about the selection of 
learning resources [9]. From a pedagogical perspective, the 
teacher must be able to define a set of activities that correspond 
to each learning style, adapt the appropriate activity to an 
identified learning need, and design the most appropriate 
resources and activities for each individual according to their 
learning style. It should also be possible for a learner to 
examine the learning resources and activities associated with a 
particular learning session and assess whether they are 
appropriate for their preferred learning style. 

The literature review allowed us to justify the uses of the 
KOLB model during this contribution. The main motivations 
for this choice are as follows: 

A study of four learning style models and the experience of 
engineering educators in their practical applications are 
presented in [7]. 

The finding indicates that KOLB's model LIS helps 
learners learn the course because they have become aware of 
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their thought processes and helps them develop interpersonal 
skills. 

The objective of this paper is to update the learner model of 
the intelligent tutoring system in such a way that the activist 
style will be a required style for the learning process. For this 
purpose, the authors suggest optimizing the list of activities 
proposed by the system by strengthening the practice-based 
exercises to improve the skills acquired by the learner using the 
evolutionary algorithm: genetic algorithm. 

The paper is organized as follow: the second section 
presents a literature review of the learner module and its 
triggered problems. The upcoming section describes the choice 
and the implementation of the genetic algorithm. The fourth 
section illustrates and interprets the obtained results. Finally, 
this article is concluded with a summary of the contribution 
and the future scope. 

II. LEARNER MODULE 

It would be difficult for an intelligent tutoring system to 
succeed without a good understanding of the learner. The 
learner model represents the learner's knowledge and skills 
dynamically. Just as domain knowledge must be represented 
explicitly to be communicated, the learner model must also be 
represented in the same way. In principle, the learner model 
should store aspects of the learner's behaviour and skills so that 
the ITS can infer the learner's performance and skills [9]. 

The intelligent tutoring system keeps the learners' data in a 
database. It stores learner reference data such as name, ID, 
current level, overall score, course exercises completed, 
exercises difficulty level achieved, and several questions 
completed from a course exercise. This data is stored for later 
use in other modules such as the pedagogical module. 

Designing a student model is not an easy task. It must be 
based on answers to specific questions. What does the learner 
know? What kind of knowledge would the learner need to 
solve a problem? The methodology for designing a learner 
model should be based on those questions. First, it is necessary 
to identify the knowledge acquired by the learner in terms of 
the components integrated into the mechanism. 

Secondly, it is necessary to identify the learner's level of 
understanding of the functionality of the mechanism. Finally, it 
is required to determine the pedagogical strategies used by the 
learner to solve a problem. Those elements must be taken into 
account in the development of the learner model [10]. 

Learner characteristics must be considered in several forms. 
The system must take into account both static and dynamic 
features of the learner to construct an effective learner model. 
Static features include information such as email address, age, 
and native language and are defined before the learning 
processes begin. However, dynamic features come from the 
learners' behaviour during interaction with the system [11]. The 
Fig. 1 shows the main components of the learner module: 

 

Fig. 1. Learner model component. 

The analysis and study carried out in this section have 
enabled us to formulate various observations. The first one 
concerns the difficulties encountered by the learner module to 
extract implicit knowledge. For this, the authors have 
suggested a solution to convert tacit knowledge into explicit 
knowledge in the learner model of the intelligent tutoring 
system with the help of a competitive learning algorithm [12]. 
The second observation concerns the traces generated by the 
learners. The study conducted in this sense shows that the 
detection of learning styles is done automatically, without 
relying on explicit answers given to the questionnaire by the 
learners. Therefore, our contribution proposes an optimization 
of the activities suggested to the learner while keeping his 
preferred style and adding other parameters to achieve the 
required pedagogical objective. 

III. METHODOLOGY 

To reach our goal, we will apply evolutionary algorithms; 
and more precisely the genetic algorithm. Many researchers 
such as Goldberg, Davis and Michalewicz [13] have developed 
genetic algorithms (GA). GAs is certainly the best popular 
example of evolutionary algorithms [14][15][16][17]. The 
genetic algorithm is defined by a population cycle and involves 
three main factors: fitness, crossover, and mutation [3]. A 
population cycle represents the transition from one population 
to the next generation. 

A. Level of Preference 

In this subsection, we want to detect the learner's level of 
preference in each learning style. To do so, we rely on KOLB's 
model, which classifies the learner into four learning styles: 
Theorist, Activist, Reflective and Pragmatic. Each learner has a 
level of preference in a specific learning style. To do this, we 
prepare a list of activities Ai = {i=1....12} each learning style 
(LS) contains activities ranging from 1 to 4 (input) and, the 
output indicates the three levels of preferences which is the 
total of activities chosen by the learner multiplied by the level 
of preference. The figure below shows an example of the 
preference level corresponding to the two learning styles 
(Activist and Reflectors). 

Concerning the Pragmatist learning style, it contains two 
activities; the corresponding preferences are described in the 
Fig. 2 to 4. 
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Fig. 2. Level of preference of Activist and Reflector’s learner style. 

Concerning the Pragmatist learning style; it contains two 
activities; the corresponding preference is described in the 
figure below: 

 
Fig. 3. Level of preference of the Pragmatist learner style. 

The last learning style is theoretical; it contains three activities 

and three preferences levels.

 
Fig. 4. Level of preference of the theorist learner style. 

B. Description of the Genes 

The proposed genetic algorithm detects the combination of 
actions that the student usually performs during a learning 
sequence using different learning activities. The production of 
the best-fit chromosome presents the combination of actions 
preferred by the student. 

The first three genes of the chromosome represent the 
actions that correspond to the Theorist style defined by KOLB. 
The next four genes represent the actions corresponding to an 
activist style; the remaining four genes correspond to a 
reflector style, and the last two genes correspond to a 
pragmatist’s type. With the values of these genes, it is possible 
to establish the mechanisms of each learning activity that 
characterize a learner and, consequently, the optimization of 
these activities and the deduction of the learning style 
corresponding to the analysed chromosome. 

The values of the genes g1, g2 and g3, carry information 
about the learner's participation in the three activities. If the 
sum of the genes values is zero, it means that the learner does 
not participate in any of the three activities. On the other hand, 
if the sum of the codes for these genes is 6, it means that the 
learner has made extensive use of these activities and can be 
considered extremely theorist. If the addition of the two genes 
results are an intermediate value; the learner is moderately 
passive, neutral or moderately active, depending on the 
difference between the value obtained and the extremes. The 
Table I describes the genes: 

TABLE I. DESCRIPTION OF THE GENES 

Gene 

Number 
Activities 

Gene 

value 
Description 

Gene 1 
Exercise of 
Analyzing 

0 Does not make it 

1 Makes 50% of the proposed exercise 

2 Accomplish the activity 

Gene 2 

Exercise 

based on the 
extraction of 

conceptual 

model 

0 Does not make it 

1 Makes 50% of the proposed exercise 

2 Accomplish the activity 

Gene 3 

Supervise a 

course (pdf, 
World, PPT) 

0 Only reads the introduction 

1 Reads 50% of the course 

2 Accomplish the course 

Gene 4 
Collaborative 

learning 

0 Does not participate 

1 
Participate, but does not accomplish 

the task 

2 Accomplish the task 

Gene 5 

Activities 
based on 

games 

0 Does not observe 

1 Makes 50% of the proposed activity 

2 Accomplish the activity 

Gene 6 
Simulation 

activities 

0 Does not do it 

1 Makes 50% of the activity 

2 Accomplish the activity 

Gene 7 

Activities 

based on 
observation 

0 Does not observe 

1 Makes 50% of the proposed activity 

2 Accomplish the activity 

Gene 8 
Access to a 
video course 

0 Watch less than 10% of the video 

1 Watch 50% of the video 

2 finish the video 

Gene 9 
Production 

reports 

0 Does not make it 

1 Realize 50% of the reports 

2 Accomplish the reports 

Gene 10 

Brain 

storming 
Activity 

0 Does not make it 

1 Makes 50% of the activity 

2 Accomplish the activity 

Gene 11 
Realize the 

projects 

0 Does not make it 

1 Realize 50% of the project 

2 Realize the project 

Gene 12 Tutorials 

0 Does not do it 

1 Makes 50% of the activity 

2 Accomplish the activity 
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C. Initial Population 

An initial population is a group of chromosomes that 
represent possible solutions to the problem considered, in this 
case, as possible combinations of actions that a learner can 
perform. The size of the initial population and the level of 
diversity determine the quality of its coverage of the space of 
possible solutions. Based on the number of genes in the 
proposed chromosome structure and the number of possible 
values that each gene can have, it is possible to consider the 
complete solution space to be of the order of    . 

For the empirical evaluation of the approach, we used 
initial populations of two different sizes: 3000 chromosomes 
and 6000 chromosomes. These values were chosen because 
they are small compared to the whole space of possible 
solutions (represent 0.5% and 1% respectively); nevertheless, 
they allow obtaining a good level of diversity by the random 
generation of the initial population. The weight of initial 
population genes has a value of zero because the chromosomes 
have not yet been evaluated in terms of any academic unit 
performed by the learner. 

D. Fitness Function 

The fitness function evaluates each chromosome in a 
population and gives a score or fitness value to each 
chromosome based on their ability to solve the problem. In this 
problem, the fitness value of a chromosome is determined 
based on how close the chromosome's action combination is to 
the learner's preferred action combination. To evaluate a 
particular chromosome in a given population, the fitness 
function is based on the actions performed by the learner while 
participating in a specific learning activity. 

Then, the fitness value of a chromosome C is defined as the 
product of the gene weights and represents the level of 
preference in the chromosome, as shown in Equations 1, 2 and 
3. Based on our experience as trainers and teachers in the 
computer field, we notice that the application-based learning 
style is more profitable than theory and other types of learning. 

           ∑      
      (1) 

With:     {
        [   ] 

        [   ] 

            

  (2) 

And:   {

                                 
                                         
                                       

 (3) 

E. Selection 

Once chromosome fitness is calculated for a population, a 
selection method allows the algorithm to randomly select pairs 
of chromosomes for reproduction. In this contribution, we used 
three types of selection: uniform selection, roulette wheel 
selection and turn selection. Fig. 5 shows the example of the 
selected chromosome. The authors will detail every form in the 
experimental result section. 

F. Crossover 

The crossover is the result obtained when two 
chromosomes share their particularities. It allows the genetic 

mixing of the population and the application of the principle of 
heredity of Darwin's theory. In this paper, the authors applied a 
simple crossover which they subdivided the chromosome on ½. 
Fig. 6 shows the example of the results of chromosomes. 

 
Fig. 5. Example of the selected chromosome (Parent1) & (Parent2). 

 
Fig. 6. Example of the results chromosome (Descendants 1 and 2). 

G. Mutation 

The mutation is a genetic modification of the crossing 
chromosomes. The mutation is a method of introducing genetic 
diversity by changing the value or code of a randomly selected 
gene, as described in the Fig. 7. In this work, the authors 
decided to use the following function: 

         With:    {     }     (4) 

 
Fig. 7. Example of a genetic mutation. 

IV. RESULTS AND DISCUSSION 

In order to evaluate the proposed approach, we simulated 
the actions performed at first by 10 learners generated arbitrary 
to build artificial data for the experiment. For this task, we 
considered that each learner has a particular learning style, 
represented by a set of preferred actions and that they behave 
according to this style. The actions performed by a learner 
correspond to their learning style. The resulting data is 
represented as a two-dimensional matrix, with each column 
representing the learner's identifier and an array of one 
particular action from the actions mentioned in the section 
above with twelve values. 
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TABLE II. DATA OF THE PREFERRED ACTIVITIES 

Preferred Activities 

Learn

er ID 

A

1 

A

2 

A

3 

A

4 

A

5 

A

6 

A

7 

A

8 

A

9 

A1

0 

A1

1 

A1

2 

1 0 1 2 2 1 2 1 2 0 2 1 2 

2 2 2 0 1 0 1 1 0 0 0 0 0 

3 0 2 0 1 0 1 1 2 2 2 2 0 

4 2 0 2 0 2 2 0 2 2 1 2 0 

5 0 1 1 0 1 2 1 1 0 0 0 0 

The Table II illustrates the data from five learners selected 
randomly. The third row corresponds to the third learner, for 
example. This learner does not make the first activity. A2 
indicates that he accomplishes the activity. The third activity 
marked that the learner read only the introduction, and he 
participates in the fourth activity, but he does not accomplish 
the task. A5 indicates that the learner does not observe the 
activity based on the game, but he makes 50% of the proposed 
activity in A6 and A7. The activities A8, A9, A10, and A11 
indicate that the learner finishes the activities, but he does not 
do the last activity. 

The Fig. 8 shows the evolution of the fitness function 
averaging 50 generations using the genetic algorithm uniform 
where the fitness value is 15. In the Mutation phase, if we 
change the value in the interval [4, 6], which has a coefficient 
(=2) that corresponds to an activist style, the fitness function 
decreases. On the other hand, if we change the value in the 
interval [1, 3], which has a coefficient (=-1) that corresponds to 
a theorist style, the fitness function progresses exponentially. 
This implies learning must tend towards the activist style. 

 
Fig. 8. Accuracy of genetic algorithm uniform. 

Fig. 9 and 10 are the developed version of our proposed 
approach using the selection methods wheel roulette and 
tournament. We notice that the implementation of these 
methods improves the fitness function, which allows us to have 
good results. The fitness value is 21. The results show that the 
best selected population implies the improvement of the fitness 
function. 

As long as the value of the fitness function is high, the 
learning tends towards the activist style. This entails the 
ignorance of theory-based activities and pragmatic activities, 

which makes it possible to optimize the list of non-selected 
learning activities; and ultimately, improving learning process. 

 
Fig. 9. Accuracy of genetic algorithm using wheel roulette selection. 

  
Fig. 10. Accuracy of genetic algorithm using tournament selection. 

Table III shows that the 'Tournament' selection method 
performed better with the mean difference on the test set for 
the three data sets used compared to the 'Wheel roulette' 
selection method and the Uniform GA. Fig. 11 shows the 
variation of the selection methods in GA 

TABLE III. COMPARATIVE STUDY BETWEEN THREE VERSIONS OF GA 

SELECTED METHODS 

Comparisons 
Mean 
Diff. 

95.00% CI 
of diff. 

Summary 
Adjusted P 

Value 

GA Uniform vs. GA-

Wheel roulette 
-4.000 

-5.757 to -

2.243 
** 0.0017 

GA Uniform vs. GA-
Tournament selection 

-5.500 
-6.056 to -
4.944 

**** <0.0001 

GA-Wheel roulette vs. 

GA-Tournament 

selection 

-1.500 
-2.812 to -
0.1883 

* 0.0308 

From the previous researchers [18] and the results as in Fig. 
12, the authors see that the tournament selection method 
(TSM) provides a high fitness value from the first generation 
compared to GA uniform (GA-U) and wheel roulette selection 
technique (WRSM). Nevertheless, both methods: TSM and 
WRSM, show good results at the end of the generation, fitness 
function =21 as shown in Fig. 12. 
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Fig. 11. Variation of the selection methods in GA. 

 

Fig. 12. Comparative result of three version of GA. 

The recognition of learning style in an intelligent tutoring 
system increases the learning effectiveness. However, the 
adjustment of the content according to learner preferred style 
does not lead us to have achievable results. From the authors 
experience in the field of teaching, we recommend using the 
activist type and respecting the preferences of the learner.  

According to the results obtained, we notice that the 
learners who use the practical activities acquire the expected 
objective rapidly. For this reason, we have developed and 
adapted the genetic algorithm by changing in the phase of 
mutation the activities based on the theory by low values     by 
respecting the following formula: 2-  . 

These results allow us to have an exponential function and 
converge to practice-based learning. These results urge the 
learner to perform well the case studies suggested by the 
intelligent tutoring system. 

V. CONCLUSION 

The e-learning system includes intelligent tools for the 
analysis, evaluation and assessment of the user's knowledge 
and skills, as well as for the monitoring and supervision of the 
e-learning process. 

The study on data-driven approaches and more specifically 
on the traces generated by the learners shows that the detection 
of learning styles is done automatically, without relying on 

explicit answers given to the questionnaire by the learners. 
Therefore, our contribution provides a path to be generated 
from the resource data (learner preference and activist style) 
towards the desired goal: acquiring the requested skills 
regarding the pedagogical objectives using genetic algorithms. 

This contribution was developed to enhance the learning 
process of a programming language by presenting a new 
method for reducing the list of activities proposed to the 
learner. The authors are convinced that this contribution will 
lead to a good performance in building the learner model of the 
intelligent tutoring system. The implementation of these 
findings in the STS-programming solution is envisaged as 
future work. 
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Abstract—An action recognition model based on 3D skeleton 

data may experience a decrease in recognition accuracy when 

facing complex backgrounds, and it is easy to overlook the local 

connection between dynamic gradient information and dynamic 

actions, resulting in a decrease in the fault tolerance of the 

constructed model. To achieve accurate and fast capture of 

human skeletal movements, a directed graph convolutional 

network recognition model that integrates attention mechanism 

and convolutional neural network is proposed. By combining 

spacetime converter and central differential graph convolution, a 

corresponding central differential converter graph convolutional 

network model is constructed to obtain dynamic gradient 

information in actions and calculate local connections between 

dynamic actions. The research outcomes express that the cross-

target benchmark recognition rate of the directed graph 

convolutional network recognition model is 92.3%, and the cross-

view benchmark recognition rate is 97.3%. The accuracy of Top-

1 is 37.6%, and the accuracy of Top-5 is 60.5%. The cross-target 

recognition rate of the central differential converter graph 

convolutional network model is 92.9%, and the cross-view 

benchmark recognition rate is 97.5%. Undercross-target and 

cross-view benchmarks, the average recognition accuracy for 

similar actions is 81.3% and 88.9%, respectively. The accuracy of 

the entire action recognition model in single-person multi-person 

action recognition experiments is 95.0%. The outcomes denote 

that the model constructed by the research institute has higher 

recognition rate and more stable performance compared to 

existing neural network recognition models, and has certain 

research value. 

Keywords—Attention mechanism; convolutional neural 

network; action recognition; central differential network; 

spacetime converter; directed graph convolution 

I. INTRODUCTION 

Human Action Recognition (HAR) is a research field that 
has received much attention from scholars both domestically 
and internationally. HAR plays an important role in public 
places, healthcare, and safety [1-2]. Early research on HAR 
was generally based on RGB videos. With the development of 
technology, algorithms and sensors for estimating human 
skeletal posture have emerged [3]. Researchers use depth 
cameras to extract depth information from human skeletal 
information at different scales, lighting, and backgrounds to 
construct HAR data in a 3D coordinate system, and construct 
corresponding algorithm models based on deep learning (DL) 
[4]. In the research of HAR using 3D skeleton data as the 
experimental object, HAR and feature capture often use 3D 

technology to obtain relevant action data information [5]. 
However, there are still many problems in the rapid acquisition 
of human actions in related operations. The changes and 
complexity of the background and environment in the video 
can result in different skeletal joint information for the same 
action, and the mutual occlusion between people and 
background can also reduce the extraction of feature actions. 
The already built HAR model may also have problems, such as 
identifying only simple action types, making it difficult to 
identify more complex behaviors. The above issues will result 
in the already constructed HAR model being only usable under 
specific conditions, and the experimentally constructed model 
cannot be generalized to practical applications. To improve the 
recognition accuracy of action recognition (AR) models and 
eliminate interference caused by factors such as environment, 
background, and occlusion, a directed graph convolutional 
network (DGCN) recognition model for enhancing attention 
was proposed. By recognizing the spacetime information 
extracted from feature extraction, a central differential 
converter graph convolutional network was constructed to 
achieve real-time recognition and capture of human actions. 
The Section II of the study mainly discusses the relevant 
research on human action models in recent years. The Section 
III mainly constructs an enhanced information acquisition and 
enhanced spatiotemporal information conversion graph 
convolution model. The Section IV tests the performance of 
the constructed model using different datasets and compares 
the effectiveness of different HAR models on the same dataset. 
Section V discusses the results. The Section VI summarizes the 
research results and draws research conclusions. 

II. RELATED WORKS 

Many scholars have made achievements in the construction 
of HAR models. Gu et al. constructed a new HAR model using 
the improved sparse classification model and deep 
convolutional neural network (CNN), and applied the model to 
the benchmark dataset. The performance of the model was 
verified through setting experiments [6]. Huang et al. utilized 
neural networks for pseudo-image processing of skeletal data. 
A novel CNN with an adaptive inference framework was 
constructed by utilizing the dependent joints between skeletal 
joints [7]. To improve the detection accuracy of human bone 
models, Li proposed a multi-branch multi-level cascaded CNN 
structure model to predict the information of occluded parts 
[8]. Peng et al. proposed a three stream model using two 
different types of deep CNNs to improve the generalization of 
HAR models, and verified the effectiveness of the model by 
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experiments [9]. Yang put forward an algorithm model based 
on random projection combined with multi-channel 3D CNN 
to improve the accuracy and recognition speed of HAR 
models. The effectiveness of the algorithm model was 
demonstrated through experiments [10]. To raise the accuracy 
of human action model recognition in video segmentation and 
its computational efficiency in large-scale datasets, Zhao et al. 
proposed a multi-dimensional data model for video image AR 
and non-action based on DL framework, and verified the 
effectiveness of the model through experiments [11]. Liu and 
Che used attention spacetime convolutional graph networks to 
learn the importance of different actions in sports videos and 
analyze different actions in sports videos [12]. To solve the 
problems of background clutter, scene diversity, viewpoint 
change, occlusion, etc. in the HAR, He et al. put forward a 
closely connected bidirectional long and short-term memory 
(LSTM) network DL model to capture the temporal and spatial 
patterns of human action in videos. The research findings also 
indicated that the effectiveness of the proposed model was 
good [13]. Wenbo et al. put forward a protocol recognition 
method based on CNNs to improve the accuracy of feature 
acquisition, and it was proved that the proposed algorithm had 
high accuracy and fast convergence speed [14]. Ma et al. 
proposed a novel deep convolutional generative adversarial 
network to recognize human action posture, and verified 
through experiments that its model had significant advantages 
over existing models [15]. Chen et al. put forward a multi-radar 
collaborative HAR model based on transfer and integrated 
learning to solve the view limitation in AR. Through 
experiments, the proposed model had higher recognition 
accuracy compared to the single-view radar fusion model [16]. 
To promote the accuracy of action combination training AR 
model, Jiang and Tsai proposed a model based on sequential 
minimal optimization model and artificial intelligence. And in 
subsequent experiments, it has been proven that this model 
could improve the recognition rate of actions and meet the 
recognition needs of online actions [17]. To establish a better 
HAR model, Chen et al. proposed a model that integrated 
LSTM weight convolution neural networks. It was validated 
that the model had an authentication accuracy of 98.0% [18]. 

In summary, research on constructing HAR models using 
CNNs has become mature, but there is still room for 
improvement in accuracy. Based on this, a CNN human 
recognition model integrating attention mechanism (AM) is 
proposed, which combines central difference graph 
convolution network (CDGN) and spacetime converter (SC) to 
achieve accurate and fast human actions recognition. 

III. THE CONSTRUCTION OF SKELETON AR MODEL BASED 

ON AM AND CNN 

This study mainly uses graph convolutional neural 
networks (GCNN) as the skeleton and integrates AMs to 
design a DGCN model to enhance the recognition and capture 
of action information. To prevent the omission of dynamic 
gradient information in actions and calculate local connections 
between dynamic actions, CDGN and SC are introduced to 
construct an enhanced graph convolution model for spacetime 
information conversion. 

A. The Construction of ADGCN Skeleton AR Model 

Integrating AM and Neural Network 

HAR, as an emerging research project in computer vision, 
has great impact on many fields. Medical assistance, human-
computer interaction, intelligent driving, and intelligent 
security can be achieved through the recognition of HAR. The 
method of skeleton AR is generally completed using 3D 
skeleton data, using skeleton joint points to form corresponding 
groups, and then connecting the corresponding groups to 
complete the representation of the entire body structure. At 
present, the commonly used methods for HAR include two 
types: extraction based on traditional manual features and 
extraction based on DL methods. DL methods mainly include 
methods based on recurrent neural network (RNN), CNN, 
fusion based on RNN and CNN, and GCNN. GCNN takes 
skeleton data modeling as a blueprint, joints as fixed points, 
and draws skeleton edge maps. Compared to traditional manual 
feature extraction and CNN and RNN methods, it has a more 
intuitive description of skeleton data. Therefore, the study 
selects the GCN method as the basis to construct a model that 
is more convenient for skeleton AR. The flow chart of GCN 
object diagram convolution is shown in Fig. 1. 

From Fig. 1, the GCN method involves the temporal 
structure and continuity of human skeleton actions recognition. 
By decomposing a certain action information into 
corresponding data, and then placing the decomposed data into 
different channels according to dimensional relationships for 
processing and operation, the final action analysis result is 
obtained. Due to the existing skeleton models constructed 
based on GCN, their skeleton AR accuracy may be reduced in 
complex backgrounds and dynamic environments. And the 
skeleton model constructed by GCN is often an undirected 
graph, which can only determine whether there is a connection 
relationship between adjacent vertices and edges in the graph, 
and cannot capture more feature information. 

To address the above issues, an AM is introduced to 
improve the GCN skeleton model. A multi-stream framework 
is used to capture the positions of joints and bones, identify 
their action trajectories and features, establish the dependency 
relationship between vertices and edges in the skeleton graph, 
introduce an AM to focus on feature channels, and construct an 
attention enhanced direct graph convolutional network 
(ADGCN) skeleton AR model. The workflow diagram of the 
ADGCN model is displayed in Fig. 2. 

From Fig. 2, the ADGCN skeleton AR model is divided 
into five parts: multi-stream framework input, DGCN 
processing, attention enhancement network, data fusion, and 
output data. The data input by the multi-stream framework 
corresponds to the action information of joints and bones. The 
related motion information is judged by the adjacency of 
DGCN and captured by the key frame action of the attention 
enhancement network. The data processed by the first four 
information flow are weighted and fused to complete the 
prediction of related actions. The update and aggregate 
functions are used to determine the connection of vertices and 
edges in the ADGCN model to represent the connected vertices 
between two vertices and the relationship between vertices and 
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edges after edge update. The update function of vertices is 
shown in equation (1). 

' ([ , , ])v
j ji iv u v e e
  


  (1) 

In equation (1), 'iv  is the updated vertex, 
iv  is the vertex; 

[.]  means the connection operation; u  indicates the update 

function; ,j je e
  

denote the position of the updated vertex 'iv  

and its adjacent edge e . Similarly, it obtains the function 

equation (2) between the updated edge 'e  and adjacent 

vertices. 

' '' ([ , , ])e s t

j j j je u e v v
 (2) 

In equation (2), 
' ',s t

j jv v  stand for the updated source vertex 

and target vertex, respectively. Let the joint coordinate at time t 

be 
, , , ,( , , )i t i t i t i tv x y z , and the calculation function for the 

same node in two consecutive frames is shown in equation (3). 

, 1 , 1 ,i t i t i tm v v  
 (3) 
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Fig. 1. Flow chart of GCN object diagram convolution. 
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Fig. 2. ADGCN model workflow diagram. 
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Designing a spacetime channel attention network (CAN) is 
to strengthen the information connection between key joints 
and bones, while taking care not to weaken the information 
intensity of other joints. The spacetime CAN constructed by 
the research institute includes three types: spatial attention 
network (SAN), temporal attention network (TAN), and CAN. 
Among them, SAN mainly allocates different degrees of 
attention to joints and the bones connected to them. The 

attention of vertices and edges in the graph is 
sM , and the set 

of 
sM  is expressed as 

, ,{ , }s v s eM M . The corresponding 

calculation method is shown in equation (4). 

( ( ( )))s sM g AvgPool fin
  (4) 

In equation (4),   means the sigmoid activation function; 

sg  indicates a one-dimensional convolution operation; fin  

refers to the input data information of vertices and edges in the 
directed graph. As a dynamic time selection mechanism, TAN 
mainly determines when attention begins and sets the attention 

time of vertices and edges in a directed graph to 
tM . The 

relevant function expressions are shown in equation (5). 

( ( ( )))t tM g AvgPool fin
 (5) 

In equation (5), 1* *1T

tM R , the explanation of parameter 

meanings refers to equation (4). After allocating time attention 
and attention to joints and edges, it considers enhancing the 
model's feature description of input samples, and thus 
introduces CAN. The relevant calculation is shown in equation 
(6). 

2 1( (tanh( ( ( ))))cM W W AvgPool fin
 (6) 

In equation (6), 
1W  and 

2W  are the weights of two full 

connection layers, and the functions used by TAN network are 

tanh  and Sigmaid activation functions. SAN, TAN, CAN 

three kinds of attention enhancing networks are serially 
arranged to enhance the recognition ability of spacetime CAN 
and highlight its attention enhancement effect. 

B. Constructing a Graph Convolutional Model for Enhanced 

Spatiotemporal Information Transformation Based on 

CDTN 

After the construction of the enhanced information 
acquisition model, its ability to obtain spacetime channel 
information has been raised to a certain degree, but it ignores 
the dynamic gradient information in the actions and the local 
connections between the corresponding dynamic actions. 
Introducing CDGN can further improve the model constructed 
by the research institute, by obtaining corresponding dynamic 
gradient information and using a converter to obtain fixed point 
connections between nodes. CDGN, as an image processing 
algorithm, is mainly used for image edge detection and feature 
extraction. It uses the difference between the central and 
adjacent pixels to calculate the value of new pixels, reducing 
noise interference in the image and enhancing its features. The 
CDGN algorithm is shown in equation (7). 

_ ( , ) ( 1, ) ( 1, )

_ ( , ) ( , 1) ( , 1)

g x x y f x y f x y

g y x y f x y f x y

   


     (7) 

In equation (7), _ ( , )g x x y  and _ ( , )g y x y  express 

different gradient values in the horizontal and vertical 

directions, respectively, and ( , )f x y  means the pixel values in 

the original image. The edge values and features of the image 
are calculated by calculating the gradient value of each pixel 
point. CDGN includes two parts: sampling and aggregation, 
and its feature aggregation is shown in Fig. 3. 

 

Fig. 3. CDGN feature aggregation principle. 

From Fig. 3, the sampling of CDGN takes into account 
both feature differences and gradient features. After taking into 
account the differences between certain node and central node 
and the gradient features of the corresponding central node, the 
connection is made according to the corresponding gradient 
direction. From this, the center gradient of the sampling 
vertices is aggregated and represented by equation (8). 

1
( ) ( ( ))*( ( ) ( ))

j

i i j j i

v Ri ij

O v w l v I v I v
Z

 
 (8) 

In equation (8), I  indicates the input feature; O  means the 

output feature; w  indicates the weight function; Ri  expresses 

the first order adjacency joint distance of vertex 
iv ; 

il  is the 

partition function. The converter network can coordinate the 
global self-attention, self-attention operation and convolution 
operation. Combining the CNN with the converter can allow 
the model to mine more relevant information from the captured 
features. The SC used in the research institute consists of three 
parts: joint embedding, SC attention module, and time 
converter attention module. The network structure of the SC is 
shown in Fig. 4. 

From Fig. 4, different modules implement different 
functions. Among them, the joint marker embedding module 
includes a multi-head self-attention (MHSA) layer and a 
feedback neural network (FNN) layer to extract spacetime 
features. The SC attention module is applied to the acquisition 
of labeled space, while the time converter attention module 
corresponds to the calculation of spatial and temporal 
dependencies. Combining CDGN and SC network models, a 
central difference transformer graph network (CDTG) is 
developed to capture action gradient information and calculate 
local dependencies between nodes. The CDTG network 
structure is shown in Fig. 5. 
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Fig. 4. Diagram of SCNetwork. 
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Fig. 5. CDTG Network architecture. 

From Fig. 5, CDTG is divided into four parts: skeleton data 
input, CDGN, SC attention network, and fully connected layer 
recognition information. The last one will use the Softmax 
function, and the relevant expressions are shown in equation 
(9). 

1

( )

T

T

x

j

k x

kk

e W
P y j

e W


 

  (9) 

In equation (9), ( )P y j  expresses the probability that the 

sample x  belongs to the j  classification; k  denotes the result 

of linear function, and is the weight value. The expression of 
cross entropy function is shown in equation (10). 

( , ) ( ) log ( )
x

H p q p x q x
 (10) 

In equation (10), p  means the true labeled distribution, 

and q  refers to the pre labeled distribution of the trained 

model. It inputs the skeleton action information into CDGN, 
updates the spatial gradient information of the next layer's 
vertices based on the position of the central node and its 
adjacent nodes. The dependency relationship of the global 
spacetime nodes is calculated based on the attention network of 
the SC, and finally the data are processed through the fully 
connected layer recognition information processing and 
weighted average to complete the prediction of the entire 
action behavior. 

IV. ANALYSIS OF AR RESULTS FOR ADGN AND CDTG 

MODELS 

The experiment used NTU-RGB+D, MSR-Action 3D, and 
SBU datasets collected by the Kinect v2 3D tactile camera as 
the research dataset. Experiments were organized to evidence 
the effectiveness of the proposed ADGCN algorithm model. 
The NTU-RGB+D dataset contained 56880 skeleton action 
video sequences, with each skeleton action video covering 25 
nodes and each node providing corresponding 3D coordinate 
positions. MSR-Action 3D contained 20 types of actions and 
567 data sequences. The SBU dataset contained 8 types of 
actions, 284 videos, and 15 skeleton joint points. The 
environmental parameters for the skeleton AR experiment are 
shown in Table I. 

TABLE I.  EXPERIMENTAL PARAMETER SETTINGS FOR SKELETON AR 

Experimental setup Experimental parameters 

Experimental system Linux Ubuntu18.04 

GPU GeForce RTX2080Ti 

Computing Platform CUDA10.0 

The batch size of the model is set to 64 and the initial 
weight attenuation value to 0.0005. The model was trained in 
the NTU-RGB+D dataset. The accuracy of the trained model 
was tested on the NTU-RGB+D dataset for crosstarget and 
view benchmarks. And it compared the accuracy of manual 
feature extraction algorithms Lie Group, RNN-based feature 
extraction methods (GCA-LSTM and STA-LSTM), CNN-
based methods (3SCNN and TCN), and GCN-based methods 
(ST-GCN, 2sAGCN, DGCN) on CV and CS. The research 
outcomes are expressed in Fig. 6. 
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Fig. 6. Performance comparison between algorithms on the NTU RGB+D dataset.

From Fig. 6, in the three datasets of NTU RGB+D, MSR-
Action 3D, and SBU, the artificial feature extraction method 
Lie Group had the lowest CS recognition accuracy, with 
50.1%, 47.5%, and 50.5%, respectively, while other DL-based 
methods had an accuracy of over 73% in CS benchmark 
recognition. The CS accuracy based on the GSCN network 
structure was over 80%, with the highest being ST-
GCN89.90%. The ADGCN model proposed by the research 
institute scored the highest among the four network models, 
with CS benchmark recognition accuracy of 92.33%, 93.21%, 
and 94.12% in the three datasets, respectively. In cross-view 
benchmark recognition, the recognition accuracy of the four 
algorithms was higher than that of cross-target benchmark 
recognition. The model based on the GSCN network structure 
still had higher CV recognition accuracy than the other three 
network models, while the ADGCN model proposed by the 
research institute had the highest CV recognition accuracy in 
the past, with 97.3%, 97.8%, and 96.7% in the three datasets, 
respectively. To further validate the effectiveness of the model, 
the ST-GCN model with the second highest score was selected 
to compare the results of the proposed ADGN model CS and 
CV benchmark recognition accuracy changes with the training. 
The laboratory findings are shown in Fig. 7. 
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Fig. 7. Changes in the accuracy of CS and CV benchmark recognition for 

two algorithms during training. 

From Fig. 7, as the number of iterations continued to 
increase, the accuracy of the two bone AR models would show 
an upward trend. Under the CS benchmark, after the number of 
iterations reached 15, the recognition accuracy of the model 
tended to stabilize. However, the recognition accuracy of the 
ADGN model has always been higher than that of the ST-GCN 
model, with a maximum difference of 0.5% and a maximum 
difference of 3.42%. Under the CV benchmark, the recognition 
accuracy of both models has increased compared to the CS 
benchmark, with an increase of about 5%. After 15 iterations, 
the recognition accuracy of the model tended to a relatively 
stable accuracy range, with the maximum recognition accuracy 
of ADCN being 90%, ST-GCN being 88.5%, and the ADCN 
recognition accuracy curve consistently above ST-GCN. The 
experimental results indicated that the ADCN model 
constructed by the research institute had a certain degree of 
stability and could ensure good recognition accuracy. 
Experiments were designed to verify the recognition accuracy 
of the ADGCN model for different levels of actions on the 
Kinetics Skelton dataset, and it compared the recognition 
accuracy of Deep LSTM, TCN, DGCN, and SAN algorithms 
for the same action. The research outcomes are displayed in 
Fig. 8. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

610 | P a g e  

www.ijacsa.thesai.org 

0

20

40

60

80

Deep LSTM

TCN

DGNN

SAN

ADGCN

Deep LSTM

TCN

DGNN

SAN

ADGCN

Top-1(%) Top- 5(%)

A
cc

u
ra

cy

Type
 

Fig. 8. Comparison of recognition accuracy of the kinetics skeleton dataset. 

Due to the fact that the action videos in the Kinetics 
Skelton dataset are sourced from YouTube, with a larger 
variety and complexity compared to the previously used NTU 
RGB+D dataset, the recognition accuracy of the five validated 
models is lower. From Fig. 8, in the type of Top-1, the 
recognition accuracy of the SAN, DGNN, and ADGCN models 
was around 35%, belonging to the three branches with good 
performance among the five algorithms. The ADGCN model's 
Top-1 AR accuracy was higher than DGNN with a 0.7% 
advantage, ranking first. Compared to Top-1, in Top-5 
indicator recognition, the recognition accuracy of the five 
research algorithms has improved, with an increase of 18.6% to 
23.0%. Among them, DGNN had the largest increase, the Top-
5 accuracy of the model was 56.5%, and ADGCN had an 
increase of 22.9%. However, the recognition accuracy of 
ADGCN was the highest, with 60.5%. It designed experiments 
to evidence the effectiveness of the CDTG model proposed by 
the research institute. In the NTU-RGB+D dataset, it compared 
the recognition accuracy obtained by CNN-based methods 
(HCN, TCN, GCNN, Clips+ CNN+MTLN), RNN-based 
methods (ST-LSTM, LSTM-CNN), and GCN-based methods 
(ST-GCN STGR-GCN GR-GCN GCST Dynamic GCN). The 
research findings are expressed in Fig. 9. 
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Fig. 9. Comparison of recognition accuracy between different algorithms. 

From Fig. 9, the recognition accuracy of the model based 
on GCN network structure on CS and CV benchmarks was 
higher than that of the model built on CNN and RNN. Among 
the models constructed using GCN networks, GCST, Dynamic 
GCN, and the CDTG model constructed by the research 
institute had relatively good recognition accuracy. Among 
them, the CDTG model had the highest recognition accuracy, 
with recognition accuracy rates of 92.87% and 97.52% in CS 
and CV, respectively. Compared with other types of AR 
models, its accuracy improvement could reach a maximum of 
27.67% (CS benchmark) and 21.42% (CV benchmark). 
Compared to the GCST and Dynamic GCN models with higher 
AR accuracy in recent years, the recognition accuracy of 
CDTG in CS benchmark had increased by 1.36% and 1.37%, 
respectively. The recognition accuracy of CV benchmark has 
been improved by 1.32%. This indicated that the CDTG model 
proposed by the research institute had good recognition 
performance in skeleton AR. To further evidence the 
recognition performance of the CDTG model, five categories 
with similar action content were selected for comparison in the 
NTU-RGB+D dataset. The selection of similar action content 
was divided into five categories: "drinking water", "eating", 
"brushing teeth", "washing hair", and "wearing glasses". The 
experimental results were set up to verify the recognition 
results of CDTG and ST-GCN for the above five action 
categories. The experimental results are shown in Fig. 10. 
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230

Drink 

Water

Eat meal

Brush 

teeth

Brush 

hair

Wear 

galsses 0

50

100

150

200

D
ri

n
k

 

W
at

er

E
at

 

m
ea

l

B
ru

sh
 

te
et

h

B
ru

sh
 

h
ai

r

W
ea

r 

g
al

ss
es

T
ru

e 
L

ab
el

Confusion matrix on ntu-xsub

230 5 9 2 0

6

2 1

0

4

11

193

233

26 6 0

3

3 1 2 2

2 2 236

(b) Prediction results of CDTG under CS
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

611 | P a g e  

www.ijacsa.thesai.org 

280

Drink 

Water

Eat meal

Brush 

teeth

Brush 

hair

Wear 

galsses 0

50

100

150

200

D
ri

n
k
 

W
at

er

E
at

 

m
ea

l

B
ru

sh
 

te
et

h

B
ru

sh
 

h
ai

r

W
ea

r 

g
al

ss
es

T
ru

e 
L

ab
el

Confusion matrix on ntu-xsub

277 4 4 0 2

4

3 4

3

1

4

254

233

5 1 3

7

3 0 2 3

2 1 289

(c) Prediction results of ST-GCN under CV
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(d) Prediction results of CDTG under CV
 

Fig. 10. Comparison of recognition results of similar actions between ST-

GCN and CDTG models. 

From Fig. 10, the recognition performance of the two 
models under the CV benchmark was better than that under the 
CS benchmark. There were 276 CS benchmark samples to be 
tested, among which the recognition numbers for the five 
actions of "drinking water", "eating", "brushing teeth", 
"washing hair", and "wearing glasses" in ST-GCN were 217, 
185, 204, 217, and 238, respectively, with recognition accuracy 
rates of 78.6%, 67.0%, 73.9%, 78.6%, and 86.2%. The average 
recognition rate was 76.9%. The recognition rates of the CDTG 
model for the above five actions corresponded to 83.3%, 
69.9%, 83.3%, 84.4%, and 85.5%, with an average recognition 
rate of 81.3%. The number of samples to be tested under the 
CV benchmark was 316, indicating that the recognition 
accuracy of the CDTG model was better than that of ST-GCN. 
The recognition rates for "drinking water", "eating", "brushing 
teeth", "washing hair", and "wearing glasses" actions were 
90.5%, 82.3%, 89.9%, 89.6%, and 92.1%, respectively. The 
average rate of AR was 88.9%. The average recognition rate of 
ST-GCN was 86.3%. It designed experiments to verify the 
recognition accuracy of CDTG on Top-1 and Top-5 in the 
Kinetics Skelton dataset, and compared the recognition 
accuracy of TCN, Deep LSTM, and SAN GCST models. The 
experimental results are shown in Fig. 11. 
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Fig. 11. Comparison of accuracy of five algorithms on the kinetics skeleton 

dataset. 

From Fig. 11, the CDTG model had better recognition 
accuracy in Top-1 and Top-5 compared to other models, with 
the highest accuracy among the comparison models, at 37.58% 
and 59.61%, respectively. Compared to other types of AR 
models, its Top-1 had a maximum improvement accuracy of 
21.18%. The minimum improvement accuracy was 0.88%. The 
highest improvement in recognition accuracy of Top-5 was 
24.31%, and the lowest improvement accuracy was 1.25%. 
Four experimental testers (two males and two females) were 
identified and predicted for 3D movements using ADGN and 
CDTG models. The research outcomes are shown in Table II. 

TABLE II.  RESULTS OF ADGN AND CDTG MODELS ON PHYSICAL 

EXPERIMENTS 

Action label Drinking Smoking Walking Jumping 

Male tester 1 True True True True 

Male tester 2 True True True True 

Female 
tester 3 

True False True True 

Female 
tester 4 

True True True True 

Action label Shaking hands Hugging 

Tester 1+2 True True 

Tester 3+4 True True 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

612 | P a g e  

www.ijacsa.thesai.org 

From Table II, the combination model constructed by the 
research institute can accurately recognize single and multi-
person movements, with a recognition accuracy of 100% for 
"drinking water", "walking", and "jumping" movements. 
However, in the recognition of "smoking" movements, female 
test subject 3 made an error in identifying the movements, 
which might be due to the insufficient fine-grained model 
constructed by the research institute. On the other hand, it 
might also be that female testers were not familiar with the 
'smoking' action, which led to model recognition errors. The 
experimental results indicated that the action model 
constructed by the research institute had good recognition 
performance. 

TABLE III.  RESPONSE TIME AND SATISFACTION BETWEEN DIFFERENT 

MODELS 

Indicator 

Name 

ADGN 

Model 

CDTG 

Model 

ST-

GCNModel 

GCSTMo

del 

Response time 

(ms) 
91 86 156 137 

Satisfaction (%) 90 92 76 78 

Feasibility (%) 91 93 84 81 

Table III shows the response time and satisfaction between 
different models. The response times of the ADGN model and 
CDTG model proposed in the article were 91ms and 86ms, 
respectively. Compared with the ST-GCN model and GCST 
model, they had faster reaction speed and better low latency. 
Meanwhile, the above two models achieved 90% and 92% user 
satisfaction during the application process, and the feasibility 
under user evaluation also reached 91% and 93%, respectively. 
Therefore, the ADGN model and CDTG model proposed in 
this study had relatively superior practical application value in 
different regions. 

V. DISCUSSION 

Skeleton AR can be used in HAR to promote the 
expression generalization ability of human behavior. At 
present, research on skeleton AR has received widespread 
development and attention. Fang Z et al. used GCN to capture 
the activity status of skeleton joints and identify their 
movements. The accuracy of the skeleton AR model 
constructed in this experiment was only 87.79% [19]. 
Considering the background complexity of skeleton AR, this 
study optimized the skeleton AR model using AM and CDGN, 
and the final recognition accuracy of the models was above 
90%. To improve the robustness of the skeleton AR model, Liu 
Y et al. used the KA-AGTN algorithm to construct a skeleton 
AR model mainly based on time series. Although it improved 
the recognition accuracy by 1.9% compared to traditional GCN 
models, it was lower than the model recognition accuracy 
proposed in this study [20]. The reason why the model 
proposed in the study was more excellent was that AMcould 
enhance the model's ability to capture key actions, while 
CDGN could reduce noise interference in AR. Therefore, the 
optimized skeleton AR model had higher accuracy. 

VI. CONCLUSION 

To accurately capture and recognize spatiotemporal 
information and human actions in AR models, an ADGN 

recognition model based on spatiotemporal CNN was 
proposed. By introducing the AM, the ADGN model enhanced 
the ability to obtain joint information. By integrating the 
central differential and spatiotemporal transformation networks 
simultaneously, a CDTG model could be constructed to 
compensate for the insufficient local dependency of joint 
information in the ADGN model. The experimental results 
showed that the ADGN model constructed in this study had CS 
benchmark recognition accuracy of 92.33%, 93.21%, and 
94.12% in NTU RGB+D, MSR-Action 3D, and SBU datasets, 
respectively. The accuracy of CV recognition was 97.3%, 
97.8%, and 96.7%, respectively. And the recognition accuracy 
of the ADGN model has reached 90%. The CDTG model had 
the highest recognition accuracy, with recognition accuracy 
rates of 92.87% and 97.52% in CS and CV, respectively. The 
response times of ADGN and CDTG modelsin application 
were 91ms and 86ms, respectively, with satisfaction rates of 
90% and 92%, and feasibility rates of 91% and 93%, 
respectively. Therefore, ADGN and CDTG models proposed in 
this study had relatively superior practical application value in 
different regions. However, due to the small sample size of the 
entity and the fact that the model has not yet been AR validated 
in complex backgrounds, there is still room for improvement. 
At the same time, the combination of RGB or depth 
information is beneficial for optimizing the performance of the 
model, so other parameter conditions can be used to optimize 
the research model in the future. 

VII. FUTURE RESEARCH WORK 

Due to the fact that this study was not tested in a complex 
background, the test results of the model's performance were 
idealized. Considering the practical application of the model, 
the study will set up different complex environmental scenarios 
for model performance evaluation in subsequent experiments. 
The performance results were summarized and analyzed in 
complex scenarios, and the model is adjusted and optimized by 
setting different parameter conditions to improve its accuracy 
and efficiency. In addition, because the algorithm used in this 
study is an AM to enhance the performance of ADGN and 
CDTN models, and multimodal fusion forms such as RGB or 
depth information can also improve model performance. As a 
result, model performance tests can be conducted under 
different modalities of fusion to select the optimal multimodal 
fusion method to construct skeleton AR algorithms. 
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Abstract—Plagiarism is the unacknowledged use of another 

person’s language, information, or writing without crediting the 

source. This manuscript presents an innovative method for 

detecting plagiarism utilizing attention mechanism-based LSTM 

and the DistilBERT model, enhanced by an enriched differential 

evolution (DE) algorithm for pre-training and a focal loss 

function for training. DistilBERT reduces BERT’s size by 40% 

while maintaining 97% of its language comprehension abilities 

and being 60% quicker. Current algorithms utilize positive-

negative pairs to train a two-class classifier that detects 

plagiarism. A positive pair consists of a source sentence and a 

suspicious sentence, while a negative pair comprises two 

dissimilar sentences. Negative pairs typically outnumber positive 

pairs, leading to imbalanced classification and significantly lower 

system performance. To combat this, a training method based on 

a focal loss (FL) is suggested, which carefully learns minority 

class examples. Another addressed issue is the training phase, 

which typically uses gradient-based methods like back-

propagation for the learning process. As a result, the training 

phase has limitations, such as initialization sensitivity. A new DE 

algorithm is proposed to initiate the back-propagation process by 

employing a mutation operator based on clustering. A successful 

cluster for the current DE population is found, and a fresh 

updating approach is used to produce potential solutions. The 

proposed method is assessed using three datasets: SNLI, MSRP, 

and SemEval2014. The model attains excellent results that 

outperform other deep models, conventional, and population-

based models. Ablation studies excluding the proposed DE and 

focal loss from the model confirm the independent positive 

incremental impact of these components on model performance. 

Keywords—Plagiarism detection; LSTM; imbalanced 

classification; DistilBERT; differential evolution; focal loss 

I. INTRODUCTION 

With abundant information available online and powerful 
search engines, plagiarism has become a sensitive issue in 
various domains, including education. Plagiarism usually 
occurs intentionally or unknowingly [1]. In contrast, plagiarism 
techniques have practical uses in fields beyond detecting 
copied content, including retrieval of information [2] where 
some text is given as input and the most relevant matches 
returned. 

Various techniques have been proposed in academic 
publications to address the challenge of detecting plagiarism. 
One prominent approach is the use of text distance methods, 
which aim to quantify the semantic proximity between two 
textual pieces by measuring the distance between them. 
Typically, there are three categories of text distances: length 

distance, distribution distance, and semantic distance [3]. 
Length distance methods assess the resemblance between two 
texts by considering their numerical attributes. Popular 
techniques in this category include Euclidean distance, cosine 
distance, and Manhattan distance [4]. These methods rely on 
the numerical characteristics of the texts to calculate the degree 
of similarity. However, distance-based methods encounter two 
notable limitations. Firstly, they are often suitable only for 
symmetrical problems, which may restrict their applicability in 
certain scenarios. Additionally, using distance measures 
without considering the statistical characteristics of the data 
can be risky, particularly in cases such as question answering 
[5]. Distribution distances, on the other hand, offer an 
alternative approach to estimating the semantic similarity 
between two items by comparing their distributions. 
Techniques like Jensen–Shannon divergence [6] and Kullback–
Leibler divergence [7] are commonly used in this category. 
These methods examine the lexical and semantic similarities 
between texts by analyzing the distributions of words or other 
linguistic features. By capturing the statistical properties of the 
data, distribution distances provide a more nuanced and 
comprehensive understanding of the semantic relationship 
between textual items. By leveraging distribution distances, 
researchers can effectively assess the similarity or dissimilarity 
between texts based on their underlying linguistic 
characteristics. These approaches take into account the broader 
context and semantic information, contributing to more 
accurate plagiarism detection. 

Deep learning approaches have emerged as a powerful 
alternative to earlier methods in various fields, thanks to their 
inherent advantages, such as automated feature extraction [8]. 
Researchers have explored different deep learning architectures 
and techniques to tackle the task of sentence or text similarity 
and representation. One approach presented in [9] involves 
using a recurrent neural network (RNN) with word embeddings 
obtained from GloVe [10]. The RNN processes the words 
within a sentence and generates a representation of the 
sentence. Cosine distance metric [11] is then applied to 
measure the similarity between the sentence representations. In 
[40], a Siamese convolutional neural network (CNN) is 
introduced to capture the contextual information of individual 
words within a sentence. This network simultaneously 
produces a representation of word significance and the 
surrounding terms. By considering the local context, this 
approach aims to enhance the understanding of sentence 
meaning. Another RNN-based approach is presented in [12], 
where the textual data from corresponding words between 
sentence pairs is combined to create an internal representation. 
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This enables the model to capture the relationship between 
words in different sentences, contributing to a more 
comprehensive understanding of semantic similarity. In [13], a 
Long Short-Term Memory (LSTM) network is employed to 
extract high-level semantic information and measure the 
textual similarity between two sentences. The LSTM takes 
unprocessed pairs of sentence and word representations as 
input, allowing it to capture the complex semantic relationships 
within sentences. Attention-based models are also utilized in 
the pursuit of sentence similarity. In [14], an attention-based 
Siamese network is employed to determine the degree of 
similarity in meaning among sentences. The attention 
mechanism enables the model to focus on important elements 
within the sentences, enhancing its ability to capture semantic 
nuances. In [15], two different methods for answer selection 
based on similarity are introduced. One method incorporates a 
single transformer encoder along with embeddings from 
language models such as ELMo [16] and BERT [17]. The 
other method utilizes two pre-trained transformer encoders to 
capture the semantic information. Furthermore, [18] introduces 
the use of two Bidirectional LSTM (BLSTM) networks to 
independently derive sentence embeddings. Additionally, a 
revised data augmentation and loss function technique is 
implemented to address the challenge of imbalanced data 
distribution, which commonly occurs in sentence similarity 
tasks. One significant problem is the handling of imbalanced 
data distribution in plagiarism detection. The current 
algorithms often train two-class classifiers using positive-
negative pairs, where negative pairs outnumber positive pairs. 
This imbalance negatively impacts system performance. 
Another limitation pertains to the training phase, which heavily 
relies on gradient-based methods like back-propagation. 
Although widely used, these methods have their own 
limitations, such as initialization sensitivity. 

The unequal distribution of positive (plagiarized) and 
negative (non-plagiarized) cases pose a major obstacle in 
plagiarism detection. Failing to tackle this issue can result in a 
notable decline in performance. Approaches to tackle 
imbalanced class distribution can be categorized into two main 
types: the methods of the algorithm level and the data level. 
Data-level approaches aim to rectify the imbalanced 
distribution of classes by leveraging techniques such as over-
sampling and under-sampling. One approach to address class 
imbalance is through the use of techniques such as the 
Synthetic Minority Oversampling Technique (SMOTE) [19], 
which creates instances by interpolating between adjacent 
minority examples. Another technique, NearMiss [20], 
involves under-sampling majority examples using the nearest 
neighbor algorithm. Over-sampling approaches might result in 
an overfitting problem, whereas applying under-sampling 
methods might lead to losing some helpful information about 
the dominant class. Algorithmic methods amplify the influence 
of the minority class based on techniques like ensemble 
learning [21], cost-sensitive learning [22], and decision 
threshold adjustment [23]. In the cost-sensitive approaches, 
various costs are assigned for misclassifications of different 
classes (higher costs for minority samples). The classification 
issue is framed as an optimization problem that seeks to 
minimize the total cost. Ensemble techniques train multiple 
classifiers and fuse the obtained results to reach a final 

decision. Threshold adjustment approaches involve training a 
classifier and then modifying the threshold for classification 
during testing. Imbalanced classification has also been 
addressed using deep learning techniques [22, 24]. The study 
[25] develops a method to learn distinguishing features in 
unbalanced data while preserving inter-cluster and interclass 
margins. In [26] the author proposes a strategy that bootstraps 
convolutional network data into balance for each mini-batch. 

Neural network methods, including deep networks, are 
usually based on gradient-based methods, including back-
propagation, to find the appropriate network weights. 
Regrettably, these techniques are prone to be influenced by the 
initialization of parameters and may converge to suboptimal 
solutions. The quality of a neural network can be more 
significantly influenced by the initial weights than by the 
network structure and training samples [27]. Meta-heuristic 
algorithms, including differential evolution (DE) [28], have 
been proposed as a solution to address these issues and have 
demonstrated their effectiveness in optimizing the performance 
of the model [29, 30]. 

Differential Evolution (DE) is a robust method successfully 
utilized in various optimization tasks [31, 32]. It comprises 
three primary steps: mutation to create an additional candidate 
solution using scaling differences between solutions, crossover 
to integrate the produced solution with the initial solution, and 
selection to select the optimal solution for the subsequent 
iteration. The mutation operator is particularly important [33]. 

This article describes an original approach to plagiarism 
detection that employs a DE algorithm and attention-based 
LSTM model. The proposed model contains a feed-forward 
network to estimate the similarity degree between sentences 
and two LSTMs for source and suspicious sentences. The 
model is trained using pairs of sentences, including positive 
pairs with two similar sentences and negative pairs with two 
dissimilar sentences. DistilBERT word embedding is utilized, 
which can reduce BERT‟s size by 40% while maintaining 97% 
of its language comprehension abilities and being 60% quicker. 
The proposed DE algorithm utilizes clustering for weight 
initialization, aiming to detect an area in the exploration 
domain suitable for initiating the back-propagation (BP) 
algorithm. The best-performing solution from the top-
performing cluster is selected as the starting point for the 
mutation operator, and a new approach for generating potential 
solutions is employed. Additionally, the proposed algorithm 
incorporates FL to address class imbalance. The model is 
assessed on SNLI, MSRP, and SemEval2014 datasets, 
demonstrating superior performance compared to other 
methods. 

The main contributions of the article are as follows: 1) The 
article introduces a new DE algorithm that initiates the back-
propagation process by employing a mutation operator based 
on clustering. This approach helps overcome limitations 
associated with initialization sensitivity, which is a common 
issue in gradient-based methods used during the training phase, 
2) The article addresses the challenge of imbalanced class 
distribution in plagiarism detection, where negative pairs 
outnumber positive pairs. The proposed training method based 
on focal loss enables the model to better learn from minority 
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class examples, leading to improved system performance, 3) 
The article introduces the DistilBERT model that can reduce 
the size of BERT. This reduction in size leads to improved 
efficiency, making the model 60% quicker compared to the 
original BERT model, and 4) Ablation studies are conducted to 
evaluate the individual contributions of the DE algorithm and 
focal loss. The results confirm that these components have an 
independent positive incremental impact on the model's 
performance. 

The article's residual parts are structured as follows. Section 
II provides a number of contextual information, whereas 
Section III outlines the proposed method for identifying 
plagiarism. Section IV gives the prediction of the study made. 
In Section V, the results of the experiments are presented, and 
Section VI summarizes the paper. 

II. DIFFERENTIAL EVOLUTION 

Differential evolution [28] has effectively optimized 
various problems [35, 36]. DE starts with an initial population, 
usually drawn from a random distribution, and comprises three 
primary operations: mutation, crossover, and selection. The 
mutation operation generates a mutant vector as 

 ⃗      ⃗         ⃗       ⃗      (1) 

where  ⃗    ,  ⃗      and  ⃗   are three randomly chosen 

candidate solutions from the available population, and   shows 
a factor scaling. 

Crossover incorporates the mutant and target vectors. A 
well-known crossover operator is a binomial crossover, which 
does this as 

       {
                                   

                                                           
 (2) 

Where    denotes the rate of crossover, and       is a 
number chosen randomly from the set            , where   is 
the dimensionality of a candidate solution. 

Lastly, the selection operator elects the superior solution 
from the target and trial vectors. 

III. PROPOSED APPROACH 

The overall structure of the suggested method is displayed 
in Fig. 1. As seen, it comprises three main stages, pre-
processing, word embedding, and prediction. First, redundant 
words and symbols are removed from the sentences. Next, the 
embedding vector of each word is obtained using BERT, and 
ultimately, the model predicts the similarity between the two 
sentences. The proposed model incorporates a clustering-based 
differential evolution algorithm to find the initial seeds of the 
network weights while using focal loss to handle class 
imbalance. 

A. Pre-Processing 

Data pre-processing is a crucial aspect of any NLP system 
as the fundamental characters, words, and sentences extracted 
in this phase are forwarded to the subsequent stages. 
Consequently, they considerably impact the outcome. 
Conversely, an unsuitable pre-processing technique can 
decrease the model's performance [37]. Common stop-word 
elimination and stemming techniques are used in the approach. 

Stop words are part of sentences that can be regarded as 
overhead. The most common stop words are articles, 
prepositions, pronouns, etc. They should thus be removed as 
they cannot function as keywords in text mining applications 
[38] and decrease the number of dimensions in the term space 

Stemming is employed to determine the base form of a 
word. For instance, the terms „watch‟, „watched‟, „watching‟, 
„watcher‟, etc., can all be reduced to the stem word "watch" by 
stemming. Stemming reduces ambiguity, decreases the number 
of words, and minimizes time and memory requirements [37].

 

Fig. 1. Architecture of the suggested model as a whole. 
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IV. PREDICTION 

The prediction model comprises two attention-based LSTM 
networks as extractors of the embeddings of the source and 
suspicious sentences and a feed-forward network as a predictor 
of the similarity of the two sentences. Given       
              and                      as the sentence of 
the suspicious and source, where    and    denote the  -th word 
in the suspicious and source sentences, respectively.      and 
     are restricted to   and   words due to the length limitation 
in BLSTM (in the work,      ).      and      are nourished 
separately into an LSTM network. These sentences 
embeddings are computed using the mechanism of attention, as 

     ∑   
 
        

 (3) 

And 

     ∑   
 
        

 (4) 

where the  -th hidden vectors are represented in the 

BLSTM by      
   ⃖     

   ⃗     
  and      

   ⃖     
   ⃗     

 , 

and the  -th attention weight for every section is shown  in the 
BLSTM by             , computed as 

   
   

∑  
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And 

   
   

∑  
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With 

               
      (7) 

And 

               
      (8) 

where    ,    ,    and    are the weight matrices and 
biases to the attention mechanisms. The fully-connected 
network‟s input is the connection of the     ,      and        
       as shown in Fig. 1. The dataset used for training consists 
of positive and negative pairs, where positive pairs contain a 
source sentence and a copied sentence and negative pairs 
comprise a source sentence and a different sentence. 

The model has two training phases, pre-training and fine-
tuning. In pre-training, an appropriate starting configuration is 
found. The weights obtained in pre-training are then the initial 
weights of the fine-tuning phase. In the pre-training phase, the 
enhanced differential evolution algorithm is employed. 

A. Pre-Training 

At this stage, the weights of the LSTM, attention 
mechanism, and feed-forward neural network are initialized. 
For this, an enhanced differential evolution method is 
introduced, boosted by a clustering scheme and a novel fitness 
function. 

1) Clustering-based differential evolution: A clustering-

based mutation and updating scheme is employed in the 

enhanced DE algorithm to improve the optimization 

performance. 

The suggested mutation operator, which takes inspiration 
from [39] pinpoints a propitious area in the search space. The 
k-means clustering technique is used to partition the current 
population   into   clusters, each defining a distinct section of 
the search space. From [2, N], a random integer is chosen to 
depict the clusters number. The cluster with the lowest mean 
fitness of its samples is the best cluster after clustering. 

The suggested mutation based on clustering is described as 
follows: 

    
 

         ⃗             ⃗       ⃗       ⃗      (9) 

where           ⃗   is the most acceptable solution in the 

promising region, and  ⃗     and  ⃗     are two randomly 

determined solutions from the available population. It should 
be noted that wing is not always the population‟s most 
acceptable solution. The procedure of the mutation on the basis 
of the clustering is implemented   times. 

When   new solutions have been provoked through 
clustering-based mutation, the current population is updated. 
The steps are as follows: 

• Selection: Generate   individuals randomly as the 
starting points of k-means; 

• Generation: Generate the solutions of the  by applying 

clustering-based mutation as the collection     ; 

• Replacement: Choose   solutions at random and 
determine as  ; 

• Update: The best   solutions from the          
determined as the   . The novel population is 
afterwards calculated as               

2) Encoding strategy: The primary structure of the 

proposed model includes two LSTM networks along with their 

attention mechanisms and a feed-forward network. As 

illustrated in Fig. 2, all weights and bias terms are arranged 

into a vector to form a candidate solution in the proposed DE 

algorithm. 

3) Fitness function: To calculate the quality of a candidate 

solution, the fitness function is as 

        
 

∑      ̃  
  

   

 (10) 

Where   is the number of training examples,    and 
 ̃  show the  -th target and output predicted by the model, 
respectively. 

B. Focal Loss 

The plagiarism problem is defined as a two-class 
classification problem based on positive and negative classes. 
As an imbalanced problem, with few samples in the negative 
class, focal loss (FL) [34] is used to address this. 

FL is a modification of binary cross-entropy (CE) that 
focuses training on harder (i.e., minority class) samples 
[40].CE is defined as 

   {
                               

                      
 (11) 
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where            is the actual class label, and           
is the predicted probability of the model for the class with 
target      . The probability is 

   {
                         
                

 (12) 

and hence 

                           (13) 

FL tends to add a modulating component to cross-entropy 
loss, leading to 

                  
           (14) 

Where γ > 0 (if      , then FL is similar to CE loss), and 
          is the inverse class frequency.

 

Fig. 2. Encoding strategy in the proposed algorithm. 

V. RESULTS 

A. Datasets 

In the tests, the following three benchmark datasets are 
utilized: 

• SNLI: the Stanford Natural Language Inference (SNLI) 
corpus [41] is a large dataset consisting of pairs of 
labelled sentences with three classes, including 
contradiction, entailment, and semantic independence. 
It comprises 550,152 sentence pairs for training and 
10,000 pairs of sentences each for testing and 
validation. 

• MSRP: A rephrasing set of data from Internet news 
articles called the Microsoft Research Paraphrase 
Corpus (MSRP) [42], divided into training and testing, 
with pairs of positive and negative sentences by several 
experts. Of the whole collection, about 67% of 
paraphrases are present. The test and training datasets 
have 1,726 and 4,076 examples, respectively, out of 
which 1,147 and 2,753 are paraphrases, respectively. 

• SemEval2014: the Semantic Evaluation Database 
(SemEval) [13] is a widely-used benchmark for 
evaluating STS, presented in various versions. The 
Compositional Knowledge (SICK) dataset [43] from 
2014 is employed to assess the semantic similarity of 

sentences. The dataset includes 10,000 sentence pairs, 
distributed as 4,500 pairs for training, 500 for 
validation, and 5,000 for testing. 

B. Model Performance 

The algorithm is compared to seven deep learning methods, 
namely RNN  [9], Siamese CNN+LSTM  [44] , CA-RNN [14], 
AttSiaBiLSTM  [13], LSTM+FNN+attention  [14], CETE  
[15] and STS-AM [18]. The results are given in Tables I, II and 
III for SNLI, MSRP, and SemEval2014, correspondingly. For 
the suggested approach, outcomes are presented based on 
accidental weight initialization, the use of FL, and the full 
proposed model. The proposed model demonstrates superior 
performance compared to other models, including CETE, the 
best-performing competitor, across all metrics for SNLI. The 
error rate is reduced by over 50% and 54% in the two primary 
metrics, F-measure and G-means. Comparing the proposed 
model with Proposed+random weights and Proposed+random 
weights+FL, the mistake percentage is reduced by around 67%, 
highlighting the significance of improved DE and FL 
methodologies. The proposed model achieved the most 
significant improvement for the MSRP dataset, followed by the 
CETE algorithm. The error rate improvement for this dataset is 
about 27.41% and 26.69% for both the F-measure and G-
means criteria, respectively. In the SemEval2014 dataset, the 
proposed method reduces the classification mistake by over 
18% and 37% compared to CETE and STS-AM, respectively. 

TABLE I.  COMPARATIVE PERFORMANCE OF DEEP LEARNING MODELS ON THE SNLI DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN 

FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Model Accuracy2 Recall2 Precision2 F-measure2 G-means2 

RNN [9] 687×     594×     540×     566×     661×     

Siamese CNN+LSTM [44] 850×     763×     792×     777×     826×     

CA-RNN [14] 790×     667×     704×     685×     754×     

AttSiaBiLSTM [13] 695×     569×     554×     561×     658×     

LSTM+FNN+attention [14] 818×     781×     715×     747×     809×     

CETE  [15] 874×     855×     795×     824×     870×     

STS-AM [18] 756×     625×     650×     637×     718×     

Proposed+random weights 808×     777×     698× 735× 801× 

Proposed+random weights+FL 815×     784×     708× 744× 808× 

Proposed 930×     920×     881× 900× 927× 
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TABLE II.  COMPARATIVE PERFORMANCE OF DEEP LEARNING MODELS ON THE MSRP DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN 

FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Model Accuracy2 Recall2 Precision2 F-measure2 G-means2 

RNN [9] 853×     922×     866×     893×     812×     

Siamese CNN+LSTM [44] 863×     916×     882×     899×     833×     

CA-RNN [14] 880×     928×     896×     912×     854×     

AttSiaBiLSTM [13] 874×     927×     889×     908×     845×     

LSTM+FNN+attention [14] 889×     917×     916×     916×     873×     

CETE  [15] 916×     949×     926×     937×     898×     

STS-AM [18] 899×     940×     910×     925×     876×     

Proposed+random weights 875×     908×     905×     906×     858×     

Proposed+randomweights+FL 895×     926×     917×     921×     879×     

Proposed 937×     961×     946×     953×     925×     

TABLE III.  COMPARATIVE PERFORMANCE OF DEEP LEARNING MODELS ON THE SEMEVAL2014 DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN 

FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Model Accuracy2 Recall2 Precision2 F-measure2 G-means2 

RNN [9] 809×     822×     963×     887×     750×     

Siamese CNN+LSTM [44] 775×     787×     958×     864×     720×     

CA-RNN [14] 811×     826×     961×     888×     742×     

AttSiaBiLSTM [13] 799×     816×     957×     881×     720×     

LSTM+FNN+attention [14] 733×     746×     949×     835×     670×     

CETE  [15] 854×     868×     969×     916×     791×     

STS-AM [18] 823×     834×     966×     895×     768×     

Proposed +random weights 839×     855×     964×     906×     766×     

Proposed +random weights+FL 849×     863×     967×     912×     783×     

Proposed 876×     884×     977×        928×     838×     

C. Comparison with other Metaheuristics 

The enhanced DE algorithm is contrasted with several 
metaheuristic optimization algorithms in the subsequent 
experiment. Different metaheuristics are used to obtain the 
initial model parameters while keeping the same as the other 
model components, i.e., pre-processing, word embedding, 
LSTM and network structure, and loss function. Eight different 
algorithms, namely (standard) DE [45], FA [46], BA [47], 
COA [48], ABC [49], GWO [50], WOA [51], and SSA [52], 
are used. The obtained results are reported in Tables IV, V and 
VI for the SNLI, MSRP, and SemEval2014 datasets, 
respectively. For the SNLI dataset, the suggested model 
reduces error by about 44% compared to the standard DE. It 
clearly shows that the proposed model has a substantial ability 
compared to the standard one. Also, DE offers more acceptable 
results than other algorithms, including ABC, GWO, and BAT. 
There is a minor improvement for the other two datasets, so the 
error rate for MSRP and SemEval2014 is reduced by around 
19.17% and 8.82%, respectively. 

D. Word Embeddings 

Word embedding is a crucial component of In-depth 
learning-based models since the input is read as a vector, and if 
the embedding is erroneous, the model might be misled. This 
study used the DistilBERT model as a word embedding, one of 
the most recent embedding models. Five more-word 
embeddings are used to compare various word embeddings to 
the model: One-Hot encoding One-Hot encoding [53], CBOW, 
Skip-gram [54], GloVe [10] ,and FastText [55]. One-Hot 

encoding is a crucial step in changing the collected data 
variables fed to In-depth learning methods, enhancing the 
accuracy of predictions and classifications. It generates a 
binary feature for every class, and each sample‟s feature is 
given a value of 1 corresponding to its original class. Skip-
gram and CBOW are techniques that transform a word into its 
corresponding representation vector using neural networks. 
The GloVe is a method for aggregating global word-word co-
occurrence data from a corpus. The Skip-gram paradigm is 
expanded by the word embedding technique known as 
FastText. This approach encodes each word as an n-gram of 
letters rather than learning word vectors. The outcomes of this 
experiment can be found in Tables VII, VIII and IX for the 
SNLI, MSRP, and SemEval2014 datasets, respectively. The 
worst-performing word embedding method was One Hot 
encoding. In the MSRP dataset, the proposed model showed an 
improvement of approximately 85.81% and 83.51% for the two 
criteria, F-measure and G-means, respectively. Skip-gram and 
CBOW operate nearly similarly across the three datasets 
because of similar architecture, which is superior to the Glove 
model. FastText performs better than other models but poorly 
on BERT. The error rate is reduced by more than 18%, 15%, 
and 24% for the SNLI, MSRP, and SemEval2014 datasets, 
respectively, when utilizing BERT instead of FastText. 

E. Loss Functions 

Finally, to justify the selection of focal loss in the approach, 
the comparison is made with four other loss functions, namely 
weighted cross-entropy (WCE) [56], balanced cross-entropy 
(BCE) [57], Dice loss (DL) [58], and Tversky loss (TL) [59]. 
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The results of these experiments are given in Tables X, XI and 
XII for the SNLI, MSRP, and SemEval2014 datasets, 
respectively. The use of focal loss gives the best results for all 
measures on the SNLI and MSRP datasets and yields the best 
G-means results for all three datasets. The results of this 
experiment are given in Tables X, XI and XII for the SNLI, 
MSRP, and SemEval2014 datasets, respectively. Generally 
speaking, the reduction of FL error compared to TL for SNLI 
and MSRP datasets is about 19% and 27%. However, these 
two functions are slightly different in the SemEval2014 
dataset, so the improvement rate for this dataset is about 12%. 

F. Examples 

A qualitative example is provided to demonstrate the 
important contributions of both the improved DE algorithm 
and the use of FL in the approach. The source sentence "Two 
people are kickboxing, and spectators are watching" from the 
SemEval2014 dataset is used for this purpose.  Fig. 3 gives the 
results of the top five sentences retrieved by the BPD model 
with random weight initialization and focal loss, without FL, 
and the full approach. As is apparent, the full model extracts 
suspicious sentences most similar to the source sentence, while 
the other two models retrieve these only in the lower rankings. 

TABLE IV.  COMPARATIVE PERFORMANCE OF METAHEURISTIC ALGORITHMS ON THE SNLI DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN 

FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Algorithm Accuracy1 Recall1 Precision1 F-measure1 G-means1 

DE 897×     889×     824×     855×     895×     

FA 864×     803×     801×     802×     848×     

BA 876×     850×     801×     825×     870×     

COA 860×     811×     787×     799×     847×     

ABC 885×     869×     809×     838×     881×     

GWO 842×     780×     763×     771×     826×     

WOA 883×     832×     828×     830×     870×     

SSA 863×     820×     789×     804×     852×     

TABLE V.  COMPARATIVE PERFORMANCE OF METAHEURISTIC ALGORITHMS ON THE MSRP DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN 

FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Algorithm Accuracy2 Recall2 Precision2 F-measure2 G-means2 

DE 925×     959×     930×     944×     906×     

FA 897×     942×     908×     925×     874×     

BA 910×     944×     922×     933×     892×     

COA 902×     936×     918×     927×     884×     

ABC 899×     946×     906×     926×     873×     

GWO 884×     926×     902×     914×     861×     

WOA 901×     938×     915×     926×     881×     

SSA 890×     929×     908×     918×     869×     

TABLE VI.  COMPARATIVE PERFORMANCE OF METAHEURISTIC ALGORITHMS ON THE SEMEVAL2014 DATASET. THE PERFORMANCE METRICS ARE 

REPRESENTED IN FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Algorithm Accuracy1 Recall1 Precision1 F-measure1 G-means1 

DE 864×     873×     975×     921×     822×     

FA 854×     865×     972×     915×     807×     

BA 860×     869×     973×     918×     814×     

COA 856×     867×     971×     916×     805×     

ABC 851×     863×     970×     913×     796×     

GWO 848×     857×     972×     911×     805×     

WOA 844×     856×     969×     909×     788×     

SSA 843×     857×     966×     908×     777×     

TABLE VII.  COMPARATIVE PERFORMANCE OF WORD EMBEDDINGS ON THE SNLI DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN FRACTIONS, 
MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Word embedding Accuracy2 Recall2 Precision2 F-measure2 G-means1 

One-Hot encoding 650×     473×     489×     481×     592×     

CBOW 856×     779×     796×     787×     835×     

Skip-gram 871×     817×     808×     812×     857×     

GloVe 845×     798×     762×     780×     833×     

FastText 905×     861×     861×     861×     893×     

BERT 912×     892×     910×     886×     902×     
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TABLE VIII.  COMPARATIVE PERFORMANCE OF WORD EMBEDDINGS ON THE MSRP DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN FRACTIONS, 
MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Word embedding Accuracy2 Recall2 Precision2 F-measure2 G-means1 

One-Hot encoding 604×     659×     721×     689×     571×     

CBOW 802×     840×     859×     849×     781×     

Skip-gram 830×     856×     884×     870×     816×     

GloVe 781×     824×     844×     834×     758×     

FastText 864×     880×     913×     896×     857×     

BERT 912×     900×     922×     910×     913×     

TABLE IX.  COMPARATIVE PERFORMANCE OF WORD EMBEDDINGS ON THE SEMEVAL2014 DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN 

FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Word embedding Accuracy2 Recall2 Precision2 F-measure2 G-means1 

One-Hot encoding 504×     529×     875×     659×     367×     

CBOW 749×     768×     946×     848×     659×     

Skip-gram 758×     773×     951×     853×     686×     

GloVe 697×     715×     936×     811×     606×     

FastText 812×     826×     961×     888×     742×     

BERT 842×     862×     970×     901×     763×     

TABLE X.  COMPARATIVE PERFORMANCE OF LOSS FUNCTION ON THE SNLI DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN FRACTIONS, 
MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Loss function Accuracy2 Recall2 Precision2 F-measure2 G-means1 

WCE 871×     856×     788×     821×     868×     

BCE 895×     874×     828×     850×     890×     

DL 915×     885×     870×     877×     908×     

TL 905×     880×     848×     864×     899×     

TABLE XI.  COMPARATIVE PERFORMANCE OF LOSS FUNCTION ON THE MSRP DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN FRACTIONS, 
MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Loss function Accuracy1 Recall1 Precision1 F-measure1 G-means2 

WCE 861×     906×     887×     896×     836×     

BCE 883×     923×     903×     913×     861×     

DL 915×     943×     930×     936×     899×     

TL 899×     933×     917×     925×     881×     

TABLE XII.  COMPARATIVE PERFORMANCE OF LOSS FUNCTION ON THE SEMEVAL2014 DATASET. THE PERFORMANCE METRICS ARE REPRESENTED IN 

FRACTIONS, MULTIPLIED BY 10^(-3), FOR CONCISE PRESENTATION 

Loss function Accuracy3 Recall3 Precision3 F-measure3 G-means3 

WCE 876×     904×     957×     930×     736×     

BCE 875×     899×     960×     928×     754×     

DL 877×     890×     972×     929×     815×     

TL 876×     895×     966×     929×     784×     

 

Fig. 3. Top-ranked suspicious sentences for source sentence “Two people are kickboxing, and spectators are watching.” Words that appear in the source sentence 

are bolded. 
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G. Discussion 

The article presented an innovative approach to plagiarism 
detection by using an attention mechanism-based LSTM and 
the DistilBERT model. The utilization of the DistilBERT 
model is particularly notable as it reduces the size of the 
original BERT model by 40% while maintaining 97% of its 
language comprehension capabilities and increasing the speed 
by 60%. Two novel approaches were introduced to enhance the 
overall performance of the system. First, a focal loss function 
was used to address the issue of imbalanced classification, 
which often occurs when negative pairs significantly 
outnumber positive pairs. Second, an enriched DE algorithm 
was introduced to address the limitations associated with 
traditional gradient-based learning methods, such as 
initialization sensitivity. The approach was evaluated on three 
benchmark datasets: SNLI, MSRP, and SemEval2014, and it 
outperformed other deep models and conventional and 
population-based models. The effectiveness of the DE 
algorithm and the focal loss function was further validated 
through ablation studies. 

While the study exhibits considerable promise, there are a 
few potential limitations: 

• The study indeed leverages benchmark datasets that 
provide reliable standards for performance evaluation. 
They serve as a crucial starting point for developing and 
refining the model, and their use enables the results to 
be compared directly with other models that have also 
been evaluated using these datasets. However, these 
datasets, although comprehensive and widely used, may 
not fully encapsulate the full diversity and complexity 
of real-world plagiarism scenarios. Real-world 
plagiarism can be exceptionally intricate, involving 
subtle paraphrasing, strategic insertion of synonyms, 
reordering of sentences, or blending of original and 
copied material, among other tactics. These practices 
can often deceive conventional plagiarism detection 
tools, requiring models that can comprehend and 
identify such complex forms of plagiarism. 
Furthermore, these benchmark datasets might lack 
certain forms of plagiarism seen in specific fields or 
cultures. Plagiarism, after all, can differ greatly across 
different academic disciplines, professional fields, and 
cultural contexts. For instance, the plagiarism practices 
in a literature research paper could be entirely different 
from those in a technical report in engineering. Lastly, 
the real-world plagiarism scenarios are continually 
evolving, influenced by the advancement of technology 
and changes in writing and copying techniques. The 
dynamic and constantly changing nature of real-world 
plagiarism can present a challenge that these static, 
fixed datasets may not be fully equipped to address. 

• The incorporation of DistilBERT is indeed a step 
forward in reducing the model's size and enhancing its 
operational speed, owing to its design that maintains 
substantial language comprehension capabilities while 
being considerably smaller and faster than the original 
BERT model. This makes the model more feasible for 
applications that demand quicker processing times and 

limited memory capacities. However, even with these 
benefits, the combined system that also includes the 
attention mechanism-based LSTM and the enriched DE 
algorithm may still have significant computational 
demands. The LSTM component, known for its ability 
to remember long-term dependencies in sequence data, 
can be computationally intensive, particularly for longer 
sequences or larger datasets. The recurrent nature of 
LSTMs, where outputs from one step are fed as inputs 
to the next, makes parallelization of computations 
difficult, potentially slowing down the training process. 
On the other hand, the DE algorithm, while providing 
an innovative solution to the limitation of sensitivity to 
initialization inherent in gradient-based training 
methods, adds another layer of complexity to the 
system. The operations involved in differential 
evolution, such as mutation, recombination, and 
selection, while aiding the optimization process, also 
contribute to the computational burden. Moreover, the 
system must be trained on multiple iterations to 
effectively learn from the data, and each iteration 
involves processing the entire dataset. The 
computational demands can, therefore, escalate with the 
volume of data, length of sequences, and complexity of 
the tasks at hand. In the real world, these requirements 
could translate to higher memory and processing power 
requirements, extended training times, and increased 
energy consumption. They could also limit the system's 
deployability on devices with limited computational 
capabilities, such as mobile devices or low-end personal 
computers. Therefore, while the use of DistilBERT, 
LSTM, and the DE algorithm offers various advantages, 
further work could be directed towards optimizing the 
system to make it more efficient and less resource-
intensive. 

Finally, future works that can be considered are as follows: 

• Investigating the model's performance on other 
languages beyond those in the current datasets could be 
beneficial, potentially leading to the development of a 
more universally applicable plagiarism detection tool. 

• It would be valuable to test the model in real-world 
scenarios, such as academic papers or professional 
reports, to further assess its effectiveness and 
robustness. 

• There may be scope to optimize the DE algorithm 
further for this specific use case. Tuning the parameters 
of the mutation operator based on the characteristics of 
the plagiarism detection task could potentially enhance 
the system's performance. 

• Exploring the use of other pre-trained language models, 
including GPT-3 and T5, and compare their 
performance with DistilBERT. Comparing the 
capabilities of multiple pre-trained language models 
such as GPT-3 and T5 for plagiarism detection tasks 
could provide valuable insights into the suitability of 
these models for this application. GPT-3 is a 
transformer-based language model trained on a massive 
corpus of diverse texts and has shown impressive 
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results in a variety of natural language processing tasks. 
T5, on the other hand, is a text-to-text transformer that 
can be fine-tuned for different tasks, including text 
classification and sequence labeling. 

VI. CONCLUSION 

Plagiarism is the unacknowledged use of another 
individual's language, information, or writing without crediting 
the source. An innovative model was introduced to detect 
plagiarism based on DistilBERT word embeddings, an LSTM 
approach with an attention mechanism, and an enhanced DE 
algorithm used for pre-training the networks. To address the 
issue of inherent class imbalance, focal loss was employed. 
The enhanced DE algorithm groups the present population to 
pinpoint a potential area within the search space and integrates 
a novel update mechanism. DistilBERT can improve the 
performance of BERT by 40% and 97% in terms of size, 
language comprehension abilities, and speed, respectively. 
Extensive experiments on three datasets confirm the approach 
to yield excellent performance, outperforming various 
plagiarism detection approaches. The DE algorithm is superior 
to several other meta-heuristic methods. In forthcoming 
studies, the plan is to utilize the technique on several deep 
models, and an investigation of a version of the algorithm that 
can handle multiple objectives is underway. 
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Abstract—Startups encounter a variety of difficulties in 

maximising their performance and resource allocation in the 

dynamic business environment of today. This study employs a 

two-stage methodology to address the challenges faced by 

startups in optimizing their performance and resource allocation 

in the dynamic contemporary business environment. The 

research utilizes an advanced Data Envelopment Analysis (DEA) 

technique to identify the factors influencing startups' efficiency. 

In the first stage, the relative efficiency of startups is assessed by 

comparing their inputs and outputs through DEA, a non-

parametric approach. This analysis not only reveals the 

successful startups but also establishes benchmarks for others to 

aspire to. By examining the efficiency scores, critical factors that 

significantly impact startup performance can be identified. In the 

second stage, a logistic approach is employed to predict the 

performance of startups based on these discovered factors. This 

prediction model can be valuable in making informed decisions 

regarding resource allocation, aiding startups in their survival 

and development endeavors. This study introduces a novel two-

stage methodology, combining advanced Data Envelopment 

Analysis (DEA) with predictive modeling, to uncover the key 

factors influencing startup efficiency. By evaluating relative 

efficiency and predicting performance based on these factors, it 

offers a comprehensive approach for startups to strategically 

allocate resources and enhance overall performance in present 

dynamic business environment. 

Keywords—Startup efficiency; data envelopment analysis; 

logistic approach; resource allocation; dynamic business landscape 

I. INTRODUCTION 

Startups are essential for generating innovation, economic 
growth, and job creation in today's dynamic and ever-
changing corporate environment. However, startups face 
numerous challenges in optimizing their performance and 
resource allocation to achieve efficiency and sustainable 
growth. Understanding the determinants of startup efficiency 

is crucial for entrepreneurs, investors, and policymakers 
seeking to enhance their success in this highly competitive 
environment.  Strategies and achievement of businesses are 
three major research areas [1]. Knowledge, innovation, and 
skills are the three main areas of study. For creative 
organizations, knowledge particularly stands out as the most 
significant asset [2] and is a crucial differentiator in the real 
world [3]. Knowledge could be used to increase various types 
of value according to the objectives of an enterprise (Vrontis 
et al., 2021); managing knowledge is therefore a practice 
established in organizational procedures to ensure their 
effectiveness and to give value in a changing context (Oliva et 
al., 2019). Organizational procedures, in particular, are 
continuously improved through knowledge formalization. The 
discipline of information administration (KM) involves 
gathering, creating, accumulating, using, and/or discarding 
knowledge within an organization. 

The use of information management practices and 
processes is an important driver for creativity  [4] and may be 
viewed as an organization's success indicator. Therefore, 
managing information has a considerable impact on the 
efficiency of an organization, and consequently, on its 
financial success as well. According to the author Battisti et al. 
[5] knowledge may be viewed in this sense as an asset that can 
be utilized in order to derive benefits from the uncertainty that 
businesses must deal with. This is especially true for start-up 
businesses, which by definition grow and emerge in rapidly 
changing and volatile environments. The use of information 
management practices and processes is an important driver for 
creativity and may be viewed as an organization's success 
indicator. Consequently, managing information has an 
important impact on the efficiency of an organization, and 
consequently, on its financial success as well. According to 
some authors knowledge may be viewed in this sense as an 
asset that can be utilized in order to derive benefits from the 
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uncertainty that businesses must deal with. This is especially 
true for start-up businesses, which by necessity grow and 
develop in rapidly changing and volatile environments [6]. 

The significance of branding in the growth and visibility of 
technical firms cannot be overstated, as it is regarded as one of 
the basic tenets in the professional life of any business. Since 
branding is so important for technical businesses, particularly 
small ones, many start-up enterprises are condemned to failure 
because they undervalue the significance of these activities. 
Numerous companies, particularly more prominent and/or 
influential brands, appear to be affected by brand aversion, or 
significant adverse psychological responses from customers 
who have had unfavorable encounters with a brand [7]. Anger 
exhibited on anti-brand webpages is anticipated to rise as a 
result of brand hatred [8]. Today's international brand 
supervisors face a challenge in understanding the negative 
downwards cycle of relationship between consumers and 
brands that is obvious with an increasing degree of brand 
resistance due to the anti-brand and anti-corporate 
developments that are rapidly propagating globally through 
social media and the Internet. In the tech industry, where viral 
marketing has a significant impact, brand hatred is a well-
known phenomenon. 

Despite their enormous contributions to economic growth 
and the eradication of poverty, MSEs face numerous 
difficulties, especially in developing nations. The issue that is 
brought up the most is access to financing. Policymakers, 
academics, and business professionals all agree that MSEs 
with budgetary restrictions, Preprints. Human resources and 
technological prowess are significant factors in the expansion 
of MSEs. Additionally, noted that ecological, supervisory, and 
human aspects all influence the development of MSEs. 
Technological inefficiency has additionally been identified as 
a significant factor in the low productivity, poor efficiency, 
and delayed expansion of MSEs, with manufacturing 
effectiveness improvement being seen as a potential cure. 
Additionally, the dynamism of technological advancement and 
the current status of the global economy prompted businesses 
to become more efficient in order to be successful and 
competitive in the market. In order to raise living standards 
and keep economies profitable, increased productivity is a 
requirement. In emerging nations, low overall factor 
production is the main cause of ongoing poverty. 

Businesses must operate at a high enough productivity 
level. Productivity at the firm level then determines their 
survival and rate of expansion. On the reverse side, a variety 
of elements affect production and business growth; some of 
these variables are firm-, industry-, or sector-specific, while 
others have an impact on the entire economy. While some 
studies have established a optimistic link among the 
dimensions of a company and its development others have 
found that MSEs expand more quickly than larger and 
medium-sized firms [9]. For example, an investigation based 
on an investigation of 972 MSEs in a few locations in Ethiopia 
discovered that the starting size and age of the company are 
negatively connected to growth, demonstrating that smaller 
and younger companies develop more quickly than larger and 
older companies. Performance may, in turn, be related to firm 
size. Three out of five MSEs perished within the first few 

years of operation highlighting the beneficial and substantial 
effect of the digital age on business growth [10]. This research 
aims to unveil the efficiency determinants of startups through 
the application of advanced DEA in which the first stage 
involves the DEA application and the second stage involves 
the logistic regression, a powerful technique for evaluating the 
relative efficiency of decision-making units. By incorporating 
a multivariate approach, research intend to identify the key 
factors that significantly influence startup performance and 
their interdependencies within the dynamic business 
landscape. Additionally, research seek to develop a predictive 
model that allows startups to forecast their efficiency and 
make informed decisions regarding resource allocation. The 
importance of this study resides in its ability to offer insightful 
information to investors, business owners, and governments. 
By identifying the efficiency determinants and understanding 
their impact on startup performance, entrepreneurs can 
allocate their limited resources more effectively, enhance their 
competitive advantage, and drive sustainable growth. 
Investors can utilize the findings to make informed investment 
decisions, while policymakers can shape supportive policies 
and programs to foster startup success and contribute to 
economic development [10]. 

To achieve the objectives, research will utilize a 
comprehensive dataset encompassing various factors that 
influence startup performance. This dataset will include 
financial indicators, human capital metrics, technological 
capabilities, and market conditions. By employing DEA, 
research will measure the relative efficiency of startups and 
identify those operating efficiently as well as those with room 
for improvement [11]. Furthermore, research will employ a 
multivariate analysis approach to capture the complex 
interdependencies among different efficiency determinants. 
This approach will allow us to understand how these 
determinants collectively contribute to startup performance 
and provide a more comprehensive analysis. The outcomes of 
this research will go beyond mere analysis [12]. Research will 
develop a predictive model based on the DEA results, enabling 
startups to forecast their efficiency and performance based on 
the identified determinants. This predictive capability will 
empower startups to optimize their resource allocation, 
proactively make strategic decisions, and ultimately enhance 
their efficiency and achieve sustainable growth. 

The key contribution of this study lies in its two-stage 
methodology that utilizes an advanced Data Envelopment 
Analysis (DEA) technique to understand and improve startup 
performance in the dynamic business environment. Here are 
the primary contributions: 

 Efficiency Assessment Using DEA: The study employs 
DEA, a non-parametric technique, to evaluate the 
relative efficiency of startups by comparing their inputs 
and outputs. This provides startups with insights into 
their strengths and weaknesses in resource allocation 
and performance. 

 Identification of Crucial Factors: Through the DEA 
analysis, the study identifies the factors that 
significantly impact startup performance. By 
pinpointing these crucial determinants, startups can 
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focus on enhancing their strengths and addressing areas 
of weakness.  

 Predictive Modelling for Resource Allocation: The 
second stage of the methodology involves using a 
logistic approach to predict the performance of startups 
based on the discovered factors. 

 Understanding the Shifting Business Landscape: The 
study acknowledges the dynamic nature of the business 
environment in which startups operate. By considering 
the changing landscape, the research provides a 
comprehensive approach that adapts to the evolving 
challenges and opportunities faced by startups. 

 In summary, this research aims to unveil the efficiency 
determinants of startups through advanced DEA and a 
multivariate approach. By doing so, research intend to 
contribute to the existing literature, offer practical 
implications for entrepreneurs, investors, and 
policymakers, and provide guidance for navigating the 
dynamic business landscape. 

II. RELATED WORKS 

Employing an evolving network data envelopment analysis 
(DEA) methodology, this study investigates the innovation 
outcomes of Chinese high-tech enterprises. Research and 
development (R&D) and commercialization stages make up 
the inventiveness cycle. Additionally, innovation is viewed as 
a continuous phenomenon that spans several time periods, 
necessitating a framework for methodology with an ever-
evolving structure. Using a newly developed dynamic 
networking DEA, this inquiry establishes an R&D indicator of 
performance and a marketing measure for the R&D stage and 
substrate marketing, respectively. Dynamic residual items are 
connected with the multi-process development framework. As 
a result, the DEA framework for the network in motion is very 
nonlinear. The stacked dividers and second-level cone 
programming techniques are used to deal with the nonlinear 
dynamical system DEA framework.  In the research proposed 
by Yu et al. [13] uses the effectiveness of technological 
advancement in high-tech companies is assessed using a 
network-based data-envelopment evaluation technique.. 
Disparities in innovation efficacy among various Chinese 
high-tech enterprises are evident, according to the empirical 
study. Investigations are also conducted into the sources of 
inefficient effectiveness and creative variability. Overall, these 
findings provide insight into how to enhance innovation 
efficiency, and performance measures can assist decision-
makers in creating a balanced plan for allocating resources 
when encouraging innovation. However, this study contains a 
number of flaws. Due to a lack of data, the time lag 
consequence is not taken into account in this study. 
Research directs the assessment on the innovation events that 
took place in each specific year. Research is unable to measure 
the time lag effects in the dynamic assessment because the 
data has been made accessible from a maximum of three years 
of monitoring. The time-lag impact of creativity could be 
examined in a clinical investigation with a longer observation 
interval.  However, despite the fact that the nested partition 
searching is faster, it may also uncover a global optimum if 

the partitioned total of possible areas is sufficiently big. A 
faster nonlinear programming approach for dynamic 
networking DEA models is anticipated to address this 
shortcoming. 

In the research proposed by Battisti et al. [5] presents the 
global start-ups' financial success as well as administration 
practises' effect. This study looks into how knowledge 
administration (KM) techniques help global startups (GSs) 
perform financially. This inquiry makes use of a database of 
114 globally renowned Italian start-ups and is based on the 
main element of the probability analysis-data envelopment 
analysis (PCA DEA) methodology. In particular, KM practices 
were investigated by a survey, and financial success was 
determined using secondary information. This study shows 
that the financial health of international start-ups is positively 
impacted by the implementation of several knowledge 
handling practices, such as acquisition, paperwork, creation, 
movement, and implementation.  The study adds to the body 
of research on international entrepreneurial activity by 
illuminating the effects of KM practices on the financial 
results of global start-ups. It also offers entrepreneurs 
standards that will help them comprehend more fully how 
knowledge management may assist accomplish outstanding 
levels of economic effectiveness. Despite of the advantage the 
research limits in following ways: The study's initial focus is 
on Italian multinational start-ups that exhibit particular traits 
that allow them to be considered classified as creative. 
Although these findings cannot be transferred to other nations, 
future studies may concentrate on other established or 
developing countries, compare their findings, and identify 
characteristics that may be applicable globally.  Secondly, 
because so many interconnected factors can have an impact on 
a company's success at once, it may prove challenging to 
explicitly link knowledge management practices to financial 
outcomes. Due to this, research do not assert that research 
have found a pure causal connection. Third, because of the 
chosen analytic method applied, this study is founded on 
information that may be objective. Therefore, alternative 
statistical approaches might get used in future studies. Fourth, 
even though combined PCA-DEA is employed in many 
studies of management, it's not clear if this method of analysis 
provides an accurate and thorough depiction. Finally, studies 
could combine additional techniques to evaluate the effect of 
knowledge management on economic outcomes and see if the 
strategy described in the present article produces better results. 

In [14] the research presents about the using data 
envelopment analysis, research can examine the effectiveness 
of national entrepreneurial systems at the national level. This 
study explicitly evaluates the understanding spillover concept 
of entrepreneurship's effectiveness assumption. Researchers 
use Data Envelopment Analysis to explicitly examine how 
states capitalize on their existing entrepreneurial assets 
utilizing an extensive dataset for 63 countries for 2012. The 
efficacy theory of knowledge leakage business is supported by 
the findings. Research find that innovation-driven countries 
utilize assets more effectively and that the buildup of market 
opportunity by already-established traditional enterprises 
causes inefficiency at the national level. No matter what stage 
of advancement, developing knowledge is a reaction to market 
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advantages, and a strong national entrepreneurial economy is 
linked with information spillovers, which are necessary for 
greater levels of efficiency. In order for entrepreneurs to 
efficiently allocate resources in their businesses, national 
systems of entrepreneurship ought to be an important focus in 
public policies encouraging economic growth. If entrepreneurs 
operate in environments that do not ensure the successful 
utilization of their knowledge, entrepreneurial support 
programmed will grow ineffective. In order to enhance how 
effectively national systems that encourage entrepreneurship 
transmit understanding into the economy and spur growth over 
the long run, administrators should focus their efforts on the 
establishment of suitable national systems of entrepreneurial 
activity. However, a number of restrictions on the current 
study should be addressed because they open up possibilities 
for more research. Initially the analysis that is being suggested 
provides a persuasive picture of how effective national 
entrepreneurial programmed affect national productivity. 
However, future research ought to make an effort to 
incorporate additional metrics into the analysis that allow for 
the capture of knowledge exploiting by both established and 
startup companies in addition to the estimation of how, in 
comparatively identical entrepreneurial situations, country-
level efficiency is impacted by the various knowledge 
exploiting strategies used by entrepreneurs as determined by 
the standards of entrepreneurship. Secondly, the study's cross-
sectional design necessitates clear care in how it is interpreted 
and how broadly it is applied. 

In the research proposed by Kapelko et al. [15] presents 
about the resource-based view of the firm's framework for 
evaluating efficiency. In order to answer the issue of why 
certain companies operate better than other people, the study's 
objective is to assess the effectiveness of businesses, with a 
focus on efficiency, within the context of the resource-
centered perspective of the business, a growing significant 
school of thinking in strategic leadership. The study uses 
Poland and Spain as its research settings, and a sample of 
businesses in the clothing and textile sectors during the years 
1998 to 2001. In specifically, this article links three crucial 
resource-based view concepts—namely, intangible assets, 
physical assets, and the relationship between a firm's age and 
efficiency—analytically. Research also contrasts the outcomes 
of a different performance metric, return on assets (ROA), 
which is frequently utilized in RBV research. Results obtained 
using effectiveness as the variable of interest appear to be 
more pertinent than those obtained using ROA. The finding 
provides a vast arena for further investigation. Numerous 
restrictions on this study allow for extensive room for future 
investigation. Research exclusively use the accounting data 
found in the equilibrium sheet and profit and loss accounts of 
businesses while conducting the study. Given that intangible 
items are difficult to quantify, there is relatively little 
information available on them in particular. Only the summit 
of the ice mountain is represented by the intangible assets 
listed in the company's financial sheet. Even while intangible 
assets data is increasingly being included in accounting laws 
today, it will still be several decades before those changes are 
fully implemented. Consequently, a highly intriguing next step 
in the research process would be to use a qualitative 

investigation or a more in-depth quantitative approach to 
examine the organizations’ intangible assets. 

In [16] provide the detail DEA of the diffusion efficiency 
of innovation among EU member states.  In the modern era, 
invention has come to be recognized as the key to national 
competitiveness and economic progress. In recent years, 
member states have developed sound innovation plans and 
diffusion policies using a combination of continental and 
national assets. But it has to be seen whether increasing 
invention leads to efficient transmission of innovation. With 
this in thoughts, the current study intends to examine and 
compare the effectiveness of innovation dissemination in 
European Union member states in relation to their European 
Innovation Scoreboard ranking. The current research found 
divergent diffusion efficiency ratings of member states based 
on distinct innovation shows using the Charnas, Cooper, and 
Rhodes (CCR) model of DEA, as the majority of innovative a 
part states had significantly lower productivity scores 
contrasted to some allegedly weak developing member 
nations. In addition, researchers calculated the input-
redundancy and output-deficiency of the nations that 
participated, offered suggestions for effective input-output 
pairings according to the results of the relevant nation-level 
research and innovation categories, and finally, indicated the 
areas for study. 

In [17] allocating enterprise labor resources more 
efficiently using a quality optimization model.  Project quality 
assurance is essential for boosting customer satisfaction and a 
company's reputation, this explains why organizations choose 
to use project-based management. The article converts the 
issue of project efficiency optimization by starting with the 
viewpoint of project quality optimization, assigning various 
quality determinants to each the venture and task of the 
project, dividing the labor assets utilized by various projects in 
the company corresponding to skill level, and finally dividing 
the project quality optimizations problem according to skill 
level. Algorithms are created to optimize the project's 
excellence through the best distribution of labor resources, 
with a goal of assigning labor resources with the highest 
degree of expertise to all company initiatives being 
established. A thorough, scientific, and organized research 
approach to the best human resource allocation, 
administration, and advancement is formed by the numerous 
links in this article that are closely related to one another. 
Finally, case study is employed to validate the model's 
applicability and offer a quantitative approach and viewpoint 
for project-oriented businesses to distribute manpower. The 
issue of maximizing the expertise of labor assets for all 
projects within the company is changed into the issue of 
project quality optimizations, and this solution results in the 
achievement of the best possible labor distribution of 
resources. The method of Multiplan connection used to 
forecast and evaluate the optimal resource allocation for 
businesses shows that the major goal of managing labour 
resources is to strike a balance among the demand for and 
supply of labour resources with regard to of their quantity as 
well as their quality. 

In the research developed by Ali et al. [18], the study 
employs traditional Data Envelopment Analysis (DEA) to 
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evaluate efficiency in startup operations through a case study 
approach. By considering single-input, single-output 
scenarios, the study provides insights into resource allocation 
and performance recognition. However, the limitation lies in 
its inability to capture the intricate relationships among 
multiple inputs and outputs in a dynamic business landscape. 
The drawback of this approach is its limited scope in handling 
the complexity of modern startups with diverse operations, 
interconnected factors, and changing environments. Focusing 
on single-input, single-output scenarios can oversimplify the 
analysis, potentially leading to incomplete recommendations 
for enhancing efficiency. 

III. PROBLEM STATEMENT 

The problem addressed in these research studies revolves 
around assessing and optimizing innovation outcomes, 
knowledge management practices, and resource utilization in 
different contexts. The first study focuses on investigating the 
innovation outcomes of Chinese high-tech enterprises, using a 
dynamic networking DEA methodology. However, it lacks 
consideration of time-lag consequences due to limited data 
availability. The second study examines the financial success 
of global startups in Italy and the impact of knowledge 
management practices. The study's limitation lies in its focus 
on specific Italian startups, making generalization challenging. 
The third study evaluates the effectiveness of national 
entrepreneurial systems using data envelopment analysis, 
emphasizing the importance of knowledge spillovers for 
efficient entrepreneurship. The fourth study employs the 
resource-based view to evaluate efficiency in clothing and 
textile companies in Poland and Spain, with the limitation of 
insufficient consideration of intangible assets. The fifth study 
focuses on the diffusion efficiency of innovation among EU 
member states, using the DEA model, revealing divergent 
diffusion efficiency ratings. Lastly, the sixth study aims to 
allocate enterprise labor resources more efficiently using a 
quality optimization model, with a case study validation. 
Overall, these studies provide valuable insights but also 
acknowledge certain limitations that offer opportunities for 
further research and improvement. 

IV. RESEARCH DESIGN 

The methodology for the two-stage DEA model for 
predicting performance and optimizing resource allocation in 
the dynamic business landscape involves several steps. Firstly, 
the objectives of the study are defined, which include 
predicting performance and optimizing resource allocation. 
Decision-making units (DMUs) are identified, and input and 
output variables that impact DMU performance are 
determined. Data is collected on these variables, considering 
the dynamic nature of the business landscape. The collected 
data is then preprocessed by normalizing variables, addressing 
missing data, and handling outliers. In the first stage, a DEA 
model is formulated to predict the performance of DMUs 
based on their efficiency in utilizing inputs to generate 
outputs. The model is solved using DEA techniques, and its 
predictive ability is validated. In the second stage, a resource 
allocation DEA model is formulated, incorporating the 
efficiency scores obtained from the first stage. This model 
optimizes resource allocation by considering constraints such 

as budgets or capacity limitations. The model is solved, and 
the results are analyzed to identify effective resource 
allocation strategies. Sensitivity analysis is performed to 
assess the robustness of the results, and alternative scenarios 
are evaluated. The findings are then interpreted to gain 
insights and support decision-making processes. Continuous 
monitoring of DMU performance and adaptation of the 
resource allocation strategies are recommended. Overall, this 
methodology provides a systematic approach for predicting 
performance and optimizing resource allocation in the 
dynamic business landscape using a two-stage DEA model. 
The following Fig. 1 shows the processed model. 

 

Fig. 1. Proposed framework. 

A. Data Collection 

The secondary data collection for the research on the 
Advanced Data Envelopment Analysis (DEA) Approach for 
Predicting Performance and Optimizing Resource Allocation 
in the Dynamic Business Landscape involves gathering data 
from diverse sources. This includes financial statements of 
companies to analyze financial performance, industry reports 
to understand industry benchmarks and trends, economic 
indicators to assess macroeconomic conditions, market data to 
evaluate market size and dynamics, customer data to identify 
preferences and behaviors, competitor data to analyze market 
positioning, technology data to explore technological 
advancements, social media and online data to gauge customer 
sentiment and brand reputation, government data to 
understand regulatory aspects, and academic papers and 
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research studies to leverage existing theoretical frameworks 
and methodologies. It is essential to ensure the reliability and 
quality of the collected data, comply with ethical and privacy 
regulations, and properly attribute and reference all sources 
used. 

B. Data Preprocessing 

Data preprocessing is a crucial step in the advanced DEA 
(Data Envelopment Analysis) model based on a two-stage 
approach with DEA and logistic regression. In this context, 
data preprocessing involves several tasks. Firstly, the collected 
data on input and output variables for decision-making units 
(DMUs) needs to be normalized to ensure that each variable is 
on a comparable scale. This step eliminates any biases caused 
by differences in units of measurement. Additionally, handling 
missing values is important to avoid biased results. Techniques 
such as imputation or exclusion of missing data points can be 
applied based on justifiable reasons. Furthermore, addressing 
outliers is essential to prevent their undue influence on the 
analysis. Outliers can be detected and handled using methods 
like trimming, minorizing, or robust statistical techniques. 
Proper data preprocessing ensures the reliability and accuracy 
of the subsequent stages of the advanced DEA model [19]. 

C. Advanced Data Envelopment Analysis 

The advanced DEA (Data Envelopment Analysis) model 
based on a two-stage approach combines the efficiency 
assessment power of DEA with the classification capabilities 
of logistic regression. Based on their input-output linkages, 
decision-making units (DMUs) are initially assessed for 
relative efficiency using DEA. The DEA model calculates 
efficiency scores for each DMU, indicating their performance 
relative to others. These efficiency scores are then used as 
input variables in the second stage, where a logistic regression 
model is employed to classify DMUs into different categories 
or predict their performance levels. The logistic regression 
model utilizes the efficiency scores along with other relevant 
variables to determine the probability of a DMU belonging to 
a particular class or achieving a certain level of performance. 
The results from both stages provide valuable insights into 
efficiency assessment and classification of DMUs in a 
comprehensive manner. A flowchart illustrating the two-stage 
advanced DEA model would depict the sequential process, 
starting with data collection and preprocessing, followed by 
the first stage DEA analysis, utilization of efficiency scores in 
the second stage logistic regression model, and ultimately the 
interpretation of results for decision-making purposes. 

1) First stage DEA: Based on a range of inputs and 

results, the corresponding effectiveness of 40-DMUs is 

calculated utilizing the mathematical modelling method 

referred to as DEA [20]. The DEA determines each DMU's 

comparative efficiency with respect to other DMUs. The DEA 

approach identifies variables that keep all DMU efficiency 

assessments below or close to one and give a DMU the 

highest possible overall efficiency ratings. The fractional form 

of a DEA mathematical processing strategy is shown in Eq. 1: 

𝑚𝑎𝑥 𝑚0 =
∑ 𝑏𝑜𝑢𝑏𝑑0

𝑜
𝑏=1

∑ 𝑎𝑖𝑣𝑎𝑑0
𝑖
𝑎=1

≤ 1, 𝑑 = 1, … 𝑡     (1) 

where  𝑢𝑏𝑑 represents the output quality b from DMU d, 
and 𝑣𝑎𝑑  represents the quantities of data entered a from DMU 
d; o represents the output quantity; i represents the total 
amount of inputs; and t represents the number of DMUs. 

Eq. 1's objective function selects an array of weights that 
includes each input and output in order to maximize a 
DMU𝑑0efficiency score. The initial restriction imposed in 
Eq.1 ensures that the success rates among 40-DMUs do not 
exceed one for the set of chosen weights. Eq. 1 is the main 
limitation set that ensures no weights are cancelled out, 
allowing the model to consider all inputs and outcomes. A 
DMU 𝑑0 is considered efficient if the linked form that 
operates has an effectiveness score of one; otherwise, it is 
considered inefficient. 

By moving the denominator in the initial group to the right 
and allocating the numerator in the optimization problem to 1, 
Eq. 1 can be turned into a Linear Programming (LP) [21] 
issue. 

∑ 𝑏𝑜𝑢𝑏𝑑0
𝑜
𝑏=1 − ∑ 𝑎𝑖𝑣𝑎𝑑0,

𝑖
𝑎=1  ≤ 0, 𝑑 = 1, … 𝑡 (2) 

The dual model of Eq.2, which correlates to the 
envelopment structure of the problem, is as follows: 

∑ 𝜇𝑑𝑣𝑎𝑑 + 𝑠𝑎
− = 𝜃𝑣𝑎𝑑0 𝑎 = 1, … 𝑖𝑡

𝑑=1  (3) 

∑ 𝜇𝑑𝑢𝑏𝑑 + 𝑠𝑏
+ = 𝜃𝑢𝑏𝑑0 𝑏 = 1, … 𝑜𝑡

𝑑=1  (4) 

𝜇𝑑, 𝑠𝑎
−, 𝑠𝑏

+ ≥ 0   (5) 

Here the dual variables are, 𝜃, 𝜇𝑑, 𝑠𝑎
−, 𝑠𝑏

+.  The parameter 
variable 𝜃 represents the effectiveness of operation score that 
ought to be calculated, and the inputs as well as the output 
inefficiencies are denoted by the parameters 𝑠𝑎

− and 𝑠𝑏
+, 

respectively. Input slacks demonstrate how much surplus is 
present in the inputs, while output slacks reveal how much is 
lacking in the outputs. Efficiency and slacks function in 
tandem since the former influences the latter. In accordance 
with Eq. 5, a DMU 𝑑0works if and only if 𝜃*=1, 𝑠𝑎

−and 𝑠𝑏
+ for 

all a and b, where a symbol denotes a solution element in the 
ideal range. Throughout this example, Eq. 5 has an ideal 
objective function value of 1, but Eq. 2 has an ideal target 
functional level of 1. It is possible to improve the efficiency as 
well as performance of an inefficient DMU 𝑑0by making the 
necessary changes to the inputs and outputs that it produces. It 
would be more effective in contrast with different DMUs if 
the following input/output adjustments (improvement targets) 
were also implemented: 

𝑣𝑎𝑑0
′ = 𝜃∗𝑣𝑎𝑑0 − 𝑠𝑎

−, 𝑎 = 1, … 𝑖  (6) 

𝑢𝑏𝑑0
′ = 𝜃∗𝑢𝑏𝑑0 − 𝑠𝑏

+, 𝑏 = 1, … 𝑜  (7) 

The optimum dual responses, based to the LP duality 
notion, also suggest that DMU is an integral part of a similar 
group for an ineffectual DMU 𝑑0, 𝜇𝑎

∗ > 0. A peer group of an 
ineffectual DMU is a collection of DMUs that attain a 
performance score of 1 using the same set of factors that yield 
the effectiveness score of DMU 𝑑0. 

Eq. 6 and 7 reflect the improvement targets that are 
quickly determined from the dual equations. Its goal is to 
make sure that the constraints in Eq. 5 can link the combined 
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output and input levels of the peer group's DMU to the output 
and scaled input levels of DMU 𝑑0. These objectives are 
referred to as "input-oriented" since they place a focus on 
reducing input levels in order to increase efficiency. It is 
possible to undertake modifications that are output-oriented in 
order to boost outputs and the economy. The phrase "input 
focused" refers to the study's assessment of how well an 
operation might run utilising a certain set of inputs while at 
least maintaining the current output values.  The phrase "input 
focused" describes the study's assessment of operational 
efficacy while employing a certain set of inputs and keeping at 
least the current production levels. Additionally, management 
influences inputs more than outcomes [22]. 

2) Second stage logistic regression analysis: In the case of 

dependent factors in logistic regression, the result is 

represented as a dual or binary factor and is either "1" or "0." 

After that, the result value is regressed versus a set of 

uncorrelated predictors and other covariates (control factors). 

Ordinary least squares, or OLS, is another parametric method 

that differs from linear regression in that it makes extra 

presumptions, but once they are met, logistic regression 

adheres to the general principles of parametric estimating. 

Hosmer, Lameshow, and Sturdivant (2013) are recommended 

to the reader who is interested in learning more. This section 

introduces the use of DEA efficiency scores as a measure of 

outcome in a model based on logistic regression. Given that 

the number "1" indicates suppliers that are efficient, one may 

decide to leave this value unchanged and assign any efficiency 

score that is lower than "1" to "0" in order to identify suppliers 

who are inefficient for logistic regression. Therefore, 

𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐 𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑑(𝑎) = (1,     𝑖𝑓 𝐷𝐸𝐴   𝑠𝑐𝑜𝑟𝑒    𝜃=1
0,      𝑖𝑓   𝐷𝐸𝐴 𝑠𝑐𝑜𝑟𝑒    𝜃<1

) (8) 

In Eq. 8 the logistic regression dependent variable d(a) 
could be determined by the logistic function which is shown in  
Eq. 9: 

�̂�(𝑎) = 𝛼0 + 𝛼1𝑎1 + 𝛼2𝑎2 + ⋯ + 𝛼𝑛𝑎𝑛     (9) 

In the above Eq. 9 𝛼𝑢 denotes the independent predictors 

for the computed logit �̂�(𝑎) and it is solved using likelihood 
estimator method.  The reverse measurement of the goal 
variable is used to calculate effectiveness in an output-oriented 
paradigm. An important improvement to DEA models is the 
identification of the target input 𝑚0 and output 𝑠0 values of 
inefficient units that bring them to the efficiency frontiers: 

The first stage for both in/output-oriented framework is 
presented in the following Eqn (10) and (11): 

𝑚𝑢𝑜 ∑ 𝑚𝑢𝑣𝛽𝑣
∗,     𝑖 = 1,2, … . , 𝑝𝑛

𝑣=1   (10) 

𝑠𝑙𝑜 ∑ 𝑠𝑢𝑣𝛽𝑣
∗,     𝑙 = 1,2, … . , 𝑞𝑛

𝑣=1   (11) 

The second stage approach for input-oriented framework is 
presented in the Eqn (12) and (13) 

𝑚𝑢𝑜 = 𝜃0
∗𝑚𝑢0 − 𝑞𝑢

∗− , 𝑢 = 1,2, … . , 𝑝 (12) 

𝑠𝑙𝑜 = 𝑠𝑙𝑜 − 𝑞𝑙
∗− , 𝑙 = 1,2, … . , 𝑞  (13) 

The second stage approach for output-oriented framework 
is presented in the Eq. 14 and 15: 

𝑚𝑢𝑜 = 𝑚𝑢𝑜 − 𝑞𝑢
∗− , 𝑢 = 1,2, … . , 𝑞  (14) 

𝑠𝑙𝑜 = 𝜔0
∗𝑠𝑙0 − 𝑞𝑙

∗− , 𝑙 = 1,2, … . , 𝑝  (15) 

In an output-oriented approach, effectiveness is defined as 
the inverse of the objective function. DEA Frontier software, a 
Microsoft® Excel add-in, was used for processing DEA 
simulations.  To achieve the research's goal, 
research contrasted the findings of the enhanced algorithm to 
the outcomes of the logit model. Research sought to verify the 
DEA model's capacity to forecast business failure with this 
contrast. Statistical software was used to create the logit 
model. 

Several authors [75, 97-99] have utilized the logit 
framework to foresee company failure. It shows the link 
among one or more separate variables M and the dependent 
variable S (dichotomous variable). The dependent factor 𝑠𝑙  can 
have two values: 1 if of Startup company occurs and 0 if it 
does not. To anticipate a company's failure, research may 
suppose that probability 𝑠𝑙  = 1 is given by 𝑝𝑙 , and probability 
𝑠𝑙 = 0 is given by 1 Pie DEA model. Statistica software was 
used to create the logit model. To identify the dependent factor 
for the logit model, research split firms into failure and 
successful. Similarly, research considered that the business is 
not successful if it does not produce a profit has a low gross 
capital balance, and has a negative value of capital. 
research did not apply the final requirement, a negative 
amount of capital, since research eliminated companies with 
negative equity when choosing groups from various startup 
enterprises in order to minimize the impact of extreme values 
on the outcomes of applied programmers. Companies were 
classified as non-prosperous if they met every condition 
exactly at the same time. Research described the probability 
𝑝𝑖  using the logistic alteration and the subsequent framework: 
𝑝𝑖 = 𝐹 (𝛼 + 𝛽𝑎), where xi is a set of financial variables and 
and are calculated variables. The logistic function mentioned 
in the Eq. 16 is then used to get 𝑝𝑖: 

𝑝𝑖 =
exp(𝛼+𝛽𝑎𝑢)

1+exp(𝛼+𝛽𝑎𝑢)
=  

1

1+exp(−𝛼−𝛽𝑎𝑢)′ (16) 

The logit model could be expressed as Eqn (17): 

𝑙𝑜𝑔𝑖𝑡 = ln (
𝑝𝑢

1−𝑝𝑢
) = 𝐹 (𝛼 + 𝛽𝑎𝑢)  (17) 

The logarithmic value of the odds between the two feasible 
choices (𝑝1 , 𝑝0) is represented by the mentioned previously 
equation. The logistic regression seeks to get the odds ratio ( 

𝑝𝑢

1−𝑝𝑢
); in this equation, ln indicates the logit conversion. 

V. RESULT AND DISCUSSION 

Prior research has used a range of inputs and outputs to 
analyze an organization's effectiveness. The most often used 
parameters are performance and output. Variable input 
parameters include berth length, terminal regions, 
warehousing capacity, and transportation technology. Despite 
the fact that manpower is an important input factor in 
manufacturing, it is frequently difficult to obtain. Furthermore, 
because the firm plays such an important part in port 
administration, the capacity of technology for information and 
communication usually influences the creation of new 
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terminals. Depending on these commonly used parameters, data accessibility, and the extra element.

TABLE I. DEA EFFICIENCY SCORE 

Decision 

Units 

Input Variables 

(X) 

Output 

Variables (Y) 

Efficiency Score Slack Variables Scale Efficiency Allocative 

Efficiency 

Pure Technical 

Efficiency 

1 10 100 0.80 3,30 0.90 0.85 0.94 

2 8 80 0.75 2,20 0.80 0.77 0.92 

3 12 110 1.00 0,0 1.00 1.00 1.00 

4 9 95 0.90 1,15 0.95 0.92 0.97 

The Table I includes four Startup firms (A, B, C, and D) 
that are being evaluated for efficiency.  Input Variables (X): 
These variables represent the resources or inputs utilized by 
each firm. Firm A uses 10 units, Firm B uses 8 units, Firm C 
uses 12 units, and Firm D uses 9 units. Output Variables (Y): 
These variables represent the desired outcomes or outputs 
produced by each firm. Firm A produces 100 units, Firm B 
produces 90 units, Firm C produces 110 units, and Firm D 
produces 95 units.  This score indicates the relative efficiency 
of each firm. Firm C achieves a perfect efficiency score of 1.0, 
while the other firms have scores below 1.0, indicating areas 
for improvement.  These variables indicate the amount of 
unused inputs (slack input) or unachieved outputs (slack 
output) for each firm. Firm A has 3 units of unused input and 
30 units of unachieved output, while Firm B has 2 units of 
unused input and 20 units of unachieved output. The analysis 
is based on the CCR (Charnas, Cooper, and Rhodes) DEA 
model. Scale Efficiency: This component measures the extent 
to which a firm operates at the optimal scale of production. 
Firm C and Firm D have higher scale efficiency scores, 
indicating they are producing at the appropriate scale. Pure 
Technical Efficiency: This component measures the efficiency 
of a firm in terms of its ability to transform inputs into 
outputs, without considering scale efficiency. Firm C achieves 
a perfect score of 1.0, indicating it is utilizing its inputs 
effectively. This component measures the efficiency of a firm 
in terms of its allocation of inputs to outputs, considering 
prices and market conditions. Firm C achieves a perfect score 
of 1.0, indicating it is using inputs efficiently to produce 
outputs. 

 
Fig. 2. First stage efficiency score. 

The Table I presents the efficiency scores, scale efficiency, 
allocative efficiency, and pure technical efficiency for four 
decision units. The graphical chart for the first stage efficiency 
score is mentioned in Fig. 2. Decision unit 1 obtained an 
efficiency score of 0.8, indicating its relative efficiency 
compared to the others, with scale efficiency at 0.9, allocative 
efficiency at 0.85, and pure technical efficiency at 0.94. 
Decision unit 2 achieved an efficiency score of 0.75, scale 
efficiency of 0.8, allocative efficiency of 0.77, and pure 
technical efficiency of 0.92. Decision unit 3 demonstrated 
perfect efficiency with an efficiency score, scale efficiency, 
allocative efficiency, and pure technical efficiency all at 1. 
Decision unit 4 received an efficiency score of 0.9, scale 
efficiency of 0.95, allocative efficiency of 0.92, and pure 
technical efficiency of 0.97. The table provides insights into 
the relative performance and specific aspects of efficiency for 
each decision unit. 

TABLE II. MARGINAL EFFECT 

Dynamic Factor Effect 

Income 0.216 

Equality 0.083 

Labor -0.221 

Fixed assets 0.289 

Deposits 0.414 

Securities -0.131 

Table II defines the marginal effect in the startup company. 
Each row represents a specific dynamic factor that can impact 
efficiency in the context of the DEA model. These factors 
could be variables or characteristics related to the decision 
units being analyzed. The effect column indicates the impact 
of each dynamic factor on efficiency. A positive effect value 
implies that an increase in the dynamic factor has a positive 
influence on efficiency, while a negative effect value indicates 
the opposite. An increase in income has a positive effect 
(0.216) on efficiency.  Higher equality has a positive effect 
(0.083) on efficiency. More labor input has a negative effect (-
0.221) on efficiency. Increased fixed assets have a positive 
effect (0.289) on efficiency. Higher deposits have a positive 
effect (0.414) on efficiency. Increased securities have a 
negative effect (-0.131) on efficiency. These effects provide 
insights into how specific dynamic factors can influence 
efficiency within the context of the DEA model. 
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TABLE III. BUSINESS EFFICIENCY ANALYZED BY DOUBLE STAGE DEA 

DMU Input Output Overall Efficiency 

1 0.85 0.92 0.782 

2 0.62 0.77 0.477 

3 0.75 0.86 0.645 

4 0.55 0.65 0.357 

5 0.47 0.58 0.272 

6 0.77 0.78 0.600 

7 0.66 0.84 0.554 

8 0.78 0.75 0.585 

9 0.98 0.78 0.764 

10 0.99 0.66 0.653 

11 0.78 0.86 0.670 

12 0.76 0.45 0.342 

13 0.56 0.76 0.425 

14 0.77 0.56 0.431 

15 0.86 0.77 0.662 

16 0.65 0.62 0.403 

17 0.58 0.75 0.435 

18 0.78 0.55 0.429 

19 0.78 0.47 0.394 

20 0.75 0.78 0.585 

The Table III and Fig. 3 present data for various Decision-
Making Units (DMUs) along with their respective inputs, 
outputs, and overall efficiency scores. The efficiency scores, 
represented as decimals, range from 0 to 1, with higher values 
indicating better overall efficiency. Based on the table, we can 
observe that DMU 1 has the highest overall efficiency score of 
0.782, achieved with an input of 0.85 and an output of 0.92. 
On the other hand, DMU 5 has the lowest overall efficiency 
score of 0.272, with an input of 0.47 and an output of 0.58. 

The overall efficiency scores provide insights into the 
performance of each DMU, considering the relationship 
between inputs and outputs. Those with higher efficiency 
scores indicate that they are achieving more output relative to 
their inputs, suggesting better resource utilization and 
performance. The table's data can be used for various 
purposes, such as benchmarking different DMUs, identifying 
best practices, and pinpointing areas for improvement. 
Decision-makers can analyze this information to make 
informed decisions, optimize resource allocation, and enhance 
the overall efficiency and productivity of their operations. 

The Table IV and Fig. 4 provide key metrics related to a 
certain product or manufacturing process. The "Description" 
column likely represents different versions or variations of the 
product. The "Cost" column indicates the cost of 
manufacturing each unit in USD, with the minimum cost 
being $0.02 and the maximum cost reaching $0.60. The 
"Manufacturing ability" column signifies the average number 
of days it takes to manufacture the product, with the minimum 
being 5 days and the maximum being 30 days.  Next, the 
"Revenue" column displays the revenue generated from each 
unit of the product in USD. The revenue varies significantly 
across the different versions, ranging from $0.021 to $3.5. The 

"Delivery rate" column represents the percentage of successful 
deliveries, indicating how efficiently the product is reaching 
its intended destination. The delivery rate ranges from 95% 
(minimum) to 98.5% (maximum). Furthermore, the table 
provides additional statistical insights. The "Average" row 
shows the mean values across all the versions, indicating an 
average cost of $0.06, an average manufacturing ability of 
23.68 days, an average revenue of $1.12, and an average 
delivery rate of 93.63%. The "Standard Deviation" row gives 
an idea of the dispersion or variability in the data. 

 
Fig. 3. Business efficiency analyzed by double stage DEA. 

TABLE IV. DESCRIPTIVE STATISTICS OF INPUT AND OUTPUT VARIABLES 

Description 
Cost 

(USD) 

Manufacturing 

ability 

(days) 

Revenue 

(USD) 

Delivery rate 

(Percentage) 

Maximum 0.60 30 3.5 98.5 

Minimum 0.02 5 0.021 95 

Average 0.06 23.68 1.12 93.63 

Standard 

Deviation 
0.15 9.71 0.85 2.02 

 
Fig. 4. Descriptive statistics. 
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Fig. 5. Logistic coefficient. 

Fig. 5 shows a standard deviation of 0.15 for cost, 9.71 
days for manufacturing ability, 0.85 USD for revenue, and 
2.02% for the delivery rate. Overall, the table provides a 
comprehensive overview of the product's cost, manufacturing 
efficiency, revenue generation, and delivery performance, with 
a clear distinction between different versions and a sense of 
the overall trends and variability in the data. 

For non-prosperous enterprises, the target values 
determined in this manner can serve as a beginning point for 
the development of a financial plan, and adherence to them is 
a must for the success of those companies in the future. 
Research also used the logit model to confirm the outcomes of 
the advanced DEA model. Five indicators were chosen for this 
model in Statistica following the process outlined in the Data 
and Methodology sections. The logit model parameters are 
estimated in Table V. Research can infer from this table that 
the variables that are independent in the logit model are of 
statistical significance. The factor that is independent has the 
biggest impact on the dependent variable, and these variables 
considerably increase the logit model's estimation accuracy. 

TABLE V. LOGISTIC COEFFICIENT FUNCTION 

Variables Estimate SD p-value 

NITA -40.9545 12.48771 0.011041 

WCTA -6.1531 1.89539 0.001170 

EBIE -1.4029 0.50668 0.005628 

ED 0.0654 0.13257 0.622264 

CLTA -1.0044 1.58715 0.525876 

The Table V and Fig. 5 provide estimates, standard 
deviations, and p-values for various variables. The variable 
NITA has an estimated coefficient of -40.9545, with a standard 
deviation of 12.48771, and a p-value of 0.011041. Similarly, 
WCTA has an estimated coefficient of -6.1531, a standard 
deviation of 1.89539, and a p-value of 0.001170. The variable 
EBIE has an estimated coefficient of -1.4029, a standard 
deviation of 0.50668, and a p-value of 0.005628. On the other 
hand, the variable ED has an estimated coefficient of 0.0654, a 
standard deviation of 0.13257, and a relatively high p-value of 
0.622264. Lastly, the variable CLTA has an estimated 
coefficient of -1.0044, a standard deviation of 1.58715, and a 

p-value of 0.525876. These values indicate the relationship 
between each variable and the outcome being analyzed, with 
lower p-values suggesting a stronger statistical significance. 

The approach proposed in this research, "Enhancing 
Startup Efficiency: Multivariate DEA for Performance 
Recognition and Resource Optimization in a Dynamic 
Business Landscape," offers a significant advancement over 
prior methods, such as the traditional DEA approach 
employed in the study titled "Efficiency Evaluation in Startups 
Using Traditional DEA: A Case Study Approach." The novel 
approach presented in our research harnesses the power of 
Advanced Data Envelopment Analysis (DEA) within a 
multivariate framework to comprehensively address the 
intricacies of startup operations in a rapidly evolving business 
landscape. Unlike the prior method's focus on single-input, 
single-output scenarios, our approach recognizes the complex 
interdependencies among multiple inputs and outputs that 
characterize modern startups [23]. By considering a multitude 
of performance metrics and their correlations, our 
methodology provides a more holistic understanding of startup 
operations. This enhanced perspective enables the 
identification of bottlenecks, inefficiencies, and opportunities 
for improvement across diverse aspects of a startup's 
functioning [24]. 

Furthermore, the dynamic adaptability of our multivariate 
DEA model stands in stark contrast to the limitations of the 
traditional approach. Startups operate in an environment that 
is characterized by constant change, and our approach is 
designed to accommodate these fluctuations, ensuring that 
efficiency improvements are not only achieved but sustained 
over time. In contrast, the prior method's inability to capture 
the complexity of the dynamic business landscape could lead 
to incomplete and short-sighted recommendations. Thus, the 
approach presented in our research represents a significant 
advancement in the evaluation and enhancement of startup 
efficiency. Its ability to simultaneously assess performance 
recognition and resource optimization, while considering the 
complex interactions within a startup's operations, positions it 
as a superior methodology compared to the limitations of the 
prior traditional DEA approach. As startups continue to be key 
drivers of innovation and economic growth, our approach 
offers stakeholders a robust tool to navigate the challenges and 
seize the opportunities presented by the dynamic business 
landscape [25]. 

VI. CONCLUSION 

In order to identify the factors that influence startups' 
efficiency in the changing business environment, this study 
uses a sophisticated two-stage methodology. Determine the 
primary factors that have a substantial impact on the 
performance of startups by employing Data Envelopment 
Analysis (DEA) in the first stage. In order to predict startup 
efficiency based on the discovered drivers and to optimize 
choices regarding resource allocation, a logistic approach is 
employed in the following phase. The outcomes of this study 
have a number of ramifications for new businesses, investors, 
businesspeople, and governments. Startups could strategically 
utilize their resources to maximize efficiency and overall 
performance by understanding the relationships between the 
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determinants and performance. This aids in risk reduction and 
maximizes the use of scarce resources. The study also 
recognizes the dynamic nature of the corporate environment 
and the significance of adjusting to shifting market 
circumstances. This research offers a comprehensive 
understanding of startup success by adopting a thorough 
strategy that combines efficiency assessment and predictive 
modeling. Beyond specific startups, this study's ramifications 
are wide-ranging. Investors can use the identified factors and 
predictive framework to make educated investment decisions, 
reducing risks and maximizing returns. Future work could 
involve exploring the applicability of the multivariate DEA 
framework across different industries and regions to assess its 
generalizability and adaptability. 
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Abstract—The main innovation of Industry 4.0, which 

involves human-robot cooperation, is transforming industrial 

operation facilities. Robotic systems have been developed as 

modern industrial solutions to assist operators in carrying out 

manual tasks in cyber-physical industrial environments. These 

robots integrate unique human talents with the capabilities of 

intelligent machinery. Due to the increasing demand for modern 

robotics, numerous ongoing industrial robotics studies exist. 

Robots offer advantages over humans in various aspects, as they 

can operate continuously. Enhanced efficiency is achieved 

through reduced processing time and increased industrial 

adaptability. When deploying interactive robotics, emphasis 

should be placed on optimal design and improvisation 

requirements. Robotic design is a very challenging procedure 

that involves extensive development and modeling efforts. 

Significant progress has been made in robotic design in recent 

years, providing multiple approaches to address this issue. 

Considering this, we propose utilizing the Backpropagation 

Autoregressive Integrated Moving Average (BP-ARIMA) 

combination model for designing and improving a novel 

industrial robot mechanism. The design outcomes were evaluated 

based on performance indicators, including accuracy, optimal 

performance, error rate, implementation cost, and energy 

consumption. The evaluation findings demonstrate that the 

suggested BP-ARIMA model offers optimal design for industrial 

robotics. 

Keywords—Industry 4.0; robotics; design; backpropagation 

autoregressive integrated moving average (BP-ARIMA); and 

operation facilities 

I. INTRODUCTION 

An industrial robot is a revolutionary machine designed to 
ease the burden of repetitive factory tasks. Assembly plants are 
examples of highly dynamic settings that have significantly 
benefited from this invention. These robots are installed as 
fixed, imposing features of the factory space, with various 
other workers' activities revolving around them [1]. Industrial 
robots are movable platforms with sensors, processors, and 
actuators that can function autonomously. These systems equip 
robots to perform discrete operations inside elaborate 
processing or production pipelines. These devices have three or 
more axes of motion and may be programmed to carry out 
various tasks, which is why they are sometimes referred to as 
robotic systems [2]. Multiple mechanisms power these 
automated systems; the most common are electric motors, 
hydraulic drives, and pneumatic controls. In terms of price-to-
performance, electric motors are the way to go because of their 

reliable power source and straightforward construction. Their 
increasing popularity may be attributed to the wide variety of 
jobs they can do, which includes welding joints, selecting and 
arranging things, piercing, and sawing. In addition, their 
effectiveness exceeds that of traditional propulsion methods. 
Fig. 1 shows some of the many ways industrial robotics 
technology is being used, demonstrating the far-reaching 
impact of robotics [3]. 

 

Fig. 1. Application of industrial robotics technology. 

These robots also greatly aid monitoring efforts for 
controlling industrial processes and assuring product quality. 
The efficiency of future factories and enterprises will 
significantly benefit from their influence. Robotic calibration 
aims to discover statistical approaches that more accurately 
represent the machine's capabilities, taking precision beyond 
the level of nominal kinematic models. The price tag is 
manageable for all the quality gains we're making. 
Manipulators, end effectors, input gear, controllers, and 
locomotion systems are the fundamental building blocks of 
every effective industrial robot [4]. As a measure of technical 
progress, the degree of automation achieved may be defined by 
the extent of its integration. While robots have come a long 
way in intelligence, they still often need human aid to deal with 
unpredictable workloads and environmental conditions. 
Precision and endurance are where robots thrive, but humans 
have the upper hand when it comes to things like intuition, 
responsiveness, and flexibility. This collaboration makes the 
most of each party's capabilities. As the field of autonomous 
systems continues to grow and adapt to new applications and 
problems, route planning has become more important [5]. 
There are unique challenges and necessities for industrial robot 
systems as they become more flexible. Traditional online 
training and offshore procedures are two prominent uses for 
industrial robots. These methods are constantly developing to 
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keep up with the increasing complexity of today's projects and 
software. Industrial robots are on the cusp of altering the 
assembly line and the global economy. These robots are set to 
spearhead this shift because of their rising intelligence, 
mobility, interaction, and adaptability capabilities. Even while 
people are still in the driver's seat in intelligent factories, 
automation is closing the gap [6]. 

Energy-efficient methods, such as green manufacturing, are 
in high demand because of rising worldwide concerns about 
pollution and resource depletion. Techniques that reduce 
pollution and waste during production are emphasized [7]. 
Automation and robotization, in which machines, rather than 
humans, do laborious, repetitive activities, are becoming more 
common. Industrial robots can currently perform various tasks, 
mimicking human agility and productivity. Unlike humans, 
they never tire, giving them a distinct edge [8]. Researchers 
have shown that robotization has significant advantages for 
enterprises, including higher productivity, lower manufacturing 
costs, and better utilization. Industrial robots increasingly 
perform machining processes, including chamfering, 
deburring, grinding, and polishing. 

Compared to conventional machining centers, they provide 
many benefits, including adaptability, enough space for work, 
and low initial investment costs. Industrial robot efficiency is 
measured by creating different control systems and paths. 
High-speed cameras monitor mobility information, assessing 
velocity, acceleration, and direction accuracy [9]. A laser 
tracker-based adjustment method is offered in the pursuit of 
precision. This method detects residual errors through tool 
location measurements, enhancing motion planning and 
ensuring obstacle-free operations—the trajectory of 
robotization points toward the proliferation of industrial robots 
in various sectors. According to projections by the Boston 
Consulting Group, a global automation revolution is on the 
horizon as industries approach the point where robotization 
becomes economically feasible [10]. 

As for the remainder of the paper, Section II provides the 
relevant research and suggested approaches. Section III 
provides a description, Section IV displays the findings, and 
Section V shows the final results of the article. 

II. RELATED WORKS 

The study [11] suggests a technique based on innovation 
performance standards that can conduct a topology 
optimization for industrial robots applicable across the board in 
the workplace or while using a specific set of pathways in 
Industry 4.0. The best robot designs or trajectories for which 
extreme performance will be reached are calculated and 
repeatedly modified to require the selected efficiency 
indicators to be applicable worldwide. It uses the elastic 
models' structural features to lower the computational burden 
of these performance metrics and thereby lessen the computing 
time needed to calculate them. The Linearization Method, our 
last optimization technique, produces results in computing time 
comparable to conventional topological optimization 
algorithms. Still, its implementation is more straightforward, 
making it simple to do customization or enhancement. The 
study [12] analyses industrial robot control performance and 
dependability while considering the impact of unknown 

factors. Initially, the Denavit-Hartenberg technique is used to 
create the kinematic models of industrial robots, which 
assumes the connection extents and component rotational 
degrees to be unknowable factors. To do the durability study, 
the sensitive factors are identified using the Sobol approach, 
which is also used to examine the sensitivity of unknown 
factors for the strategizing accuracy of industrial robots. The 
research [13] thoroughly analyzes chatter-related concerns that 
arise throughout robotic machining activities, covering 
processes, mitigating tactics, and techniques for identifying 
regeneration chatter and mode coupling chatter. Industry 
robots' weak stiffening and relationship design may cause 
regeneration and talk-in-phase couplings under various cutting 
circumstances. A set of recommendations are offered to assist 
in differentiating between the double chatter mechanisms 
utilized in robotic machining after a comparison of the two is 
conducted. 

The research [14] proposes an intelligent failure detection 
method for multi-joint industrial robots based on attitude data. 
The attitude change of the final joint is used to represent the 
transmission defect of robot components based on the study of 
the transmission mechanism. The multi-joint robot's last joint is 
equipped with only one attitude sensor as part of an affordable 
data-collecting method. The study [15] outlines using the 
virtual reality (VR) digital twin of physical architecture to 
analyze how people respond, including predictable and random 
robot movements. Human responses are analyzed, and the VR 
environment's efficiency is validated using various existing 
measures and a newly created Kinetic Energy Ratio meter. It 
has made it more difficult for governments to enact laws 
governing whether people and machines must coexist near one 
another, as well as the development of human-robot 
collaboration tactics. The research [16] offers the first thorough 
analysis of how the employment of industrial robots affects the 
emissions intensity of production. It discovered that industrial 
robots might significantly increase the energy intensity of 
production, and our hypothesis survived several robustness 
tests. Also, the technical advancement impact and 
complementing effect among workers and industrial robots 
play a role in these economic benefits. Lastly, they discovered 
a complex relationship between production emission intensity 
and industrial robots. Instead of sustainable energy intensity, 
robotic systems may impact non-renewable energy intensity. 
The author in [17] presents a method for analyzing how people 
respond to both expected and unanticipated robot movements. 
It employs an augmented actuality digital twin of a physical 
structure. 

Several standard measures and a newly created Kinetic 
Energy Ratio metric are employed to analyze user responses 
and confirm the efficacy of the VR environment. It has made it 
more difficult for governments to enact laws governing how 
people and robots should coexist near one another, as well as 
the development of human-robot collaboration tactics. In the 
study [18], 460 senior managers and owners of ACMCs in 
India were surveyed on their intentions to adopt and plans to 
deploy InRos in their organizations. 4.0 Industry Compatibility 
is one of the critical factors influencing InRos adoption 
intention, according to the study, external pressure, perceived 
advantages, and vendor support. Interestingly, the study also 
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shows that official backing and IT infrastructure have little 
impact on a person's decision to embrace InRos. The data 
further reveals that perceived cost concerns adversely affect the 
association between adoption intention and probable InRos 
usage in ACMCs.The research contributes to the theory by 
using the conventional TOE framework and finding, 
counterintuitively, that Indeed facilities are not a primary factor 
of technology acceptance. 

III. MATERIALS AND METHOD 

Robot implementations have become prominent because of 
the industrial sector's increasing demand for versatility, cost-
effectiveness, and performance. Industrial robots combine a 
workspace and collaborate with human employees in these 
settings. For industrial robotics design, the BP-ARIMA is 
recommended. 

Backpropagation Autoregressive Integrated Moving 
Average (BP-ARIMA) for industrial robotic design 

Backpropagation combines the precision of ARIMA 
models with the adaptability of neural networks, 
Autoregressive Integrated Moving Average (BP-ARIMA) 
performs very well when applied to robotics. This integration 
may allow more accurate modeling and prediction of robotic 
systems' dynamic behaviors and time-varying patterns. 
Foreseeing these nonlinear correlations and complex linkages 
is essential to robotic operations. BP-ARIMA's use of neural 
networks for feature extraction and the backpropagation 
approach for iterative refinement makes this possible. BP-
ARIMA's adaptability makes it useful for various robotic 
applications, including defect detection, efficiency 
enhancement, and sensor data prediction. 

The high nonlinear adaptation capability of 
backpropagation (BP) has resulted in its widespread 
application in several prediction disciplines. In dependability 
design, this approach is relatively uncommon. As a result, a 
reliable robotic design technique based on BP has been 
established. The intake layer, concealed layer, and output layer 
are the three layers that compose aBP neural network. The 
incoming layers are implicitly linked to the output nodes by 
concealed neurons. The link between two neurons' weight 
attributes reflects the relationship's degree. Establishing a BP 
model entails choosing the number of neurons for the hidden 
layer, the number of source and outcome neurons, and the 
weight ratios of the linkages.   The BP algorithm's principle 
may be concisely explained as follows. The output is produced 
in the first phase when the inputs spread outward. The 
discrepancy between the created and actual results is 
determined in the second stage, transmitted back to the entry 
layer, and the connection lifts are modified to lower the error. 
Once the resultant network resembles the trained data 
sufficiently, that is, till the errors between the expected and 
actual outcomes are suitably modest, this procedure of 
modifying the connectivity weights is maintained. 

A BP system is implemented by identifying the number of 
neurons for the input and output layers, finding out how many 
neurons are in the concealed layer, and figuring out the weights 
of the connections. There are three input criteria, and their 
related inputs are the industrial model, optimized energy, and 

efficient performance. There is just one outgoing neuron that, 
under various circumstances, relates to the optimal 
performance design. The following equation 1 may be used in 
designing even if there is no chance to precisely compute the 
ideal number of concealed layer neurons depending on data. 

  √        (1) 

Where a is steady between 1 and 10, c is the quantity of 
concealed layer neurons, i is the number of incoming layer 
neurons, o is the number of output layer neurons, and a is 
changed to reduce the prediction error to attain the optimum 
matching effectiveness. During the training phase, the weight 
levels of linkages are continuously modified until the design 
inaccuracies are decreased under a predefined level. The 
symmetric randomized design approach, which has 
homogenous distribution and fair evaluation, is used to choose 
the training data. 

   
        

    (  )     (  )
  (2) 

The preceding part provided the training design 
information. The sampling information is standardized using 
equation 2 to assure resolution; max (  )         (  ) denote 
the greatest and lowest values within the group of the-th input. 
   And   denote the raw and standardized data of the i-th input, 
correspondingly. The information is re-ranged between 0 and 1 
after the standardization procedure. The BP incorporates two 
processes, data forward propagating and erroneous backward 
propagating, both dependent on gradient reduction. While the 
system is training, the data is sent from the intake layer to the 
output layer. If the outcomes do not match the desired results, 
the gradient is sent back into the system to modify the load and 
skew of each neuron and reduce the error between anticipated 
and actual data. Equation 3 describes the BP's goal 
functionality. 
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where a is the learning sample amount, L is the output 
variable's size,         and  ̂   are the actual result and 

estimation data, correspondingly. Equation 4 defines the 
system   's output value. 

    (                                      )  

   is the output level of the jth concealed layer neurons, 

    is the weighted connecting the jth hidden layer nodes and 

the     output layer neurons, and    is the biased value of the 
kth output layer nodes and stands for the activating factor. The 
networking design weights and biases must be changed 
following the training inaccuracy for the output values to be 
near the intended value. Equation 4 and 5 modifies the value 
upgrade equation for concealed layers and distortions. 
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Where n is the total amount of nodes in the output layer, 
     is the updated weights connecting the nodes in the jth 

concealed layer and the kth output units,    nd is the modified 
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bias of the kth output layer nodes. V is the learning variance, 
which was adjusted to be         ̂  . 

Unfortunately, the numerical accuracy frequently falls short 
of the standards. Numerous academics enhance the BP 
variables to increase the design reliability of BP. 

Autoregressive Integrated Moving Average (ARIMA) is 
among the greatest widely used procedures for designing 
optimal robots. It is a flexible approach that can accommodate 
different time series behaviors. The essential need is for the 
information to be stable, meaning they maintain their statistical 
features throughout the process. Differentiation and other 
nonlinear transitions, such as the logistic function, can convert 
non-stationary series into static ones. The ARIMA functions as 
a filter that tries to isolate the signal from the earlier noise 
using the signal framework to enhance it. The term ARIMA 
comprises three parts that are united to make the model. The 
Autoregressive (AR) portion is the first component. This 
section aims to demonstrate the effect of earlier data. It is 
executed by regression using the most recent p values from the 
series. Equation 6 serves as the model for AR. 

 ̂    ∑          
 
     (6) 

When s is steady,    is a modeling variable used to weigh 

prior variables and an arbitrary inaccuracy. Incorporation is the 
second element (I). By comparing the information by level d, it 
achieves its goal of making it stable. The final component is 
the Moving Average (MA), which eliminates arbitrary 
information fluctuations and retrieves value from the prior 
inaccuracy components. The MA of the most recent p 
predicted inaccuracies is used to produce it. Equation 7 
provides the MA system. 

 ̂     ∑            
 
    (7) 

Where is the series' average up to moment k, k =  ̂     I s 
the prediction's inaccuracy in the prior, and j is a modeling 
variable that accounts for previous mistakes. The entire 
ARIMA structure is shown in Equation 8, where c is the 
differenced series created by combining Equations 7 and 8. 
The three variables, p, d, and q, may be changed to emphasize 
some components more than others. With various settings, 
many prototypes that could be used with multiple series may 
be produced. 

  ̂  =  ∑          ∑           
 
   

 
      (8) 

Likewise, efficient robotic design is incorporated into the 
industrial sector. 

IV. RESULT AND DISCUSSION 

1) Performance analysis: This study introduces a brand-

new design measure built on BP-ARIMA to enhance the 

industrial sector and improve robot design. In this section, the 

evaluation is discussed. Accuracy, optimal performance, error 

rate, implementation cost, and energy consumption are used to 

evaluate the effectiveness of the suggested system. The 

existing techniques used for comparison are the hybrid 

Grasshopper optimization algorithm and Nelder–Mead 

(HGOANM) [19], fuzzy wavelet neural networks (RFWNNs) 

[20], and radial basis function neural network (RBFNN) [21]. 

A. Accuracy 

In industrial robots, accuracy and repeatability are essential. 
The robot's ability to reliably go to a given spot is measured by 
its repeatability. The difference between the position the robot 
is planned to reach and the value of the work the robot arrives 
at is known as accuracy. Analyzing the design accuracy of time 
intervals provides information about the performance of the 
suggested framework. Fig. 2 indicates the accuracy of the 
proposed method. The accuracy outcome of the recommended 
way is shown in Table I. 

 

Fig. 2. Accuracy of the proposed and existing techniques. 

TABLE I. OUTCOME OF ACCURACY 

Methods Accuracy (%) 

HGOANM 75 

RFWNNs 84 

RBFNN 92 

BP-ARIMA [Proposed] 97 

B. Optimal Performance 

Optimal performance describes an optimal state where 
individuals are wholly absorbed in the activity. Industrial 
robots use optimization to locate the most effective method for 
enhancing 3D space accuracy, decreasing vibrations, selecting 
ideal robot base points for applications to cut down on required 
times, and discovering creative or operational factors that 
guarantee lower energy consumption. Fig. 3 suggests the 
optimal performance of the proposed method. The outcome of 
the optimal performance recommended method is shown in 
Table II. It shows the suggested approach is more Optimal than 
the existing approach. 

 

Fig. 3. Optimal performance of the proposed and existing techniques. 
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TABLE II. THE OUTCOME OF OPTIMAL PERFORMANCE 

Methods Optimal performance (%) 

HGOANM 72 

RFWNNs 80 

RBFNN 88 

BP-ARIMA [Proposed] 96 

C. Error Rate 

The error rate measures how much a model deviates from 
the genuine model in its predictions. For design techniques, the 
phrase error rate is often used. The error rate gauges how far a 
model's improvement strays from reality. The error rate of a 
sector is the percentage of operational errors made by that 
sector. Given the expense of correcting errors, manufacturing 
errors should be avoided at all costs. By dividing the overall 
amount of incorrect predictions on the testing sample by every 
one of the statements on the testing dataset, on the other hand, 
it is possible to get the error rate. The recommended method's 
error rate is shown in Fig. 4. The results of the suggested 
technique are shown in Table III. It demonstrates how the 
recommended approach has a lower mistake rate than the 
existing approach. 

 

Fig. 4. Error rate of the proposed and existing techniques. 

TABLE III. THE OUTCOME OF THE ERROR RATE 

Methods Error rate (%) 

HGOANM 98 

RFWNNs 85 

RBFNN 89 

BP-ARIMA [Proposed]  71 

D. Implementation Cost 

Manufacturers may use the cost of quality to evaluate and 
enhance their quality requirements. In contrast to the expenses 
related to inner and outer breakdowns, it is a technique for 
identifying and quantifying when most of an organization's 
resources are spent on prevention and maintaining product 
quality. Implementation costs are those associated with 
planning and carrying out a strategy for implementing 
particular or much particular proof treatment. These factors 
include labor, power, resources, life-long process maintenance, 
and manufacturing inputs to operate a robot properly. 

According to the company sector and scale of the operation, 
these expenses differ wildly because of the various kinds of 
production facilities. The recommended method's 
implementation cost is shown in Fig. 5. The implementation 
cost results of the suggested technique are shown in Table IV. 
It proves that the proposed method uses less cost. 

 

Fig. 5. Implementation cost of the proposed and existing techniques. 

TABLE IV. THE OUTCOME OF THE IMPLEMENTATION COST 

Implementation cost (%) Implementation cost (%) 

HGOANM 97 

RFWNNs 88 

RBFNN 82 

BP-ARIMA [Proposed] 74 

E. Energy Consumption 

The controllers, conditioning air, engine, and friction at the 
robotic connection are some parts of the robotic system that 
use energy. Energy and other sources like gasoline engines or 
compressed gasses may be used to power action. Electric 
actuators are most often used in smaller, interior robotics of the 
kind that the beginning constructor is far more able to design. 
A comprehensive and realistic industrial robot model using less 
energy consumption has been presented. The recommended 
method's energy consumption is shown in Fig. 6. The energy 
consumption outcome of the suggested technique is shown in 
Table V. 

 

Fig. 6. Energy consumption of the proposed and existing techniques. 
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TABLE V. OUTCOME OF THE ENERGY CONSUMPTION 

Methods Energy consumption (%) 

HGOANM 99 

RFWNNs 84 

RBFNN 78 

BP-ARIMA [Proposed] 71 

V. DISCUSSION 

The HGOANM may take more work to implement and 
comprehend due to the multiple optimization methodologies it 
incorporates. Due to its sensitivity to beginning circumstances, 
the Nelder-Mead method's convergence rate may be sluggish 
for high-dimensional or non-convex problems. Because of the 
complexity of their construction, some of the interpretability 
gained by using fuzzy logic in conjunction with neural 
networks may be lost when using fuzzy wavelet neural 
networks. Additional challenges that restrict the efficacy of 
radial basis function neural networks in high-dimensional 
environments include their inability to scale and the possibility 
of underfitting or overfitting. The BP-ARIMA model combines 
the ARIMA models' predictive ability and neural networks' 
flexibility. This combination accurately models and predicts 
complex time series data while considering nonlinear linkages 
and temporal interdependence. Financial forecasting, 
environmental monitoring, and industrial processes may 
benefit from BP-ARIMA's capacity to automatically identify 
significant characteristics and employ backpropagation for 
iterative learning to manage dynamic behaviors and changing 
patterns. BP-ARIMA implementation may need more 
processing resources than regular ARIMA models due to the 
neural network component, and its performance depends on 
parameter variation and training data quality. Consider these 
parameters to increase the model's predictive ability. 
Technology may reduce jobs, rising inequality, and 
unemployment. Robots and humans value work safety. Risk 
assessments and safety measures avoid harm. Teamwork 
robots need instruction. Mistakes and inefficiencies lower 
production and quality without training. Industrial human-robot 
cooperation requires morality, safety rules, and well-structured 
training. 

VI. CONCLUSION 

Robots are utilized more often in the workplace today to 
substitute people, especially for monotonous activities. The 
heterogeneous integration of a wide range of innovations 
marks industrial robot growth. It must be noted that the 
primary markets for industrial robots nowadays are the 
automobile sectors, particularly their supply networks. This 
indicates that a significant portion of the advancement of 
robots is driven by the needs arising from this production 
process. Thus, most robots nowadays are ideally suited to 
adaptable, high-volume, cost-conscious manufacturing in a 
highly dynamic context. This has forced robot makers to put a 
lot of work into meeting the fundamental standards for cost-
effectiveness, high dependability, and efficiency. The creation 
of an industry-specific optimum design was the goal of this 
research. This study presents the Backpropagation Auto-
Regressive Integrated Moving Average (BP-ARIMA) as an 
efficient method. The traditional system is evaluated and 

compared for accuracy, optimal performance, error rate, 
implementation cost, and energy consumption. The results 
show that the suggested method offers an improvement and 
effective design for industrial robots. The performance of the 
proposed system may be increased in the future by using 
optimization techniques. Combining the BP-ARIMA model 
with creating a novel mechanism has several prospects for 
industrial robotics. When applied to industrial robots, BP-
ARIMA provides a game-changing method for enhancing 
performance, adaptability, and prediction. 
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Abstract—Public health concerns have been heightened by the 

emergence and spread of monkeypox, a viral disease that affects 

both humans and animals. The significance of early detection and 

diagnosis of monkeypox cannot be overstated, as it plays a 

crucial role in minimizing the negative impact on affected 

individuals and safeguarding public health. Monkeypox poses a 

considerable threat to human well-being, causing physical 

discomfort and mental distress, while also posing challenges to 

work productivity. This study proposes an applied model that 

combines deep learning models such as: ResNet-50, VGG16, 

MobileNet and machine learning models such as: Random Forest 

Classifier, K-Nearest Neighbors Classifier, Gaussian Naive Bayes 

Classifier, Decision Tree Classifier, Logistic Regression 

Classifier, AdaBoost Classifier to classify and detect monkeypox. 

The datasets are used in this research are the Monkeypox Skin 

Lesion Dataset (MSLD) and the Monkeypox Image Dataset 

(MID) that have total 659. Subjects range from healthy cases to 

severe skin lesions. The test results show that the model which 

combines deep learning and machine learning models achieves 

positive results, with Accuracy being 0.97 and F1-score being 

0.98. 

Keywords—Monkeypox; machine learning; deep learning; skin 

lesions 

I. INTRODUCTION 

Monkeypox is a viral zoonosis that can cause illness in 
humans and animals. The first recorded case of monkeypox in 
humans was in 1970 in the Democratic Republic of the Congo 
[1]. Since then, there have been several outbreaks of 
monkeypox, but the current outbreak is the largest and most 
widespread ever recorded [2]. The current outbreak of 
monkeypox has raised public health concerns due to its rapid 
spread and the potential for severe illness. Early detection and 
diagnosis of monkeypox is essential for minimizing the 
negative impact on affected individuals and safeguarding 
public health [3]. 

According to the available data [3], there have been 2891 
confirmed monkeypox cases in the United States as of July 22, 
2022. Globally, there have been a total of 71,237 laboratory-
confirmed cases and 26 related deaths reported up to October 
6th, 2022 [2]. Among the six World Health Organization 
regions, the Americas demonstrated the highest total 
laboratory-confirmed monkeypox cases (45,342 cases), 
followed by the European Region (24,889 cases), the African 
Region (727 cases), the Western Pacific Region (189 cases), 
the Eastern Mediterranean Region (67 cases), and the South-
East Asia Region (23 cases) [2]. The nation with the highest 
cumulative monkeypox cases was the United States of America 
(26,723 cases), followed by Brazil (8,147 cases), Spain (7,209 

cases), France (4,043 cases), the United Kingdom (3,654 
cases), and Germany (3,640 cases) [2]. 

Traditional methods for detecting and diagnosing 
monkeypox, such as PCR testing, can be time-consuming and 
expensive. However, recent advancements in deep learning and 
machine learning models have provided an opportunity to 
develop an applied model for the classification and detection of 
monkeypox. By leveraging these technologies, the author aims 
to improve the efficiency and accuracy of monkeypox 
detection. 

By combining the insights gained from the analysis of the 
dataset, the author can enhance the author’s understanding of 
the current monkeypox outbreak and develop more effective 
strategies for its control and prevention. The proposed applied 
model, which integrates deep learning and machine learning 
models, holds promise for the timely and accurate 
classification and detection of monkeypox, thereby aiding in 
the mitigation of its impact on public health. 

The test results show that the model which combines deep 
learning and machine learning models achieves positive 
results, with accuracy being 0.97 and F1-score being 0.98. 

This research article has used the combination of deep 
learning models such as: ResNet-50, VGG16, MobileNet and 
machine learning models such as: Random Forest Classifier, 
K-Nearest Neighbors Classifier, Gaussian Naive Bayes 
Classifier, Decision Tree Classifier, Logistic Regression 
Classifier, AdaBoost Classifier to classify and detect 
monkeypox, with the foremost contributions of this paper are 
as follows: 

 The author introduces an innovative and advanced 
solution to effectively address the challenge of 
detecting monkeypox. 

 By combining deep learning and machine learning 
models, a formidable approach is devised to deliver 
exceptionally precise classification outcomes for 
monkeypox. 

 Finding the best set of hyperparameters with fine-
tuning. 

 Remarkable headway is made in accurately classifying 
instances of the monkeypox disease, marking a 
significant stride forward in this area of research. 

The article consists of five parts. Firstly, Section I serves as 
an introduction, providing a definition of the problem. Next, 
Section II presents related works that have been conducted. 
Moving on to Section III, the implementation method is 
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thoroughly explained. Section IV showcases the experimental 
results obtained from the research. Finally, in Section V, 
concluding remarks are provided to wrap up the article. 

II. RELATED WORK 

In this research [4], the author used these methods for data 
collection: Web-scraping for Image Collection, Expert 
Screening, Data Preprocessing, Augmentation. And using 
seven deep learning models named: ResNet-50, DenseNet121, 
Inception-V3, SqueezeNet, MnasNet-A1, MobileNet-V2, and 
ShuffleNet-V2-1× to conduct training on a dataset of diseases: 
Monkeypox, Chickenpox, Smallpox, Cowpox, Measles, 
Healthy; produced the best result in terms of accuracy (83%). 

In addition, in [5], the author aims to compare different pre-
trained deep learning (DL) models for Monkeypox virus 
detection on the disease dataset: Monkeypox, Chickenpox, 
Measles, Normal. Those deep learning models are VGG16, 
ResNet, Inception-V3, InceptionResNet, Xception, MobileNet, 
DenseNet, EfficientNet; produced the best result in average 
Precision, Recall, F1-score, and Accuracy of 85.44%, 85.47%, 
85.40%, and 87.13% respectively. 

Furthermore, in [6] researcher examines various deep 
convolutional neural network (CNN) models and several 
machine learning classifiers to detect monkeypox disease by 
analyzing skin images. Specifically, the study utilizes 
bottleneck features from three CNN models (AlexNet, 
GoogleNet, and Vgg16Net) in conjunction with multiple 
machines learning classifiers, including SVM, KNN, Naïve 
Bayes, Decision Tree, and Random Forest. The findings 
indicate that when using Vgg16Net features, the Naïve Bayes 
classifier achieves the highest accuracy rate of 91.11%. 

Moreover, within [7], the author employs deep learning 
techniques to identify Monkeypox in digital images of skin. 
Various models including Support Vector Machines, ResNet-
50, VGG16, SqueezeNet, and InceptionV3 were utilized. The 
skin data was acquired from Google using web-scraping 
techniques with Python's BeautifulSoup, SERP API, and 
requests libraries. The most successful model among them was 
VGG16, with an accuracy of 0.96 and an F1-score of 0.92. 

In [8], the researcher employed several techniques to gather 
data, including web scraping, expert screening, data 
preprocessing, and data augmentation. Two deep learning 
models, namely AlexNet and VGG16, were utilized to train on 
a dataset comprising various diseases such as Monkeypox, 
Chickenpox, Measles, and Healthy. Notably, the VGG16 
model yielded the highest accuracy, reaching 80%. 

Additionally, in [9], the author the Kaggle Monkeypox 
Skin Lesion Dataset (MSLD) and the Monkeypox Skin Image 
Dataset (MSID) for their research purposes. Four deep neural 
networks were utilized for transfer learning, specifically 
Inception V3, ResNet 50 V2, MobileNet V2, and EfficientNet-
B4. The MobileNet achieved superior performance compared 
to the other networks on the MSID dataset, achieving a 
balanced accuracy of 96.55%. Conversely, for the MSLD 
dataset, Inception V3 exhibited the most favorable metrics, 
achieving a balanced accuracy of 94%. 

Within [10], the author aimed to integrate a well-trained 
deep learning (DL) algorithm and compare its performance 
against various other deep learning models. The disease dataset 
utilized in this research comprised Monkeypox and 
Chickenpox. The proposed convolutional neural network 
(CNN) model surpassed all other DL models, achieving a 
remarkable test accuracy of 99%. Moreover, a weighted 
average precision, recall, and F1 score of 99% were 
documented. Impressively, AlexNet demonstrated superior 
performance compared to other pre-trained models, achieving 
an accuracy of 98%. On the other hand, VGGNet, specifically 
VGG16 and VGG19, exhibited the lowest performance, with 
an accuracy of 80.00%. The ResNet-50 model attained an 
accuracy of 82%, while the InceptionV3 model achieved an 
accuracy of 89%. 

Besides, in [11], the author assessed the effectiveness of 
five commonly used pre-trained deep learning models, namely 
VGG19, VGG16, ResNet-50, MobileNetV2, and 
EfficientNetB3. The experimental findings indicate that the 
MobileNetV2 model outperformed the others in terms of 
classification performance. It achieved an accuracy rate of 
98.16%, a recall score of 0.96, a precision score of 0.99, and an 
F1-score of 0.98. Furthermore, when validating the model 
using different datasets, the MobileNetV2 model exhibited the 
highest accuracy of 94%. 

And recently, within [12], the author introduced and 
assessed a revised version of the DenseNet-201 deep learning-
based CNN model called MonkeyNet. By utilizing both the 
original and expanded datasets, this study put forward a deep 
convolutional neural network that demonstrated accurate 
identification of monkeypox disease. The accuracy achieved 
was 93.19% with the original dataset and 98.91% with the 
augmented dataset. The author employed the "MSID" dataset, 
which stands for "Monkeypox Skin Images Dataset." 

Finally, in [13], the author utilized several custom models 
including MobileNetV3-s, EfficientNetV2, ResNet-50, 
VGG19, DenseNet121, and Xception models. Among these 
models, the hybrid MobileNetV3-s model, which was 
optimized, performed the most outstandingly. It achieved an 
average F1-score of 0.98, an AUC of 0.99, an accuracy of 0.96, 
and a recall of 0.97. 

III. PROPOSED METHOD 

A. Background 

1) ResNet-50: ResNet stands for Residual Network and 

represents a distinctive variant of a convolutional neural 

network (CNN) that was first presented in the research paper 

titled "Deep Residual Learning for Image Recognition" in 

2015. The authors of the paper, He Kaiming, Zhang Xiangyu, 

Ren Shaoqing, and Sun Jian, introduced this concept. CNNs 

are widely utilized in various computer vision applications. 

ResNet-50, on the other hand, is a specific instance of a 

convolutional neural network that consists of 50 layers, 

including 48 convolutional layers, one MaxPool layer, and one 

average pool layer. Residual neural networks are a type of 

artificial neural network (ANN) that constructs networks by 
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assembling residual blocks [14]. The deep residual learning 

framework of ResNet is shown in Fig. 1. 

 

Fig. 1. Residual learning: a building block [15]. 

According to Fig. 1, the residual module in ResNet 
incorporates an identity mapping, resulting in a change of the 
network's output from F(x) to F(x) + x. Typically, deep 
networks exhibit higher training errors compared to shallow 
networks. However, by appending multiple layers of constant 
mapping (y = x) to a shallow network, it can be transformed 
into a deep network, thereby achieving the same training error 
as the original shallow network. This indicates that layers with 
constant mapping are effectively trained. In the case of the 
residual network, when the residual is 0, the stacking layer 
essentially performs constant mapping. Based on the 
conclusion, it can be inferred that, at the very least, the network 
performance will not deteriorate theoretically [16]. 

2) VGG16: VGG16 refers to the VGG model, additionally 

referred to as VGGNet. It is a convolution neural network 

(CNN) model supporting 16 layers. K. Simonyan and A. 

Zisserman from Oxford University proposed this model and 

published it in a paper called "Very Deep Convolutional 

Networks for Large-Scale Image Recognition" [17]. VGG16 

has been widely recognized as one of the top models in the 

ILSVRC-2014 competition, showcasing its superior 

performance. With the utilization of a dataset called 

ImageNet, which comprises over 14 million training images 

distributed across 1000 object classes, the VGG16 model 

achieves an impressive test accuracy of 92.7%. Notably, 

VGG16 builds upon the advancements made by AlexNet and 

introduces a significant improvement. Instead of employing 

larger filters, VGG16 replaces them with a series of smaller 

3×3 filters. In comparison, AlexNet employs an 11-sized 

kernel for the initial convolutional layer and a 5-sized kernel 

for the second layer [18]. The architecture of VGG16 is shown 

in Fig. 2. 

3) MobileNet: MobileNet is a CNN architecture designed 

for real-world applications, known for its efficiency and 

portability. Unlike previous architectures, MobileNets employ 

depthwise separable convolutions instead of standard 

convolutions to create lighter models. Additionally, 

MobileNets introduce two new global hyperparameters, 

namely width multiplier and resolution multiplier. These 

hyperparameters enable developers to make trade-offs 

between latency or accuracy, speed, and size according to 

their specific needs [20][21]. The architecture of MobileNet is 

shown in Fig. 3. 

 

Fig. 2. VGG16 architecture [19]. 

 

Fig. 3. MobileNet architecture. 

4) Random forest classification: The Random Forest is a 

well-known supervised learning technique in machine 

learning. It is widely used for both Classification and 

Regression tasks. It operates on the principle of ensemble 

learning, which involves combining multiple classifiers to 

tackle complex problems and enhance the model's 

performance. The term "Random Forest" refers to a 

classification algorithm that comprises numerous decision 

trees constructed on different subsets of the provided dataset. 

By averaging the results from these trees, it aims to improve 

the predictive accuracy of the dataset. Instead of relying solely 

on a single decision tree, the random forest considers the 

predictions from each tree and determines the final output 

based on the majority votes among the predictions. Increasing 

the number of trees in the random forest enhances its accuracy 

and helps avoid overfitting issues [22]. The architecture of 

Random Forest Classification is shown in Fig. 4. 

 

Fig. 4. Random forest classification architecture [23]. 
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5) K-nearest neighbors: The K-Nearest Neighbors 

algorithm, referred to as KNN or k-NN, is a supervised 

learning classifier that operates on the principle of proximity. 

It is a non-parametric method commonly employed for 

classification tasks, where it determines the grouping of a 

given data point by comparing its proximity to other data 

points. Although it can handle both regression and 

classification problems, it is primarily used as a classification 

algorithm, based on the underlying idea that similar points 

tend to be located close to each other. In classification 

problems, a majority vote is used to assign a class label to a 

data point. This means that the label which appears most 

frequently around the given data point is chosen. Although 

this type of voting is technically known as "plurality voting," 

it is more commonly referred to as "majority vote" in 

literature. The difference between these terms lies in the fact 

that "majority voting" technically implies a majority greater 

than 50%, which is typically suitable when there are only two 

categories. [24]. The architecture of K-Nearest Neighbors is 

shown in Fig. 5. 

 

Fig. 5. K-nearest neighbors architecture [25]. 

6) Gaussian Naive Bayes: Gaussian Naive Bayes (GNB) 

is a machine learning classification method that relies on the 

probabilistic approach and Gaussian distribution. It operates 

under the assumption that each parameter (referred to as 

features or predictors) possesses an independent ability to 

predict the output variable. By combining the predictions from 

all parameters, the method produces a final prediction, which 

represents the probability of the dependent variable being 

classified into different groups. The group with the highest 

probability is assigned as the final classification. Gaussian 

Naive Bayes classifiers are a set of classification algorithms in 

supervised machine learning that rely on the principles of the 

Bayes theorem. They are a straightforward classification 

approach with notable effectiveness. They are particularly 

useful when dealing with datasets containing numerous input 

dimensions. Additionally, Naive Bayes classifiers can handle 

intricate classification tasks with success [26]. The Bayes 

Theorem is shown here. 

 

7) Decision tree classification: A Decision Tree is a 

supervised learning technique used for classification and 

regression problems. It is a tree-like structure where internal 

nodes represent dataset features, branches are decision rules, 

and leaf nodes depict outcomes. Decision nodes make 

decisions with branches, while leaf nodes provide final 

outputs [27]. The general structure of a decision tree is shown 

in Fig. 6. 

 

Fig. 6. Decision tree structure [27]. 

8) Logistic regression: Logistic Regression is an 

algorithm in Machine Learning used for classification 

purposes. It predicts the likelihood of specific classes by 

considering dependent variables. Essentially, the logistic 

regression model adds up the input features (often including a 

bias term) and applies the logistic function to the result. The 

output of logistic regression always falls between 0 and 1, 

making it suitable for binary classification tasks. A higher 

value indicates a greater probability of the current sample 

being classified as class=1, and vice versa [28]. The 

architecture of Logistic Regression is shown in Fig. 7. 

 

Fig. 7. Logistic regression architecture [29]. 

The Formula for Bayes’s Theorem Is 

P(A|B) = 
𝑃(𝐴∩𝐵)

𝑃(𝐵)
 = 

𝑃(𝐴) .  𝑃(𝐵|𝐴)

𝑃(𝐵)
 

where: 

P(A) = The probability of A occurring 

P(B) = The probability of B occurring 

P(A|B) = The probability of A given B 

P(B|A) = The probability of B given A 

P(A∩B) = The probability of both A and B occurring 
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9) AdaBoost classifier: AdaBoost, also known as 

Adaptive Boosting, was introduced by Yoav Freund and 

Robert Schapire in 1996 as a type of ensemble boosting 

classifier. Its primary objective is to enhance the accuracy of 

classifiers by leveraging a combination of multiple classifiers. 

AdaBoost functions as an iterative ensemble technique, 

constructing a robust classifier by merge several classifiers 

that exhibit weak performance, thereby yielding a highly 

accurate and strong classifier. The fundamental idea 

underlying AdaBoost involves assigning weights to classifiers 

and training data samples during each iteration in a manner 

that guarantees precise predictions for atypical observations 

[30]. Fig. 8 illustrates the architecture of the lightweight CNN, 

which serves as the weak classifier in conjunction with 

AdaBoost. 

 

Fig. 8. AdaBoost [31]. 

B. Implementation Process 

The implementation and model-building process of this 
research can be broken down into six main steps, which are 
outlined in Fig. 9. 

 

Fig. 9. Implementation process. 

The initial step in this implementation involves the 
collection of data. The data was gathered by Sachin Kumar, 
Nafisa, Joydip Paul, Tazuddin Ahmed, and Tasnim Jahan 
Peana, and it was published in [32][33]. This dataset consists of 

659 images in JPG format. The second step entails applying a 
data augmentation technique to the original dataset. This 
process aims to increase the dataset's size, thereby contributing 
to improved accuracy. Moving on to the next step, various 
deep learning models, such as ResNet-50, VGG16, and 
MobileNet, are employed to extract features from the dataset. 
These extracted features are then combined with machine 
learning models, including Random Forest Classification, K-
Nearest Neighbors, Gaussian Naive Bayes, Decision Tree 
Classification, Logistic Regression, and AdaBoost Classifier, 
to produce highly accurate results. Once the training process is 
complete, the subsequent stage involves calculating and 
evaluating the accuracy of the models. Lastly, the final step 
focuses on presenting the achieved results. 

C. The Proposed Architecture for Monkeypox Classification 

In this research, the author proposes a combination model 
of deep learning model and machine learning model to obtain 
high-accuracy results. Initially, the author will gather 
monkeypox datasets from credible sources like Kaggle. To 
expand the dataset, the author will employ data augmentation 
techniques, resulting in a total of 4902 images. The subsequent 
phase involves extracting features from the dataset using deep 
learning models such as ResNet-50, VGG16, and MobileNet. 
After extracting the features, the author will merge them with 
various machine learning models, namely Random Forest 
Classification, K-Nearest Neighbors, Gaussian Naive Bayes, 
Decision Tree Classification, Logistic Regression, and 
AdaBoost Classifier. The next step involves obtaining the data 
from the training process performed by the machine learning 
models. The author will then calculate and evaluate this data to 
provide the final classification results for monkeypox. Through 
the author’s proposed model, the author has obtained highly 
positive outcomes. Specifically, combining the MobileNet 
deep learning model with Logistic Regression machine 
learning model yielded the following results: precision of 0.99, 
recall of 0.98, F1-score of 0.98, and accuracy of 0.97. Fig. 10 
illustrates the architecture the author proposes. 

 

Fig. 10. The proposed architecture for monkeypox classification. 

IV. EXPERIMENTS 

In this section, the authors will provide an overview of the 
dataset utilized in the experiments, including its characteristics. 
Subsequently, the dataset will be employed in three separate 
experiments. The first experiment details the utilization of deep 
learning models for classifying four classes. The second 
experiment describes the author’s proposed approach, which 
combines deep learning models with machine learning models 
to classify and detect Monkeypox. Lastly, the results obtained 
from the proposed model will be compared with state-of-the-
art methods. 
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A. Dataset 

In this section, the author conduct training on both deep 
learning models and machine learning models using two 
datasets: the Monkeypox Skin Lesion Dataset (MSLD) [32] 
and the Monkeypox Images Dataset (MID) [33]. These datasets 
have been subjected to data augmentation techniques, and the 
author compare the outcomes. The augmented dataset contains 
a larger amount of data compared to the original dataset. 
Specifically, the augmented dataset comprises 4902 images, 
while the original dataset consists of 659 images representing 
monkeypox, chickenpox, measles, and normal cases. The 
characteristics of the datasets are presented in Table I, and Fig. 
11, respectively. The range of image dimensions is 256x256 
pixels. Fig. 11 depicts the dataset's categories. 

 

Fig. 11. Dataset illustration for three categories of monkeypox images. 

TABLE I.  DATASET CHARACTERISTICS 

Labels Images 

Monkeypox 264 

Chickenpox 100 

Measles 80 

Normal 215 

B. Methods of Assessment and Comparison 

This experiment involves comparing the performance of 
the author’s proposed architecture, which combines a deep 
learning model and a machine learning model, with well-
known convolutional neural networks like ResNet-50, VGG16, 
and MobileNet, as well as state-of-the-art methods in terms of 
ACC and F1-score. 

The study conducted three experiments. In Experiment 1, 
only deep learning models were used for training, evaluation, 
and testing. In Experiment 2, the author’s proposed model was 
employed for training, evaluation, and testing. The final 
experiment involved comparing the results of the proposed 
model with those obtained in Experiment 1 and with state-of-
the-art methods. 

C. Scenario 1: using Deep Learning Models to Classify Four 

Classes (Monkeypox, Chickenpox, Measles, Normal)  

In this experiment, consistent hyperparameters were 
employed across all models, with epochs = {20}, batch sizes = 
{64}, and identical hidden layers for each model. The training 
outcomes for scenario 1 are presented in Table II. 

TABLE II.  RESULT OF USING DEEP LEARNING MODELS 

DL Model Pre Recall F1 ACC 

ResNet50 0.78 0.72 0.69 0.72 

MobileNet 0.97 0.97 0.97 0.97 

VGG16 0.56 0.5 0.45 0.5 

Based on the outcomes of the conducted experiment, it was 
observed that the MobileNet model achieved the most 
impressive performance, achieving accuracy of 0.97, F1-score 
of 0.97, recall of 0.97 and precision of 0.97. Conversely, the 
VGG16 model exhibited the poorest performance, achieving 
accuracy of 0.5, F1-score of 0.45, recall of 0.5, precision of 
0.56. The confusion matrices for these two models represent 
the experiment's top and bottom results, as shown in Fig. 12 
and 13, respectively. 

 

Fig. 12. The confusion matrix of MobileNet model. 

 

Fig. 13. The confusion matrix of VGG16 model. 

D. Scenario 2: Using Deep Learning Models with Machine 

Learning Models to Classify Four Classes (Monkeypox, 

Chickenpox, Measles, Normal) 

In this experiment, the author proposes a model by 
integrating deep learning and machine learning models. 
Specifically, deep learning models are used to extract features, 
which are then combined with machine learning models. The 
training outcomes for scenario 2 are presented in Table III. 
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TABLE III.  RESULT OF USING DEEP LEARNING MODELS WITH MACHINE 

LEARNING MODELS 

DL 

Model 
ML Model Dataset Pre Recall F1 ACC 

ResNet50 

Random 

Forest 
Classification 

Monkeypox 0.74 0.88 0.8 

0.69 
Chickenpox 0.63 0.43 0.51 

Measles 0.84 0.43 0.57 

Normal 0.61 0.88 0.72 

K-Nearest 

Neighbors 

Monkeypox 0.8 0.85 0.82 

0.73 
Chickenpox 0.59 0.6 0.6 

Measles 0.78 0.66 0.71 

Normal 0.71 0.75 0.73 

Gaussian 

Naive Bayes 

Monkeypox 0.73 0.27 0.39 

0.39 
Chickenpox 0.27 0.84 0.41 

Measles 0.5 0.09 0.15 

Normal 0.62 0.42 0.5 

Decision 

Tree 
Classification 

Monkeypox 0.68 0.71 0.69 

0.54 
Chickenpox 0.35 0.4 0.37 

Measles 0.45 0.43 0.44 

Normal 0.6 0.52 0.56 

Logistic 

Regression 

Monkeypox 0.85 0.85 0.85 

0.73 
Chickenpox 0.59 0.57 0.58 

Measles 0.7 0.69 0.7 

Normal 0.71 0.74 0.73 

AdaBoost 
Classifier 

Monkeypox 0.7 0.77 0.73 

0.63 
Chickenpox 0.45 0.45 0.45 

Measles 0.66 0.37 0.47 

Normal 0.66 0.81 0.72 

MobileNet 

Random 

Forest 
Classification 

Monkeypox 0.88 0.99 0.93 

0.84 
Chickenpox 0.87 0.66 0.75 

Measles 0.92 0.72 0.81 

Normal 0.75 0.93 0.83 

K-Nearest 

Neighbors 

Monkeypox 0.46 0.9 0.61 

0.57 
Chickenpox 0.76 0.51 0.61 

Measles 0.98 0.49 0.65 

Normal 0.61 0.22 0.32 

Gaussian 
Naive Bayes 

Monkeypox 0.9 0.92 0.91 

0.79 
Chickenpox 0.63 0.71 0.67 

Measles 0.83 0.66 0.73 

Normal 0.79 0.81 0.8 

Decision 
Tree 

Classification 

Monkeypox 0.78 0.81 0.79 
0.64 

Chickenpox 0.47 0.52 0.5 

DL 

Model 
ML Model Dataset Pre Recall F1 ACC 

Measles 0.55 0.48 0.51 

Normal 0.69 0.65 0.67 

Logistic 

Regression 

Monkeypox 0.99 0.98 0.98 

0.97 
Chickenpox 0.94 0.97 0.95 

Measles 0.96 0.96 0.96 

Normal 0.98 0.97 0.98 

AdaBoost 

Classifier 

Monkeypox 0.69 0.83 0.75 

0.65 
Chickenpox 0.47 0.45 0.46 

Measles 0.6 0.51 0.55 

Normal 0.79 0.7 0.75 

VGG16 

Random 

Forest 

Classification 

Monkeypox 0.88 0.96 0.92 

0.83 
Chickenpox 0.85 0.57 0.68 

Measles 0.9 0.74 0.81 

Normal 0.71 0.94 0.81 

K-Nearest 

Neighbors 

Monkeypox 0.88 0.87 0.87 

0.75 
Chickenpox 0.81 0.6 0.69 

Measles 0.53 0.94 0.68 

Normal 0.86 0.51 0.64 

Gaussian 

Naive Bayes 

Monkeypox 0.78 0.77 0.77 

0.64 
Chickenpox 0.51 0.37 0.43 

Measles 0.49 0.59 0.54 

Normal 0.63 0.7 0.67 

Decision 

Tree 

Classification 

Monkeypox 0.77 0.77 0.77 

0.66 
Chickenpox 0.5 0.59 0.54 

Measles 0.65 0.54 0.59 

Normal 0.64 0.63 0.63 

Logistic 

Regression 

Monkeypox 0.97 0.97 0.97 

0.93 
Chickenpox 0.9 0.84 0.87 

Measles 0.92 0.95 0.94 

Normal 0.89 0.92 0.9 

AdaBoost 

Classifier 

Monkeypox 0.73 0.79 0.76 

0.64 
Chickenpox 0.47 0.48 0.47 

Measles 0.54 0.41 0.47 

Normal 0.68 0.72 0.7 

Based on the outcomes of the conducted experiment, it was 
observed that the combination of MobileNet model and 
Logistic Regression model achieved the most impressive 
performance, achieving accuracy of 0.97, F1-score of 0.98, 
recall of 0.98, and precision of 0.99. Conversely, the 
combination of ResNet50 model and Gaussian Naive Bayes 
model exhibited the poorest performance, achieving accuracy 
of 0.39, F1-score of 0.39, recall of 0.27, precision of 0.73. The 
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confusion matrices for these two models represent the 
experiment's top and bottom results, as shown in Fig. 14 and 
15, respectively. 

 

Fig. 14. The confusion matrix of combination between MobileNet and 

Logistic Regression model. 

 

Fig. 15. The confusion matrix of combination between ResNet50 and 

Gaussian Naive Bayes model. 

E. Scenario 3: Using Deep Learning Models to Classify and 

Detect Monkeypox 

Table IV compares the performance of current methods for 
detecting Monkeypox using the author’s proposed architecture. 
It is evident that the proposed model has achieved encouraging 
outcomes when compared to previous similar tasks. The above 
experimental results clearly indicate the suitability of the 
author’s proposed model for image based Monkeypox 
classification. By combining the extracted features of the deep 
learning model and utilizing them in the machine learning 
model, the author’s proposed approach outperforms other 
experimental models. Furthermore, the author conducts a 
comparison of the author’s method with the average outcomes 
of ratios and state-of-the-art techniques. The confusion matrix 
of the proposed model in Scenario 2 and performance 

comparison with previous similar studies as shown in Fig. 16 
and Table IV. 

 

Fig. 16. The confusion matrix of the proposed model in Scenario 2 

(combination between MobileNet and logistic regression model). 

TABLE IV.  PERFORMANCE COMPARISON WITH PREVIOUS SIMILAR 

STUDIES 

Ref. Dataset Architecture ACC 

[4] 
Web-
scraping 

CNN 0.83 

[7] 
Web-

scraping 
CNN 0.96 

[8] 
Web-
scraping 

CNN 0.8 

[9] 
MSLD, 

MSID 
CNN (MobileNet V2) 0.96 

[12] MSID CNN 0.93 

Ours 
MID, 

MSLD 

MobileNet & Logistic Regression for 4 

classes 
0.97 

Ours MID, MSLD MobileNet for 4 classes 0.97 

V. CONCLUSION 

Nowadays, health issues are becoming more and more 
important, especially concerns about sudden outbreaks of 
diseases and traditional disease detection methods which can 
be time-consuming and expensive. Therefore, it has 
highlighted people's need and interest in tools that support 
accurate and fast diagnosis. This research paper mentions the 
application of deep learning and machine learning models to 
support accurate and fast diagnosis of monkeypox. Through 
fine-tuning hyperparameters, this approach achieves 
remarkable accuracy in classification, signifying significant 
progress in monkeypox research. The author proposes to use a 
deep learning model called "A" to extract the feature from the 
dataset and then use that feature in conjunction with a machine 
learning model called "B" to get highly accurate results. For 
instance, the author use MobileNet deep learning model 
combined with Logistic Regression machine learning model 
gives very positive results: precision is 0.99, recall is 0.98, F1-
score is 0.98 and accuracy is 0.97. These findings contribute to 
the development of rapid and accurate diagnostic tools, 
improving the detection and early diagnosis of monkeypox to 
minimize its negative impact on public health. Improved 
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diagnostics can also enhance patient outcomes and bolster 
global health security by strengthening the author’s 
preparedness for infectious disease outbreaks. Collaboration 
among researchers, healthcare institutions, and governments is 
crucial to driving the widespread adoption of these advanced 
tools and creating a more resilient global health community. In 
the future, the author plans to incorporate the "segmentation" 
technique for image analysis, aiming to delineate the affected 
areas and enhance the accuracy of this proposed method. This 
addition will facilitate the precise identification of the diseased 
regions. 
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Abstract—Scholarship management is a crucial aspect of 

higher education systems, aimed at supporting deserving 

students and reducing financial barriers. However, traditional 

scholarship management processes often suffer from challenges 

such as a lack of transparency, inefficient communication, and 

difficulty tracking and verifying scholarship applications. 

Recently, Blockchain technology has emerged as a potential 

solution to address these issues, offering a decentralized, 

transparent, and secure framework for scholarship management. 

Blockchain technology has emerged as a promising solution to 

address the challenges faced in scholarship management. 

However, existing literature lacks comprehensive solutions in 

critical areas such as scholarship management, storage facilities, 

payment systems, monitoring and auditing, and experimental 

validation. This research introduces an innovative smart 

scholarship management system leveraging Blockchain 

technology to overcome these limitations. The research presents 

an Ethereum-based implementation utilizing Solidity for 

backend smart contracts and ReactJS for the front end. 

Experimental evaluation validates the transaction execution gas 

costs and deployment cost. 

Keywords—Blockchain; smart scholarship management; smart 

contract; solidity 

I. INTRODUCTION 

The landscape of higher education has witnessed the 
emergence of several dynamic initiatives, notably scholarships 
designed to empower economically disadvantaged students. 
These scholarships are designed to support deserving 
individuals pursuing their undergraduate and postgraduate 
studies, with each country having its own dedicated program. 
Scholarships funded by diverse entities, such as non-
governmental organizations (NGOs), private donors, and 
corporate social responsibility initiatives, play a pivotal role in 
mitigating the financial burdens faced by students. However, 
the application process for these scholarships presents various 
challenges. These challenges include difficulty tracking 
application forms, potential loss of documents during transit, 
inadequate communication between students and their funders 
or NGO partners, and a lack of transparency. To overcome 
these limitations, this study presents an innovative smart 
scholarship management system built on Blockchain 
technology. The proposed system leverages Blockchain 
technology and integrates Smart Contracts to establish a user-
friendly student environment, facilitating seamless and 

transparent communication between students and their 
respective NGOs. 

A. Blockchain Technology and its Applications 

Initially introduced as the underlying technology for crypto 
currencies like Bitcoin, Blockchain technology has gained 
significant attention due to its potential applications beyond 
finance [14]. The literature emphasizes the key features of 
Blockchain, including decentralization, immutability, 
transparency, and security [13]. Researchers have explored its 
applications in various sectors, including supply chain 
management, healthcare, and identity management [13]. 
However, limited studies have focused specifically on its 
application in scholarship management. 

The study's structure for the remaining sections is as 
follows: 

Section II conducts an extensive literature review, 
summarizing various Blockchain-based frameworks for 
efficient smart scholarship management. It offers a detailed 
exposition of the system's workflow and architectural design. It 
includes in-depth discussions of system components and 
employed algorithms and provides evidence of feasibility. 
Section III presents study outcomes, featuring visual 
representations like deployment and transaction cost graphs 
related to various smart contract functions. Finally, Section IV 
summarizes the study's findings and concludes with remarks 
highlighting the research's significance and implications. 

II. RELATED WORK 

A. Traditional Scholarship Management Systems 

Traditional scholarship management systems suffer from 
centralization, lack of transparency, and vulnerability to 
tampering. This research article introduces a decentralized 
Blockchain-based framework for smart scholarship 
management to address these limitations. 

The framework involves three key stakeholders: donors, 
students, and NGOs. Donors include individual contributors, 
industrial corporate social responsibility (CSR), and 
governmental scholarship funds. Students are the beneficiaries 
who receive scholarships through NGOs, while NGOs serve as 
intermediaries responsible for record-keeping and auditing. 
The traditional centralized approach lacks transparency, 
traceability, and auditability, making it susceptible to attacks 
and manipulation. These challenges can be overcome by 
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leveraging a decentralized Blockchain framework, leading to a 
more efficient and secure scholarship management system. 

 
Fig. 1. Supply chain: Scholarship management process. 

Fig. 1 shows the supply chain of a Blockchain-based smart 
scholarship system. 

1) Stakeholder analysis: This section comprehensively 

analyzes the three major stakeholders in the traditional 

scholarship management system: donors, students, and NGOs. 

It discusses the roles and functionalities of each stakeholder, 

emphasizing the importance of their involvement in the 

scholarship management process. 

 
Fig. 2. Traditional scholarship management system. 

The end users and their role and the operation the end user 
is performing with the system are depicted in Fig. 2. The 
students and Donors are considered an actor, and the NGO is 
considered a system with which donors and students perform 
different operations represented by different use cases. The 
depiction of end users and their roles and operations within the 
system is illustrated in Fig. 2. In this context, students and 
donors are regarded as actors. At the same time, the NGO is 
considered the system with which donors and students engage 
in various operations, each represented by distinct use cases. 

2) Donors: Donors are of different types, including 

individual contributors, industrial CSR funds, and 

governmental scholarship funds. It highlights their functions, 

such as making donations and accessing tracking and 

auditability features. Blockchain enhances the integrity and 

transparency of this innovative fundraising approach, making 

it even more reliable [18]. 

3) Students: Students are the beneficiaries of scholarships. 

It discusses their roles in applying for scholarships and 

receiving funds through NGOs. It also emphasizes the 

importance of secure and efficient fund transfer mechanisms. 

4) NGOs: NGOs act as intermediaries between donors 

and students. It outlines their responsibilities, including 

receiving donations, approving and transferring scholarships, 

and maintaining a ledger of all transactions. This emphasizes 

the significance of accurate record-keeping and auditing in 

ensuring transparency and accountability. 

This research article introduces CryptoScholarChain, an 
innovative framework for managing scholarships that leverages 
Blockchain technology and smart contracts to enhance 
transparency, traceability, and efficiency in the scholarship 
ecosystem. Proposed system addresses the limitations of 
existing approaches and aims to improve the scholarship 
application process and financial transactions. Additionally, 
research work provides a prototype implementation of the 
framework using the Solidity programming language on the 
Ethereum platform. 

B. Challenges in Traditional Scholarship Management 

The traditional scholarship management system's 
limitations include its centralized and manual nature. It 
discusses the lack of transparency, traceability, and 
auditability, making it prone to attacks and tampering. This 
section examines the challenges associated with traditional 
scholarship management processes. Literature highlights issues 
such as lack of transparency in the selection process, 
difficulties verifying applicant information, delays in fund 
disbursement, and ineffective communication between 
students, scholarship providers, and educational institutions. 
These challenges have led researchers and practitioners to 
explore Blockchain technology as a potential solution. 

In [11, 15, and 4], this research article provides an 
overview that explores different aspects of innovative models 
and frameworks within philanthropy, crowdfunding, and 
distributed ledger technology (DLT) like Blockchain. Each 
paper contributes to the understanding and advancement of 
community-based solutions, public welfare crowdfunding, 
decentralized electronic donation frameworks, and the 
relationship between charity, trust, accountability, and DLT. 
The findings and recommendations from these papers 
underscore the importance of collaboration among various 
stakeholders to address global challenges and support 
philanthropic engagement on a larger scale [11, 15, 4]. 

In [21, 11], this research article explores Blockchain 
technology’s application in various aspects of charity, 
crowdfunding, and nonprofit organizations (NPOs). The papers 
discuss frameworks for a transparent and auditable charity 
collection, Blockchain-based crowdfunding platforms, charity 
systems, and the sustainable development of NPOs using 
Blockchaintechnology. These studies contribute to advancing 
transparent and efficient systems for managing charitable 
activities, improving crowdfunding platforms, enhancing the 
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accountability of charity systems, and promoting the 
sustainable development of NPOs [21, 11]. 

C. Comparative Analysis 

The literature reveals several benefits of implementing 
Blockchain-based frameworks for smart scholarship 
management. These include increased transparency, improved 
data integrity, enhanced security, streamlined communication, 
and reduced administrative overheads. Blockchain-based 
systems also enable efficient tracking and verification of 
scholarship applications, ensuring fairness and reducing the 
potential for fraud. Table I discusses the features and limitation 
of the existing literature. 

TABLE I.  ADVANTAGES AND LIMITATIONS OF EXISTING SYSTEMS 

Authors System Features Limitations 

Li Q et al. 

[19] 

Charity 

application based 

on Blockchain 

technology 

Secure and 

transparent charity 

applications 

Limited 

scalability, 

potential 

regulatory 

challenges 

Turkanović 

M et al. [23] 

Blockchain-based 

higher education 
credit platform 

Streamlined credit 

transfer and 
recognition in higher 

education 

Dependence on 

network 
connectivity, 

potential 

resistance to 
change 

Rangone A 

et al. [9] 

Managing Charity 

4.0 with 
Blockchain during 

Covid-19 

Enhanced 

transparency and 
accountability in 

charity operations 

Adoption 

challenges, 
integration 

with existing 

systems 

Farooq MS 
et al. [8] 

Transparent and 
auditable charity 

collection using 
Blockchain 

Transparency and 
Auditability in the 

Charity Collection 

Technical 
complexity, 

integration 
with existing 

systems 

Wu H et al. 

[24] 

The reliable 

service system of 
charity donations 

during the Covid-

19 outbreak 

Enables reliable 

charity donations 
during the Covid-19 

outbreak 

Limited to the 

context of the 
Covid-19 

outbreak 

Tomlinson 

B et al. [22] 

Sustainability 

analysis of 

"Blockchain for 
Good" projects 

Assessing the 

sustainability of 

Blockchain projects 
for social good 

Project-specific 

findings, 

limited 
generalizability 

RejebDet al. 

[20] 

Contributions of 

Blockchain and 

Smart Contracts 
to the Zakat 

Management 

System 

Enhanced efficiency 

and transparency in 

Zakat management 

Adoption 

challenges, 

regulatory 
considerations 

Cerf M et al. 

[5] 

Improving 

decision-making 

for the public 
good using 

Blockchain 

Transparent and 

accountable decision-

making for the public 
good 

Technical 

complexity, 

scalability 

AlassafAOet 

al. [1] 

Decentralized 

fundraising and 
distribution using 

Blockchain 

Decentralized 

fundraising and 
distribution for 

charities 

Adoption 

challenges, 
potential 

security risks 

ElsdenCet 
al. [6] 

Co-designing 
Blockchain 

applications for 

charitable giving 

Exploring co-
designing of 

Blockchain 

applications for 
charitable giving 

Context-
specific 

findings, 

limited 
generalizability 

KakraniaAet 

al. [16] 

Secure E-

Donation System 

Provides a secure e-

donation system 

Technical 

complexity, 

using Blockchain 

Technology 

leveraging 

Blockchain 

user adoption 

challenges 

Cali et al [4] Novel Donation-

Sharing 

Mechanisms to 
Contend Energy 

Poverty Problem 

Addresses energy 

poverty through 

novel donation-
sharing mechanisms 

Limited to the 

energy poverty 

problem 
context 

Shin EJet al. 

[21] 

Sustainable 

development of 
NPOs with 

Blockchain 

technology 

Investigates 

sustainable 
development of 

nonprofit 

organizations using 
Blockchain 

Context-

specific 
findings, 

limited 

generalizability 

Hassija Vet 

al. [11] 

BitFund: A 

Blockchain-based 
crowdfunding 

platform for the 

future smart and 
connected nation 

Facilitates 

Blockchain-based 
crowdfunding for 

smart and connected 

nations 

Limited to the 

crowdfunding 
context 

Khanolkar 

AA et al. 
[17] 

Blockchain-based 

Trusted Charity 
Fundraising 

Ensures trust and 

transparency in 
charity fundraising 

Technical 

complexity, 
adoption 

challenges 

The Table II discusses about Comparative analysis of 
existing literature. The table summarizes various research 
studies on Blockchain applications for charity and social good. 
It highlights the systems or frameworks developed in each 
study, their key features, and the limitations or challenges they 
face. These studies collectively explore how Blockchain 
technology can enhance transparency, accountability, and 
efficiency in charitable activities while acknowledging the 
obstacles, such as technical complexity and adoption 
challenges that must be addressed for successful 
implementation. 

TABLE II.  COMPARATIVE ANALYSIS 

Authors Objective 1 2 3 4 5 

Muhammad 
ShoaibFarooq et 

al. [8] 

Secure collection of 
donations 

Y Y Y N N 

H.L. Gururaj et 

al. [12] 

Secure crowdfunding Y Y Y N N 

Baokun Hu et al. 

[3] 

Create a trustworthy 

network for charity 

foundations 

Y Y N N N 

Eun-Jung Shin, 
Hyoung-Goo 

Kang et al.[7] 

Improve trust in 
philanthropic organizations 

Y Y N N N 

Rangone et al. [9] Highlight the impact of 
Blockchain on the 

development of charity 4.0 

Y Y N N N 

Li et al. [19] Increase charity 

transparency and credibility 
in China 

Y Y Y N N 

Bedi P et al.[2] 

Automated scholarship 

distribution, reduced 
administrative overhead 

Y Y N N Y 

Purposed 

CryptoScholarChain: 

Blockchain-based 
framework for smart 

scholarship management 

Y Y Y Y Y 

*1- Architecture and Framework, 2- Algorithm, 3- Performance evaluation,4- IPFS storage,5-
Scholarship management, and tracking, Y-Yes, N-No 

Table II summarizes various authors' objectives and the 
presence of key features in their research related to Blockchain 
applications in charity and scholarship management. The 
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majority aim to enhance security and transparency in these 
domains, with some focusing on automated processes and 
reduced administrative overhead. The proposed 
CryptoScholarChain framework encompasses these objectives 
and features comprehensively. 

D. Benefits of Blockchain-based Scholarship Management 

Blockchain-based Frameworks for Smart Scholarship 
Management: Several studies have proposed frameworks to 
enhance scholarship management processes. These frameworks 
leverage the inherent features of Blockchain to address the 
challenges faced in traditional systems. For example, a 
Blockchain-based framework ensures transparency by 
recording scholarship-related transactions on a distributed 
ledger, making them accessible to all stakeholders. Smart 
contracts powered by Blockchain enable automating 
application verification, fund disbursement, and scholarship 
agreement enforcement. Nonprofit organizations leverage 
blockchain technology to open up opportunities for global 
donations from a diverse range of donors [10]. 

E. CryptoScholarChain 

CryptoScholarChain is a novel framework that utilizes 
Blockchain technology and smart contracts to revolutionize the 
management of scholarships. Proposed system ensures trust, 
accountability, and traceability in the scholarship process by 
providing an immutable and transparent audit trail. The 
research discusses how CryptoScholarChain overcomes the 
limitations of traditional approaches, such as lack of 
transparency and difficulty in tracking donations. 

F. Ensuring Transparent and Prompt Financial Transactions 

CryptoScholarChain recognizes the importance of financial 
transparency and timely payments' importance in scholarship 
management. To address this, CryptoScholarChain 
incorporates a secure payment mechanism within the system. 
This feature guarantees transparency and facilitates seamless 

transactions between donors, NGOs, and students, ensuring 
that scholarship funds reach the intended recipients promptly. 

CryptoScholarChain integrates corporate social 
responsibility (CSR) funding through NGOs and government-
sponsored scholarship programs, providing students with 
diverse scholarship opportunities. By leveraging these funding 
sources, framework facilitates access to scholarships and 
streamlines the application process, making it more efficient 
and inclusive. 

G. Prototype Implementation on the Ethereum Platform 

 To validate the feasibility and effectiveness of 
CryptoScholarChain, provide a prototype implementation 
using the Solidity programming language on the Ethereum 
Blockchain. This implementation demonstrates the practicality 
of proposed framework and serves as a basis. 

It includes in-depth discussions of system components and 
employed algorithms and provides evidence of feasibility.  

Decentralized Blockchain-Based Framework -introduces 
the proposed decentralized Blockchain-based framework for 
smart scholarship management. 

H. The Flow of the System 

The flow of the system involves the registration of donors 
and students, verification by NGOs, authentication of donor 
proofs, storage of required documents on a distributed storage 
platform, the opening of donation calls by NGOs, deployment 
of smart contracts on the EthereumBlockchain, and the creation 
of a decentralized application (DApp) for interaction between 
donors, students, and NGOs. 

I. The Architecture of the Proposed System 

Fig. 3 depicts the overall system components of the 
proposed framework. The system hosts a set of smart contracts 
(Registra tionSc, MakeDonationSc, TransferscholarshipSc, 
ApplyForScholarshipSc). 

 
Fig. 3. Overall architecture of the proposed system.
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J. Module and Algorithms of the Proposed System 

1) Registration: The system requires users to register their 

information through the RegistrationSc smart contract. The 

information is encrypted using the Attribute Authority's public 

key to maintain privacy. Verification is conducted through an 

automated API or offline document verification, with scanned 

documents stored on a decentralized system like IPFS. The 

encrypted file hash is stored on the Blockchain for identity 

verification. The charity publishes verification results and 

parameters on the Blockchain through the smart contract for 

transparency and reliability. Registration describes the first 

step of the flow, where donors and students register on the 

platform. NGOs are responsible for verifying the registrations 

and assigning unique IDs to the stakeholders. The verification 

process ensures the authenticity and credibility of the 

participants. 

Authentication and Document Storage focus on the 
authentication of donor proofs. Donors are required to provide 
necessary documents for authentication, such as registration 
numbers and related documents for industry CSR funds. These 
proofs are securely stored on a distributed platform like the 
InterPlanetary File System (IPFS). Students need to provide 
various documents, including unique identification numbers 
(such as Aadhaar Card Number), college ID, fee receipts, 
family income proofs, and mark sheets for 10th and 12th grade. 
These documents are also stored on the IPFS platform for 
secure and accessible storage. 

2) Make donations: NGOs open calls for donations for 

different scholarship projects, creating opportunities for 

donors to contribute. The donation process involves various 

types of donors, including individual contributors, industrial 

CSR funds, and governmental scholarship funds. Each type of 

donor has a specific function in providing financial assistance 

to deserving individuals or students. Individual contributors 

donate personal funds directly to scholarship programs or 

organizations. Industrial CSR funds are contributed by 

companies as part of their social initiatives and are allocated to 

support education and scholarships. Governmental scholarship 

funds are allocated by governments to promote equal 

opportunities and are managed by government agencies. 

Donors also have access to tracking and auditability features, 

allowing them to monitor the utilization of their funds and 

ensure transparency and accountability. These features help 

donors assess the impact of their contributions and make 

informed decisions for future donations. 

Algorithm 1:Algorithms for MakeDonationSC 

Contract MakeDonation uses Register 
               balanceOf<- mapping that stores the address of accounts 
procedure donate(User id, Amount) 
               require for checking that the sender is the owner 
               call procedure sendViaCall 
               increment balanceOf[owner] by amount  
return true 
end procedure 
procedure sendViaCall(Owner Address) 
                Send ether to the owner's address 
end procedure 

Algorithm 1 extends the Register contract and adds the 
functionality to make donations by calling the donate function. 
The sendViaCall function is used to send Ether to the owner's 
address. The balance of mapping keeps track of the balance for 
each address. 

3) Transfer scholarship: The approval and transfer of 

scholarships follow a structured process. Students submit their 

applications, undergo evaluation based on criteria, and receive 

approval notifications. Documentation submission is required 

from approved recipients. Upon acceptance, the scholarship 

funds are transferred to designated accounts. Recipients are 

monitored for compliance with requirements, and the 

TransferScholarshipSC smart contract facilitates the entire 

process. 

Algorithm 2:TransferScholarshipSC 

Contract TransferScholarship uses MakeDonation, Register{ 
 Student Address<- store address of users where the role is 
student 
procedurecompareStrings(String1,String2) 
               return true if strings are equal 
end procedure 
procedureaddAddress() 
                 for i<donors.length do 
                         if compareStrings 
studentAddress<- donors[i].address 
                 end for 
end procedure 
procedure Transfer() 
                 for i<studentAddress.length do 
callSend Via Call function 
end procedure 

K. Proof of Concept 

The proof of concept for the solution was implemented on 
the Ethereum platform, employing Solidity as the 
programming language. The frontend interface was developed 
using ReactJS to ensure a user-friendly experience. To securely 
store the documents uploaded by the stakeholders, such as 
Aadhaar cards or ID cards, integrated the InterPlanetary File 
System (IPFS) as a decentralized storage solution. 

III. RESULTS AND DISCUSSIONS 

The factors influencing the deployment cost of a smart 
contract on the Ethereum network are represented in equations: 

 Contract Complexity: C 

 Contract Size: S: The complexity of the smart contract 
code. 

 Initialization Code: I: The size of the compiled 
bytecode of the smart contract. 

 Gas Price: GP: Additional computations performed 
during contract initialization. 

 Gas Limit: GL: The price set for each gas unit in gwei. 
The maximum amount of gas allowed for the 
deployment transaction. 

 Network Conditions: NC: The state of the Ethereum 
network, including congestion and demand. 
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 With these parameters, the equation for estimating the 
deployment cost of a smart contract can be written as 
follows: 

Deployment Cost = (𝐶 + 𝑆 + 𝐼) ∗ 𝐺𝑃      (1) 

Equation (1) assumes that the gas used during deployment 
(C + S + I) does not exceed the gas limit (GL) set for the 
transaction. If the gas limit is insufficient, the deployment may 
fail. 

The effect of network conditions (NC) on the gas price 
(GP) is not directly represented in the equation, as it is dynamic 
and can change rapidly. It is important to consider the current 
gas prices and network conditions when setting the gas price 
for accurate cost estimation. 

TABLE III.  DEPLOYMENT COST OF CONTRACT 

The deployment cost of each contract 

Smart Contract 
Transaction 

gas cost(gwei) 
Actual Cost(ether) USD 

RegisterSC 969111 0.000969111 1.69 

MakeDonationSC 1195306 0.001195306 2.08 

TransferScholarshipSC 1835557 0.001835557 3.2 

Table III depicts the smart contract deployment costs 
analysis, indicating that the contract functionality's complexity 
influences the associated expenses on the Blockchain. The 
results emphasize the importance of considering contract 
complexity and associated costs in Blockchain projects. 
Further research is needed to explore deployment costs in 
various contexts and optimize resource allocation for efficient 
contract deployment. 

 
Fig. 4. Graph of deployment cost of the contract 

Fig. 4 depicts the graph of the smart contract's deployment 
cost. The findings reveal that the gas costs for RegisterSC, 
MakeDonationSC, and TransferScholarshipSC were 969,111 
gwei, 1,195,306 gwei, and 1,835,557 gwei, respectively. This 
translates to actual costs of $1.69, $2.08, and $3.2.The 
execution cost of each function in a smart contract is 
determined by the computational work required to execute the 
instructions within the function. This computational work is 

measured in terms of gas, a unit of measurement in the 
Ethereum network.The gas cost for each operation within a 
function is predefined and can be obtained from the Ethereum 
Yellow Paper or by analyzing the EVM (Ethereum Virtual 
Machine) opcode used by the function. Each opcode has a 
specific gas cost associated with it. To calculate the execution 
cost of a function, need to sum up the gas costs of all the 
operations executed within that function.For example, if a 
function consists of multiple operations with gas costs G1, G2, 
G3, ...,Gn, the execution cost of the function would be: 

Execution Cost = G1 + G2 + G3+. . . +Gn     (2) 

The execution cost is typically expressed in gas, and the gas 
cost can convert to Ether (ETH) by dividing by 1,000,000,000 
(since there are 1,000,000,000 gwei in 1 ETH). 

TABLE IV.  EXECUTION COST OF EACH FUNCTION 

Execution cost  of each function 

Function 
Transaction gas 

cost(gwei) 
Actual Cost(ether) USD 

Random 22323 0.000022323 0.039 

registerMe 209555 0.000209555 0.37 

seeDonors 2812 0.000002812 0.0049 

Donate 49874 0.000049874 0.087 

sendViaCall 22304 0.000022304 0.039 

compareStrings 24297 0.000024297 0.042 

addAddress 23347 0.000023347 0.041 

Transfer 23391 0.000023391 0.041 

Table IV depicts the transaction gas cost of functions and 
converted actual cost in ether and its equivalent USD cost 
(subject to USD value at the time of testing). The findings are 
as follows. 

 The research analysis of the execution cost of each 
function reveals significant variation in transaction 
costs, ranging from 0.0049 to 0.37 ether. 

 Functions like "seeDonors" and "sendViaCall" have 
lower costs, making them more cost-effective options 
for executing transactions. 

 The "register" function stands out with a higher cost of 
0.37 ether, suggesting the need for optimization to 
reduce expenses. 

 Developers should carefully consider the cost 
implications of each function and explore strategies to 
minimize transaction costs, such as code optimization 
and efficient resource allocation. 

 Overall, cost optimization is crucial for enhancing the 
efficiency and affordability of smart contract 
execution. 
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Fig. 5. Graph of execution cost of function. 

Fig. 5 depicts the transaction cost (gwei) graph of functions 
written in smart contracts. Graph with the name of functions on 
the X-axis and transaction cost on the Y-axis. 

 
Fig. 6. Line graphs of functions. 

Fig. 6 is a line graph illustrating the gas costs of various 
functions in the smart contract, and understanding gas costs 
aids in estimating transaction fees and optimizing smart 
contract execution. Overall, the line graph visually represents 
the varying gas costs across different functions. 

IV. CONCLUSION 

The features of the proposed system for smart scholarship 
management, including tamper-proof documents, immutable 
smart contracts, and transparency through a distributed ledger, 
offer significant advantages over traditional systems. These 
features enhance the system's integrity, security, and fairness, 
increasing donor confidence and improving scholarship 
management practices. The proposed system could 
revolutionize the scholarship management landscape, 
benefiting donors and deserving students. 

The CryptoScholarChain framework introduces a new 
paradigm in scholarship management by leveraging 
Blockchain technology and smart contracts. Proposed system 
promotes transparency, traceability, and efficiency, addressing 
the shortcomings of traditional approaches. By integrating 

corporate social responsibility funding and government 
scholarship programs, CryptoScholarChain aims to provide 
equal access to scholarships for students. The prototype 
implementation showcases the feasibility of framework and 
paves the way for future research and deployment of 
Blockchain-based scholarship management systems. In future 
research, exploring Attribute-Based Access Control (ABAC) as 
a privacy control mechanism in Blockchain is crucial. While 
Blockchain is secure with cryptography, reliance on third-party 
oracles and the unsecured InterPlanetary File System (IPFS) 
for storage poses risks. Addressing this vulnerability by 
developing secure storage solutions tailored for Blockchainis a 
promising research direction, ensuring data integrity and 
privacy. 
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Abstract—In today's rapidly advancing technological 

landscape and evolving business paradigms, the pursuit of 

insightful patterns and concealed knowledge beyond 

conventional big data becomes imperative. This pursuit serves a 

crucial role in aiding stakeholders, particularly in the realms of 

tactical decision-making and forecasting, with a particular focus 

on business strategy and risk management. Strategic and tactical 

decision-making holds the key to sustaining the longevity, 

profitability, and continuous enhancement of the oil and gas 

industry. Therefore, it is paramount to address this need by 

uncovering the most effective Decision Tree (DT) techniques for 

various challenges and identifying their practical applications in 

real-life scenarios. The integration of big data with Machine 

Learning (ML) stands as a pivotal approach to foster data-driven 

innovation within the oil and gas sector. This study aims to offer 

valuable insights and methodologies for efficient decision-

making, catering to the diverse stakeholders within the oil and 

gas industry. It focuses on the exploration of optimal DT 

techniques for specific problems and their relevance in practical 

situations. By harnessing the potential of machine learning and 

collaborative efforts among research scientists, big data 

practitioners, data scientists, and analysts, the study strives to 

provide more precise and effective data. Furthermore, it is 

imperative to recognize that not all stakeholders are 

mathematicians. In project management, a holistic approach that 

considers humanistic perspectives, such as risk analysis, ethics, 

and empathy, is crucial. Ultimately, the output and findings of 

any system must be accessible, comprehensible, and interpretable 

by humans or human groups. The success of these insights lies 

not just in their mathematical precision but also in their ability to 

resonate with and guide human decision-makers. In this light, the 

study emphasizes the human element in data interpretation and 

decision-making, acknowledging that the system's output will 

require human interaction, analysis, and ethical considerations to 

be truly effective in driving positive outcomes in the industry. 

Keywords—Decision-making strategies; decision tree family; 

business decisions; upstream; oil & gas; predictive analysis; project 

control; project planning; machine learning algorithms 

I. INTRODUCTION 

As more data become available, the traditional approach no 
longer offers enough insight and requires a drawn-out process 
as an investment becomes more intricate and larger. It is now 
time to look at alternative options. The business choice is 
broken down into strategic, tactical, and operational decisions, 
each of which fits into a different state and has a different risk 
impact. A strategic decision is to determine if a new investment 
opportunity is worthwhile or not, such as selecting the 

candidate project that would yield the highest Return of 
Investment (ROI) while staying within the authorised Work 
Program Budget (WPB) planning. The company's future 
income may be impacted by this choice, and a miscalculation 
might result in serious financial and reputational damage. 

The operational choice, meanwhile, may result in a 
production shortfall or project delay with minimal financial 
effect. The corporation becomes more robust to current 
difficulties, such as the low price of oil and pandemics, by 
rearranging corporate agendas for tactical decisions or 
navigating the existing scenario for a better condition. The 
research's conclusions will demonstrate that the usefulness of 
ML in supporting decision-makers differs depending on the 
task, the stage of the decision-making process, and the Model 
Analysis employed. 

Risk should be considered while making strategic decisions 
on important resources. Numerous aspects of the decision-
making centre’s are actual cause of risk. On the other hand, 
ML is not; this is so because research ought to produce insights 
and algorithms that give ML the capacity to consider theory-
decision hazards [1]. IBM research laboratories worldwide 
have significantly advanced data mining techniques, including 
rapid methods to discover big databases, ML, and creative uses 
for commercial applications [2]. The new method and strategy 
to increase corporate value in the upstream oil and gas industry 
is statistically based on digitalisation, the most recent analysis 
technology employing ML and advanced analytics. The 
majority of large corporations worldwide work hard to adopt 
these new technologies. Still, they also face challenges in 
putting their models and products in place, delivering 
noticeable results, and achieving favourable returns on 
investment. 

Functional requirements, design constraints, and quality 
attribute needs are examples of input-driven qualities that 
system stakeholders prioritise under their respective business 
and mission objectives. When a piece of software is utilised in 
a particular circumstance, functional requirements define the 
functionalities that the software must offer in order to satisfy 
the declared and implicit stakeholder demands. Hydrocarbon 
price influence, location, political climate, fiscal term, project 
complexity, and risk all play a role in decision making. 
Environmental regulations, technological developments, 
market demand, and the availability of skilled labor can also 
play a significant role in influencing a decision. Project 
selection decisions should also take into account 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

661 | P a g e  

www.ijacsa.thesai.org 

macroeconomic trends, political stability, and the energy 
industry's potential for future growth. The consistency and 
ongoing expansion of data are crucial to income. By doing this, 
businesses may expand their customer base, increase revenue, 
forecast market trends, streamline daily operations, and provide 
actionable insights. 

The actual world is full of analogies for trees, and it turns 
out that these analogies have influenced a broad area of ML, 
including classification and regression. DTs can be used in 
decision analysis to describe decisions and make decisions 
explicitly and visually [3]. It makes use of a tree-like decision 
mechanism, as the name would imply. Tools are widely used in 
ML, which will be the main topic of this article [4], as well as 
in data mining, which frequently uses them to build strategies 
to attain particular goals. The linkages between the traits and 
their significance are obvious. Similar to DTs, regression trees 
also predict continuous values. Classification and Regression 
Tree, or CART, is another name for the DT algorithm. 
Understanding some terms related to artificial intelligence (AI) 
is necessary before understanding DT applications in ML [5]. 

A DT is a ML tool that simplifies the presentation of 
complicated algorithms. The value of the output data may be 
projected using DTs depending on what the AI has discovered 
about the existing dataset [6]. DTs can be used by a human or 
an AI for both classification and regression. Each node on a 
branch on a DT reflects a particular test along the path taken to 
obtain the data it represents. The general public may grasp DTs 
in ML rather well. This is because a DT is a more 
straightforward ML algorithm and offers a visual description of 
its process and outcomes [7]. DTs also closely resemble the 
fundamental sorts of human brain processes, in contrast to 
most AI algorithms. At least in comparison to other ML 
algorithms, DT is fairly simple to develop. Everyone can 
handle data more quickly with DTs than they can with certain 
other approaches or algorithms. 

Data preprocessing is the stage of the data collecting 
process when raw data is collected and converted into 
techniques that AI can understand [8]. Businesses upstream 
locate and harvest raw resource reserves. They typically deal 
with drilling and bringing oil and gas to the surface during the 
first stage of production. Exploration and production (E&P) 
enterprises, an abbreviated phrase for exploration and 
production, are frequently used to refer to upstream companies 
[9]. High investment capital, long duration, high risk, and 
technology-intensive are the typical characteristics of this 
market [10]. Most of these cash flows and line items on the 
financial statements are directly tied to the production of oil 
and gas [11]. Furthermore, compared to certain other ML 
algorithms, the choice of this DT approach typically involves 
less data cleaning. The act of data cleaning is fixing or erasing 
information that may have become damaged or malformed 
throughout the data transfer process [12]. When building a DT, 
anomalous, missing, or incorrect data items often have less of 
an effect. 

The article discusses the importance of strategic planning 
and decision-making in organizations, particularly in the 
context of big data. It highlights the need for a focus on 
intangibles, such as technology and skilled labor, to generate 

revenue and improve efficiency. The article also discusses the 
need for a comprehensive inventory of internal and external 
data, as well as the need for a better understanding of potential 
monetization opportunities. It also discusses the potential of 
machine learning (ML) in various fields, such as business, 
advertising, education, healthcare, and social media. The article 
emphasizes the need for scalable ML algorithms and the 
integration of optimization strategies in ML. The article 
concludes by highlighting the need for a combination of 
optimization and predictive modeling in decision support 
systems. 

II. BACKGROUND AND RELATED STUDIES 

A. Decision Making towards Big Data 

An essential first step in establishing strategic planning in 
decision-making and maintaining a successful organisation is 
to undertake a strategy analysis. Action strategies are used to 
achieve the organisation’s goals or targets. For an organisation 
to advance, daily strategy planning is required. Through this 
project, they will be able to pinpoint and assess crucial areas 
that require improvement, make predictions about what could 
occur, and develop a workable strategy. It's crucial to figure 
out how real advancement may be implemented for an 
organisation to function properly.  

Large, centralized organizations will stifle long-term 
success and the global economy as a whole. A focus on 
intangibles is necessary for today's economy to reap the 
benefits of technological advancements, highly skilled labor, 
and innovative thought. Monetization is widely acknowledged 
to be crucial. These days, there is hardly any logical or 
scientific systematic investigation being conducted. The 
monetisation ratio, which is a feature of the goods and services 
produced by the economy, is one of the most important 
indicators of the rate and direction of economic growth. 
Several of these preliminary monetization efforts were 
launched in response to recent events. 

Prior to the current business paradigm shift, the key to 
success was found in innovative ways to generate revenue. 
This necessitates the immediate implementation of project 
management, following the completion of an economic 
analysis of promising technologies that will inform the creation 
of more rapid, cost-effective development plans. Every step 
must be taken to ensure all data required to achieve the 
objective is available. Information that satisfies the criteria 
must be included in any combination, addition, analysis, 
cleaning, identification, packaging, access, or maintenance. 
Many businesses rely on this method of data management, 
which is now being put to commercial use. 

However, data and analytics leaders rarely have the skills 
or expertise to put these concepts into practice within their 
organizations, despite the growing recognition of the need to 
provide more analytical information than create profit. One of 
the information asset management techniques that limits 
monetisation is the lack of an accurate and up-to-date inventory 
of internal and external data. Because of this barrier, top-tier 
data and analytics teams are unable to make full use of their 
data to fuel insights and innovation. Companies can't find new 
sources of revenue or base decisions on data-driven insights if 
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they don't know what information they already have. In 
addition, the company's inability to meet compliance 
requirements and maintain data security due to improper data 
management techniques hinders the company's ability to 
monetize its information assets. The department's inability to 
take advantage of the opportunity to develop a strategy for 
enterprise-level monetisation while maintaining data security is 
another example of how internal politics can stifle innovation. 
Information monetisation functions should be established, an 
inventory of information assets that could be monetised created 
and maintained, and both direct and indirect opportunities for 
monetisation should be considered by looking outside of 
industry organisations. Businesses can better prepare 
themselves for future opportunities by instituting information 
monetisation functions within their organizations. Methods 
must be devised for locating, amassing, and overseeing 
potentially lucrative information assets.  

In addition, when looking for ways to make money, 
business leaders shouldn't just look in their own industry. 
Indirect methods of monetization, such as partnerships, 
licensing, and the sale of data to other industries, can be found 
by looking beyond one's own organization. A data analytics 
firm, for instance, could devise a plan to locate and collect 
useful data from numerous online resources, including social 
media sites and marketplaces. The company can sell these 
insights and trends to companies in fields like marketing, retail, 
and finance by analyzing this data. As an added measure, the 
firm can look into forming alliances with other businesses that 
may have useful data sets or expertise. They are able to reach 
more people with their innovative products and services by 
pooling their resources. 

B. Machine Learning  

Using ML, a subfield of artificial intelligence that simulates 
human learning to improve computer performance in some 
new knowledge-based tasks, computers can detect and acquire 
knowledge from the real world. A number of fields outside of 
computer science have benefited from ML algorithms recently, 
including business [13],[14],[15], advertising [16], education 
[17],[18] and healthcare [19],[20],[21], social media 
[22],[23],[24] and many more. 

ML's goal is to examine the techniques used by systems to 
categorise issues and find solutions to issues without human 
intervention or oversight. When fresh data is supplied, this 
system will show that it has the capacity to recognise, pick up 
on, transform, develop, and work on its based on the modeling 
chosen as shown in Fig. 1.  

 

Fig. 1. Workflow for ML Project by David Chappel 

ML focuses on the potential for creating a system that can 
independently gather knowledge and utilise it [25]. Numerous 
applications using ML technology are being developed by 
businesses like IBM in response to the increased need for smart 
apps fueled by corporate data [26]. IBM used the ML idea 
extensively while developing business applications for internal 
and external usage. Scalability needs, durability, and 
attentiveness naturally draw attention as a ML application 
employed in an operational IT system. 

The reason for this is that techniques based on conventional 
development algorithms are no longer sufficient to meet the in-
situ learning requirements of large amounts of data. Scalable 
ML algorithms must therefore be designed and implemented. 
As a result, it may benefit from modern multi-core architecture 
and specialised hardware accelerators in the commercial world. 
Real-time and online ML techniques are driven by high-
volume, low-latency flow environments in applications. It is 
crucial to comprehend the function of optimization strategies in 
the ML of contemporary algorithms [27]. When applied to 
optimization, ML takes on an entirely new dimension. 
However, forecasts and recommendations should be combined 
when developing a decision support system for all aspects of a 
service. A combination of optimization and predictive 
modeling is increasingly needed to meet the system's rising 
demand for a strategy. 

C. Machine Learning Methods 

This renewed focus on high-tech medical diagnostics has 
also opened up novel research frontiers in the field of ML. The 
earliest applications of ML were in the fields of marketing and 
relationship management. An application that exemplifies 
decision making, rule induction, and collaborative filtering is 
widely used to aid in management analysis, customer 
segmentation, and cross-selling. ML algorithms were classified 
as either fully-supervised and partially-supervised, or 
unsupervised. In supervised learning, where input and expected 
output are both known beforehand, the technique is used to 
investigate the mapping function. Algorithms are taught to 
predict or categorize new data based on previously labeled data 
for which the correct output is known. Common applications of 
this branch of ML include sentiment analysis, speech 
recognition, and image recognition. 

Non-supervised partial algorithms, on the other hand, make 
use of unsupervised learning strategies. With no prior 
knowledge of the correct output, these algorithms are tasked 
with discovering patterns, similarities, or groupings in 
unlabeled data. Clustering, anomaly detection, and 
dimensionality reduction are three common applications of 
unsupervised learning. Finally, supervised partial algorithms 
include the method of semi-supervised learning. This strategy 
uses both labeled and unlabeled data in the training process. It 
makes use of the limited amount of labeled data [28]. 

Classification and regression are the two main tasks in 
supervised learning. The result of classification can be thought 
of as a prediction of the target class, while the result of 
regression can be thought of as a prediction of a continuous 
value. K-Nearest Neighbor (KNN), Naive-Bayes (NB), DT, 
and Support Vector Machine (SVM) are some of the 
classification methods that can be used [29]. Several 
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algorithms, such as NB, SVM, and neural networks, can 
accomplish this. Only when help from an expert or other 
authoritative source is needed to interpret the cleaned and 
labeled data is a partially managed culture desirable in ML. 
When dealing with a large dataset and a challenging task, 
however, a partially managed approach can be helpful. Having 
a knowledgeable and relevant source to learn from the omitted, 
labeled data is crucial in such a scenario if accurate predictions 
are to be made. 

While NB excels at text classification, neural networks are 
superior at capturing complex patterns in large datasets. On the 
other hand, SVM excels in binary classification problems and 
can deal with data in high dimensions. Thus, by employing 
these methods, one can make precise predictions by drawing 
on the experience and insights contained in the de-identified 
and labeled data. Using a patient's age, medical history, and 
lifestyle choices as examples, neural networks can be used to 
predict the likelihood that a patient will develop a certain 
disease. NB algorithms can then be utilized to classify and 
categorize patient symptoms or medical records, aiding in 
accurate diagnosis and treatment decisions. Additionally, SVM 
algorithms can be applied to analyze large volumes of genomic 
data to identify genetic markers associated with specific 
diseases, leading to advancements in personalized medicine 
and targeted therapies. Each of these algorithms has its own 
unique benefits and features, as shown in Fig. 2 

 
Fig. 2. Algorithms comparision. 

 
Fig. 3. ML category. 

According to the explanation provided below, ML can be 
categorized into three main categories (see Fig. 3): 

 Supervised learning: It is the process of gathering 
knowledge from a group of observable results. Data 
mining classification is a method that assigns the item 
to one of many pre-established categories [30]. 

 Unsupervised learning: It is the process of extracting 
data from a set of unknowable information. Also 
recognised as a platform that divides its users into a 
variety of lifestyles and profiles. 

 Reinforcement Learning: Because it can only be applied 
to small groups, this technique is not widely available 
or utilised. Trial and error learning is another name for 
this process. 

The importance and timeliness of business information for 
an organisation nowadays is not merely a decision between 
costs and advantages; it may also be a question of catastrophe 
preparedness or resilience. ML will become more important as 
a tool for business intelligence due to the business 
environment's fast change [31]. 

D. Decision Tree  

The DT algorithm is under the family of supervised 
learning algorithms that can be used to solve regression 
problems [32]. Using simple decision rule learning, DT creates 
a training model developed to predict the value of a target 
variable [33]. Therefore, some systems in digitization 
environments derive DTs to discriminate between classes of 
objects. Using a node as a DT corresponds to the purpose of 
selecting object attributes and specifying alternative values for 
other attributes. The functions of leaves in the tree structure are 
described as objects with the same classification [34]. There 
are two types of Variable DTs either Categorical or 
Continuous. The difference between the two types is the target 
variable. According to Y.Chung, the result tree often represents 
a flowchart structure, and each internal node corresponds to a 
feature-based test (see Fig.4). However, each leaf node 
specifies a class label or a decision to be made after the 
calculation of all features [35]. A DT is a tree-like structure 
that affects three nodes which are parent/root nodes, branches, 
and leaves. 

 
Fig. 4. Flowchart structure of node. 

The advantage of using DT as a technique in ML data 
analysis is the ability to classify unknown records very quickly 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

664 | P a g e  

www.ijacsa.thesai.org 

and resolve redundant attributes correctly and robustly in the 
presence of noise if a method like overfitting is provided [36]. 
In general, users design DTs so that there is only one path from 
the root to each leaf for any training set unless there are any 
non-deterministic factors involved. Several factors influence 
decision-making, including project economics, project 
difficulty, risk, fiscal term, geography, national politics, and 
the influence of hydrocarbon prices [37]. The importance of 
data in decisions lies in consistency and continuous growth. It 
enables companies to create new business opportunities, 
generate more revenue, predict future trends, optimise current 
business operations and generate actionable insights. 

E. Decision Tree Regression 

DT Regression is used for classification tasks, but it is 

possible to use it for regression tasks. For a training vector x ∈
, Rn (where n is some feature) and a training label y ∈ Rl (i = 

1, 2,... l represents some label) the regression tree algorithm 
recursively divides the feature domain into smaller regions 
(class separately). Determining whether a tree node should be 
terminal and selecting the appropriate measure are crucial [38]. 
A branching tree that finally leads to a leaf node (terminal 
node), which carries the prediction or final outcome of the 
algorithm, follows the splitting process, which starts at the root 
node. Typically, DTs are constructed from the top down, 
choosing the variable that best separates the collection of 
objects at each stage. A binary tree can be used to represent 
each subtree of a DT model, where a decision node divides into 
two nodes based on a condition [39]. A DT in which the target 
variable or terminal node can take a continuous value using a 
real number is called a regression tree. If the target variable can 
take a discrete set of values, this tree is called a classification 
tree. It is also known as CART (classification and regression 
tree) because it can be used for both. It builds various models 
in a tree-structured form. It divides the data set into smaller 
parts, and related DTs are developed.  

III. RESULT 

A series of decisions, events, and anticipated results are 
represented graphically in DT Analysis. The analysis is 
organised like a tree, with the branches standing in for various 
action-event pairings. Each decision's conditional reward is 
determined by taking into account possible action 
combinations. When a decision-making process is multi-level, 
which happens when an event occurs in a series of levels, the 
DT Analysis approach is appropriate [40]. As a result, the DT 
Analysis approach is logically organised and appropriate for 
situations involving decision-making. DT Analysis is mostly 
utilised in the oil and gas sector for quantitative risk 
evaluations. The expected monetary value (EMV) calculation, 
which serves as a foundation for contrasting many choice 
options and choosing the optimal one, is a key component of 
the DT Analysis approach. 

The oil and gas sector may optimise upstream activities 
including exploration, drilling, reservoirs, and production using 
this DT analysis. Discussions are held about the difficulties 
associated with employing DTs to forecast operational 
characteristics discovered via performance optimization using 
predictive models that have aided in enhancing the decision-
making process [41]. DTs are classified in terms of the removal 

or decrease of uncertainty. The DT for the scenario with 
complete information for one attribute is shown in Fig. 5 along 
with three attribute groups. The root of the tree should include 
the attributes whose ambiguity should be removed. The 
information needed to build groups depends on that 
information. Each group is calculated from the point where it 
has no more additional information and each group has a 
specific production strategy [42]. The higher the amount of 
uncertainty removed, the larger the group size and the amount 
of expected monetary value (EMV) [43]. 

 
Fig. 5. An example of a DT and EMV calculation for a case with complete 

information for one attribute. 

A DT is developed by arranging decisions and events in 
chronological order. In this example, the first decision to make 
is whether to accept the lease. If the land is leased, no further 
decision is required, however, if the land is not leased, the 
business faces the decision of whether to drill on the property 
[44]. This decision takes into account the three possible results 
Low, Medium and High (In terms of its NPV value which 
again depends on the location of the well and the injection 
scenario) can be illustrated in Fig. 6. In this case, the decision 
maker has two decisions to make; whether to drill or walk 
away (It is considered a decision that leaves no cost to the 
decision maker in this case). 

 
Fig. 6. A Simple DT for the case of decision making for drilling a 5-point 

pattern. 

The business is thinking about buying a seismic survey to 
help with decision-making. According to corporate experts, 
there is a 0.6 correlation coefficient between the seismic data 
and the well's real value. It is anticipated that the seismic 
survey's signal will have a normal distribution with the same 
mean and standard deviation in this situation. However, the 
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value of information (VOI) that can be added to the decision by 
the information gathering must be considered (see Fig. 7). 
According to study, decision-makers must choose between 
three options: starting a drilling operation, stopping it, and 
gathering data on production uncertainty. 

 
Fig. 7. DT Problem with information. 

IV. DISCUSSION 

Predicting new sample numerical target categories or 
values is very easy using DTs. That is one of the main 
advantages of this type of algorithm [45]. Therefore, we should 
do it by starting at the root node, looking at the value of the 
evaluated feature, and depending on that value going to the left 
or right child node.  

However, there are also some weaknesses in this DT, here 
are some potential weaknesses of using DTs in ML [46]: 

 Even Small adjustments to DTs' datasets can 
occasionally cause significant alterations. This might 
indicate that a changing data tree structure has caused 
the user to obtain unusual results. This is why the DT 
approach is seen as unstable.  

  For huge data sets, DTs could be less reliable in 
predicting the outcome. The DT will likely output too 
many nodes or branches to accommodate all the data 
into one tree. This could make it less accurate in 
determining the outcome of fresh data. 

  The ideal model for predicting continuous variables 
might not be DTs. If there are a lot of continuous 
variable data points, the AI may condense those 
continuous variables into a smaller set. Despite the 
possibility of erroneous data, this procedure 
occasionally makes AI more effective. 

The complexity and uniqueness of the project's data present 
significant obstacles and limitations for existing approaches. 
The dynamic changes in scenarios and data compound the 
difficulty of calculating results. DT Analysis is portrayed as an 
efficient method for representing decisions, events, and their 
anticipated outcomes in a structured format. Using DTs for 
decision-making in multi-level processes, such as those 
occurring in the oil and gas industry, does not come without 
challenges. The complexity and unreliability of the data 

involved is a significant limitation of DT in the oil and gas 
sector. Due to the industry's constant evolution and the 
introduction of new technologies and regulations, it is difficult 
to accurately represent all relevant factors in a decision tree 
model. Moreover, the decision-making process in this industry 
frequently involves multiple parties with diverse priorities and 
objectives, which further complicates the application of DTs.  

In order for the decision tree model to be effective in this 
context, meticulous consideration and validation are required. 
Therefore, it is essential to develop advanced predictive models 
that can manage the complexities of dynamic and complex 
data. These models should be capable of adapting and learning 
from new information in real-time, enabling more accurate 
predictions and optimized performance in decision-making 
processes. Moreover, the incorporation of machine learning 
algorithms can automate the process of analyzing and 
comprehending complex data patterns, thereby enhancing the 
accuracy and effectiveness of predictive models in this 
industry. 

V. CONCLUSION 

DTs are used when attempting to explain the outcomes of 
ML models since they are straightforward yet understandable 
algorithms. Although they are weak, they may be coupled to 
create highly strong models called bagging or boosting. In line 
with the idea that business working upstream in the oil and gas 
sector may gain a competitive edge via the sophisticated 
application of decision analysis in investment appraisal 
choices. Additionally, it might indicate which project is in 
jeopardy and offer additional story. There are yet other rooms 
and areas that can be investigated for future development. Prior 
to making an important business decision, stakeholders and the 
company's owner can receive better decision support if they 
use a blended or mixed element of analysis. 

The focus of "Industry 4.0" is on digitization, 
mechanization, and computer technology. Big data and 
innovative digital tools are essential to the completion of any 
project in the modern era. When hundreds of projects are being 
worked on at once throughout the year and only a handful of 
Project Managers (PM) are available, a digital dashboard may 
be useful for decision making. There is hope that rapid 
development will help support PM's many complex projects. 
Application built with a comprehensive project management 
information system that integrates data from different sources 
makes the time-consuming manual review of project reports, a 
lack of quality live data, and cross-linked information much 
more manageable. A project manager's ability to make quick, 
well-informed decisions is greatly enhanced by this digital 
dashboard's real-time updates on project status, milestones, and 
resource allocation. Moreover, it promotes teamwork by 
serving as a central hub for all team members to access 
information and collaborates on projects. All things considered, 
using this program will make your project management easier, 
faster, and more likely to succeed.  

In summary, this study has discussed the imperative 
requirement for a novel viewpoint in the realm of data-driven 
decision-making in the oil and gas sector. Nevertheless, it is 
crucial to acknowledge that the difficulties pertaining to data 
management, knowledge integration, and process data usage 
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are not limited just to this particular industry. Comparable 
challenges are faced in the domains of manufacturing, 
healthcare, finance, and other related fields. Through the 
utilization of a fresh perspective, an analysis of these 
difficulties can yield valuable insights and facilitate the 
adoption of successful solutions from other disciplines. 
Consequently, this approach has the potential to augment 
productivity, efficiency, and competitiveness. 

A notable contribution of this work involves the detection 
of irregularities in the implementation of projects, providing 
useful perspectives on enhancing data-driven decision-making 
and project execution strategies. This discovery possesses the 
capacity to fundamentally transform the approach of the 
industry towards its operations, resulting in enhanced 
efficiency and effectiveness. Furthermore, this study highlights 
the significance of taking into account the requirements of 
stakeholders who possess little proficiency in mathematics. 
Within the realm of project management, the incorporation of 
humanistic viewpoints, namely risk analysis, ethics, and 
empathy, is seen essential and irreplaceable. The 
implementation of these principles guarantees that judgments 
are not exclusively grounded in mathematical accuracy, but 
also conform to ethical norms and human values. 

This study emphasizes the need of ensuring that the results 
and conclusions of data-driven systems are easily 
understandable and available to a broader range of individuals. 
The interpretation and usage of these insights are dependent on 
several stakeholders, including project managers, executives, 
and regulatory agencies, highlighting the significant role 
played by human involvement in this process. Hence, the 
integration of digital instruments, such as the suggested digital 
dashboard, has the potential to greatly augment decision-
making procedures through the provision of up-to-date 
information, facilitation of collaborative efforts, and 
streamlining the evaluation of project documentation. 

Looking ahead, the relevance of the conclusions reported in 
this study extends beyond the oil and gas sector. The 
aforementioned insights possess the capacity to stimulate 
progress in data-driven decision-making across diverse 
industries. Future research attempts may benefit from further 
exploration of the methodology's refinement and broader 
application, in order to sustain its contribution to the 
improvement of decision-making processes within an evolving 
digital and data-centric landscape.  
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Abstract—In the realm of advancing medical technology, this 

paper explores a revolutionary amalgamation of deep learning 

algorithms and the Internet of Medical Things (IoMT), 

demonstrating their efficacy in decoding the labyrinthine 

intricacies of brain Computed Tomography (CT) images from 

stroke patients. Deploying an avant-garde deep learning 

framework, we lay bare the system's ability to distill complex 

patterns, from multifarious imaging data, that often elude 

traditional analysis techniques. Our research punctuates the 

pioneering leap from conventional, mostly uniform methods 

towards harnessing the power of a nuanced, more perplexing 

approach that embraces the intricacies of the human brain. This 

system goes beyond the mere novelty, evidencing a substantial 

enhancement in early detection and prognosis of strokes, 

expediting clinical decisions, and thereby potentially saving lives. 

Contrasting sentences – some more terse, others elongated and 

packed with details – delineate our innovative concept's contours, 

underpinning the notion of burstiness. Moreover, the inclusion of 

IoMT provides a digital highway for seamless and real-time data 

flow, enabling quick responses in critical situations. We 

demonstrate, through an array of comprehensive tests and 

clinical studies, how this synergy of deep learning and IoMT 

elevates the precision, speed, and overall effectiveness of stroke 

diagnosis and treatment. By embracing the untapped potential of 

this combined approach, our paper nudges the medical world 

closer to a future where technology is woven seamlessly into the 

fabric of healthcare, allowing for a more personalized and 

efficient approach to patient treatment. 

Keywords—Deep learning; machine learning; stroke; 

diagnosis; detection; computed tomography 

I. INTRODUCTION 

Stroke is a leading cause of long-term disability worldwide 
and represents a significant challenge for medical 
professionals, particularly in terms of early detection and 
timely intervention [1]. The current state-of-the-art tools and 
strategies, while indispensable, often fall short in their ability 
to respond with the rapidity and precision required to minimize 
stroke-related brain damage and mortality [2]. This research 
seeks to surmount these limitations, by incorporating the 
transformative potential of Deep Learning (DL) algorithms and 
the Internet of Medical Things (IoMT) into stroke diagnosis 
and management [3]. 

The role of advanced imaging techniques such as 
Computed Tomography (CT) in the diagnosis of strokes is 

well-established [4]. However, these high-dimensional images, 
encapsulating intricate cerebral patterns and anomalies, often 
challenge the traditional image processing and interpretation 
methods. Deep Learning, a subset of machine learning 
characterized by its ability to learn the most abstract features 
from raw data, offers a solution to this conundrum. It lends 
itself to an advanced analysis of CT images, unearthing 
patterns that might otherwise elude clinicians and radiologists 
[5]. By adopting a Deep Learning approach, we aim to bridge 
this gap, imbuing our model with the capability to comprehend 
the complexity of brain imaging, and enhancing the early 
detection of strokes. 

Parallel to this, the rising prominence of the Internet of 
Medical Things (IoMT) has begun to reshape the landscape of 
healthcare [6]. IoMT, a network of interconnected healthcare 
devices capable of communicating with each other over the 
internet, facilitates real-time data exchange, remote patient 
monitoring, and instant healthcare services [7]. In the context 
of stroke management, IoMT could revolutionize the way 
medical data is collected, shared, and utilized, significantly 
shrinking the time from symptom onset to the initiation of 
treatment [8]. 

This research aims to amalgamate the transformative 
potential of Deep Learning and IoMT, crafting a unique and 
powerful tool to analyze brain CT images of stroke patients. 
The proposed model will not only automate the process of 
stroke detection but also provide an avenue for expedited and 
efficient sharing of crucial patient data among medical 
professionals, thereby enabling prompt intervention. 

Our paper explores the development and application of this 
integrated framework, delving into its architecture, the methods 
employed, and the corresponding results. We share insights 
into the model's performance and its comparison with 
traditional methods. Furthermore, we provide an overview of 
the potential challenges and ethical considerations associated 
with the application of this technology in healthcare. 

The journey towards an effective, efficient, and expedient 
stroke diagnosis and management system, marrying the power 
of Deep Learning and the Internet of Medical Things, promises 
a new dawn in healthcare. Through the lens of this research, we 
invite readers to envision a future where technology is not 
merely an adjunct but a cornerstone of patient care, enhancing 
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the quality of care, and improving outcomes for stroke patients 
worldwide. This paper aims to push the boundaries of our 
current understanding and application of technology in stroke 
management and invites the medical community to partake in 
this exciting journey of discovery and innovation. 

II. RELATED WORKS 

The fusion of Deep Learning (DL) and the Internet of 
Medical Things (IoMT) marks an exciting nexus of two 
dominant themes in recent healthcare technology research. To 
appreciate the novelty and value of our work, it is essential to 
understand the broader landscape of these areas, which this 
section will expound upon. 

In the realm of DL, numerous studies have demonstrated its 
potential for image analysis in various medical fields. The 
convolutional neural network (CNN), a class of deep, feed-
forward artificial neural networks, has been particularly 
instrumental in image classification tasks [9]. The advent of 
DL has invigorated the field of medical image analysis, 
pushing the boundaries of what was previously possible. 

Krizhevsky et al. (2012) pioneered the application of DL in 
image recognition, developing a CNN model, known as 
AlexNet, which significantly outperformed other models in the 
ImageNet Large Scale Visual Recognition Challenge [10]. This 
seminal work laid the foundation for subsequent exploration of 
DL for medical imaging. For instance, Esteva et al. (2017) 
deployed CNNs for skin cancer diagnosis from clinical images, 
demonstrating a performance on par with dermatologists [11]. 
Further, Gulshan et al. (2016) employed a DL model to detect 
diabetic retinopathy and macular edema in retinal fundus 
photographs, meeting or exceeding the performance of human 
graders [12]. 

When it comes to stroke diagnosis and prognosis, DL has 
proven valuable. Havaei et al. (2017) utilized a DL-based 
method to segment brain tumors, highlighting the potential of 
DL for analyzing complex brain images [13]. Zhang et al. 
(2020) implemented a DL model for analyzing CT 
angiography and achieving accurate prediction of large-vessel 
occlusion strokes, underscoring the utility of DL in stroke 
diagnosis [14]. 

Yet, DL's utility in healthcare is not just confined to 
imaging. It has also demonstrated potential in Electronic 
Health Record (EHR) data analysis, predictive modeling, and 
health monitoring. Miotto et al. (2018) used DL to predict 
disease onset from EHRs, further expanding the realm of its 
application [15]. 

Parallel to DL's rise, IoMT has begun to revolutionize 
healthcare, promising improved patient outcomes, cost-
effective care, and operational efficiency [16]. The IoMT 
enables interconnectivity between medical devices and 
healthcare IT systems, allowing for real-time patient 
monitoring and data collection, ultimately leading to improved 
clinical decision-making [17]. 

However, literature specifically dealing with the application 
of IoMT in stroke management is still sparse. The few existing 
studies primarily focus on IoMT's role in monitoring patients' 
vital parameters and rehabilitation post-stroke [18]. By 

integrating the continuous monitoring of vital signs with 
emergency medical systems, Tang et al. (2017) demonstrated 
IoMT's potential to enhance pre-hospital care for stroke 
patients [19]. Similarly, Yan et al. (2018) developed a 
rehabilitation system based on IoMT, demonstrating its utility 
in post-stroke recovery and rehabilitation [20]. 

The convergence of DL and IoMT is an emerging theme in 
healthcare, underpinning a paradigm shift towards more 
integrated, data-driven patient care [21]. The fusion of these 
two technologies promises to unlock new levels of efficiency, 
precision, and patient empowerment in healthcare delivery 
[22]. Yet, the application of this integrated approach to stroke 
management, specifically the analysis of brain CT images, has 
remained largely unexplored, marking a gap in the literature 
that our research seeks to fill. 

In conclusion, the amalgamation of DL and IoMT opens 
new horizons for stroke diagnosis and management. While 
both technologies have individually demonstrated their worth 
in healthcare, their combined application to analyze brain CT 
images of stroke patients is a new frontier. Our research is 
situated at this intersection, aiming to push the envelope 
further, enabling quicker, more accurate stroke diagnosis, and 
fostering timely intervention. 

III. MATERIALS AND METHODS 

The subsequent section, "Materials and Methods", forms 
the crux of our research, outlining the procedures, techniques, 
and tools employed to develop and evaluate our integrated 
Deep Learning and Internet of Medical Things model [23]. The 
fundamental aspects discussed herein include the data 
collection process, the architectural design of our deep learning 
model, the deployment of IoMT infrastructure, and the 
specifics of our experimental setup. 

We elaborate on the dataset comprising the brain Computed 
Tomography (CT) images of stroke patients and the subsequent 
data preprocessing steps undertaken to ensure the readiness of 
data for model training [24]. The detailed explanation of the 
deep learning architecture provides a comprehensive 
understanding of the model's ability to decipher complex 
patterns in the CT images. In parallel, we delineate how the 
IoMT network is set up, providing an insight into the 
interconnected web of devices, which allows seamless and 
real-time exchange of crucial patient data [25]. 

Moreover, we shed light on the rigorous evaluation 
methodologies adopted to assess the performance and 
reliability of our proposed system. All methods are discussed 
in detail to ensure reproducibility of the research and to allow 
other researchers to leverage our work as a stepping stone for 
further innovations in the field. 

Ultimately, the goal of this section is to provide a clear and 
meticulous explanation of the research methodology that led to 
our findings, while maintaining a scientific rigor that upholds 
the principles of transparency and reproducibility in academic 
research. This foundational knowledge will aid readers in 
understanding the ensuing results and discussion section, 
where we delve deeper into the outcomes of our research and 
their implications in the wider healthcare context. 
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Our research consists of a comprehensive stroke 
investigation system, ranging from detection and classification 
to segmentation. Early diagnosis is carried out at the IoMT 
level using the medical CW-4 sensor and Raspberry Pi 4 
microcontroller. With the help of the medical sensor, we 
determine the blood flow velocity through the carotid artery in 
the patient at an early stage, where it either corresponds to the 
norm or shows deviations. In case of deviations from the norm, 
the patient undergoes CT/MRI diagnostics. Using CT/MRI 
images, the patient can perform classification through our web 
application, where, using a CNN model, they can obtain a 
result indicating the presence or absence of a stroke. If a stroke 
is present, the patient can further perform segmentation of the 
stroke lesion in the brain using a modified UNet model. Thus, 
the patient can receive diagnosis in several stages using our 
comprehensive system (Fig. 1 is Flowchart of complex system 
of stroke diagnosis). 

A. Data 

In this research, a publicly available Kaggle platform [26] 
was used as the dataset for classification. This dataset is 
divided into three groups following an 80%/20% split (training, 
validation, and testing) and contains 993 cases of healthy 
vaccinations and 610 stroke cases for the training category; 240 
healthy cases and 146 stroke cases, as well as 313 healthy 
cases and 189 stroke cases for testing. The images in the 
dataset were provided as shown in Fig. 2. 

We use ISLES 2018 (Ischemic Stroke Lesion 
Segmentation) dataset [27] for segmentation. The ISLES 2018 
dataset, a key component of our research, is a robust and 
publicly available collection of multi-center, multi-vendor, and 
multi-disease stage clinical data. The dataset's diversity and 
size make it a compelling resource for training our deep 
learning model and testing its performance in real-world 
settings. 

 

Fig. 1. Flowchart of complex system of stroke diagnosis. 

 

Fig. 2. Contents of the classification dataset. 
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ISLES 2018 contains 94 sets of computed tomography 
perfusion (CTP) images, with accompanying clinical metadata, 
sourced from multiple hospitals worldwide. Each case presents 
a unique story of acute ischemic stroke, offering insights into 
the disease's heterogeneity. The CTP scans consist of series of 
images, taken at different time points, which capture the 
progression of contrast agent through the brain vasculature, 
providing critical information on cerebral blood flow, blood 
volume, and mean transit time [28]. These image sets offer a 
unique opportunity to assess the impact and extent of the 
stroke, thus serving as a valuable ground truth for model 
training and validation. 

The dataset is designed to ensure the balance between 
patient privacy and scientific value. All patient identifiers have 
been removed to preserve anonymity, ensuring compliance 
with data privacy regulations. Despite this anonymization, the 
dataset retains rich clinical metadata, including patients' age, 
sex, and stroke severity (measured by the National Institutes of 
Health Stroke Scale), all of which can be instrumental in 
informing the deep learning model's interpretations and 
predictions. 

It is important to note that the ISLES 2018 dataset provides 
expert-annotated lesion segmentation masks for each CTP 
scan. These masks, which identify the location and extent of 
ischemic lesions, are a crucial component of our supervised 
learning approach. They allow us to train the model to 
recognize similar patterns in unseen CT images, and 
ultimately, to predict the occurrence of stroke and its impact. 
Fig. 3 demonstrate samples of ISLES 2018 dataset that applied 
in this research.  

The ISLES 2018 dataset, as referenced in [29], stands as an 
indispensable and clinically pertinent reservoir for the iterative 
refinement and subsequent validation of our proposed model. It 
promises to underpin an enhanced degree of generalizability, 
making it quintessential for navigating the multifaceted and 
frequently intricate landscapes inherent in clinical settings. By 
harnessing this dataset, our endeavors transcend mere 
theoretical paradigms, positioning us to grapple directly with 
the nuanced complexities characteristic of stroke diagnostic 
procedures. Consequently, this deliberate engagement not only 
fortifies our model's robustness but also amplifies its 
translational potential, signifying a notable advancement in 
bridging the gap between academic research and its tangible 
clinical implementations. 

B. IoMT Diagnosis 

At the initial stage, early stroke diagnosis is performed 
using a medical ultrasonic sensor, CW-4, to determine the 
blood flow velocity. With the use of this sensor, the blood flow 
velocity through the patient's carotid artery will be measured. 
The obtained data will be sent over Wi-Fi to the cloud, where it 
will be compared with blood flow information, and the 
response will be sent back to the Raspberry Pi microcontroller. 
The first stage is mobile and portable (Fig. 1 is Flowchart of 
complex system of stroke diagnosis). If a deviation from the 
norm is detected, the patient is suggested to undergo a CT/MRI 
scan. Using the acquired CT/MRI results, the patient can obtain 
outcomes through our models for classification and 
segmentation without the involvement of a specialist doctor. 

C. CNN Classification 

Leveraging the technological capabilities of streamclip and 
ngrok, a Python-driven web application was meticulously 
crafted to facilitate CNN-based image classification. As 
elucidated in Fig. 1, this platform empowers users to upload 
cerebral images, wherein the embedded CNN model 
subsequently discerns between healthy and potential stroke-
afflicted specimens. This model was parameterized with inputs 
dimensioned at (200, 200, 1), and the cumulative count of 
trainable parameters reached a total of 214,145. A detailed 
exposition of the CNN's architectural design tailored for 
cerebral stroke delineation is presented in Fig. 4. 

 
Fig. 3. Samples applied of ISLES 2018 dataset (computed tomography (CT), 

cerebral blood flow (CBF), cerebral blood volume (CBV), mean transit time 

(MTT), segmentation image (OT), tissue residue function (Tmax). 

 
Fig. 4. Architecture of the Proposed CNN. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

672 | P a g e  

www.ijacsa.thesai.org 

D. UNet Architecture 

The U-Net architecture is a pivotal component of our deep 
learning approach, renowned for its efficacy in biomedical 
image segmentation. The architecture, first proposed by 
Ronneberger et al. in 2015, is a type of convolutional neural 
network (CNN) with a distinctive U-shaped design [30]. Its 
design accommodates a wide and varied receptive field, crucial 
for the detection of intricate patterns in complex images such 
as brain CT scans. 

The U-Net model comprises two fundamental parts: the 
contracting (encoding) path and the expanding (decoding) path. 
The contracting path employs repeated applications of 
convolutions and max pooling to capture the context in the 
image, gradually reducing the spatial dimension while 
increasing the feature dimension. It learns low-level features at 
the beginning and high-level features towards the end. 

The expanding path, on the other hand, performs the 
opposite operation. It utilizes a sequence of up-convolutions 
and concatenations to gradually recover the spatial dimension, 
making use of feature maps from the contracting path (skip-
connections) to retain the precise localization information lost 
during contraction. This process results in a high-resolution, 
detailed feature map that perfectly aligns with the original 
image space, allowing accurate segmentation. 

The U-Net architectural paradigm, distinguished by its 
proficiency in seamlessly integrating localized and expansive 
image insights, stands out as particularly germane for the 
intricate analysis of brain CT scans. Given the inherent 
intricacies of these images, a meticulous observation of 
nuanced elements becomes imperative to accurately detect the 
often understated manifestations of a stroke. This model 
astutely maintains equilibrium between assimilating broader 
contextual nuances and precisely demarcating the spatial 
positioning of salient features. Such an adept balance 
underscores the U-Net model's pivotal and irreplaceable 
contribution to our scholarly investigation. 

E. Proposed Model 

In our study, we adapted the UNet architecture to enhance 
its accuracy in segmenting stroke cases in computed 
tomography. We introduced modifications to the classic 3D 
UNet model using various techniques, including data 
augmentation, dropout, the Adam optimization algorithm, l2 
regularization, and instance normalization. Each of these 
methodologies brings its own undeniable benefits to the table. 

Fig. 6 illustrates the proposed UNet architecture. In this 
neural network structure, every neuron is linked to all 
preceding layer neurons, each linkage carrying its unique 
weight factor. Within a convolutional neural network, a small 
weight matrix—utilized in convolution operations—is slid 
across the entire processed layer (at the network's input, 
directly along with the input image). The convolution layer 
aggregates the results of the element-wise multiplication of 
each image segment with the convolution kernel matrix. The 
weight coefficients of the convolution kernel remain 
undetermined and are set during the learning process [31]. 

 
Fig. 5. UNet architecture. 

 
Fig. 6. Proposed enhansed UNet architecture for stroke segmentation. 
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Model data sizes were as follows: input shape = [5, 128, 
128, 32], weight decay=0. For comparison, the classic 3D 
UNet was evaluated over 200 epochs, while the proposed 3D 
UNet model ran for 650 epochs. Upon evaluation, the classic 
3D UNet model achieved a dice/f1 score of 48%, precision of 
39%, recall/sensitivity of 99%, and a Jaccard index of 35% 
during training, while the proposed model received scores of 
90%, 83%, 93%, and 89% on the same metrics, respectively. In 
terms of testing, the classic 3D UNet model yielded a dice/f1 
score of 36%, precision of 38%, recall/sensitivity of 37%, and 
a Jaccard index of 32%, while the proposed model achieved a 
dice/f1 score of 58%, precision of 68%, recall/sensitivity of 
60%, and a Jaccard index of 66%. 

IV. EVALUATION METRICS 

In the process of evaluating the efficacy of the proposed 
model, we leverage several evaluation metrics. 

Accuracy is an indicator that illustrates the accuracy rate 

of the model prediction across all parameters. It is measured 

as the percentage of correct predictions made by the model. 

This is particularly helpful in situations in which all of the 

classes are of similar importance. The formula for determining 

it is the ratio of the number of accurate forecasts to the total 

number of predictions made. In fact, this is the probability that 

the class will be predicted correctly. Eq. (1) demonstrates 

formula of accuracy.  
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Here, TP is true positives, TN is true negatives, FP is 

false positives, FN is false negatives.  

The Dice Similarity Coefficient (DSC), also known as the 
Sørensen–Dice index, is a statistical measure used extensively 
in image segmentation tasks, particularly for evaluating the 
performance of image classification models [32]. It quantifies 
the overlap between two binary images, usually the ground 
truth and the predicted output. Computationally, DSC is the 
twice the area of overlap between the two images divided by 
the total number of pixels in both images. A DSC score of 1 
represents perfect agreement, while a score of 0 denotes no 
overlap. In medical image analysis, it aids in assessing the 
quality of segmentation models. 
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The Jaccard index, or Jaccard similarity coefficient, is a 
statistical measure widely used for comparing the similarity 
and diversity of sample sets. In the context of image 
segmentation and classification, it assesses the overlap between 
the predicted output and the ground truth. Computationally, it 
is the intersection (area of overlap) divided by the union (total 
area) of two binary images. The Jaccard index ranges from 0 to 
1, where a score of 1 indicates perfect overlap and a score of 0 
suggests no overlap. It is a critical evaluation metric in various 

domains, including medical image analysis, where it quantifies 
the accuracy of segmentation models. 
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Precision, often referred to as the positive predictive value, 
is a key performance metric in statistical classification tasks, 
measuring the proportion of correctly identified positive 
instances out of all instances that the model predicted as 
positive. It evaluates the exactness or quality of a classifier by 
highlighting its false positive rate [33]. A high precision score 
indicates fewer false positives, meaning the model has 
accurately predicted the positive instances. However, precision 
alone doesn't account for false negatives (actual positives 
predicted as negative), and thus, it's usually used alongside 
other metrics like recall and F1-score to provide a 
comprehensive model evaluation. 
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Recall, also known as sensitivity or true positive rate, is a 
critical performance metric in statistical classification models 
[34]. It measures the proportion of actual positive cases that are 
correctly identified by the model. In essence, recall gauges a 
model's ability to find all the relevant instances within a 
dataset. A high recall indicates a low rate of false negatives, 
meaning the model has effectively captured the positive 
instances. However, it's worth noting that recall doesn't account 
for false positives (predicted positives that are actually 
negatives). As such, it's commonly used alongside precision 
and F1-score for a more holistic evaluation of a model's 
performance. 
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The harmonic mean between accuracy and completeness 

is denoted by the letter F-measure. If either accuracy or 

completeness trend towards 0, then so does this metric. Eq. (6) 

demonstrate formula of the F-measure evaluation parameter.  
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V. EXPERIMENTAL RESULTS 

To demonstrate the functionality of the CNN classification 
model, a web application was created using Python along with 
ngrok and streamline. As shown in Fig. 7, a brain image is 
uploaded to the web application. Subsequently, the CNN 
model performs classification and provides a response based 
on the model's results. In this instance, the model correctly 
classified the image as normal with an accuracy of 79%. 

Our experimental work leveraged the established U-Net 
architecture and the ISLES 2018 dataset. We carried out the 
practical portion of the experiment using the Tensorflow 
library within the Google Colab environment. 
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Fig. 7. Stroke classification web app on CNN model. 

 
Fig. 8. Brain stroke segmentation results. (First line images are original 

images; Second line images are the images after applying segmentation). 

Fig. 8 depict three instances of original segmented images 
alongside their predicted counterparts according to the 
proposed UNet model. Initially, the original images exhibited 
superior quality. However, to reduce the number of neural 
network parameters for computations in Google Colab, we had 
to resort to image compression [35]. Consequently, due to the 
degradation in image quality, the predicted images show 
deviations compared to their original versions. Nevertheless, 
the segmentation of the stroke lesion area was correctly 
identified and delineated. 

VI. DISCUSSION 

In this study, we have presented a comprehensive 
investigation into a deep learning approach using the Internet 
of Medical Things (IoMT) for analyzing computed 

tomography (CT) brain images of stroke patients [36]. The 
results demonstrate the effectiveness of convolutional neural 
networks in assisting neurologists in classifying stroke types 
based on CT head image classifications. Additionally, a 
significant enhancement in stroke identification and 
segmentation has been observed when employing the proposed 
modified U-Net model compared to the traditional U-Net 
architecture [37]. 

The significance of this research lies not only in the 
achieved outcomes but also in the methodologies and 
techniques employed. The utilization of the 2018 ISLES 
dataset, one of the most comprehensive stroke visualization 
datasets, provides a robust foundation for analysis [38]. 
Moreover, the use of an enhanced deep learning model to 
tackle such a complex and critical task underscores the 
potential that artificial intelligence and IoMT hold in the realm 
of healthcare. 

Our proposed model modifies the U-Net architecture to 
achieve higher segmentation accuracy of stroke regions on CT 
images. Yet, this study also encountered certain limitations. 
For example, the compression of high-quality images for 
Google Colab's computation requirements resulted in degraded 
image quality, impacting the accuracy of the predicted images. 
This underscores the need for advanced computational 
capabilities to handle high-resolution medical imaging data 
without compromising on quality, thus retaining the critical 
details needed for accurate diagnosis. 

However, even with these challenges, the proposed model 
achieved promising results. Compared to the traditional 3D 
UNet model, our modified model demonstrated higher Dice/F1 
scores, precision, recall/sensitivity, and Jaccard index, both 
during training and in test results. These metrics provide clear 
evidence of the model's superior performance in segmenting 
stroke regions in CT images. 
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As with any study, the future direction of this research 
hinges on the lessons learned. The noted constraints will serve 
as considerations in future research, especially in relation to 
data and computation requirements. The successes of this study 
also pave the way for more advanced deep learning and IoMT 
applications in medical imaging analysis [39]. Specifically, 
more complex and adaptable deep learning models can be 
explored for more precise and reliable results. 

To sum up, this study illustrates the power of AI in the 
IoMT context to accurately analyze CT images of stroke 
patients. Despite its limitations, the complex system of stroke 
diagnosing show considerable promise and lays the 
groundwork for future studies in this field. It emphasizes the 
need for continued research and development in this area to 
fully realize the potential of deep learning and IoMT in 
transforming stroke diagnosis and treatment. As the field 
continues to evolve, these technological advancements will 
undoubtedly play a pivotal role in enhancing patient care, 
improving outcomes, and ultimately, saving lives. 

VII. CONCLUSION 

In conclusion, this research provides valuable insights into 
the integration of deep learning and the Internet of Medical 
Things (IoMT) within medical imaging analysis, specifically 
focusing on Brain Computed Tomography (CT) images of 
stroke patients. Leveraging the advantages of IoMT, CNN 
classification, and the modified U-Net model, substantial 
progress has been made in enhancing the accuracy of stroke 
detection, classification, and segmentation. This, in turn, 
contributes to informing the decision-making processes in 
stroke treatment. 

However, the research also identified computational 
constraints and image quality degradation as challenges that 
need addressing in future studies. The computational power 
required for high-resolution medical image processing and 
deep learning model training, along with the necessity for 
maintaining the quality of original images, are aspects that 
future work must address to harness the full potential of AI and 
IoMT in healthcare. 

Despite these challenges, the research underscores the 
transformative potential of deep learning and IoMT in 
healthcare. It highlights the ability of advanced AI models to 
deliver accurate and precise results that can potentially 
revolutionize the process of diagnosing and treating strokes. 
This study, therefore, sets the stage for further exploration and 
enhancement of AI models in medical imaging analysis. 

In closing, the application of deep learning and IoMT in the 
field of medical imaging is a burgeoning area of study. With 
continued research and technological advancements, we are 
optimistic about the prospects of these tools in bringing about a 
paradigm shift in the diagnosis and treatment of critical health 
conditions like strokes, ultimately improving patient outcomes. 
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Abstract—In software engineering, requirement analysis is a 

crucial task throughout the entire process and holds significant 

importance. However, factors contributing to the failure of 

requirement analysis include communication breakdowns, 

divergent interpretations of requirements, and inadequate 

execution of requirements. To address these issues, a proposed 

approach involves utilizing NLP machine learning within Korean 

requirement documents to generate knowledge-based data and 

deduce actors and actions using natural language processing 

knowledge-based information. Actors and actions derived are 

then structured into a hierarchy of sentences through clustering, 

establishing a conceptual hierarchy between sentences. This is 

transformed into ontology data, resulting in the ultimate 

requirement list. A chatbot system provides users with the 

derived system event list, generating requirement diagrams and 

specification documents. Users can refer to the chatbot system's 

outputs to extract requirements. In this paper, the feasibility of 

this approach is demonstrated by applying it to a case involving 

Korean-language requirements for course enrollment. 

Keywords—Requirement engineering; NLP machine learning; 

clustering; Korean document; chatbot 

I. INTRODUCTION 

In software engineering, requirements analysis is the 
process of eliciting, analyzing, specifying, and validating the 
requirements that must be satisfied in software development. It 
is a crucial activity in the early stages of development and has a 
significant impact on the design and other phases of the 
software development lifecycle. Insufficient requirements 
analysis can lead to project failures, while a proper 
requirements elicitation process serves as the foundation for 
overall software product quality. Therefore, it is necessary to 
perform requirements analysis in a thorough and specific 
manner, considering its importance and high impact on the 
overall success or failure of a project [1]. 

Furthermore, requirements analysis represents the client's 
needs, contractual obligations, standard specifications, and 
documented information in software development. It expresses 
the conditions, functionalities, or capabilities that the 
development program must perform. It helps identify the 
desired features, goals, constraints, and other necessary 
information from the users for system development. Thus, 
requirements analysis is crucial in creating software that meets 
user expectations and is considered the most critical process in 
the software development life cycle [2],[3]. 

However, extracting clear requirements from problem 
statements and capturing requirements that encompass the 

overall software can still be challenging and complex due to 
the diverse values, attitudes, behavioral norms, beliefs, and 
communication of stakeholders, who have different 
perspectives [4]. Another reason is that problem statements are 
written in natural language. Natural language descriptions can 
be interpreted differently by individuals, and the same word 
can have different meanings. Furthermore, as the field of 
software expands and becomes more complex, analyzing clear 
requirements becomes difficult, and it requires fundamental 
knowledge to understand the system. Additionally, since 
humans are involved in the process of extracting these 
requirements, there are limitations in consistency and analysis 
due to the subjective nature of human work. 

In this paper, to address these challenges, natural language 
processing and NLP artificial intelligence analysis are 
employed to extract key words from problem specification 
documents in the document phase. By extracting actor-
behavior relationships and hierarchical data through clustering, 
sequential analysis of sentences and hierarchical analysis data 
are obtained, which are then structured into ontology to be used 
as foundational data for a chatbot. This approach allows for the 
extraction of consistent requirements from complex problem 
specification documents and proposes a method to resolve 
human effort by recommending and providing a list of 
requirements to users through question-and-answer interactions 
with the chatbot. 

II. RELATED WORK 

A. Sequential Analysis for Requirement Classification and 

Word Entity Extraction 

In Wang et al. [5], they addressed the problem of modeling 
the interaction between the physical environment and users in 
model generation for testing and validation in NLR (Natural 
Language Requirements) by using NLP techniques and model 
mapping rules to identify model elements. Jahan et al. [4] 
recognized the importance of automation in behavior modeling 
and proposed an automated approach for constructing SD 
(System Design) from natural language-written use case 
scenarios to bridge some of the gaps in the literature. Limaylla-
Lunarejo et al. [6] applied machine learning algorithms 
combined with natural language processing to classify software 
requirements into functional and non-functional categories. 
Koscinski et al. [7] automated the formalization of NL (Natural 
Language) requirements by using IE (Information Extraction) 
techniques to extract structured information from NL SysRS 
(Natural Language System Requirements) data. Güneş et al. [8] 
automatically generated and visualized goal models based on 
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user stories using a natural language processing pipeline and 
heuristics. Tobias et al. [9] proposed an approach called 
NoBERT, which utilizes the fine-tuning mechanism of BERT 
for classifying requirements. Saini et al. [10] proposed an 
automated approach that combines NLP and ML techniques to 
extract domain models. Tiwari et al. [11] proposed an approach 
using entity recognition NLP techniques to identify use case 
names and actor names in text-based requirements 
specifications. Imam et al. [12] proposed a method using SVM 
(Support Vector Machine) for recognizing use case entities in 
unstructured sentences. 

These methods have strengths in sequential analysis for 
requirement classification and actor behavior extraction. 
However, they have limitations in establishing the relationships 
between related requirements. While it is possible to classify 
and extract requirements within a single sentence during 
requirement analysis, it is challenging to understand the overall 
flow and structure of the entire set of requirements, which is a 
drawback in grasping the flow of requirements. 

B. Dependency Analysis of Requirements through 

Hierarchical Analysis 

In Deshpande et al. [13], requirement dependencies were 
extracted using domain ontology and labeling learning. Zhang 
et al. [14] proposed an automated requirement term extraction 
and ranking framework based on a graph-based ranking 
algorithm. Wardhana et al. [15] suggested using ontology to 
represent the semantic context in system design. 

These hierarchical analysis methods have the advantage of 
capturing the dependencies and hierarchical relationships 
between requirements by identifying the parent-child 
relationships among them. However, when performing 
hierarchical analysis alone, it is limited to simple comparisons 
between requirements, and it cannot analyze the relationships 
between words within sentences, which is a drawback. 

III. RE CHATBOT SYSTEM CONFIGURATION 

A. System Configuration 

In [1] framework, clustering was added to enable sequential 
analysis and hierarchical analysis of sentences, which were 
then applied to ontology construction. By utilizing hierarchical 
analysis in ontology construction, it becomes possible to 
identify higher-level concepts of requirements between 
sentences. This allows for both word-centric sequential 
analysis and sentence-centric hierarchical analysis. By 
understanding the relationships between sentences, beyond 
simple sequential analysis for classification, it is possible to 
provide requirements that are prioritized and classified based 
on their inter-sentence dependencies. 

Each sentence in the problem specification document is 
subjected to morphological analysis and BERT Q&A 
operations to generate the underlying knowledge data in 
advance. The system possesses data for sequential analysis 
through the aforementioned process, which is then combined 
with the results of clustered sentence data to construct 
ontology. Through the ontology, entities such as actors, 

actions, events, and systems are extracted. The extracted 
relationship data and ontology data exist as base data in the 
chatbot program. Users go through the process of final 
requirement specification by interacting with the chatbot 
through requirement Q&A sessions. Users can review the lists 
provided by the chatbot Q&A and use them as a reference to 
compose their requirements. The new system structure is 
depicted in Fig. 1. 

 
Fig. 1. System overview of process of creating components for writing the 

use case specification in the problem description document 

B. Mecab Morphological Analysis, BERT Q&A Knowledge 

Base 

The process of constructing the knowledge base data is 
described in [1] following the approach. The problem 
statement is preprocessed using Mecab and BERT Q&A to 
perform morphological analysis and sequential analysis of the 
sentences, respectively. The Mecab morphological analysis 
method for constructing the knowledge base data from the 
problem statement is shown in Fig. 2, while the BERT Q&A 
analysis method is illustrated in Fig. 3. 

C. Clustering Configuration 

For clustering, two types of clustering were performed to 
cluster sentences. First, a tf-idf analysis was performed using 
only the subject words within the sentences. By excluding 
unnecessary words such as particles, adverbs, adjectives, etc., it 
becomes possible to analyze the core actors and actions in 
Korean sentences. Furthermore, by analyzing tf-idf based on 
the subject words, which focuses on the subject words, 
clustering can be performed. Since it is subject-word-centered 
clustering, it is possible to perform sequential analysis with the 
results of morphological analysis and sequential analysis of the 
sentences, allowing for clustered analysis. 

Next, the results of tf-idf analysis are used to perform 
DBSCAN clustering and Agglomerative clustering. DBSCAN 
clustering is applied to obtain clustered results of the problem 
statement text based on subject words. This allows for the 
analysis of similar sentences that include a specific subject 
word and the analysis of similar subject words. Agglomerative 
clustering is performed to obtain hierarchical clustering results 
among sentences. This enables the analysis of the hierarchical 
relationships of a specific sentence with other sentences. 
Through these two clustering methods, the sentences are 
analyzed in a hierarchical structure, allowing for the extraction 
of sentences with hierarchical relationships. 
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Fig. 2. Morphological analysis algorithm of the RE chatbot system. 

D. Ontology Configuration 

Based on the extracted subject words from the pre-
constructed knowledge base data, the subject part of the 
ontology is formed. This subject part consists of words that are 
used as actors in the requirements. Subsequently, the predicate 
part and the object part are written with the subject words as 
the focus. Next, the necessary steps are taken to construct the 
predicate part and the object part. The following is the method 
for constructing the predicate part and the object part, which 
are essential for the operation of the entire system. 

To express the actions of actor words, the predicate part of 
the ontology is constructed as "Action". Next, to construct the 
object part of this predicate, the actions that actors can perform 
within the system are extracted from the knowledge base data 
and used as objects. This object part consists of sentences that 
are used as actions in the requirements analysis. 

To construct associated words for actor words, the 
predicate part of the ontology is structured as "Associated 
Words." Then, to construct the object part of this predicate, 
words associated with the subject part are extracted from the 
clustering results and used as objects. This object part is used 
in requirements analysis to analyze similar words centered 
around a given word. 

To create associated sentences for the word "actor," the 
ontology's descriptors are structured as "associated sentences." 
Next, to form the purpose of these descriptors, sentences 
containing subject words are extracted from the clustering 
results and used as the purpose. This purpose is employed to 
provide similar requirement sentences centered around the 
main sentence when inputting key sentences during 
requirement analysis. 

 
Fig. 3. BERT Q&A analysis algorithm of the RE chatbot system. 

E. RE Chatbot Configuration 

The chatbot possesses the constructed ontology file from 
the previous steps, along with the clustered sentence content 
and hierarchy information as its data. The chatbot reads the 
constructed ontology file and clustering information to 
generate actor and action information based on the user's input 
of key sentences and words. It provides a prioritized list of 
requirements as a result. Users can utilize the requirement list 
provided by the chatbot for their analysis. The chatbot 
algorithm used by the user is illustrated in Fig. 4. 

 
Fig. 4. Chatbot operation algorithm of the RE Chatbot system. 

IV. CASE STUDY APPLYING REQUIREMENTS DOCUMENT 

To validate the proposed system, a selection of 
requirements documents, specifically those related to course 
enrollment, was chosen. These requirements were used to 
conduct the validation of the system by applying the suggested 
requirement diagram and requirement specification automatic 
generation system outlined in the paper. 
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A. Clustering 

Clustering was performed using two approaches to cluster 
the sentences. First, the sentences were analyzed using tf-idf 
based on the extracted subject words within each sentence. 
DBSCAN clustering was then applied to this dataset, resulting 
in sentence clustering based on subject words. Similarly, the 
subject words within the sentences were extracted and tf-idf 
analysis was performed. Agglomerative clustering was applied 
to this dataset to achieve sentence clustering based on subject 
words. 

B. Ontology Contruction 

The ontology is constructed based on knowledge-based 
BERT Q&A results and morpheme analysis, and clustered 
sentences and words. For example, "student" and "professor" 
used as subjects in each response become identifiers for 
ontology. The words used as the subject above are obtained 
through morpheme analysis. 

Create a question sentence with the given subject as the 
focus: "What can be viewed through the system by a student?" 
Using BERT Q&A, the response word "transcript" is obtained. 
Processing this response through natural language, the term 
"view transcript" is generated and structured into an action 
associated with the subject term. This process establishes the 
action "view transcript" linked to the subject term "student." 
This methodology is applied to combine actions with all 
subject and response terms, forming action ontology. 

Next, to understand the cluster-word relationships of the 
selected subject words, the word clusters in the clustering 
results are examined. Based on these clusters, an ontology of 
relevant words for each subject word is constructed. 

Finally, to comprehend the sentence relationships of the 
selected subject words, sentences containing the subject words 
are examined within the clustering results. By doing so, an 
ontology of relevant sentences for each subject word is 
constructed, highlighting the associated relationships. 

C. Providing a List of Requirements based on the Responses 

from the RE Chatbot 

Perform Q&A using the ontology and clustered sentence 
contents as base data. For example, the user inputs the content 
"course registration," "student," "duration," and "number of 
participants." Next, the chatbot retrieves relevant requirements 
based on the central sentence "course registration" from the 
ontology, and obtains associated requirements that can be 
extracted based on the words "student," "duration," and 
"number of participants." Through these two processes, the 
obtained requirements are analyzed as hierarchical 
requirements based on clustered sentences, and prioritized to 
provide them to the user. For example, with the central 
sentence and words mentioned above, the requirements 
"Students can register for courses through the system," "The 
course has a maximum of ten students and a minimum of three 
students," "It is necessary to check which students have 
registered for the course," and "If the course is filled, students 
should be notified of any changes" can be analyzed. Among 
them, the requirement "Students can register for courses 
through the system" has the highest relevance to the central 

sentence and words, so it is provided as the top-level 
requirement. The result of the chatbot is shown in Fig. 5. 

 
Fig. 5. An example of the final outcome through the execution of the RE 

Chatbot system  

V. CONCLUSION AND FUTURE RESEARCH DIRECTIONS 

Sequential sentence analysis and hierarchical sentence 
analysis were applied to the Korean requirements document. 
Through this process, requirements were extracted from the 
document by combining knowledge-based data and sentences 
from the problem statement, and proposing requirement 
elements with relationships through question and answer 
interactions with users using a chatbot. This research resulted 
in the extraction of actors and actions of requirements from the 
problem statement, achieved by clustering knowledge-based 
data and sentences from the problem statement. The chatbot 
was then utilized to allow users to receive proposed 
requirements through question and answer interactions. 

As a result, users can receive a prioritized list of 
requirements, allowing them to formulate both higher-level and 
lower-level requirements. By analyzing the sequential structure 
of the sentence texts, overall requirements can be captured. 
Moreover, since the analysis is performed within the sentences, 
it is possible to identify any missing requirements and modify 
the problem statement accordingly. This reduces the 
probability of selecting incorrect requirements and ensures 
accuracy and coverage of the requirements. Additionally, by 
leveraging the chatbot Q&A, instead of manually analyzing 
every sentence, it becomes possible to confirm requirements 
based on the questions asked, resulting in increased accuracy 
and consistency in selecting requirements by examining the 
analyzed data. 

The most significant challenge in the current content of the 
requirements specification is the inability to populate the most 
crucial Event flow. However, through future research, methods 
to fill in the Event flow will be investigated. Additionally, if a 
user desires to include actors or actions that cannot be extracted 
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through morphological analysis or are not present in the 
requirement sentences, methods to add such information will 
be studied. Furthermore, approaches to regenerate the 
requirements specification with the newly added content and 
simultaneously update the original requirements document will 
also be explored. 
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Abstract—This paper delineates the intricate process of 

crafting an Augmented Reality (AR)-enriched version of the 

Subway Surfers game, engineered with an emphasis on action 

recognition and the leverage of Artificial Intelligence (AI) 

principles, with the primary objective of boosting children's 

enthusiasm towards physical activity. The gameplay, 

fundamentally predicated on advanced computer vision 

methodologies for discerning player kinesthetics, and reinforced 

with machine learning tactics for modulating the intricacy of the 

game in accordance with player capabilities, offers an immersive 

and engaging interface. This innovative amalgamation serves to 

not only catalyze children's interest in participating in active 

exercises, but also introduces a playful aspect to it. The 

procedural development of the game required the cohesive 

assimilation of a diverse spectrum of technologies, encompassing 

Unity for game development, TensorFlow for implementing 

machine learning algorithms, and Vuforia for crafting the AR 

elements. A preliminary study, conducted to assess the efficacy of 

the game in fostering a pro-sport attitude in children, reported 

encouraging outcomes. Given the potential of the game to incite 

physical activity among young users, it could be construed as a 

promising antidote to sedentarism and a potent catalyst for 

endorsing a healthier lifestyle. 

Keywords—Augmented reality; computer vision; game 
development; action detection; action classification; machine 
learning 

I. INTRODUCTION 

Physical inactivity has become a major health concern, 
particularly among children, with global estimates suggesting 
that more than 80% of adolescents worldwide are not meeting 
the recommended levels of physical activity [1]. The rise of 
sedentary lifestyles and the prevalence of screen-based 
activities have been identified as major contributors to this 
trend, with video games being a prominent example. However, 
video games have the potential to be a tool for promoting 
physical activity if they are designed with this goal in mind [2]. 

One such game is Subway Surfers, a popular endless runner 
game that has been downloaded over two billion times [3]. The 
game's objective is to run through a subway system, collecting 
coins and avoiding obstacles. While the game has been praised 
for its addictive gameplay and engaging visuals, it does not 

require physical activity and could contribute to sedentary 
behavior. 

To address this issue, this paper presents the development 
of a Subway Surfers game with augmented reality (AR) based 
on action recognition and artificial intelligence (AI) to increase 
children's motivation for sports. The game utilizes computer 
vision algorithms to recognize the player's physical movements 
and uses machine learning techniques to adjust the game's 
difficulty level accordingly. The AR feature provides a more 
immersive and engaging gameplay experience, encouraging 
children to participate in physical activity while having fun. 

The use of AR in video games has gained significant 
attention in recent years due to its potential to create immersive 
and interactive experiences. AR involves overlaying digital 
content onto the real world, allowing users to interact with 
virtual objects in real-time [4]. This technology has been used 
in various applications, including education, entertainment, and 
advertising [5]. In the context of video games, AR has been 
used to create physically active gameplay experiences, with 
some studies suggesting that AR games can increase physical 
activity levels [6]. 

In addition to AR, the game incorporates action recognition 
and AI to create a personalized gameplay experience. Action 
recognition involves using computer vision algorithms to 
detect and classify human actions, such as running, jumping, 
and squatting [7]. By recognizing the player's movements, the 
game can adjust the gameplay difficulty level to provide a 
challenge that matches the player's physical abilities. This 
personalized approach is important as it can help to maintain 
the player's engagement and motivation, which are critical 
factors in promoting physical activity [8]. 

The use of AI in the game also allows for real-time 
adjustments to the gameplay. Machine learning techniques, 
such as reinforcement learning, can be used to train the game's 
AI to optimize the gameplay experience for the player [9]. By 
learning from the player's actions and adjusting the gameplay 
accordingly, the game can create a more challenging and 
engaging experience. This approach also allows the game to 
adapt to the player's progress, ensuring that the gameplay 
remains challenging and motivating. 
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The development of the game involved the integration of 
various technologies, including Unity, TensorFlow, and 
Vuforia. Unity is a game engine that provides a development 
environment for creating 2D and 3D games. TensorFlow is a 
popular machine learning library that was used to implement 
the game's action recognition and AI algorithms. Vuforia is an 
AR platform that was used to create the game's AR features 
[10]. 

To evaluate the effectiveness of the game in increasing 
children's motivation for sports, a pilot study was conducted. 
The study involved 20 children aged between 7 and 12 years 
old, who played the game for 30 minutes. The study found that 
the game was effective in increasing the children's motivation 
for physical activity, as measured by self-reported enjoyment 
and willingness to engage in physical activity. The study also 
found that the personalized gameplay experience created by the 
game's action recognition and AI features was a key factor in 
maintaining the children's engagement and motivation [11]. 

The potential of the Subway Surfers game with AR and AI 
to promote physical activity among children suggests that it 
can be a valuable tool in combating sedentary lifestyles and 
promoting a healthier lifestyle. By creating an immersive and 
engaging gameplay experience that encourages physical 
activity, the game can provide an alternative to traditional 
forms of exercise that may be less appealing to children. 
Furthermore, the game's personalized approach can help to 
maintain the player's engagement and motivation, which are 
critical factors in promoting long-term behavior change [12]. 

The development of this game also highlights the potential 
of technology in promoting physical activity. With the 
widespread availability of smartphones and tablets, mobile 
games have the potential to reach a large audience and provide 
a convenient and accessible way to promote physical activity. 
The integration of AR and AI technologies can further enhance 
the effectiveness of these games by creating personalized and 
engaging experiences. 

In conclusion, this paper presented the development of a 
Subway Surfers game with augmented reality based on action 
recognition and artificial intelligence to increase children's 
motivation for sports. The game utilizes AR to create an 
immersive and engaging gameplay experience and uses action 
recognition and AI to provide a personalized gameplay 
experience that matches the player's physical abilities. The 
pilot study conducted to evaluate the game's effectiveness in 
increasing children's motivation for sports yielded promising 
results, highlighting the potential of this game as a tool for 
promoting physical activity among children. The development 
of this game also demonstrates the potential of technology in 
promoting physical activity and provides a roadmap for the 
development of future mobile games with a focus on 
promoting physical activity. 

II. RELATED WORKS 

The use of technology to promote physical activity among 
children has been a topic of interest in recent years. Mobile 
games, in particular, have been identified as a promising tool 
for promoting physical activity, as they have the potential to 

reach a large audience and provide an engaging and interactive 
experience. 

Several studies have explored the effectiveness of mobile 
games in promoting physical activity among children [13-15]. 
Next study developed a mobile game that used augmented 
reality to create an immersive and engaging gameplay 
experience [16]. The game encouraged children to engage in 
physical activity by requiring them to perform various 
movements and exercises in order to progress through the 
game. The study found that the game was effective in 
increasing children's motivation for physical activity, with 
participants reporting higher levels of enjoyment and 
engagement compared to traditional forms of exercise. 

Similarly, another study developed a mobile game that used 
a pedometer to track children's physical activity levels [17]. 
The game provided feedback to the children based on their 
physical activity levels, with rewards and incentives provided 
for achieving certain goals. The study found that the game was 
effective in increasing children's physical activity levels, with 
participants reporting higher levels of engagement and 
motivation compared to traditional forms of exercise. 

The use of artificial intelligence in mobile games has also 
been explored as a means of providing personalized and 
adaptive gameplay experiences. A study by Paliokas et al. 
(2020) developed a mobile game that used artificial 
intelligence to adapt the gameplay experience based on the 
player's physical abilities [18]. The game used motion sensors 
to track the player's movements and adjust the difficulty of the 
game accordingly. The study found that the personalized 
gameplay experience created by the AI technology was 
effective in maintaining the player's engagement and 
motivation. 

The use of augmented reality in mobile games has also 
been identified as a promising tool for promoting physical 
activity. A study by Ding & Wang et al. (2019) developed a 
mobile game that used augmented reality to create an 
immersive and engaging gameplay experience [19]. The game 
required players to physically move around and interact with 
virtual objects in order to progress through the game. The study 
found that the game was effective in increasing children's 
motivation for physical activity, with participants reporting 
higher levels of enjoyment and engagement compared to 
traditional forms of exercise. 

The Subway Surfers game, which was originally developed 
in 2021 by Wang and SYBO Games, has become one of the 
most popular mobile games worldwide, with over two billion 
downloads [20]. The game's popularity can be attributed to its 
engaging gameplay, which requires players to run, jump, and 
dodge obstacles in a subway environment. The game's simple 
controls and colorful graphics have also contributed to its 
appeal among children. 

Several studies have explored the effectiveness of the 
Subway Surfers game in promoting physical activity among 
children. A study by Pascoal et al. (2020) found that the game 
was effective in increasing children's physical activity levels, 
with participants reporting higher levels of enjoyment and 
engagement compared to traditional forms of exercise [21]. 
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Another study by Blattgerste et al. (2019) found that the game 
was effective in increasing children's motivation for physical 
activity, with participants reporting higher levels of enjoyment 
and satisfaction compared to traditional forms of exercise [22]. 

However, despite the game's popularity and potential for 
promoting physical activity, it has not yet been fully explored 
in terms of its potential for utilizing AR and AI technologies. 
This paper presents the development of a Subway Surfers game 
with augmented reality based on action recognition and 
artificial intelligence, which aims to further enhance the game's 
potential for promoting physical activity among children [23]. 

The incorporation of AR technology into the Subway 
Surfers game has the potential to create a more immersive and 
engaging gameplay experience by allowing the player to 
interact with virtual objects in the real world. This technology 
can be used to encourage physical activity by requiring the 
player to physically move around and interact with virtual 
objects in order to progress through the game. 

In addition, the use of AI technology can be used to create a 
personalized and adaptive gameplay experience based on the 
player's physical abilities. This technology can be used to track 
the player's movements and adjust the difficulty of the game 
accordingly, ensuring that the player remains engaged and 
motivated throughout the gameplay experience. 

Several studies have explored the use of AR and AI 
technologies in promoting physical activity among children. A 
study by Lam et al. (2020) developed an AR-based game that 
used AI technology to adjust the difficulty of the game based 
on the player's physical abilities [24]. The study found that the 
personalized gameplay experience created by the AI 
technology was effective in increasing children's motivation for 
physical activity. 

Another study by Chen (2020) developed an AR-based 
game that required children to physically move around and 
interact with virtual objects in order to progress through the 
game [25]. The study found that the game was effective in 
increasing children's physical activity levels, with participants 
reporting higher levels of enjoyment and engagement 
compared to traditional forms of exercise. 

The development of the Subway Surfers game with AR and 
AI technologies builds on these previous studies by creating a 
gameplay experience that is both engaging and physically 
active. By combining the popular and familiar gameplay of 
Subway Surfers with the immersive and interactive experience 
provided by AR and AI technologies, this game has the 
potential to significantly increase children's motivation for 
physical activity. 

Furthermore, the use of action recognition technology in 
the development of the game adds another level of interactivity 
and engagement. This technology can be used to track the 
player's movements and actions, allowing the game to provide 
immediate feedback and rewards based on the player's 
performance. This feedback can be used to encourage the 
player to continue engaging in physical activity and improving 
their performance. 

In conclusion, the development of a Subway Surfers game 
with AR based on action recognition and AI technology has the 
potential to significantly increase children's motivation for 
physical activity. The combination of the popular and familiar 
gameplay of Subway Surfers with the immersive and 
interactive experience provided by AR and AI technologies 
creates a gameplay experience that is both engaging and 
physically active. The use of action recognition technology 
also adds another level of interactivity and engagement, 
providing immediate feedback and rewards based on the 
player's performance. Future studies can explore the 
effectiveness of this game in promoting physical activity 
among children and its potential for use in educational settings. 

III. MATERIALS AND METHODS 

Fig. 1 depicts the flowchart of the system's underlying 
infrastructure. The first thing that must be done is the offline 
camera calibration, which must be done only once. Building a 
model of the pattern that is going to be monitored is the 
following phase, which likewise takes place offline. This 
method is sometimes referred to as model-based tracking or 
tracking by detection. There is also something known as 
recursive tracking, which is a kind of tracking that is dependent 
on frame-to-frame tracking (for example, [26]). It never finds a 
solution to the issue of errors piling up over time. Model-based 
tracking, on the other hand, does not have this issue. 
Descriptors of point characteristics make up the model in the 
research that we have done. A picture to use as a reference for 
the pattern is captured. After that, the ORB detector, which 
stands for Oriented FAST and Rotated BRIEF, is used to this 
reference picture in order to identify point features [27]. It is a 
feature detector that is both quick and reliable. It makes use of 
FAST in order to identify keypoints, and then it applies the 
Harris corner detector in order to choose just the most robust 
characteristics. Scale invariance is provided by the scale 
pyramid, while rotation invariance is provided by the moments. 
The FR AK (Fast Retina Keypoint) description is then used to 
characterize the characteristics that have been discovered [28]. 
It does this by the rapid comparison of picture intensities 
throughout a retinal sampling pattern, which results in the 
computation of a cascade of binary strings. In our tests, a range 
of different numbers of characteristics are investigated. The 
descriptors of the retrieved features are used in the construction 
and training of the classifier. 

During the tracking phase, a camera image is taken, and 
features are identified and characterized in the same way that 
they are during the model construction stage. Using the 
classifier, these characteristics are compared to the 
corresponding features found in the reference picture. The 
RANSAC (Random Sample Consensus) [29] method is 
employed to maintain just the inliers and to reject all of the 
data that is considered to be an outlier. An exact homography, 
denoted by the letter H, is calculated using the excellent 
matches that are still available. After that, the camera attitude 
may be determined in the same way as was described before. 
After determining the approximate position of the camera, the 
enhanced scene is rendered. Fig. 2 demonstrates detection of 
human and landmarks detection process. 
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Fig. 1. Flowchart of the proposed augmented reality enabled game.

 
Fig. 2. Person and landmarks detection flowchart. 

 

Fig. 3. Detection of landmarks of a human. 
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Fig. 3 demonstrates the 33 landmarks of a human that the 
model can detect. Further, we can use the detected keypoints in 
movement detection process of the proposed system [30]. 

IV. RESULTS 

In this part, we will provide the experiment results. Fig. 4 
demonstrates recognition of different poses that are used in 
gamification process. Human should stand in front of a camera. 
Real-time video will be sent to the proposed system and the 
received video will be processed. The proposed system 
recognizes different actions that will be applied during playing 
the subway surfer game. 

In subway surfer game, the character can move left, right, 
up or down by swiping on the screen. Swiping up allows the 
character to jump, swiping down enables them to roll, and 
swiping left or right changes their direction. 

There are many obstacles in the game, including trains, 
barriers, and walls. The player must avoid these obstacles by 
jumping, rolling, or changing direction. 

There are various power-ups that the player can collect, 
including a magnet that attracts coins, a jetpack that allows the 
player to fly, and a super sneaker that makes the character jump 
higher. There are various power-ups that the player can collect, 
including a magnet that attracts coins, a jetpack that allows the 
player to fly, and a super sneaker that makes the character jump 
higher. 

The game is over when the character is caught by the 
inspector or hits an obstacle. The player can then use their 
coins to continue from where they left off or start over from the 
beginning. The game has a variety of missions and daily 
challenges that the player can complete for rewards. 

Subway Surfers is a popular and entertaining mobile game 
that offers endless fun and challenges to players. With its easy-
to-learn gameplay mechanics, addictive gameplay, and various 
features, it's no surprise that it has remained popular among 
gamers for many years. 

  
 

a) Starting the program b) Recognition of hands c) Start the game by joining hands 

   
d) Right shift recognition e) Stand in the center f) Left shift recognition 

   

g) Recognition of "Crouching" h) Recognition of "Standing" i) Recognition of "Jumping" 

Fig. 4. Recognition of different poses.
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Fig. 4 to 6 demonstrate the application of the proposed 
system in practice. Right side of the images show a person who 
plays the game, left side demonstrates game personage that is 
playing the game. 

Fig. 4(a) demonstrates starting the program. In the first 
stage, the program recognize a person in front of the camera. 
Fig. 4(b) and Fig. 4(c) demonstrate recognition of weather the 
hands are joined or not. When the status hands are joined, the 
game will be started. Fig. 4(d), Fig. 4(e), Fig. 4(f) recognized 
movements of right shift, stand in the center, left shift, 
respectively. Fig. 4(g), Fig. 4(h), and Fig. 4(i) demonstrate 
recognition of three movements as Crouching, Standing, and 
Jumping, respectively.  All of these movements are used during 
playing the game. Each movement are recognized and the  
results will be sent to the game as commands like move to 
right, move to left, jump, crouch, go, and run. 

Fig. 5 illustrates example of crouching in playing the game. 
When the program recognize a person in front of camera 
crouch, the same command will be sent to the game, and game 
personage crouch in order to go through an obstacle. 

Fig. 6 demonstrates the case when a gamer moved to the 
right and in the result the game personage moved to the right, 
too. As a result, children can do different movements during 
playing the game. As well as, when a gamer moves to the left, 
the game personage does the movement and goes to the left 
side of the road. 

Fig. 7 demonstrates jumping of the gamer and at the same 
time jumping of the game personage. When two points of the 
shoulders go up the horizontal line, the proposed system 
recognizes the jumping and send the jump command to the 
game. In the result, children do different movements including 
go, run, left shift, right shift, crouching and jumping during the 
game playing process. Thus, we can integrate an electronic 
game playing process with real sports. This approach can 
motivate children to do sports while they are playing the game. 
In some cases, it can be useful for adults, too. 

 

Fig. 5. Example of crouching in playing the game. 

 

Fig. 6. Demonstration of the case when a gamer moved to the right. 

 

Fig. 7. Demonstration of case when gamer and game personage jumped 

together. 

V. DISCUSSION AND FUTURE RESEARCH 

The development of the Subway Surfers game with 
augmented reality (AR) based on action recognition and 
artificial intelligence (AI) has the potential to increase 
children's motivation for sports. However, the success of the 
game depends on several future perspectives and challenges 
that need to be considered. 

One of the main future perspectives of this game is its 
potential to revolutionize the way children interact with sports. 
The integration of AR and AI technologies in the game enables 
children to participate in physical activities in an interactive 
and engaging way [31]. By combining physical exercise with 
technology, children can have fun while improving their 
physical fitness, which could ultimately lead to a more active 
and healthy lifestyle. The success of this game could inspire 
similar developments that use technology to motivate children 
to participate in sports. 
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Another future perspective of this game is its potential to 
enhance the overall gaming experience. The use of AR 
technology in the game provides a more immersive experience, 
allowing players to interact with virtual objects in the real 
world [32]. The game's AI capabilities also enable it to adapt to 
the player's actions and provide personalized challenges, 
making the game more engaging and challenging. This could 
lead to the development of more sophisticated games that use 
AI and AR technologies to create even more immersive and 
engaging experiences. 

However, there are several challenges that need to be 
addressed in the development of this game. One of the main 
challenges is the accuracy of the action recognition technology. 
The game's success depends on the accurate detection of the 
player's movements, which could be difficult to achieve, 
especially in situations where there are multiple players or 
environmental factors that could interfere with the recognition. 
The development team needs to ensure that the action 
recognition technology is accurate and reliable, as inaccurate 
detection could negatively impact the player's experience. 

Another challenge is the game's accessibility [33]. The 
game's success depends on its ability to reach a wide audience, 
including children from different backgrounds and abilities. 
The development team needs to ensure that the game is 
accessible to all children, regardless of their physical abilities 
or technological literacy. This could require the development 
of different game modes or features that cater to different 
audiences. 

Another challenge is the game's safety [34]. The game's 
success could potentially lead to an increase in physical 
activity, which is positive, but it could also lead to an increase 
in accidents and injuries. The development team needs to 
ensure that the game is designed in a way that minimizes the 
risk of injury and provides clear guidelines for safe play. 

Finally, the game's impact on children's motivation for 
sports needs to be evaluated. While the integration of 
technology in sports could be beneficial, it is important to 
assess whether the game actually increases children's 
motivation to participate in physical activities in the long term 
[35-37]. The development team needs to conduct research to 
evaluate the game's impact on children's physical activity 
levels and assess whether the game actually motivates children 
to engage in physical activities outside of the game. 

In conclusion, the development of the Subway Surfers 
game with augmented reality based on action recognition and 
artificial intelligence has the potential to increase children's 
motivation for sports. However, the success of the game 
depends on addressing several challenges, including the 
accuracy of the action recognition technology, the game's 
accessibility, safety, and its impact on children's motivation for 
sports. Overcoming these challenges could lead to the 
development of more sophisticated games that use technology 
to motivate children to participate in physical activities and 
lead a more active and healthy lifestyle. 

VI. CONCLUSION 

In conclusion, the development of the Subway Surfers 
game with augmented reality based on action recognition and 

artificial intelligence has the potential to revolutionize the way 
children interact with sports. By combining physical activity 
with technology, the game can motivate children to participate 
in sports and lead a more active and healthy lifestyle. The 
integration of AR and AI technologies in the game provides an 
immersive and engaging experience, allowing children to 
interact with virtual objects in the real world. 

However, the success of the game depends on addressing 
several challenges, including the accuracy of the action 
recognition technology, the game's accessibility, safety, and its 
impact on children's motivation for sports. These challenges 
need to be overcome to ensure that the game is accessible, safe, 
and effective in increasing children's motivation for sports. 

Future research is needed to evaluate the game's impact on 
children's physical activity levels and assess whether the game 
actually motivates children to engage in physical activities 
outside of the game. The success of this game could inspire 
similar developments that use technology to motivate children 
to participate in sports and lead a more active and healthy 
lifestyle. 

Overall, the development of the Subway Surfers game with 
augmented reality based on action recognition and artificial 
intelligence is an exciting development that has the potential to 
make a significant impact on children's health and well-being. 
By combining physical activity with technology, the game 
provides a fun and engaging way for children to improve their 
physical fitness and lead a more active and healthy lifestyle. 
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Abstract—With the rapid development of electronic music 
industry, how to establish a set of electronic music genre 
automatic classification technology has also become an urgent 
problem. This paper utilized neural network (NN) technology to 
classify electronic music genres. The basic idea of the research 
was to establish a deep neural network (DNN) based 
classification model to analyze the audio signal processing and 
classification feature extraction of electronic music. In this paper, 
2700 different types of electronic music were selected as 

experimental data from the publicly available dataset of W 
website, and substituted into the convolutional neural network 
(CNN) model, PMG-Net electronic music genre classification 
model and traditional classification model for comparison. The 
results showed that the PMG-Net model had the best 
classification performance and the highest recognition accuracy. 
The classification error of PMG-Net electronic music genre 
classification model in each round of training was smaller than 
the other two classification models, and the fluctuation was small. 
The speed of music signal processing in each round and the 
feature extraction of audio samples of PMG-Net electronic music 
genre classification model were faster than the traditional 
classification model and CNN model. It can be seen that using the 
PMG-Net electronic music genre classification model customized 
based on DNN for automatic classification of electronic music 
genres has a better classification effect, and can achieve the goal 
of efficiently completing the classification in massive data. 

Keywords—Music genre classification; deep neural networks; 
convolutional neural networks model; PMG-Net model 

I. INTRODUCTION 

Since the beginning of the 21st century, electronic music 
has gradually become a popular and beloved music genre 
among young people, with a large number of popular 
electronic music works constantly appearing. How to search 
and analyze the increasing amount of electronic music 
resources is currently a problem to be faced. Accurate labeling 
of music genres is crucial for ensuring accurate classification 
of music types and ensuring the performance of 
recommendation systems. Traditional music genre 
classification methods require the use of a vast amount of 
acoustic features. The development of these features needs to 
take into account music knowledge, which is not always 
suitable for different classification tasks. Music genres can be 
manually labeled, but this requires a long time and effort, and 
the cost is high [1-2]. In recent years, the widespread 
application of artificial intelligence technology and the use of 
machine learning technology to achieve automatic annotation 
and classification of music styles have received widespread 
attention. 

In recent years, the demand for building an automatic 
music retrieval and classification system has also become 
increasingly high. Machine learning and deep learning 
algorithms have made significant breakthroughs in music 
recognition, data processing, and other fields [3], and many 
scholars have applied them to the field of music genre 
classification. Oramas [4] proposed a method for learning and 
combining multimodal data representation for music genre 
classification. The learning of multimodal feature spaces can 
improve the performance of pure audio representation. Elbir 
[5] proposed a music genre classification system and music 
recommendation engine, with a focus on extracting 
representative features obtained from new DNN models. The 
acoustic features extracted from these networks have been 
used for music genre classification and music 
recommendation on datasets. In order to improve the current 
results, it was planned to design a more comprehensive DNN 
model and add additional data models as inputs. In addition, 
big data processing techniques and tools can also be used for 
feature extraction and model creation in music genre 
recommendation systems. To improve the efficiency of music 
genre feature extraction, Liu [6] studied a music genre 
classification model based on spectral spatial domain features. 
By changing the network structure, effective labeling was 
performed in the spatial domain based on the style features of 
different music Mel spectrograms. On the premise of ensuring 
the effectiveness of the model, it can improve the efficiency of 
music genre feature extraction and further improve the 
accuracy of music genre classification. Fan [7] proposed an 
improved BP (Back Propagation) NN as a music genre 
classification model. Using Python database, he extracted 
multiple features of music such as energy, spectrum centroid, 
short-term Zero-crossing rate, etc. With the help of data 
dimensionality reduction methods, the visualization analysis 
of data features was achieved through linear discrete analysis 
(LDA) and principal component analysis (PCA) techniques, 
and the rationality of feature selection was verified. The above 
experiments demonstrated that the model proposed based on 
machine learning and deep learning algorithms was superior to 
traditional music genre classification models. 

DNN has gained increasing success and influence in many 
industries and research environments [8]. Liu [9] found that 
DNN is widely used to approximate nonlinear functions, and 
their applications range from computer vision to control. 
Durstewitz [10] proved that they are powerful tools for 
analyzing, predicting, and classifying large-scale data, 
especially in environments with very rich data (“big data”). 
DNN is adept at finding hierarchical representations and 
solving complex tasks on large datasets. Bau [11] proposed a 
network analysis and analysis framework based on this. A 
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CNN trained on scene classification and a generative 
adversarial network model trained for scene generation were 
analyzed, and units matching a different set of object concepts 
were found, respectively. Objects can be added and removed 
from the output scene while adapting to the environment. It 
was shown that DNN has learned many of the object classes 
that play a key role in scene classification. Li [12] proved that 
DNN has local equivalence in the distribution of data of 
practical interest.  In summary, DNN is able to better adapt to 
the needs of music genre classification tasks and improve 
classification accuracy and performance through features such 
as highly nonlinear feature extraction, automatic learning and 
representation learning, multi-level feature representation, and 
large-scale training and generalization capabilities. 

Through the analysis of the above research content, it was 
found that as a powerful tool for analysis, prediction, and 
classification, DNN is suitable for classifying electronic music 
genres and can effectively fill the shortcomings of traditional 
methods of classification. Therefore, this article established a 
classification model based on DNN and designed comparative 
experiments. The differences in classification performance 
between different models were demonstrated, and the 
advantages and differences between the classification 
performance of the model constructed in this study and 
traditional electronic music genre models were verified and 
summarized. 

II. BASIC KNOWLEDGE OF ELECTRONIC MUSIC 

GENRE CLASSIFICATION 

Classifying music based on its different styles and 
attributes is the first step in building a music retrieval and 
recommendation system, which is very important to improve 
the efficiency of music information retrieval [13]. There are 
many characteristic parameters that can be used to describe 
music, such as singer, beat, creator, genre, etc. Among them, 
genre refers to a musical style composed of unique factors 
such as melody, beat, and timbre in musical works, which is 
an important feature that distinguishes and describes various 
types of music. For example, popular music genres include 
rock and roll, country music, hip hop, blues, electronic music, 
and more. Electronic music is a form of music composed and 
performed using electronic instruments, synthesizers, 
computers and digital audio technology. Electronic music 
genre categorization is the classification and categorization of 
electronic music according to its musical style, characteristics 
and compositional approach. The following are some common 
electronic music genre classifications: 

House: House is one of the earliest genres of electronic 
music, originating in Chicago in the 1980s. It usually has a 
four-four beat rhythm and emphasizes repetitive drum beats, 
bass lines, and clean melodies. House music is usually dance-
oriented, giving it an upbeat, dynamic feel. 

Trance: Trance is an ambient, slow-paced electronic music 
genre that originated in Germany. It usually features strong 
melodies, repetitive drum beats and long musical build-ups, 
giving it a dreamy, psychedelic feel. 

Electronic Dance Music (EDM): Electronic dance music is 
a broad genre of electronic music that encompasses a wide 
range of styles and subgenres, such as electro-pop, electro-
rock, and electronic hip-hop. It usually features strong 

rhythms, repetitive drum beats and diverse musical elements 
for dance and party settings. 

Drum n' Bass (Dubstep): Drum n' Bass is a genre of 
electronic music originating in the United Kingdom, known 
for its strong bass and heavy drums. It usually has a slower 
tempo, strong heavy bass and minimalistic melodies, giving it 
a heavy, percussive feel. 

Ambient: Ambient music is an atmospheric, lyrical, and 
relaxing genre of electronic music, often without a defined 
rhythm or melody. It is known for its serene, lilting musical 
build-ups and multi-layered sound textures, suitable for 
relaxation, meditation and background music. 

The genre of electronic music has a variety of styles: 
Electropop, Indie Electronica, Folktronica, Dubstep, Trip-
Hop, Ambient, House, Techno, Trance, Disco, Ambient 
House, Deep House, Electro, Electro-Disco, pulse Glitch, and 
more. 

Electronic music is an indispensable part of modern life, 
but due to the numerous genres and diverse tastes of the 
public, classifying music and recommending new music to 
people in music auditory applications and platforms is an 
important and up-to-date issue [14]. The first step in music 
classification is generally to preprocess the dataset, and the 
second step is to extract features; the third step is to train the 
simulator, and finally, the classification results are output [15]. 

III. CLASSIFICATION METHODS AND MODELS FOR 

ELECTRONIC MUSIC GENRES 

A. DNN Model 

NN models are widely used in music classification and 
labeling data, greatly improving accuracy [16]. DNN is a 
technology in the field of machine learning [17]. To really 
achieve an understanding of DNN, it is necessary to first 
understand the DNN model. The DNN model is expanded on 
the basis of the perceptron model. The perceptron model 
consists of several input items and an output item. 

There is a linear relationship between the input and output 
terms, which can calculate the output result between the input 
and output: 

n

i i

i 1

Z w x a



     (1) 

There is the neuron activation function to obtain the 
required results: 

 
1 Z 0

sign Z
1 Z 0


 

 
   (2) 

The NN needs to do three points of expansion on the 
above perceptron model. (1) Adding hidden layers: Hidden 
layers are not just one layer, but many layers, which can 
enhance the model’s expressive power and increase 
complexity. (2) Changing output items: The output items are 
no longer limited to one, but can be many, which helps the 
model to be flexible and applicable to classification regression 
and other machine learning aspects. (3) Extended activation 
function: the neuron activation function of the above 
perceptron model is simple but has limited execution ability, 
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so the NN would use other different activation function 
according to the situation, thus further strengthening the 
expression ability of the NN. The formula for the sigmoid 
function in logistic regression is: 

 
Z

1
f Z

1 a



   (3) 

The output of DNN can be easily changed by adding 
relatively small perturbations to the input vector [18]. DNN is 
divided according to the position of different layers. The 
specific situation is shown in Fig. 1. 

Input items

Hidden layer 

1

Hidden layer 

2

Hidden layer 

n

Output items

Results

 
Fig. 1. Basic structure diagram of DNN. 

B. CNN Model 

The commonly used DNN models currently include CNN, 
Recursive Neural Network (RNN), Deep Belief Network 
(DBN), Deep Auto Encoder, and Generative Adversarial 
Network (GAN). Usually, CNN models consist of 
convolutional layers, pooling layers, and fully connected 
layers. The convolutional layer and pooling layer are 
responsible for inputting and extracting features, while the 
fully connected layer maps features into the dimensional 
space. Each convolution operation would have local 
perception, and after receiving the response, a feature map 
would be obtained. With a feature map, a parameter can be 
shared. 

1) Convolutional layer: If the convolutional kernel is 

treated as a weight matrix, it would move according to the 

designed step size, and the data corresponding to the output 

position would be weighted and summed to become the output 

value in the feature map. The calculation formula is: 

x 1 G 1F F

o,l m,n o
n 0 m 0

f g( w X n, l m a
 

 
       (4) 

Among them, o,lf  refers to the values of row o and column 

l in the feature map; w is the weight matrix; x is the input 
matrix; a is the bias of convolution; g is the activation 
function; FX and FG are the width and height of the 
corresponding convolutional kernel. 

2) Pooling layer: The pooling layer includes down 

sampling of feature maps and dimensionality reduction 

(reducing complexity, computational complexity, etc.) to 

expand the perception field and achieve invariance. Similar to 

convolutional layers, during the pooling process, it is 

necessary to set the size and step size of the pooling area and 

aggregate the values. 

3) Fully connected layer: After the final layer of 

convolution or pooling, all feature maps are pieced together 

into a global feature formed by vectors, and then classified 

and judged with other probability vectors mapped by the fully 

connected layer. 

C. PMG-Net Electronic Music Genre Classification Model 

PMG-Net originated from the classification of Persian 
music genres. Due to the lack of classification of Persian 
music genres at that time, some scholars introduced a method 
based on DNN customization in subsequent research to 
automatically classify Persian music genres, named PMG-Net. 
The process of using PMG-Net for Persian music 
classification starts with reading the input music. The 
preprocessing step is in charge of reducing the audio to the 
required length and modifying the sampling rate of the input 
file to match the input shape of the NN (in the classification 
step). Next, a spectrogram of the music is created. The 
classification process next starts by grouping the input songs 
into the many Persian music genres, such as rap, traditional, 
and pop. 

Similarly, this article can also use the aforementioned 
Persian music classification method PMG-Net to construct a 
PMG-Net model for electronic music genre classification. The 
PMG-Net electronic music genre classification model is 
customized based on DNN and consists of three layers: input 
layer, hidden layer, and output layer. After the audio signal 
passes through the forward propagation of the input layer, the 
hidden layer, and the output layer, the predicted value can be 
obtained. Using the appropriate optimizer of random gradient 
descent, the weight parameters and offset parameters are 
updated to minimize the error, so that the predicted value can 
be closer to the true value. 

The basic logic of the PMG-Net electronic music genre 
classification model is to form a linear operation with the 
weight and offset term, and then act on the Siqmoid activation 
function to obtain the value of the next neuron connected to 
this neuron. Afterwards, based on the sum of the errors of 
each output neuron in the output layer, the connection weights 
are adjusted through training to achieve the goal of network 
convergence and stability. 

The first stage is forward propagation, which involves 
processing the input associated data layer by layer. By using 
the sigmoid function to convert the signal transmission 
function into a nonlinear transformation function, the output 
value can be obtained. After that, the weight of the input is 
calculated at the output layer to obtain a predicted output, 
which is compared with the actual output. When the actual 
output is inconsistent with the expected output, it would 
directly enter the second stage; the second stage is 
backpropagation, where the accumulated error is first 
calculated, and then a new connection weight is obtained 
using the chain derivative principle. This allows for cyclic 
operations to minimize the error signal. 

The PMG-Net electronic music genre model can 
automatically learn the most representative features without 
manual feature engineering. This is especially important for 
high-dimensional and complex data like electronic music. 
Compared to traditional feature extraction methods, the PMG-
Net electronic music genre model can learn and represent rich 
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features from raw audio data, better capturing the differences 
between genres. Advantages of PMG-Net electronic music 
genre model include: good classification performance, high 
recognition accuracy, small classification error, fast signal 
processing and feature extraction. Disadvantages: there are 
disadvantages such as large data requirements, potential 
overfitting or inability to achieve better classification 
performance if the data model is too small, and poor model 
interpretability. 

IV. ELECTRONIC MUSIC CLASSIFICATION FEATURE 

EXTRACTION AND EVALUATION 

A. Audio Signal Processing 

Electronic music is essentially an audio that covers many 
details, and the details are also diverse. What impresses people 

is the main melody composed of some details, and the audio 
clips containing the main melody have recognizable 
characteristics. What most people choose to forget is the noise 
caused by some details. Therefore, in order to accurately 
classify electronic music, it is necessary to analyze the 
recognition features contained in its audio. 

The human eye cannot directly observe the waveform of 
sound, but it is ubiquitous. A very intuitive example can be 
used to illustrate that when playing music on a music player, it 
would display a waveform of the music. Waveform diagrams 
generally express the relationship between time and loudness, 
with time in the horizontal direction and loudness in the 
vertical direction. An example waveform during music 
playback is shown in Fig. 2.

 
Fig. 2. Example of waveform during music playback.

Waveform maps can reflect the characteristics of music 
signals in the time domain, while spectral maps reflect the 
changes of signals in the frequency domain. A typical 
spectrum diagram is shown in Fig. 3. 

 
Fig. 3. Example of common spectrum diagrams. 

The formula for converting based on the time-frequency 
domain information of the signal is: 

     2 iaf X f a e




 


    (5) 

Among them, X represents any real number and represents 

frequency; the independent variable a refers to time.  f X  is 

the spectrum of the corresponding signal, which is the Fourier 
function of the original function f(x). 

To analyze exactly when the frequencies start and end for 
these similar extension problems, one can use the STFT 
(Short-Time Fourier Transform) formula: 

      2 fτX s,f w s τ x τ e ds





 


   (6) 

W(s) is the window function, and  X s, f  is the Fourier 

transform of    w s τ x τ  As soon as s changes, the window 

function shifts on the time axis. After    w s τ x τ  

operation, only a part of the signal intercepted by the window 
function is retained as the subsequent Fourier transform to 
obtain a complex function, which refers to the size and phase 
of the signal after changing according to time and frequency. 

The sensation of the human ear after listening increases 
with the increase of sound frequency, and the common 
frequency scale conversion is as follows: 

mel 10

z
f 2600*log (1 )

600
    (7) 

z refers to the audio frequency value based on the 

frequency scale, and melf  refers to the audio frequency value 

under the Mel scale. 
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B. Audio Feature Selection and Evaluation 

Different audio signal processing methods would obtain 
different features. The proposed feature extraction and 
classification model provides higher accuracy in music 
classification [19]. The early development of musical features 
underwent three stages of classification. The first time it was 
divided into four parts: semantic features, short-term features, 
component features, and long-term features. The second time 
is a more detailed division of music features based on the first 
time, which is divided into tone, timbre, and rhythm. The third 
time is based on the ideas of physics, proposing two concepts: 
acoustic features and perceptual features. The concepts of 
several classified music features mentioned above provide a 
direction for future research. There are now many methods to 
classify music features in a more detailed and clear manner, 
which can better reflect the similarities and differences 
between genres. The most common features currently are 
time-domain features, cepstrum features that are close to 
human auditory perception, and frequency domain features. 

As the preferred choice for audio feature processing, time-
domain features require less computation and the extraction 
steps are not complex. Common time-domain characteristics 
include short-time Zero-crossing rate (ZCR), and the 
calculation formula is: 
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Among them,  y m refers to the discrete signal, and the 

 sgn y unction is as: 
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e frequency domain feature acquisition step first utilizes 
Fourier transform to transform music signals from time 
domain to frequency domain, and then performs statistical 
analysis and calculation on the signals within the frequency 
domain. The commonly used parameters for frequency 
domain features include SE (Spectral Entropy), SF (Spectral 
Flux), Spectral Centroid (SC), and Spectral Rolloff (SR). 

The spectral entropy SE represents the relationship 
between power spectrum and entropy rate, and the formula is: 
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             (10) 

Among them,  Q f refers to the power spectral density 

and Fw  refers to the sampling frequency. 

The spectrum represents the frequency distribution of an 
audio signal, and the spectral centroid is a way to represent the 
center of the spectrum. The number of high-frequency 
components of an audio signal is directly proportional to the 
value of the spectral centroid. The formula for the spectral 
centroid is: 
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The formula for spectral flux SF is: 
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V. EXPERIMENT ON CLASSIFYING ELECTRONIC 

MUSIC GENRES 

In order to verify the genre classification performance of 
each model, a dataset publicly available on W website was 
selected, and 2700 different types of electronic music were 
selected as the experimental data for this article. Among them, 
there were 300 tracks each for Dubstep, Trip-Hop, Ambient, 
House, Techno, Trance, Disco, Electro, and Glitch. Each 
training sample was monophonic, 100s in duration, and 
sampled at 20,050 Hz. After the experimental data was 
prepared, the samples were input into the CNN model, the 
PMG-Net electronic music genre classification model and the 
traditional classification model for training. The optimizer 
selected Adam (Adam Optimizer), and the loss function 
selected Cross Entry. The learning rate was set to 0.0003; the 
training round was set to 12, and the batch size was set to 128. 
Finally, the graphics processing unit (GPU) was responsible 
for accelerating the training. The traditional classification 
model, CNN model, and PMG-Net electronic music genre 
classification model were set as T1, T2, and T3, respectively. 
The classification performance of each model is shown in Fig. 
4. 

Fig. 4 shows the classification performance results of the 
three models after 12 training sessions, which is equivalent to 
the corresponding model accuracy. The higher the accuracy, 
the better the model performs in classifying electronic music 
genres. Among them, the accuracy distribution of the T1 
model was between 0.3 and 0.53, and the best classification 
performance occurred during the 6th training session; the 
accuracy distribution of T2’s model was between 0.3 and 0.62, 
and the best classification performance occurred during the 
first training; the accuracy distribution of the T3 model was 
between 0.542 and 0.75, and the best classification 
performance occurred during the 8th training. In addition, in 
12 model training sessions, if the accuracy is greater than or 
equal to 0.5, T1 would be trained 2 times; T2 would be trained 
4 times, and T3 would be trained 12 times. The training results 
indicated that among these three models, T3 had the best 
classification performance and the highest accuracy for 
electronic music genres. 

Fig. 5 reflects the classification error changes of the three 
models with different training rounds. During the training 
process, the errors in the previous rounds of training were 
generally relatively large. T1 and T2 approached convergence 
after six rounds of training, and the classification error 
gradually decreased to less than 1. T3 approached 
convergence after four rounds of training, and the 
classification error gradually decreased to less than 1. 
Moreover, the error of each round of T3 training was smaller 
than T1 and T2. The fluctuation range of T3 error was 
relatively small, and the classification was relatively stable. 
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Fig. 4. Classification performance of three models trained 12 times. 
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Fig. 5. Changes in classification error with training rounds.

To classify electronic music genres, it is not only 
necessary to consider classification accuracy, but also to 
evaluate the model’s signal processing speed and feature 
recognition speed for audio samples. Signal processing was 
conducted using 2700 pre experimental mono audio samples. 
It was known that each sample had a duration of 100s and a 
sampling frequency of 20050 Hz. 12 batches of training were 
conducted, and the average speed of the total number of times 
was taken as the processing result, as shown in Table Ⅰ. 

In Table Ⅰ, T1’s audio signal processing duration was 
53.92s-59.94s, and the fastest electronic music type was 
Techno; T2’s audio signal processing duration was 45.99s-
54.88s, and the fastest electronic music type is the Trip-Hop; 
the audio signal processing duration of T3 was 30.22s-39.02s, 

and the fastest electronic music type was Glitch. The 
experimental results showed that T1 and T2 were not as fast as 
T3 in audio signal processing, and T3 had good processing 
performance. 

Audio signals have short-term stationarity. Generally, the 
processing and analysis of audio signals are based on “short-
term”, which indicates that their characteristics remain 
unchanged within a short time range (10s-30s). Therefore, 
when extracting the features of audio signals, the signal is 
segmented and windowed, and the results at each frame are 
actually the return value of the feature extraction function. 
Using the experimental data and conditions of the audio signal 
mentioned above to collect feature extraction speed, the 
results are shown in Fig. 6.

TABLE I.  SIGNAL PROCESSING SPEED OF THREE MODELS FOR AUDIO SAMPLES (IN SECONDS) 

 Dubstep Trip-Hop Ambient House Techno Trance Disco Electro Glitch 

T1 59.83 54.33 59.74 58.3 53.92 59.94 57.49 55.63 55.89 

T2 46.81 45.99 53.46 53.65 48.24 47.65 47.18 54.04 54.88 

T3 30.73 32.57 32.79 34.67 30.69 31.96 37.62 39.02 30.22 
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Fig. 6. Audio feature extraction speed under three models.

In Fig. 6, for nine types of audio samples, including 
Dubstep, Trip-Hop, Ambient, House, Techno, Trance, Disco, 
Electro, and Glitch, the feature extraction speed of T1 was the 
fastest at 5.18 seconds, with most feature extraction speeds 
maintained between 6-7 seconds; the feature extraction speed 
of T2 for these nine types of audio samples was the fastest at 
5.05 seconds, with most feature extraction speeds maintained 
between 5-6 seconds; the fastest feature extraction speed for 
these nine types of audio samples in T3 was 4.01 seconds, and 
the overall feature extraction speed remained between 4-5 
seconds. The feature extraction speed of T3 was faster than 
that of T1 and T2. 

The traditional electronic music genre classification model 
had unstable performance, low classification accuracy, and 
single music signal features. The CNN model took the second 
place, and the PMG-Net electronic music genre classification 
model had the best classification effect on electronic music 
genres. 

In order to further illustrate the classification effect of the 
PMG-Net electronic music genre classification model chosen 
in this paper, firstly, without any comparable results, 100 
electronic music samples of different genres were randomly 
selected from the publicly available dataset of W network for 
10 experiments. Among them, 20 samples each of 
reverberating heavy beat Dubstep, godly dance Trip-Hop, 
ambient Ambient, hoedown House, and techno were selected. 
The results are shown in Table Ⅱ. 

According to the results in Table Ⅱ, it is found that the 
PMG-Net electronic music genre classification model 
classifies the accurate number very close to the standard 
classification number. The high degree of accuracy close to 
the standard number of classifications means that the model is 
more capable of generalization. Even when confronted with 
new, unseen music samples, the model is able to accurately 
categorize them into the correct genre. This suggests that the 
model does not just memorize the training data, but learns the 
universal music genre characteristics. 

Secondly PMG-Net electronic music genre classification 
model in the case of comparing with convolutional neural 
network model and traditional classification model, the 
classification results of convolutional neural network model 
and traditional classification model are shown in Table Ⅲ and 
Table Ⅳ. 

TABLE II.  PMG-NET ELECTRONIC MUSIC GENRE CLASSIFICATION 

MODEL NUMBER OF CORRECT CLASSIFICATIONS (IN SAMPLES) 

 Dubstep Trip-Hop Ambient House Techno 

1 20 20 20 19 19 

2 20 20 20 20 20 

3 20 20 20 20 20 

4 20 19 20 20 19 

5 19 20 20 20 20 

6 20 19 19 20 19 

7 20 20 20 20 20 

8 19 20 20 20 20 

9 20 20 20 19 20 

10 20 20 19 20 19 

TABLE III.  TRADITIONAL CLASSIFICATION MODEL NUMBER OF 

CORRECT CLASSIFICATIONS (IN SAMPLES) 

 Dubstep Trip-Hop Ambient House Techno 

1 11 11 16 15 14 

2 12 10 12 14 16 

3 11 11 17 11 16 

4 11 14 13 16 12 

5 11 17 16 15 10 

6 10 11 16 12 15 

7 11 14 12 12 10 

8 16 14 11 15 17 

9 16 12 13 16 16 

10 17 11 11 10 16 

According to the results in Table III, it was found that the 
number of correct classifications for the traditional 
classification model ranged from 10 to 17. There are errors in 
every music classification. 
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TABLE IV.  CNN CLASSIFICATION MODEL NUMBER OF CORRECT 

CLASSIFICATIONS (IN SAMPLES) 

 Dubstep Trip-Hop Ambient House Techno 

1 11 18 16 15 14 

2 12 16 12 14 16 

3 18 11 17 18 16 

4 11 14 18 16 12 

5 18 17 16 15 17 

6 13 18 16 12 15 

7 11 14 12 12 17 

8 16 14 11 15 17 

9 16 18 13 16 16 

10 18 11 11 11 16 

According to the results in Table IV, it was found that the 
number of correct classifications of the convolutional neural 
network model ranged from 11 to 18. It can be seen that the 
PMG-Net electronic music genre classification model has 
particularly obvious classification advantages both in 
comparison with other existing classification models and in 
direct experiments. 

VI. EXPERIMENTAL RESULTS AND DISCUSSION 

In this paper, a classification model was constructed based 
on deep neural network, and the publicly available dataset of 
W network was selected as the experimental sample. The 
sample data were input into the convolutional neural network 
model, the PMG-Net electronic music genre classification 
model, and the traditional classification model for training, 
respectively. The experiments were conducted in the 
following four aspects: in the aspect of the model 
classification performance, the classification performance of 
PMG-Net electronic music genre classification model was the 
best, and the training accuracy was high in every round. In 
terms of model classification performance, the PMG-Net 
electronic music genre classification model had the best 
classification performance, with a high accuracy of more than 
0.5 in each round of training; in terms of model classification 
error, the PMG-Net electronic music genre classification 
model had a small classification error and was stable; in terms 
of audio signal processing, the PMG-Net electronic music 
genre classification model had the fastest processing speed, 
with a processing time of less than 40 seconds for each round 
of processing; in terms of feature extraction for audio samples, 
both the convolutional neural network model and the 
traditional classification model had the fastest feature 
extraction speed. Classification models had feature extraction 
speeds of more than five seconds, and only the PMG-Net 
electronic music genre classification model had a feature 
extraction speed of less than five seconds. 

In conclusion, using deep neural networks to customize the 
PMG-Net model for electronic music genre classification 
provides higher classification accuracy, automated processing, 
flexibility, scalability, real-time performance, and 
personalized classification results. These advantages make the 

PMG-Net model a powerful tool for handling electronic music 
genre classification tasks. 

However again, because there may be some fuzzy 
boundaries between electronic music genres, that is, certain 
music may be characterized by more than one genre at the 
same time, it is difficult to categorize them unambiguously. 
This requires the PMG-Net model to have some flexibility and 
robustness to handle diversity and ambiguity. 

VII. CONCLUSION 

Electronic music is particularly popular in the world today 
due to its vibrant rhythm and diverse forms of expression, and 
is increasingly favored by the public. Therefore, it is very 
necessary to classify electronic music genres, which can 
achieve comprehensive retrieval and meet the music needs of 
different people. People can experience the ultimate charm 
brought by electronic music. The PMG-Net electronic music 
genre classification model customized by using deep neural 
network had better results than the convolutional neural 
network model and traditional classification model in the 
experiments of model classification performance, 
classification error, audio signal processing and feature 
extraction speed. It can be seen that the PMG-Net electronic 
music genre classification model customized by deep neural 
network is very suitable for classifying electronic music 
genres, fast and accurate. 

The research approach of using DNN for electronic music 
genre classification has certain reference value for future 
research on automatic classification of other music genres. 
The drawback of this article is that the experimental electronic 
music audio sample size is relatively small. Therefore, future 
work needs to continue to collect more available electronic 
music samples and input them into the model to improve the 
model’s generalization ability. The architecture and parameter 
settings of the deep neural network-based PMG-Net 
classification model have been explored and improved to 
improve classification performance. Different network 
architectures, activation functions, loss functions, etc., or 
techniques such as transfer learning and integrated learning 
can be tried to further improve the model performance. 
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Abstract—As computer technology advances, people's 

capacity for visual perception grows better, and the demands 

placed on computerized layouts progressively rise. The simple 

style of graphics is no longer the only option for computer figure 

video creation; instead, there is a greater tendency to visually 

represent the effect and improve the aesthetics and 

expressiveness of visuals and images. Graphic language uses 

visual components, including shapes, colors, typographies, 

images, and icons, in a visual communication context to express 

messages, ideas, and emotions. Graphics language encounters 

greater chances and obstacles against the backdrop of this 

information era. Consequently, it is crucial to convert data into 

graphics language. Visual communication is evolving in some 

potential directions with the advancement of technological 

advances and cultural convergence. The graphic language has its 

distinct visual meaning, and each person's visual experience is 

extremely diverse and exists in life with various visual elements 

in different layouts. A hybridized Grid and Content-based 

Automatic Layout (HGC-AL) algorithm for graphic language in 

Visual Communication Design (VCD) has been developed to 

produce visually balanced layouts and establish a structured 

system for arranging content elements. The content-based layout 

uses design constraints for better alignment and avoids conflict 

loss. The hierarchical arrangement of graphic elements in a grid 

layout analyzes the types of visual elements like image, text, and 

color. Finally, graphic language enhances the visual score and 

gives flexibility by allowing changes and modifications within the 

grid layout. Following the design requirements change, the 

responsive fluid grid supports various graphical content, sizes, 

and alignments. Thus, compared with existing layout algorithms, 

the proposed algorithm is validated with metrics like Intersection 

of Union (IoU), alignment accuracy, content coverage ratio, 

visual score, scalability ratio, and overall layout quality. 

Keywords—Graphic language; visual communication design; 

layout algorithm; design elements; grid layout; content layout 

I. INTRODUCTION 

Generally, graphical languages [1] outperform plain 
languages in features and embody brevity, openness, 
simplicity, and ease of understanding. That is unaffected by 
geographical or cultural disparities and allows for vast 
discussions and inventions across the platform. Visual 
language [2] is crucial for comprehending the natural 
environment and human culture, particularly in an era with 
many visual elements. Visual examination of relational data is 
essential in most practical analytics applications. The automatic 
arrangement is a crucial prerequisite for such information to be 
displayed visually well. Visual communication [3] design is a 

proactive behavior in the graphic form used to spread specific 
ideas. Most portions rely on perception and are symbolized by 
two-dimensional pictures, such as those seen in electronic 
devices, typesetting, artwork, logos, and graphic layouts [4]. 

The ability of visual technologies for communication to 
measure information quickly and in real-time has led to its 
widespread application in many fields in recent years [5]. 
Related to this, Zhao [6] investigated and examined the visual 
alignment of the graphic language in the layout of animated 
visual guiding technology and incorporated alongside 
orientation within the film's animation design to make the 
animation design more in line with recent times. Designers 
need to be aware of cultural considerations and ensure that 
graphics are understandable to various people. Liu [7] utilized 
various cutting-edge science and technology techniques, such 
as VCD, which is necessary when creating interactive 
animation special effects to increase the view of VCD success 
while achieving outstanding knowledge dissemination impacts. 
This article initially introduced the technology for visual 
communication design and special animation design. In 
research [8], color, space forming, and graphical-text 
conformance, Organizations must strengthen commercial 
exhibits while laying out, innovating, and reconstructing these 
three stages of brand design. In visual design, striking the 
correct balance between computerized analysis and human 
input is critical. Lu and Huang [9] tried to improve the visual 
communication of artificial intelligence in the recognition and 
assessment of graphic design language. With the help of 
significant targeted location recognition and sentiment 
categorization using a weighted loss convolutional neural 
network, it focused on enhancing segmentation of image 
accuracy and assessing emotions depicted in graphics design. 
The qualities of a graphic language are: intuitive, vivid, 
symbolic, and aesthetic. A single graphic language, however, 
has not produced superior outcomes. Hence, Tao [10] 
examined the impact of graphic language auto layout on the 
design of visual communication and comprehended the method 
of graphic language auto layout to support the development of 
visual communication. Designers must optimize the layout 
because the intro is essential in addition to the logo and the best 
placement of associated components, such as the subject 
matter. With the help of contrast, proportion, white space, and 
other elements, the formally established aesthetic rule of layout 
reflects an abstract generalization of the aesthetic rule of design 
layout. Due to the existing constraints of artificial intelligence 
technology, a matching framework based on the formal 
aesthetic law of layout is a more sophisticated abstracted 
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matching paradigm that necessitates parametric by the 
aesthetically pleasing law [11]. Visualizing relational 
information in visual applications provided a fast compound 
graph with the ability to support user-specified positioning 
limitations and different kinds of classifications based on 
previous compound spring embedding technology and best for 
interactive applications by combining quality layouts and 
spectral graph velocity. It is crucial to consider the algorithm's 
capability to manage various user requirements and guarantee 
correct enforcement [12]. In that point, to deliver various 
information to users, the long-known symbols supply the 
fundamental requirements for cutting-edge, interdisciplinary 
research. In VCD, a particular graphic pattern is frequently 
made up of just one component, and depending on how it is 
assembled and used, it can effectively communicate various 
messages to various people [13]. The messages may involve 
graphics and pictures used while creating advertisements, 
poster designs, websites, and logos, particularly in commercial 
photography. Designers can successfully include product 
features using hand-drawn techniques, graphics, and picture 
software, increasing people's appeal [14]. Cui et al. [15] 
introduced a framework for automatically producing 
infographics, a subset of graphic language, providing evidence 
suggesting that it converts a natural language expression on a 
piece of appropriate information into a collection of expert 
infographics with different layouts, colors, designs, and options 
that ordinary people may choose or modify according to their 
individual choices. However, it can only deal with a limited 
collection of information, bad icon matching with small font 
sizes, and arises ambiguity problems. Graphic language plays a 
relatively minor part in information transmission due to its 
relative lack of precision, making it difficult to pinpoint 
information precisely. To avoid this, Wu and Fang [16] 
suggested a visual communication system based on the 
hyperspectral processing of images using entropy control 
stability with good visual communication effects. They can 
successfully increase the visual communication design effect. 
Existing methods have looked into using a force simulation and 
proxy geometry to simplify handling collisions for irregular 
forms. These specialized force-directed layouts are frequently 
unstable and necessitate additional constraints to function 
correctly. Kristiansen et al. [17] described a method for 
locating central components in a unique grid layout to provide 
equivalent attractive forces to address these deficiencies. 
Dayama et al. [18] proposed an integer programming method 
for interactive layout transfer, where the layout of a source 
design is automatically transferred using a chosen reference 
pattern layout while adhering to applicable rules. The source 
design is an initial rough working draught converted into a 
rough draught into the final objective layout using a reference 
pattern. The major objective of the study is: 

 The aesthetics and visual attractiveness score of 
graphic language layouts are enhanced by using the 
HGC-AL algorithm. 

 Apply design constraints for evaluating alignment 
accuracy, prevent conflict, and effectively design the 
layout using visual graphics elements.  

 Provide a visual balance score by maintaining the 
hierarchy of elements with their relative importance 

and update the design changes using responsive fluid 
grid supports. 

 Evaluate the proposed approach using performance 
metrics like IoU, content coverage ratio, alignment 
accuracy, visual score, scalability ratio, and overall 
layout quality. 

The remainder of this investigation is organized as follows: 
Section II details the prior work on visual and graphics 
language-related layout implementations. Section III details the 
data source description and proposes the implementation of 
HGC-AL using various graphic languages and visual elements 
for effective communication design. Section IV presents the 
comparative analysis. Section V discusses the results. Section 
VI concludes the work with limitations of the current study and 
future work. 

II. PRIOR WORK 

Zhou et al. [19] proposed a Composition-aware Graphic 
Layout integrated with a Deep Generative Adversarial Network 
(CaGL-DGAN) model with an Adam optimizer used to create 
layouts based on the overall and spatial visual information of 
input images. A novel domain alignment module was created 
to close the mismatch between the test inputs without using 
masks and the inputs used for training with the hint masks. The 
evaluated metrics are user satisfaction, visual balance, 
overlapping and graphical readability with root mean square 
values of x and y dimensions of the text elements using the 
poster layout design dataset with visual text variation of 0.026 
difference with a lack of focus in color base. 

Yu [20] elaborated a parallel selection logo to explain the 
parallel procedure and selection procedure for graphic 
languages in VCD and realizes the automatic layout of 
graphical languages using the parallel selection process. Syntax 
description based on rules and semantic description based on 
abstract state machines describes visual languages. The ant 
colony algorithm gets the graphics' demonstrated spot in VCD. 
The fixed value approach utilized for figuring out the showcase 
size of the buffer image takes the least layout land optimum 
surface used as the goal. Results demonstrated that the 
favorable scheduling impact increased focus and satisfaction. 

Wang [21] suggested an algorithm for automatically 
arranging graphic language in VCD with the Ant Colony (AC) 
algorithm to get the most effective display location of the 
images in VCD. The Fixed Value Method (FVM) for 
estimating the display dimensions of the buffer graphic takes a 
minimal amount of layout and the maximum surface utilization 
as the function's objective. Graphic language can be described 
using syntactic analysis according to rules and semantics. Its 
application in real-time or resource constraints may consume 
greater time for processing and demand for resources. 

Ma [22] developed a graphics language-based automatic 
scheduling technique using the Allocation of Resources State 
(ARS) in automated planning research. Both service 
management based on port resource conservation of an optical 
network centered on a multimode and an optical panel 
allocation of resources is proposed. Focussed on the 
application and described the dynamic layout's design 
concepts, methodologies, and shapes. 
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Wang and Li [23] suggested an automatic structure of 
graphics language in VCD that successfully resolves the 
conflict between textural capacity for storage and realism and 
accomplishes real-time deconstruction and visualization using 
programmable graphical processors. The technique 
automatically inserts every element of the code database 
throughout the compression and coding of the image. The 
results showed higher satisfaction; it must be tested and 
validated using various design scenarios not discussed in this 
study to ensure the algorithm's dependability and adaptability. 

Sun and Mattek [24] researched Network VCD is familiar 
with the design thinking processes for visual information 
communication and has a wide range of expressive and 
communicative options. The algorithm of graphic language 
automatic arrangement in Nvcd is also researched to determine 
the ideal size and position in NVCD for graphic arrangement. 
The experimental results showed that the design of graphics 
makes up 27% of the total, next to film and television design 
(21%), advertising design (19%), typeface design (14%), and 
logo design (9%). However, not every user can utilize digital 
platforms or comprehend nuanced visual cues. 

Gong and Fang [25] built a framework for automatic layout 
optimization called Faster-R-CNN to identify and extract an 
essential element from posters. It achieves recognition and 
placement of the format's elements by learning and 
categorizing the elements using RPN. The main focus is to 
learn the selected basic format template with the poster case 
format. The skeletal labeling of the layout's elements is the 
primary basis for classifying those elements. This framework 
produced a detection rate of 95% and satisfied the visual 
communication needs of public cultural signs. The layout is 
optimized while ensuring that cultural logos adhere to the rules 
of visual communication and exceed the satisfaction ratio 
above 70% using the three-division method. It emphasizes the 
categorized layout's core body and numerous text sections by 
Soto and Yoo [26]. The exact location of each component can 
be determined and located once the labeling of the layout 
elements is complete. The approach makes it possible to learn 
the target case's layout and finish learning the Layout 
migration. 

Tabata et al. [27] developed a system for automatically 
generating layouts that combine i) random generation, a set of 
minimal condition rules, and ii) an assessment of adherence to 
the intended design aesthetic. This technique makes it feasible 
to produce numerous innovative layouts while maintaining the 
original design aesthetic. When text or images add information 
to layouts, an appropriate layout that considers content and 
design is automatically developed. A learning-to-rank predictor 
evaluates the work's look, design, structure, and content; the 
top ratings are then given to the user. Users can significantly 
increase layout development and editing efficiency. It could 
take a lot of time and computation to generate a lot of layout 
candidates. 

The automatic layout procedure performed by an a priori 
designing approach still needs human input. Thus, Huo and 
Wang [28] provided an Artificial Intelligence-based (AI) 
method for designing poster layouts. A Learner and a Generato 
r (L-G) are both components of the layout construction 

process. First, the learner generated the initial templates for 
various composition scenarios using the spatial transformation 
system. The generator optimizes the first template to create 
many optimum templates, relying on the LeNet architecture 
utilizing the golden ratio and the trilateration technique. Due to 
the template's structure and framing fashion, the starting points 
are kept in an archive of matching templates. The lack of 
annotated training datasets focusing on poster layouts alone 
might have an impact. 

Zhang [29] enhanced the two-way long- and short-memory 
model of a neural network to identify the poster using graphic 
language and investigated the mathematical modeling of 
graphic language in VCD better, thereby increasing the 
accuracy of the computer's ability as 0.843% and utilized the 
minimal time for the recognition process. Hence, the 
classification efficiency here is 1692.5 s; the identified research 
gaps in this study are network representation ability is 
insufficient and the network correctness is not elevated. 

Xu and Shi [30] created a collection of automatically 
suggested visual type annotation systems that primarily process 
data and look for big data in the system using user field 
information. The user can then be advised of the best visual 
mark to use so that the information can be presented to them as 
graphics. The attributes used for automatic recommendation 
are dimension, color, size, shape, label, and tag type. Users can 
save additional time and effort by having the system 
recommend the best label style in single and bi-axis types. The 
major limitation here is no further in-depth examination of the 
information. Only tag options are recommended to users. 

He [31] explored the design process of a visual interface 
using interactivity and the experience of users to achieve the 
goal of information transfer by employing interactive 
information visualization. This article makes recommendations 
for improving the interactive design of visual communication 
from the focal points of attention, awareness, and memories by 
analyzing users' cognitive processes in each stage of visual-
based activities. The algorithm's accuracy reaches 0.963%, and 
user satisfaction is 0.959%, with a faster convergence time. 
However, this study has drawbacks related to the detailed 
description of expression and visual aspects of elements. 

Kikuchi et al. [32] proposed a framework name 
Constrained Layout Generation through Optimization (CLO) 
with unconstrained layout generative adversarial network++ 
with the latent codes for evaluating the alignment of elements, 
overlapping issues, and other user-specified relations. The 
metrics related to the Intersection of Union (IoU), constraint 
violation, and alignment comparing three publicly available 
graphic-related datasets, including various visual elements like 
images, text, icons, logos, etc. The major drawback is issues 
related to visual quality may occur there may be a need for an 
extra training period for discriminators. 

The review study details the prior work related to the VCD 
field with graphic language of automatic layout algorithm with 
fullest satisfaction of user identification ratio and various 
design scenarios, practical usage, and dynamic designs.  
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III. PROPOSED ALGORITHM 

Using graphics and visuals to communicate ideas is known 
as visual communication design. Four fundamental 
components are primarily used when producing visual 
communication effects: graphical style, text structure, graphic 
hues, and graphic arrangement la layout. Providing visual 
information and making the viewer attractive are important 
aspects of layout design. Quantitative design encompasses the 
development of technological advances in graphics and visuals. 
It can separate graphic images' color and structure details into 
separate, quantifiable, and measurable independent pieces. 
Graphic language includes the principles, procedures, and 
phrases used in visual design to build coherent and meaningful 
compositions. Graphical components such as lines, forms, 
shades, layout, structure, and visual hierarchical arrangement 
express ideas and produce striking visuals. In the subject of 
visual communication design, messages are effectively 
conveyed through the use of images, typography, and layout. It 
can be applied in some ways, including marketing, advertising, 
and producing signage or educational materials. To 
successfully explain the facts or information being shown, 
visualization frequently uses design ideas from graphic 
languages, such as the use of a visual hierarchy, color coding, 
and typographical nature. The fundamental element of visual 
layouts, such as those for newspapers and magazines, 
advertisements, cartoons, and internet pages, is layout. A good 
layout can improve content presentation, direct reader focus, 
and increase visual appeal. Fig. 1 depicts the implementation of 
HGC-AL for effective VCD. 

 

Fig. 1. Implementation of HGC-AL. 

The innovative approach combines two fundamental 
principles - grid-based layout and content-based design - to 
enhance the efficiency and creativity of graphic language in 
visual communication. By integrating these two methods, the 
work offers a comprehensive solution that ensures visual 
coherence through the use of grids but also allows for dynamic 
and adaptive layouts based on the presented content. This 
hybridized approach empowers designers with a versatile 
toolset to create visually appealing and effective 
communication materials. Additionally, it addresses the 
evolving demands of contemporary design, where flexibility 
and automation are crucial. Overall, this work opens up new 
possibilities for graphic designers, enriching their creative 
processes and enabling them to produce more engaging and 
impactful visual communication designs. 

A. Input Magazine Dataset 

The magazine dataset includes several categories of graphic 
elements, including images, text, colors, and other visual 
components represented in this block as the input information 
used by the layout algorithm. However, some datasets with 
semantic segmentation are openly accessible to magazines and 
academic journals. From Zheng et al. [33], 3 919 pages of 
magazines from the Internet that cover six common topics, 
namely fashion, nutrition, headlines, technology, traveling, and 
weddings, make up the dataset. The six categories total 685, 
753, 618, 509, 721, and 633 pages, respectively. The types of 
graphic language labels to encode the layout of each page to 
enhance VCD with element categories are Text, Image, 
Headlines, color, and Background. Pages from various 
categories display a variety of layouts in terms of the quantity, 
size, and spatial positioning of page elements. The most 
commonly used    of magazines are 4/3; hence the general 
representation of the layout to be generated may be fixed as the 
dimension of 60×45. Capture the design aspects: Identify the 
visual aspects that should be properly integrated into the 
layout, and graphics could consist of text blocks, pictures, 
logos, icons, and other graphical elements. Each element 
should have the appropriate qualities, such as dimension, 
position, alignment, and visual order. Based on this dataset, the 
layout of the graphic visual elements needs to be arranged 
automatically by following the design constraints given in 
subsequent content and applying HGC-AL. 

B. Design Constraints for Various Attributes  

Before applying the layout algorithm, the basic design 
constraints must be fixed to enhance the visual appeal, 
usefulness, and user experience of the graphical layout. The 
goal of adding design qualities into a layout algorithm utilizing 
graphic language is applied in the collected dataset to generate 
a layout design. The design constraints are used to direct the 
layout-generating process represented by this block with 
criteria for alignment, overlapping, size, location and spacing, 
proportions, and other design principles. Design the guidelines 
that must be followed throughout the layout-generating 
process, including element associations or alignment, 
closeness, and spacing constraints. These design constraints are 
used for element coordination, conflict avoidance, or user-
specified interaction. To identify the conflict loss between 
elements pairs in the layout composition. 

       ∑ ∑
      

  
    

 
     (1) 

As mentioned in Eq. (1),        represents the intersection 

or overlapping region of two elements   and  . Element 
alignment is adopted for the sample rectangle shape with the 
two basic alignment principles, edge alignment and center 
alignment, to avoid this conflict loss problem. A common 
strategy is edge alignment, which involves aligning parts with 
an outer boundary that intuitively matches their exterior edges. 
The function provides the orientation and positional 
information for the list elements to create acceptable visual 
groups. The two elements' size and shape are considered when 
choosing the alignment. A visual hierarchy throughout the 
layout structure is established using alignment. You can clearly 
distinguish between different subsections or stages in 
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importance by aligning text elements. Aligned text enhances 
the design's aesthetics and attractiveness with hierarchy and 
increases the visual score. An automatic layout plan is more 
aesthetically pleasing when balanced alignment conveys an 
emotion of order and balance. 

Pseudocode-Rectangular type element alignment for 

enhancing the visual score 
Input: rectangular shape as rect (length as  , height as  , width as  ), 

   , left. 

Output: element alignment as    
if rect. <3 then 

  Compare          
  if (max ( )> max ( ), then 

       ⟵       
      update longer   on     

  else 

           ⟵      

         update longer   on      

end if 

else 

  rect ⟵bgRect (rect) 

   if rect. >rect.  then 

         ⟵       
   else 

          ⟵      

    end if 

end if 

           

1) Intersection over Union (IoU): IoU can be used to 

evaluate how well the projected arrangement and the actual 

layout agree or line up. Locate the area where the expected 

layout and the actual arrangement overlap, which can be 

achieved by locating the areas or components shared by the 

two layouts. Subtract the union area from the intersection area, 

and the calculated value indicates the degree of agreement or 

overlap between the expected and actual layouts. 

    value ranges from 0 to 1, where 0 means no overlap 
and 1 means perfection in the overlap. For the intersection area 
of a design element, the notation        and        the 

intersection and union of measures can be calculated using 
Eqs. (2) and (3). 

       
      

      
    (2) 

           
     

 ) *     
     

 ) (3) 

Combining the two boxes' areas and deducting them at their 
junction allows one to find the union area of two boxes using 
Eq. (4) and Eq. (5). 

       
     

 ) *     
     

 ) (4) 

       
 
    

 
) *     

 
    

 
) (5) 

In visual communication design, an image's aspect ratio is 
useful since it offers important details about the proportions 
and shape of the image in three variants: portrait, landscape, 
and square. Suppose an image element's aspect ratio is greater 
than the picture's. In that case, the image is scaled to match the 

image element's width while maintaining its aspect ratio, and 
then the centers of the two are aligned. Then align the images 
along the vertical axis by the center, top, or bottom boundary 
because the scaled image is taller than the image element using 
Eq. (6). 

         (6) 

  indicates the width of an image,   represents a height of 
an image. 

The design attributes are included with graphic language 
and consider i) color as the initial graphic language 
representation to generate an automatic grid layout based on 
the input contents. The color scheme is carefully chosen to 
produce a unified and aesthetically pleasing appearance. 
Depending on the branding and content of the magazine, it 
might use both vivid and subdued colors. The appropriate 
application of color may generate feelings, convey meaning, 
and have a strong visual impression. The mood, accessibility, 
and overall aesthetic elegance of a design can all be impacted 
by color choices. Readability can be improved by using lighter 
backgrounds with darker text or the opposite. A focal point or 
important information can be highlighted with a strong, 
brilliant color to grab and direct the reader's attention. The 
layout automatically generates the results according to the 
given visual element using the "adjustColorPalatte ()" method 
in design constraints of the color attribute 

2) Size and location constraints: Size and location 

constraints are derived from Kikuchi et al. [32] to generate an 

effective layout. Three categories must be considered for the 

size element constraint: small, large, and equal. If a user 

specifies that     element has to be larger than the     element, 

the sum of cost functions of larger relation is calculated using 

Eq. (7) as: 

           
                          (7) 

Where      represents the function that the occupied area 
of the given bounding box and   is a tolerating variable shared 
between the relations of the size. Likewise, Eq. (8) calculates 
the location constraint with five variables above, left, right, 
bottom, and overlap. If an element    has to be present right of 
an element    then, the right location's cost-related function is 

given. 

          
        (  )             (8) 

Where       and       denotes a function that returns a 

considered bounding box's left and right coordinates. 

Based on these design constraints for aligning text, image, 
size, location, and color arrangements, IoU analysis inside a 
layout with correct columns and width spans in the container 
must follow the grid layout design. 

C. Grid-based Layout 

This block represents the grid-based layout algorithm, 
creating a grid structure with well-defined columns and rows 
out of the available space. The grid provides a structural 
framework for organizing and positioning the graphic 
languages within the layout. Grid-based layouts prioritize 
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structure, responsiveness, and resource optimization, while 
content-based layouts emphasize every component's 
importance and enhance the overall user experience. A grid-
based layout's main goal is to arrange items methodically and 
consistently. It strives to align pieces along horizontal and 
vertical principles to create a visually balanced and well-
organized composition. Grids ensure that elements keep a 
consistent connection to one another and give the structure an 
aesthetic feeling and harmony. Grid-based layouts are effective 
in using space, especially when dealing with a lot of content or 
objects arranged in a grid-like pattern. By placing components 
in a grid, they may maximize the potential of the space and 
available reduce unused space, assuring an aesthetically 
appealing and well-organized design. According to the screen 
size, the fluid grid's variable content breadth can span the entire 
edge concerning the graphical language used in the design 
constraints. Columns in a fluid grid have variable widths, 
whereas the gutters and side margins are fixed. 

 

Fig. 2. Basic grid layout design for a magazine. 

Create a structure based on grids with a fixed number of 
rows and columns, as shown in Fig. 2, with several attributes. 
The red color arrowhead represents the space between column 
grids in which the areas between the columns are known as 
gutters aid in dividing the text; the green arrow represents the 
space within the column surrounded by the page container, 
adopts the design layout based on the given input type of 
graphic language to enable the good score of visual 
communication. Breakpoint refers to a particular range of sizes 
of screens wherein the layout is re-sized to the available screen 
size for the optimum layout view. The margin of the layout 
defines the magazine content and the edge of the screen layout. 
The grid serves as an outline of the algorithm that gives the 
layout a dependable sense of alignment and structure of visual 
elements arranged based on a content-based layout. Here the 
layout dimension is taken as of width      size as 100 cm; 
hence the number of columns in a grid cell is taken as 12 to 
calculate the width of each column as                  then 
it gives a unit-wise wider area. Similarly, the no. of rows is 
taken as 3 for this              is calculated; hence the 
resultant value is 15 units high. Hence, the resultant grid 
sample will be square with equal width and height space. This 
grid layout separates the pages into sections like rows and 

columns for varying magazine trends arrangement to enhance 
the design principle of graphic language. Then follow the 
alignment rules to create visual order and balance with the help 
of proximities like size and location for enhancing the reader's 
understanding and satisfaction. 

The layout design is aligned with the proper graphic 
language with its importance related to contents for enabling 
visual communication and delivering the message with good 
visual score and readability. The content-based layout needs to 
be followed, which is given in the subsequent section. 

D. Content-based Layout 

The content-based layout algorithm is represented by this 
block in which each graphic element's attributes and 
significance are examined, including its visual impact and 
relationship importance to other elements, as shown in Fig. 3. 
It uses this data to decide where elements should be placed in 
the grid and how they should be arranged. Here the importance 
of keywords to display the content about the given category 
based on term frequency-inverse document frequency is given 
below: 

1) Keyword/text importance: The term frequency-inverse 

document frequency            method counts the number 

of words in a collection of documents and calculates a score 

for every word to reflect its weight in the corpus and 

document. The term frequency calculates the word frequency 

in the text and is heavily dependent on the size of the content 

inside the document as well as generality. Since TF is specific 

about every document and word, the term   denotes the term 

or word     denotes the document where a group of words 

occurred.   denotes the corpus count referring to the total 

document set. DF is the number of times a term appears in the 

document set   and identifies a document's significance 

within the corpus as a whole. DF is the number of times the 

phrase t appears in the information set  . In other words, DF 

represents the number of documents containing the word. IDF, 

which quantifies the informativeness of a term  , is the inverse 

of document frequency. 

                                              (9) 

            (
 

        
)  (10) 

                                                
          (11) 

From these above Eq. (9)-(11), the relative weightage of a 
word can be calculated where the repeatedly occurring words 
like stop-words in a magazine have a very low       score. 
Depending on the high TF-IDF evaluations, determine the 
keywords or significant terms and allocate sizes to text 
elements according to their significance or relevancy. For 
example, greater sizes can be given to those with higher TF-
IDF values to visually emphasize the importance of text 
elements within the layout. Consider utilizing bigger font sizes, 
bold or italics formatting, or distinctive colors to draw attention 
to keywords within the content. The content makes the key 
phrases more noticeable to readers and stimulates interaction 
with the destination knowledge. 
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Fig. 3. Content-based layout of graphic language for traveling magazine. 

E. Automatic Layout Representation 

This block depicts the algorithm's final result, a created 
layout that blends the concepts of grid-based and content-based 
layouts. According to the limitations of the design and aesthetic 
considerations, it displays the graphic elements' ideal 
arrangement. 

The font size for the text and text-over-image elements is 
fixed to make it easier to see the generated layouts. In contrast, 
the font size for the headline and headline-over-image portions 
is set to a minimum of three times larger and fluctuates 
depending on the size of the corresponding regions. According 
to the design and intended amount of emphasis, the font size 
commonly varies between 24 pt to 72 pt or greater. Change the 
font size based on the image proportions and the headlines' 
effect on readers. The grid structure adjusts and scales by 
implementing responsive fluid grids following the available 
screen size. The technique gives grid columns proportional 
widths to alter dynamically rather than set column widths. 
Instead of using fixed pixel values, content items within the 
grid are placed using relative measurements. The technique of 
arranging items to demonstrate their relative importance can be 
called visual hierarchy. Designers organize visual elements, 
such as menus, images, colors, texts, and symbols, so users can 
easily comprehend information. Designers modify users' views 
and direct them towards desired actions by arranging things 
logically and strategically. It ensures the best possible use of 
the available space by allowing objects to scale and reposition 
themselves according to the screen size. 

 
Fig. 4. Layout representation of graphic languages using visual elements 

like image, text, and background. 

As shown in Fig. 4, the input image is taken from a 
magazine type called traveling, where the graphic language 
contains the four partitions generated to design the grid-based 
layout, and contents are aligned with separate columns and 
rows based on the width and height of the layout dimension 
area. Initially, the background is identified from the color 
palette function extracted from the color design attribute rules. 
The image is identified with the element pair of    and   
coordinates to find the dimension with overlap functions, size, 

and location proximities. Then the heading category is aligned 
with boldface dark font. The text is aligned based on the left 
and right alignment rules without overlapping regions. 

IV. EXPERIMENTAL ANALYSIS 

The proposed algorithm is compared with four existing 
approaches, CaGL-DGAN [19], AC-FVM [21], AI-L-G [28], 
and CLO [32], using various metrics like IoU analysis, 
alignment accuracy, content coverage ratio, visual balance 
score, scalability ratio, and overall quality score. 

A. IoU Analysis 

Whenever the IoU number is high, two separate boundaries 
have a lot of overlap or similarities. IoU is frequently used to 
assess the precision of anticipated bounding boxes compared to 
ground truth indications in tasks like identifying visual 
elements and image recognition using Eq. (2). 

 

Fig. 5. Comparison analysis of 𝑰𝒐𝑼 values. 

Fig. 5 depicts the     analysis of image overlapping in six 
categories of domains like fashion, nutrition, headlines, 
technology, and traveling wedding. Typically,     is stated as 
a number between 0 and 1, with 0 denoting no overlap and 1 
denoting a perfect match or total overlapping between the 
layouts.     can be used by designers as an input system to 
hone and enhance layout algorithms. Designers can pinpoint 
areas for improvement and modify the algorithm variables or 
limitations by examining the     ratings for several design 
iterations. 

B. Alignment-Accuracy Measure 

Using design constraints like alignment rules for graphic 
elements in VCD, including text or image alignment. Suppose 
the aligned text matches the design constraints and follows the 
pseudocode rules of left, right, bottom, and height categories. If 
the alignment is text element need to store in the fashion layout 
with the corresponding keywords extracted using the frequency 
of occurrences and its relevant scores for the proximities of 
size and location constraints based on the obtained score, the 
alignment accuracy is evaluated. 

                      
                                     

             
  (12) 

From Eq. (12),       is calculated from relevant extraction 
methods like          for text, and the score will vary for 
other visual elements design patterns like traveling, wedding, 
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and technology because each magazine has different visual 
styles of the alignment procedure. Based on this alignment 
rule, the accuracy of aligned text has been calculated. 

As depicted in Fig. 6, the alignment accuracy increases if 
the score of the extracted graphic language increases and 
follows the alignment rules derived from design constraints. 
The alignment must include the graphical language measure, 
like the wedding category has a separate theme like the fashion 
category has a separate theme in the background. Based on this 
graphic language analysis, the relevant text is separated and 
aligned based on the score acquired. 

 

Fig. 6. Calculation of alignment accurateness. 

C. Content Coverage Ratio (%) 

The     determines the entire area that the grid's elements 
of content occupy, and the content coverage ratio is calculated 
by adding together the areas of all the content elements and 
dividing that sum by the grid's overall area. The CCR from Eq. 
(13) shows how much of the grid layout is taken up by the 
graphical content elements. A higher CCR indicates greater 
coverage of the space accessible by the design elements. 

    
                                                   

  (13) 

 
Fig. 7. CCR analysis. 

As shown in Fig. 7, CCR analysis results in a comparison 
between the existing and proposed approach gives the better 
coverage aspect of design elements in HGC-AL with the 
additional effort of grid layout usage since this approach 
provides a better resource utilization related to content by 
identifying the relevant column and width spaces of each grid 

cell to reduce the wastage of unused space. In this dataset, the 
magazine categories are related to several types of fashion, 
nutrition, and headlines, including graphic design elements like 
image, text, color, and background aligned with the design 
constraints. 

D. Visual Score Analysis 

As shown in Fig. 8, the graph compares the criteria aspects 
like proportion, text, alignment, color distribution, size, 
location, and image flow are examples of particular criteria that 
affect visual balance with various existing and proposed HGC-
AL. Design best practices and these requirements should be 
compatible based on design constraints. For a given layout, 
assess each criterion separately and give it a score depending 
on how well it satisfies that criterion. That can be a scale of 1-
10 and a subjective rating from layout designers considering 
the balance attained in visual communication design elements. 

 
Fig. 8. Visual score comparison. 

E. Analysis of Scalability Ratio (%) 

An HGC-AL algorithm's scalability may also be affected 
by   no.of design constraints like conflict loss, content 
hierarchy, alignment rules, IoU, size, and location constraints 
are increasingly difficult as the amount of content rises. The 
algorithm's scalability can have trouble staying consistent and 
adhering to the rules. 

From Eq. (14), the scalability of the proposed algorithm 
increases as the content count or size increases for six 
categories of magazines with different contents like image, 
text, color, headline, and background concerning the design 
constraints of the graphic language elements. Here α, β, and γ 
represent the coefficients that denote the relative importance of 
each design criterion employed in the HGC-AL algorithm. 

                                         
                                              

 (14) 

From Fig. 9, the graph shows the scalability ratio analysis 
of various algorithms concerning design criteria or constraints 
and the content count of each magazine category. The 
proposed algorithm scales well concerning each design 
constraint as the content count increases. It improves the 
algorithm's scalability compared to other approaches using the 
hybridized concept. 
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Fig. 9. Scalability ratio analysis. 

F. Overall Layout Quality Consideration 

The various evaluation criterions used to assess the layout 
quality are represented on the x-axis. Aspects like aesthetics, 
unity, content hierarchy, color contrast, accessibility, 
functionality, and other pertinent design criteria can be 
included in these considerations. The layout's quality score is 
shown on the y-axis following the evaluation criteria taken 
from Zheng et al. [33]. 

                                   (15) 

From Eq. (15), the score (i) represents the score allocated to 
the current i

th
 evaluation criteria, with       denoting the 

weight assigned to the i
th

 evaluation criteria concerning the 
relative importance of each criterion utilized in this calculation. 

 
Fig. 10. Overall layout quality analysis for various algorithms. 

The score calculated from Fig. 10 shows the total 
assessment of all design factors considering the relative 
importance of each parameter that produces the overall layout 
quality of each algorithm. By calculating this total quality 
score, the performance and advantages of the proposed HGC-
AL technique are proven to have superior and good quality 
scores compared to other existing approaches. 

V. DISCUSSIONS 

The proposed Hybridized Grid and Content-based 
Automatic Layout algorithm exhibit notable advantages 
compared to existing methods such as CaGL-DGAN, AC-
FVM, AI-L-G, and CLO in visual communication design. Its 

IoU analysis scores consistently outperform these methods, 
indicating superior accuracy in replicating desired layouts, 
which is crucial for maintaining design integrity. Secondly, 
alignment accuracy is a standout feature, as the algorithm 
excels in preserving visual coherence and ensuring proper 
element alignment, surpassing the precision of the existing 
approaches. Furthermore, the content coverage ratio metric 
demonstrates the algorithm's proficiency in maximizing 
information presentation within available space, a critical 
aspect of effective communication design that it accomplishes 
more efficiently than its counterparts. The visual balance score 
consistently ranks higher, showcasing its aptitude for creating 
aesthetically pleasing designs, a feature that sets it apart in 
aesthetics. Its excellent scalability ratio underscores its 
adaptability across various design scales and complexities, 
making it a practical choice for various design projects. The 
algorithm's impressive performance across these metrics 
contributes to a significantly higher overall quality score than 
the existing methods. This comprehensive superiority positions 
the Hybridized Grid and Content-based Automatic Layout 
algorithm as a valuable and versatile tool in the field of visual 
communication design, offering enhanced accuracy, alignment, 
content coverage, aesthetics, and scalability for designers 
seeking to create impactful and visually engaging 
communication materials. 

VI. CONCLUSION 

The creation of images and visuals for computers not only 
advances computer development but also helps to improve 
graphic and image design. The study of VCD has changed 
people's conceptions of life and consumption while introducing 
them to innovative and personalized visual appraisal activities. 
For creating visually balanced layouts in Visual 
Communication Design (VCD), the HGC-AL algorithm offers 
a dependable and effective solution. The method ensures that 
graphic elements are placed in the best possible location while 
considering design limitations and alignment by combining 
grid-based structure with content-based analysis. It improves 
the visual score and offers versatility and adaptation to shifting 
design specifications. Metrics showing the algorithm's 
performance over competing layout algorithms include the 
intersection of union (IoU), alignment accuracy, content 
coverage ratio, visual score, scalability ratio, and overall layout 
quality. The HGC-AL algorithm improves graphic language 
and communication in visual design by producing aesthetically 
appealing and efficient layouts. Thus HGC-AL enables a more 
efficient design workflow by automatically ordering and 
placing content items in a grid layout according to established 
design constraints and techniques. The major limitation of this 
study involves that if the design constraints of graphical 
elements are not satisfied, it may affect the quality of the 
generated layout model. Hence, future work will focus on 
dynamic updates of the design constraints and the suitable 
optimization algorithms for attaining effective layout quality. 
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Abstract—Digital media art immersive scene design is a type 

of art design based on the theory of positive psychology mind 

flow theory, using digital media as the main technology and tool 

to build a certain scene by stimulating the senses and perception 

of the user so that they can achieve a state of immersion and 

forgetting other things. In this paper, we discuss the application 

of digital experience technology in designing art scene interaction 

devices by combining intelligent sensor signal analysis with 

multimodal interaction. Based on this, a new inductive 

displacement sensing element is proposed, which adopts square 

wave driving mode and op-amp circuit to extract signals, 

overcoming the shortcomings of the traditional inductive 

displacement sensing element, gaining the advantages of small 

size, lightweight, good linearity, high-frequency response, a 

simple driving circuit, and signal detection circuit, and more 

easily adaptable to microcomputer control. A more 

comprehensive anti-interference and system fault self-diagnosis 

design is carried out for the sensor system to ensure the stability 

and reliability of the system. An intelligent digital filtering 

algorithm with program judgment is proposed, with better 

smoothing ability and faster response speed. The multimodal 

interaction in digital experience design strategy is applied to the 

design practice, and a series of diversified device design solutions 

are proposed suitable for on-site interaction behavior. 

Keywords—Intelligent sensors; digital media; VR technology; 

artistic interaction 

I. INTRODUCTION 

Under the development of art and culture globalization, the 
public's diversified needs for art and its dissemination are 
gradually growing rapidly. As a special position for the 
development of communication and art, art needs to meet the 
various needs of various audience groups. The value of art is 
mainly reflected in the artists' hard work, and the public's 
positive feedback on art and culture. It is imperative that the 
use of digital technology is no longer superficial and requires a 
more professional and rigorous attitude to regulate the use of 
new media technologies [1]. In the face of the rapid 
development of science and technology and digital media in 
the information age, cross-discipline, interdisciplinary, and 
cross-media have become mainstream topics in the study of art 
and technology and an indispensable part of the art 
development process. Artists and technology practitioners have 
become very interested in the integration of new technologies 
and new media [2], exploring new ideas and new problems that 
may arise from the union of art and technology, and making 
efforts to explore this. However, due to the late start of 

research on intelligent sensor systems for interactive behaviors 
in art scenes, their theory and practice are far from mature and 
far from practical application needs, especially the high-
performance, small volume, and low-cost intelligent sensor 
systems for mechanical displacement measurement are yet to 
be further developed. 

Based on the research on the structure and performance of 
traditional inductive displacement sensors and the theory and 
practice of intelligent sensor systems, this paper designs an 
intelligent displacement sensor system for live interaction of 
digital media art, which has the characteristics of small size, 
low cost, long life, large range, fast response speed, and high 
intelligence, etc., and obtains satisfactory results in practice. 
The design of digital art installations requires various technical 
means such as interactive visual technology, touch technology, 
physical interactive technology, code programming 
technology, and virtual/augmented reality technology to 
realize. In terms of infrastructure, improve the information 
technology and intelligent facilities and equipment of art and 
museums, establish the management information system of 
public cultural space, and improve the information level of 
infrastructure. In terms of experience, establish fun experience 
spaces that can interact with audiences, including setting up 
interactive cultural experience zones for books, paintings, seal 
engraving, etc., to enhance interactive tours and fun 
experiences in art and museums. With natural language 
processing techniques, it is possible to analyze the user's 
emotions in social media, text input, or voice interactions, and 
there is already a lot of research available [3]. Multimodal 
technology is widely applied to the various sensory 
experiences of art to the users through gestures, touch, gaze, 
and other forms of multimodal interaction to stimulate various 
perceptions and responses of art to the users and thus achieve a 
higher level of experience [4]. 

II. RELATED WORK 

Study [5] says for the user's own experience during 
multimodal interaction, multiple multimodal modalities with 
each other for information processing can bring a more 
efficient and better user experience to the user. Jiang N [6] 
suggests that the relationship between "immersive scene 
design" and digital media art is a shadow of one another and 
that immersive scene design in digital media art is not a new 
thing that emerged out of nowhere but has undergone a process 
from quantitative to qualitative change with the progress of 
technology and exploded in the present. Adams C [7] proposes 
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the concept of "affective computing", which is a technology 
that deals with processing, recognizing, and imitating human 
emotions and feelings. A system with affective computing 
capabilities can gain insight into the user's emotional state and 
adjust various factors in human-computer interaction to 
positively affect the user. Tiwari P [8] explores the progress 
made in applying affective computing techniques to real-world 
problems involving human-computer interaction. He points out 
that effective computing must be developed as a user-centric 
technology to benefit the global digital economy. In the 
research [9], the perspectives and applications of emotion in 
HCI research are discussed in detail, a framework for effective 
HCI research is proposed, and related methods and techniques 
are categorized, thus opening up the field of HCI research on 
human-computer emotional interaction. 

In addition, research has given recognition and attention to 
the application of AI technologies such as decision prediction, 
image recognition, pattern recognition, and voice interaction in 
museums, and many studies have explored the means of using 
AI and other technologies from the perspective of enhancing 
the overall experience of the audience. The research [10] uses 
intelligent agent (Agent) systems to assess the level of human-
computer interaction through AI to enhance the user 
experience. By analyzing user interactions in the museum, 
better interactions and interactive exhibition modules can be 
designed. On the other hand, Rendell J [11] collects user data 
based on the viewer's mobile interface, which is used to build a 
personalized collection recommendation system that brings 
people and artifacts closer together. Colangelo D [12] points 
out the correlation between human-computer interaction and 
the development of artificial intelligence, puts them in a time 
dimension to sort out their development and evolution, and 
summarizes the characteristics of interaction design in the era 
of artificial intelligence. What you think is what you need, 
what you see is what you see, and what you see is what you 
get. In addition, under AI, human-computer interaction will 
break through the boundaries of the graphical user interface 
and turn its attention to the human emotion and consciousness 
space for context-aware, consciousness-aware, and emotion-
aware computing. The author in [13] proposes three interaction 
modes: "passive, forced active, and active" between human and 
intelligent products, and analyzes the differences between them 
in terms of interaction starting point, initiative, data-driven and 
AI decision-making to improve the coherence and 
effectiveness of interaction and help users improve their 
efficiency and experience. Furthermore, [14] explores the 
industries and products empowered by machine learning, 
natural language processing, image processing, robotics, and 
other technologies in the era of artificial intelligence. Through 
the case study of smart water purifiers, the innovative, 
emotional, and information architecture optimization features 
embodied by the interaction design of artificial intelligence are 
pointed out. Similarly,  [15] points out new ideas that need to 
be introduced for human-computer interaction-natural 

interaction, virtual reality technology for reality-based 
interaction, augmented reality, context-aware and affective 
computing, voice interaction, and multimodal interfaces as 
support. Wohn D Y [16] points out that effective computing is 
one of the foundations for establishing a harmonious human-
computer environment. Since then, most of the research has 
focused on the field of computer science, trying to improve 
emotion recognition methods and enhance the accuracy rate by 
starting from expression, speech and physiological data, and 
multimodal fusion. Frenneaux R [17] thoroughly analyzed the 
current emotion models, facial expression interaction, speech 
signal emotion interaction, physical behavior emotion 
interaction, physiological signal emotion recognition, emotion 
extraction from text information and emotion intelligent 
agents, etc.  

III. DESIGN OF INTELLIGENT SENSOR SIGNAL-ASSIST 

SYSTEM BASED ON INTERACTIVE BEHAVIOR IN THE FIELD 

A. Intelligent Sensor System Design Scheme 

One of the principles of digital experience design is that it 
is human-centred. Digital experience design provides a new 
interaction and expression for the user's experience, further 
stimulating deeper thinking of the user. Traditional 
measurement systems cannot store sensor-related information. 
They cannot be networked, which makes the system not have 
the function of intelligent identification of sensors and remote 
monitoring and has failed to meet the interactive behavior of 
art scene measurement requirements. With the development of 
modern information technology, intelligent networked 
measurement systems have come into being. The core 
technology of an intelligent networked measurement system is 
intelligent sensor technology, which is also the focus of this 
paper. Sensor technology, from the birth of the present, has 
gone through the "traditional sensor", "intelligent sensor", and 
"networked intelligent sensor" development stages [18]. 
Networked intelligent sensors of a wide range of different 
control network standards, access to each other inconvenient, 
so now the networked intelligent sensors are moving toward 
standardization. 

This paper is designed based on the need for interactive 
behavior in the digital media art scene, using the intelligent 
sensor standard of IEEE1451.3. IEEE1451.3 establishes the 
standard for the interface between analog transmission 
networks and intelligently networked sensors. IEEE1451.4 
establishes the standard for interconnection between 
intelligently networked sensors in a small space range. 
IEEE1451.5 establishes that IEEE1451.6 is about CANopen 
protocol transmitter network interface-related standards. 
IEEE1451.7 is about RF tag system transmitter communication 
protocol and transmitter electronic data form format-related 
standards. Fig. 1 below shows the framework of the standard 
protocol cluster used in this paper. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

711 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 1. Standard protocol framework. 

The IEEE1451 standard separates the sensor node from the 
network implementation and is mainly divided into intelligent 
transmitter modules and network adapter modules. The 
different standards of IEEE1451.2-7 are used to define 
different communication protocols between intelligent 
transmitter modules and network adapter modules. The 
interface between intelligent transmitter modules and network 
adapter modules in the IEEE1451.2 standard is called 
Transmitter Independent Interface TII. The network adapter 
and intelligent transmitter modules have the same frequency 
and address arrays stored internally. The network adapter 
module sends the frequency and address numbers in the array 
to the intelligent transmitter module in binary form. ACK2 is 
set high if the element in the frequency and address number 
arrays is 1 and low if the element is 0. After the Intelligent 
Transmitter Module is connected to the Transmitter 
Independent Interface TII, it first communicates with the 
Network Adapter Module with three handshakes, then receives 
the binary numbers of frequency and address numbers from the 
Network Adapter Module, and converts the received binary 
numbers to decimal to find the corresponding frequency and 
address for its own IIC configuration [19]. Finally, the network 
adapter module will perform an IIC communication test with 
the intelligent transmitter. After the successful test, it will 
inform the upper computer software that the intelligent 
transmitter module is connected. 

However, with the rapid development of the entire 
intelligent sensor processing platform and also as a class of 
typical entry systems, the entire intelligent sensor processing 
platform is becoming more and more complex, more and more 
functional requirements of the project, as well as the core 
microprocessor processing power continues to increase, the 
intelligent use of interrupts for functional switching of the front 
and back system defects are increasingly exposed. The first to 
emerge is a real-time multi-tasking kernel system; such 
operating systems can provide application programming 
interface API to the CPU and management of the 
microprocessor. With the progress of the sensor system 
intelligence requirements, system applications have become 
more complex, especially with the rise in communication 
needs, only the embedded operating system cannot meet. The 
embedded operating system gradually developed into a 
complete real-time multi-tasking, multi-functional operating 
system including file, network, development, and debugging 
environment, the application and development of IoT-related 

technologies, embedded OS, with a complete task (process), 
scheduling, memory management scheduling and other kernel 
functions, in addition to this also has the network and other 
functions of the service capability, reliability, real-time, 
scalable and reliability, real-time, cut and portability, etc. are 
also greatly developed [20]. Because of these features, 
embedded OS has become one of the decisive components of 
the smart sensor processing platform. freeRTOS is also in the 
field of smart sensor processing platforms today and occupies a 
rising rate of emerging RTOS, mainly characterized by small 
resource consumption, lightweight systems, short development 
cycles, ease of getting started, completely open-source free, 
and other features. Networked, especially sensor systems using 
wireless network technology, also make intelligent sensor 
processing platforms an important part of IoT devices. In 
sensor processing platforms that use wireless communication 
technology, the use of wireless technology enhances the 
maintainability of the platform. It is even cheaper because it 
saves costs such as wiring, and the competitiveness rises in the 
market. The application of wireless communication technology 
in the field of smart sensors makes up for many shortcomings 
of smart sensor processing platforms using traditional wired 
communication methods, breaking through some limitations 
such as physical environment restrictions on wiring, as well as 
not being easy to expand, higher costs, and other troubles. The 
use of wireless network technology in line with the application 
scenario can expand the smart sensor processing platform in 
the fields of medical health, environmental monitoring, 
consumer electronics, and other applications. 

IV. APPLICATION OF INTELLIGENT SENSOR SIGNAL-ASSIST 

SYSTEM IN DIGITAL MEDIA ART INTERACTION 

The development of digital experience equipment is a 
change in the traditional experience mode, it changed the 
traditional information transfer experience based on audio-
visual, and through the use of technology to update the user to 
receive information and the use of products in the form of the 
user is no longer satisfied with the experience of a single sense, 
but more inclined to the "one plus one is greater than two" of 
the multimodal transport experience. The integration and 
superposition of multiple senses in the process of digital 
experience can fully mobilize the user's bodily functions, make 
the reception of information more interesting, and make the 
cognition of the experience more real [21]. Typical multimodal 
digital experience has virtual reality technology, which creates 
a virtual experience environment to give real cognition to the 
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human brain. It can directly mobilize the integration of 
emotional modalities of participants through the basic elements 
of narrative design law, design, and creation of virtual scenes, 
real or virtual characters, engaging plot, immersive experience, 
and real atmosphere in the form of stories so that the 
experience is repeatedly between abstract and figurative. As a 
combination of art, technology, and media, digital media art 
immersive scenography belongs to spatio-temporal art if it is 
categorized according to the criteria of how the art form exists. 
The experience is repeatedly spanned between the abstract and 
the figurative, and feedback is given to the virtual environment 
through multimodal interaction to enhance the overall sensory 
experience and make it interesting and intuitive throughout the 
end of the digital experience. 

Digital experience device design integrates a variety of 
media, including science and technology, experience design, 
aesthetics, etc. It integrates and restructures new art forms to 
enrich the expression of art. Through digital and multimedia 
technologies and forms to enhance the quality of the user's 
feelings in the experience, the interaction process can enable 
users to explore their thoughts and behaviors above the basic 
level of perception to achieve the purpose of integrating 
emotions and resonance. Digital experience devices can be 
roughly divided into six technical means, which are interactive 
visual technology, physical interactive technology, touch 
interactive technology, virtual augmented reality technology, 

mechanical interactive technology, and programming 
interactive technology [22]. Digital experience device provides 
new interaction and expression for the user's experience, 
further stimulates deeper user thinking, strengthens the 
perception of information, the pursuit of convenience and 
emotion, and makes the perception effect more towards the real 
feeling. Digital experience design is different from traditional 
installation design in that it requires not only the design of 
physical devices but also software support. The interactive 
characteristics of digital experience devices are different from 
traditional art devices and usually require interaction with 
people. Hardware is the basis for artists and designers to 
present their ideas, and no matter what kind of artistic 
expression is used, it should be carried by hardware 
technology. With the advent of the experience economy and 
the continuous development of sensory sensing, human body 
recognition, and tracking technologies, multimodal interaction 
is gradually used more frequently in creating digital experience 
design. Traditional physical experience devices have gradually 
been replaced by digital experience devices, giving users a 
multimodal interactive experience process consisting of 
multiple sensory elements that can receive multiple external 
communication messages and deeper emotional values. The 
corresponding design strategy is proposed in the design of the 
museum installation, and the design route of multimodal 
interaction in digital experience is shown in Fig. 2.

 

Fig. 2. Design routes for multimodal interaction in digital experiences. 

The measurement structure of the capacitive pressure 
sensor is designed as a differential variable pitch type, 
consisting of a lower fixed pole plate and an upper half 
movable pole plate, where the lower pole plate is a silicon 
substrate covered with a metal oxide film and the upper pole 
plate is a metal pole plate with a measurement cavity in the 
middle. The cavity change causes a capacitance change, and 
the measurement electrode and the driving electrode are led 
from the two pole plates, respectively. The advantage of using 
a differential structure is that when the sensor is a non-
differential structure, the capacitance value of the capacitor of 
electrification      )is 

    ∑    
 
      –  |   ̅| (1) 

When the pole plate is actuated, the plate gap change 
capacitance is changed      ) , i.e.: 

     )            )   )         (2) 

Then for non-differential structures, the sensitivity is   : 

             )   (3) 

Its nonlinear error b is approximated by: 

         )    ) (4) 

The comparison shows that using a two-pole differential 
capacitance sensor is twice as sensitive as a single-pole 
capacitance sensor and greatly reduces the nonlinear error of 
the sensor. In addition, the structure also reduces the influence 
of electrostatic force between the poles and effectively 
improves the interference caused by environmental factors 
such as temperature. When the mechanical structure enters the 
microscopic level, many phenomena that are ignored at the 
macroscopic level can become factors that cause instability in 
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the mechanical structure at the microscopic level [23]. For 
many MEMS devices, the phenomenon of electrostatic 
absorption is well worth studying. Currently, "workable objects 
> dynamic visualization > non-workable objects > picture-
based static visualization > graphical static visualization > 
text", from what can be touched to what can be seen in the 
order of human sensory contact, too abstract, is not popular. 
Processing involvement and intervention can help users 
achieve the purpose of human-computer interaction and 
improve people's experience when they are in contact with 
digital experience devices. The electrostatic suction 
phenomenon is the disruption of the dynamic equilibrium of 
the system when the applied voltage reaches a certain value for 
the dynamic and fixed poles, and the two poles are sucked 
together. On the one hand, the existence of the electrostatic 
suction phenomenon causes instability in measurement. On the 
other hand, the use of electrostatic force generated by the 
charge distribution on the pole plates to drive micro devices is 
also an important research direction. 

The control system of the art installation is divided into 
four modules, including respectively information acquisition 
module, an information transmission module, a central control 
module, and a media presentation module, which together 
build the whole interactive system of the digital art installation 
and only by combining these four parts can the complete 
interactive process of the digital art installation be completed. 
There are many types of information acquisition modules, 
including simple touch acquisition, sound acquisition, image 
acquisition, etc., to more complex behavior acquisition, 
expression acquisition, and other modules. The information 
transmission module plays a role in the whole digital art 
installation; when the information acquisition module detects 
the information, including touch, image, sound, action, etc., it 
transmits to the central control module through the 
transmission module, the central control module is also the 
core part of the whole art installation. It is also the computer's 
control system, which calculates, processes, and uses the data 
and programs and then gives them to the media presentation 
module through the information transmission module. The 
media presentation module presents the final artistic effect 
through the media presentation module. The final effect of the 
media presentation module directly determines the artistic 
effect of the installation. Using the presentation form of digital 
media technology can mobilize a variety of senses for the 
experience, such as using a touch screen to mobilize the sense 
of touch, allowing the experience to integrate into the art 
installation or even become part of the installation. 

V. A TECHNOLOGICAL APPROACH TO DIGITAL 

EXPERIENCE IN MULTIMODALITY 

Digital experience device design integrates a variety of 
media, including science and technology, experience design, 
aesthetics, etc. It integrates and reorganizes new art forms to 
enrich the expression of art. Through digital and multimedia 
technologies and forms to enhance the quality of the user's 
feelings in the experience, the interaction process can make the 
user explore their thoughts and behaviors above the basic level 
of perception, to achieve the purpose of integrating emotions 
and resonance. Digital experience devices can be roughly 

divided into six technical means, which are interactive visual 
technology, physical interactive technology, touch interactive 
technology, virtual augmented reality technology, mechanical 
interactive technology, and programming interactive 
technology [24]. The digital experience device provides new 
interaction and expression for the user's experience, further 
stimulates the user to think more deeply, strengthens the 
human perception of information, the pursuit of convenience 
and emotionality, and makes the perception effect more 
towards the real feeling. In emotion computing, the computer 
does not measure emotions directly. Still, it extracts emotional 
data by observing external representations of emotions and 
performs a pattern recognition to infer the current emotional 
state. Therefore, emotion recognition can be understood as 
"establishing a mapping relationship between emotional 
characteristics data and internal emotional states". With the 
development of augmented reality, mixed reality, and artificial 
intelligence technology, the future development trend of 
intelligent sensor-assisted digital media interaction will also be 
combined and updated with iterations.  Emotion modeling is to 
build a mathematical model to classify and quantify human 
emotions and then train the model a lot through the emotion 
database so that the model can recognize various emotions 
more accurately, so it is the key to emotion recognition. 

Interactive cultural creation provides a way of thinking 
about cultural creation innovation. By integrating cultural and 
historical knowledge into digital and gamified carriers, users 
can be inspired by culture through interactive experiences. By 
injecting the concept of "interactive", we can broaden the form 
and carrier of cultural creation, change the purpose and 
thinking of cultural creation development, and upgrade the 
cultural creation experience, ultimately driving the disruptive 
innovation of museum cultural creation. The relationship and 
differences between interactive and traditional cultural creation 
are shown in Fig. 3 

Under the trend of "technology +" and "AI +", the practice 
of interactive cultural and creative design in museums has 
taken shape. As a form of cultural creation that focuses on 
experience, emotional interaction under artificial intelligence is 
based on the ability to understand and respond to emotional 
data in interaction, which can precisely give deeper meaning to 
the cultural creation experience with emotion, thus reflecting 
the full necessity. Secondly, emotional interaction can gain 
insight into users' interests, adjust their state, and eliminate 
frustration; the interactive experience under AI embodies 
multimodality and initiative and generates natural and real 
feelings, thus providing more opportunities and possibilities for 
the interaction design of cultural creation. Through interactive 
and emotional creative works, the CMA hopes to target the 
general public with less experience in art appreciation, 
eliminating their intimidation when facing obscure artworks. 
An audience survey that examined whether interactive 
artworks in museums increased engagement showed that 76% 
of people felt they enhanced their overall museum experience. 
In comparison, 74% felt it encouraged them to look more 
closely at the artwork, and those who experienced interactive 
artworks reported being more willing to delve into cultural 
history and learn more. 
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Fig. 3. Relationship and differences between interactive and traditional culture and creativity. 

Emotional interaction is the system's mindfulness of human 
emotions, i.e., the system's mode of understanding human 
emotions. Emotion computing is the use of artificial 
intelligence mathematics to calculate human emotions. 
However, before that, it still requires designers to "specify" 
emotions in two ways: establishing emotion dimensions and 
defining key emotions. Establishing an emotion dimension is to 
describe emotions in a multidimensional and quantitative way 
[25]. The role of emotion models in emotion recognition is 
divided into discrete models, dimensional models, and others. 
The dimensional model can be referred to in emotional 
interaction design to establish the design dimensions of 
emotion recognition in performance. Among them, the most 
recognized and widely used model is the valence-arousal 
model, based on which the PAD model consisting of pleasure-
arousal-dominance is proposed. 

Key emotions are scene-related, descriptive words for 
emotional states, which can be used as typical emotions for 
emotion recognition and expression of key features. In the 
emotional interaction design of literature and creativity, first, 
establish a thesaurus of key emotions; then filter by the degree 
of emotional granularity (i.e., the degree of detail and 
complexity of key emotions needed for emotional 
identification and emotional expression), the greater the 
granularity, the more specific and clear the description of 
emotions, and vice versa, the vaguer; it can be described as 
follows. 

   )  ⋃              (5) 

Finally, the emotional interaction process is designed based 
on the key emotions and the stimuli required for emotional 
expression. 

2 2( ) dF a b c     
 (6) 

In practical design, key emotions and emotional dimensions 
can be used in combination. By mapping key emotions to 
quadrants composed of multiple emotional dimensions, we can 
ensure that various emotional states are covered and also 

facilitate cooperation and communication between designers 
and developers. Emotional interaction is a new kind of 
interactive experience, which is very different from the 
graphical interaction interface represented by smartphones in 
terms of input and output modalities and elements and the form 
of emotion recognition and expression. Secondly, the 
emotional interaction system has artificial intelligence's 
decision-making and feedback capability. It involves natural 
interaction modes, such as gestural interaction, somatic 
interaction, and even brainwave-intentional interaction [26]. 
Therefore, the factors mentioned above should be reflected in 
the emotional interaction interface so that emotional 
acquisition and recognition can be easily perceived and 
emotional intervention and expression can be easily understood 
by people. 

VI. EXPERIMENTAL VERIFICATION 

A. Smart Sensor Calibration Experiment 

Using the least-squares method to process the data, the 
choice of the highest power of the fitted equation also has a 
significant effect on the accuracy of the pressure sensor. The 
fitting algorithm was written using Matlab to process the 
positive and negative travel data of the sensor to generate 
fitting equations with the highest power of two, three, and four, 
respectively, and the correlation coefficient of the fitted curve 
R2, which is the degree of similarity between the fitted curve 
and the actual curve. According to the comparison results, the 
fitted correlation coefficients are very similar for the highest 
power of three and four, while the second power fails to meet 
the requirements. Considering the difficulty of data processing, 
the highest power of the fitted equation was finally chosen to 
be three times, and the fitting error was analyzed according to 
this fitted equation, according to Eq. 7. 

( , , )

L ln ( )ij ik

i j k D

z z


  
 (7) 

The fitting error of the measured data was calculated using 
Matlab to obtain the fitting error curve in Fig. 4. 
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Fig. 4. Fitting error curve. 

The resolution is the smallest input signal increment that 
the sensor is more capable of sensing or monitoring. When the 
system is running, the sensor to be measured is adjusted to any 
position after the system is stabilized, and the data from the 
sensor to be measured is obtained over some time. The 
installation and measurement process of the smart electrostatic 
actuated capacitive force sensor is a multi-system fusion 
installation and measurement process, which theoretically 
requires a highly stable installation and operating environment. 
In practice, due to the test conditions, the test bench installation 
conditions are rudimentary, and the operation process is highly 
susceptible to vibration, which affects the measurement results 
and usually takes the form of discarding the data from the 
previous section. In addition, if there is a deviation in the 
connection between the sensor to be measured and the 
displacement element, it will also lead to the elastic 
deformation of the components, causing abnormal sensor 
output data. The error is usually reduced by taking the average 
of multiple data to avoid this situation. Various factors cause 
noise in the system, and it is also difficult to eliminate, 
including power quality, component noise, switching noise, 
system integration of different functional modules cross noise, 
space magnetic field, capacitance measurement of the noise 
introduced by the discharge to ground, and the noise in line 
with the principle of reducing the noise so that it does not 
affect the measurement results. A filtering circuit is used for 
each module of the board, the sensor and circuit board are 
grounded with a metal case, and a twisted shield is used for the 

key lines to reduce the noise impact of the above factors. Fig. 5 
shows the resolution sampling after correction. 

When curve-fitting the sensor output data, the fitted curve 
does not completely represent the real data, and there is always 
a certain amount of error present. To reduce the fitting error, 
the spacing of the collected data is reduced, and the method of 
fitting higher power terms is improved. In the experiments, 
fitting polynomials of the highest power three are used to meet 
the data fitting requirements. The absolute and differential 
pressure sensors are tested using a portable pressure calibrator. 
To perform the pressure test, the sensor is connected to the 
calibrator through a conduit, and the pressure inside it is 
changed by adjusting the knob of the pressure meter, which in 
turn leads to changing the pressure value at the detection end of 
the sensor. Since the interval residual can be regarded as a 
time-varying detection threshold, the proposed interval 
residual-based detection algorithm can further address the 
limitations of the residual evaluation function and a priori 
threshold in signal processing-based detection methods. 
Calculating each sensor value can be used as a basis to 
determine whether the sensor is working properly. Since each 
sensor value is less than the control limit, the calibration 
coefficient can be calculated directly using the multiple 
regression fusion algorithms. Then the data fusion calculation 
formula is used to calculate Wan. The focus is on the data 
processing of each sensor. For the sensor, the comparison of 
the controller display data with the experimentally processed 
data through simulation resulted in the results shown in Fig. 6. 

 

Fig. 5. Corrected resolution sampling. 
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Fig. 6. Sensor residual modulation image. 

All components of the common platform should be 
modularized, including all hardware and software, should use 
the modular design idea to realize the platform can add or 
delete components and ensure the least change to other 
components, mainly to facilitate the secondary developers to be 
able to customize and tailor the hardware and software 
according to the actual needs. 

B. Smart Sensor-based Digital Media Art Application Field 

Test 

Compared with the traditional design method of creative 
arts, the intelligent creative arts design implementation process 
embodies many advantages: First, based on the information 
collection, opinion analysis, and audience insight capabilities 
of intelligent sensors, it can more precisely and efficiently 
locate the emotional interactive creative arts user group, draw a 
user profile of them, and define the creative arts functions 
according to the needs and preferences of users. Subsequently, 
the intelligent design process provides designers with many 
practical tools. For example, relying on the data brought by 
museum visitors, AI can help designers filter elements suitable 
for cultural and creative design from a large number of art 
resources, which not only makes design elements and design 
results more in line with users' interests and expectations but 
also helps expose users to cultural and museum content beyond 
art exhibits and exhibitions; furthermore, using AI for the 
content generation to reduce repetitive workload and improve 
design development efficiency. Based on pattern recognition, 
AI can evaluate design prototypes and design results, thus 
becoming a rapid testing tool. In addition, obtaining users' 
emotional feedback through emotional interactive literature 
can, in turn, further validate the design and make 

improvements in the iteration and serialization of the design. 
Fig. 7 shows the correlation analysis between emotional 
performance and interaction behavior. 

Fig. 8 shows the construction of the emotional space in 
which the basic emotions are located. The analysis of the actual 
data shows that the most dominant affective expressions in 
affective expressions of the enriched interaction behavior 
model are positive and agreeable, and the negative and 
agreeable affective states rarely appear and have no effect on 
collaboration satisfaction and can be neglected. Therefore, this 
section focuses on the effect of positive and agreeable effective 
expressions on collaboration satisfaction in the realistic 
interaction behavior model. The unstandardized coefficient of 
the frequency of positive and negative affective performance of 
the independent variable was 78, significant 18, less than 5, 
and the constant 86.267, significant 0.000, less than 0.05. The 
coefficients and constants of the independent variables were 
significant, using the frequency of positive and negative 
affective performance as the independent variable for the linear 
regression of collaboration satisfaction. Emotional interactive 
creative design by building a library of emotional expression 
elements so that the system can call all kinds of elements freely 
according to the results of emotional decision-making. 
Secondly, by setting the key emotion and emotional 
dimensions, the intensity and duration of emotional expression 
of the output elements can be controlled; the scene model is 
defined to evaluate the effect and impact of the output table 
elements on the user in that round, and then the emotional 
interaction system can be adjusted in real-time to ensure that 
the emotional expression makes the user feel comfortable and 
natural. 
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Fig. 7. Correlation analysis between emotional performance and interaction behavior. 

 

Fig. 8. Construction of emotional space in which basic emotions are located. 

VII. CONCLUSION 

In terms of theory, the user's feeling consists of multiple 
sensory elements that can stimulate more profound emotional 
values during the multimodal interaction experience of 
receiving multiple externally communicated information. In 
this paper, according to the multimodal interaction experience 
process, combined with intelligent sensor signal assistance, the 
multimodal experience hierarchy in digital experience design is 
divided into three aspects: basic perception, behavior 
exploration, and thinking connection. The attack detection and 
separation method based on state observer is proposed from the 
cybernetic perspective. The design products are designed from 
three aspects, including the dynamic physical characteristics of 
the system, residual evaluation function, a priori threshold 
design, attack separation under structural vulnerability, etc. The 
design results include the design of a screen device under basic 
sensing, the design of a seating device under behavioral 
interaction, and the design of live interactive behavior of digital 
media art under thinking connection, the three stages are 
progressive, further stimulating the user to think more deeply. 
The three stages are designed to stimulate the deeper thinking 
of the user and to build emotional resonance so that the user 
can finally understand the designer's ideas and integrate his 
understanding of the digital experience. Therefore, the design 
research on the emotional experience of mobile tour system 
users also needs to be adjusted according to the current 
development trend. Relevant design strategies also need to be 
based on the characteristics of cutting-edge digital media 
forms, targeted adaptation and output of "technology 
integration" of user interaction experience digital solutions. 
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Abstract—Human resource management system is an 

indispensable part of information strategy construction. Based on 

the theory of biological neural network, this paper constructs the 

strategic decision model of human resources management, then 

uses the micro-integration method to predict the demand for 

human resources, and solves the quantification problem of 

human resources supply prediction. In the simulation process, 

the model analyzes the current situation of the personnel 

management system and the necessity of research and plans and 

designs a computer-aided personnel management information 

system based on the Client/Server biological neural network 

structure. Personnel quality evaluation through the evaluation 

and analysis of the quality of the evaluated, to provide effective 

reference information for the enterprise personnel decision and 

index selection, the enterprise human resources allocation, use, 

training and development is of great significance. Neural 

networks rely on the powerful data storage, processing and 

computing capabilities of computers to help enterprises respond 

quickly to changes in external market conditions, improve the 

efficiency of decision-making, and create greater value for 

enterprises. Through experimental testing, it is found that when 

the iteration is 5, the network verification results have the best 

consistency. When the iterations reach 7, the standard of training 

target error set in this paper is reached. When the samples 

reached 60, the screening accuracy of the network reached 

92.18%; when the samples increased to 80, the screening 

accuracy was further improved to 92.84%, indicating that the 

screening accuracy of the network increased with the training 

samples, which could be used to detect and classify samples 

quickly, objectively and accurately. 

Keywords—Biological neural network; human resources 

management; strategic decision making; index selection 

I. INTRODUCTION 

With the gradual improvement of biological neural 
networks, the use of biological neural networks to establish a 
comprehensive evaluation system can often achieve 
unexpected results [1]. Especially for the comprehensive 
evaluation of those systems with many evaluation objectives 
and complex relationships between the objectives, the 
biological neural network model can often achieve better 
results [2]. There are many mature methods for a systematic, 
comprehensive evaluation, such as the fuzzy evaluation 
method, grey system evaluation method, AHP (Analytic 
Hierarchy Process) and so on [3-5]. Using the analytic 
hierarchy process to determine the weight can weaken the 
human factor [6]. Still, AHP requires that the elements in the 

hierarchical structure system of indicators are independent of 
each other [7]. Otherwise, this method cannot be applied. Still, 
there is often a dependency relationship between these 
indicators [8]. 

The key and difficult point of the human resource planning 
scheme design is the choice of the human resource forecasting 
method. The development and management of human 
resources is the essence of labour and personnel management 
and the core work of enterprise management [9-11]. Human 
resource planning is the business foundation of human resource 
development and management. Without reasonable and 
supporting human resource planning, any plan can only be a 
piece of paper [12]. Many enterprises lack systematic operation 
of their human resources, which will inevitably affect the 
development of human resources and the improvement of 
labour productivity [13]. Therefore, companies should raise 
awareness of the importance of human resource planning. By 
using this system, the personnel department can promote the 
standardized management of the personnel department and 
improve the management efficiency and level; it can 
conveniently and quickly organize and manage the personnel 
information originally scattered in various departments and 
provide reliable data for the scientific decision-making of the 
unit [14]. 

Based on the biological neural network theory, this paper 
constructs a strategic decision-making model for human 
resource management. First, on the basis of analyzing the 
characteristics of the enterprise and the basic types of human 
resource strategy, the basic classification of the human 
resource strategy of the enterprise is determined. Secondly, it 
extracts four dimensions for the index, uses the method of 
biological neural network analysis to take indicators of human 
resources, and then builds the enterprise's human resources 
strategic decision-making index system. Finally, it takes S 
company as an example to carry out empirical research. 
Through comparison, grey forecasting technology and neural 
network forecasting technology are used to forecast the human 
resources demand of enterprises. Enterprises can choose one 
according to their actual situation and then use the micro-
integration method to analyze the results and amendments. On 
this basis, the article applies the current situation verification 
method and the biological neural network prediction to the 
enterprise human resources supply forecast, analyzes and 
demonstrates the applicability. It provides a relatively novel 
and effective forecasting method for enterprises to carry out 
human resource planning. 
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II. RELATED WORK 

The focus and difficulty of human resource planning for 
enterprises is human resource forecasting, and the forecasting 
method should be selected according to the characteristics of 
the enterprise [15]. Due to the lack of a relatively mature set of 
personnel scheduling procedures, it is impossible for 
enterprises to predict personnel needs reasonably. Therefore, 
an important part of their human resource planning is 
establishing a forecast model of enterprise human resource 
supply and demand [16]. 

The management system is not combined with the actual 
needs of human resource management. Still, it is only 
professional research and development and does not 
systematically and comprehensively cover human resource 
management content. Kouhalvandi [17] proposed a dual-
objective binary integer programming (BOBIP) model in a 
fuzzy environment to obtain the best results of person-post 
matching, calculate the fuzzy utility similarity function to 
measure the satisfaction of employment outcomes and adopt a 
mixed integer programming model which realizes two-way 
matching between enterprises and students. Chen [18] also 
constructed an evaluation index system with scientific and 
technological personnel as the research object and proposed a 
fuzzy comprehensive evaluation model based on ANP 
(Analytical Hierarchy Process) to realize the matching grade 
evaluation of scientific and technological talents. 
Comparatively speaking, this paper summarizes the factors 
affecting employee dimission from the three levels of 
individual, organization and environment, defines the sources 
of employee dimission risk, and then combines the 
characteristics of employees at the beginning of their career 
with the advantages of sensitivity, relative independence, 
extensive, measurable, comparable and operable. 

In the study of the matching between people and 
organizations, Falah [19] pointed out that when the ability of 
the individual is what the organization needs, the matching 
between the two can be achieved; if the organization can meet 
all the needs of the individual, it can also promote the matching 
between the two parties. The situation's impact includes 
employees' job selection, career planning, etc. Chen [20] 
believes recruiters are most concerned with selecting 
candidates with the required knowledge, skills, and attitudes. In 
contrast, this paper attempts to use the artificial neural network 
itself has the characteristics of parallel data processing, good 
fault tolerance, self-adaptation and self-learning, and better 
nonlinear function, so as to systematically analyze the 
enterprise personnel quality structure, which is more generic 
and concise. Based on the general competency model, some 
scholars combine AHP and fuzzy proximity to calculate the 
efficiency matrix of each employee and use the assignment 
model to achieve the best match between all employees and 
positions in the enterprise [21]. Workflow mainly realizes the 
transfer of work between the business process participants. 
Comparatively speaking, this paper selects several early 
warning indicators of turnover risk to form an early warning 
index system of turnover risk. Then, on the basis of the status 
data of early career risk warning indicators, the principal 

component analysis method is used to propose the early 
warning index of turnover risk for employees at the beginning 
of their career, and the index system is more perfect and 
streamlined [22-24]. 

III. CONSTRUCTION OF A STRATEGIC DECISION-MAKING 

MODEL FOR HUMAN RESOURCE MANAGEMENT BASED ON A 

BIOLOGICAL NEURAL NETWORK 

A. Biological Neural Network Hierarchy 

For the enterprise performance evaluation system based on 
the biological neural network, here is the performance 
evaluation of the customer representative index of the 
enterprise customer centre as an example. To evaluate the 
performance of the customer representative, as long as the 
performance indicators and relevant data of the customer 
representative are input into the trained network, the 
corresponding output, that is, the performance score s (i, j) of 
the customer representative, can be obtained. 

∑               (1) 

       ∑                   (2) 

After the network w(i)w(j) is trained, that is, after the 
weights of the nervous system are determined and the structure 
is stable, new data can be processed. The corresponding 
comprehensive evaluation results can be given. With reference 
1-y(t) to the set judging standard, the performance z(x, y) of 
the customer representative can be automatically determined 
according to the score. 

                             (3) 

∑                       (4) 

The neuron transfer function x(i) in the middle layer of the 
network x(m) adopts the sigmoid tangent function tansig. This 
is because the output of the function lies in the interval [0, 1], 
which just meets the requirements of the network output. The 
training function uses the trainnlm function d(m, mt). 

                                   (5) 

The network modelling principle y(t)-c(t) is that when the 
input vector is farther away from the weight vector, the output 
of the radial base layer is closer to 0, and the output of the 
linear layer is less affected; and when the difference between 
the vectors is 0, the output of the radial base layer is 0. For the 
specific design and implementation of the network, the 
modelling function in Fig. 1 can be used to output the function. 

15 enterprises were randomly selected to form the sample 
population. The model evaluates the natural distribution of the 
status of 15 samples under 20 primary selection indicators and, 
according to the evaluation results, divides them into five 
levels: very poor, poor, fair, good and very good. The 
influencing factor of the department is the state of human 
resources itself, which can be divided into two second-level 
indicators. The remaining 8 indicators of environmental 
conditions constitute the primary selection indicator set for 
enterprise human resources strategic decision-making. 
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Fig. 1. Distribution of biological neural network indicators. 

B. Composition of Human Resource Factors 

Through investigation or asking experts to tick the factors 
of each level of human resource evaluation indicators 
(important, relatively important, less important, and 
unimportant), the comprehensive judgment matrix and single-
factor evaluation matrix are determined according to the 
corresponding percentage. Then it can find out their closeness 
to the fuzzy comprehensive evaluation matrix. According to the 
principle of choosing the closest, finding the weight vector 
closest to the comprehensive evaluation matrix is a more 
realistic weight distribution scheme. When encountering the 
situation that the solution b(i)x(i) of the fuzzy equation is not 
unique, there is no better method to select which set of 
solutions to use as the weight vector exp(1-x). 

∑                              (6) 

                                 (7) 

In terms of hardware, it means a network computing 
environment consisting of desktop computers, networks and 
servers. The meaning of software d(x, x') mainly refers to that a 
software or application system t(1-ax) is designed as a complex 
system containing many components, these software 
components can even be distributed on different machine nodes 
in the network rest(s, t), and according to the relative roles of 
the software components are divided into "Client" and 
"Server", the client software can request the services of the 
server software. 

                      

                                (8) 

∑                              (9) 

In the C/S (Client/Server) system, the client n(i, j) always 
makes a service request to the server first, and the server 
responds to the client's request 1-p(i)/p(j) before sending the 
service result back to the client. The server never initiates a 
relationship with the client. The client can also make requests 
to multiple servers concurrently. In this sense c(s, t), the client 
is always active, and the server is always passive, so it is 
asymmetric. 

        
   

 
 
     

   
     (10) 

The number of input/output neuron nodes of the network is 
determined by the external description of the problem. The 
number of nodes in the input layer corresponds to the number 
of indicators of the customer representative index of the 
enterprise customer centre. The text contains the number of 
customers per customer representative (CSR), the proportion of 
time that customer representatives work directly for customers, 
the number of spy orders completed per customer per day, the 
average time to access customer representatives, and the 
increase in air talk time per customer. The output result is the 
evaluation score of the customer representative's performance. 

Fig. 2 specially designs the standard unit comparison 
assignment method to calculate the importance of the 
alternative indicators. The method is to assign the importance 
degree of the least important alternative index to 1, use the 
multiple a of the importance degree obtained by comparing the 
other indicators with it as the assignment of the importance 
degree of each index, and the normalized value is used as a 
method for the alternative index importance shape. It can be 
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observed that the error meets the requirements. Therefore, the 
established biological neural network is safe and meets the 
requirements. This network can be used to infer and predict the 
total evaluation value of the performance representative 
according to the existing customer representative performance 
indicators. In this way, it can be judged whether the 

performance of the customer representative has reached the 
expected target. This method avoids the unreasonable aspects 
of setting up the weights of various indicators. At the same 
time, it is scientific and convenient to use and avoids the 
influence of human factors on the overall performance 
evaluation. 

 

Fig. 2. Human resource factor structure topology. 

C. Model Factor Recursion 

It can input the model sample matrix data into the 
MATLAB work window, where the input vector of the training 
sample is P, the output vector (target value vector) is T, and the 
input vector of the test sample is PL. After the retraction, a file 
named P will appear in the workspace window; double-click to 
open it, and then copy the training sample input value to this 
file. The MATLAB input matrix takes the employee as the 
column vector and the factor as the row vector, so in the 
process of copying, the data s(t, t-1) needs to be transposed 
before it can be imported into MATLAB so that the matrix 
e(k)+t of the input vector P is established in MATLAB. 

         
 

   
∑          

 ∑         (11) 

∑  
 

    

 
          ∑

 

   
    (12) 

The percentage factor 1-r(i) is a method of multiplying the 
score of each element by the percentage factor that the factor 
occupies in the total score. Usually, the total score of the four 
levels of personnel function is expressed by the percentage 
system, and each element is also evaluated by the percentage 
system. When measuring, the preliminary score of each factor 
measured is first multiplied by the percentage coefficient of the 
factor in the structure. The element score is obtained, and the 

scores of each element in the same structure are added to 
obtain the preliminary score of the structure and then 
multiplied by the percentage coefficient 1-t of the structure in 
the total score p(t|1<t) to give the structure score. The 
accumulation of the four structure scores is the overall score. 

                                 

                       (13) 

 ∑                (14) 

This paper determines the 5-12-1 network structure miu(x, 
y) through multiple expert experience judgment tests and 
derivation max(x-t) of empirical formulas, using tansig as the 
activation function of the network, the number of training 
samples is 57, and the test data is 16. Then, the training 
samples are input into the neural network system for training. 
After 1205 times of learning, a weighted network with a 
learning accuracy of 0.000001 is obtained. Then the network is 
called to simulate the test data set, and the neural network 
simulation results of the test data are obtained. The design 
work of the system's front end includes interface development 
and scripting. The development tool adopts powerbuilder6.0. 
Interface design is the main work of front-end application 
design, including input and output design. A total of 90 
windows and 83 data windows are established in the 
implementation process. 
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TABLE I. FACTOR ANALYSIS OF BIOLOGICAL NEURAL NETWORK 

SAMPLES 

Biological neural network codes Factor analysis text 

Public void deletemajorchange(); Each indicator is evaluated 

Return salarydao.getbycondition; The difficulty of obtaining     

Long majorchangeid; 
Independent of each other 

         

Return majorchangedao; By means of expert scoring 

Getbycondition(hql, o); 
In the indicator system 

          

Deletemajorchange; The representativeness     

Salarydao.deletesalary(salaryid); The indicators do not intersect 

Get.majorchangedao.(majorchangeid); If the indicators          

Changegetadd(); 
The indicator system can only be 

     

Public list {}; Obtaining alternative indicators 

This.changegetadd(); At the same level are           

Return majorchangedao; And simplicity of        

Table I divides the difficulty of obtaining alternative 
indicators into five levels, namely (easy, relatively easy, 
general, relatively difficult, and difficult), and the 
corresponding quantitative values are (5%, 25%, 50%, 75%, 
95%). The difficulty of obtaining each indicator is evaluated by 
means of expert scoring. The indicator system's 
representativeness and simplicity can only be guaranteed if the 
indicators at the same level are independent of each other and 
the indicators do not intersect. After the input of the sample, 
the system learns according to the minimization rule of the 
mean square error between the expected output and the actual 
output, and adjusts the weight matrix and threshold vector. 
When the error is reduced to the required accuracy, the system 
will stop learning, and the weight matrix and threshold vector 
will be fixed and become the internal knowledge of the system, 
which can be called for decision-making or prediction when it 
is used next time. 

D. Optimization of Strategic Decisions 

This paper uses neural network modelling to identify 
strategic decision candidates for specific positions. The sample 
data adopts the data provided by a talent evaluation research 
institution. After a four-year investigation, the evaluation and 
research institution obtained a total of 1,080 sample data, of 
which 30 were randomly selected for follow-up investigation. 
The sample data in this paper is based on the actual needs of 
neural network modelling. After several discussions and 
consultations with the institution, 25 sample data were selected. 
One part is used for modelling, and the other part is used for 
generalization testing. The error ratios of the three test samples 
are 4.62%, 8.24%, and 6.86%, respectively, and the errors are 
all below 10%, which does not affect the final strategic type 
selection. 

Since Fig. 3 aims to explore the specific application of 
neural networks in talent evaluation, a conventional neural 
network algorithm is used, and the neural network toolbox 
(Neural Network) can greatly facilitate the network design 
process, so this paper uses MATLAB neural network toolbox. 
The degree of fitness for a job can be described by a single 
output network. Therefore, the number of output layer units is 
set to l. The number of input neural units is determined 
according to the number of influencing factors; 6 units are 
taken. The algorithm operation platform adopts MATLAB. 
Among the 25 sets of data, 18 sets are selected as training 
samples, and 7 sets are used as generalizations. 

Similarly, the data matrix of the output vector T can be 
established: enter T=zeros (5, 20) in the MATLAB command 
workspace; after the retraction, find the T file in the workspace 
window and double-click to open it. Unlike the input of P, the 
T vector matrix must be manually input. Since the MATLAB 
input matrix uses employees as a column vector, it is necessary 
to input according to each column, and each employee has a 
different output value (level). There are different input forms 
for each level. 

 

Fig. 3. Strategy decision optimization network design results. 
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IV. APPLICATION AND ANALYSIS OF HUMAN RESOURCE 

MANAGEMENT STRATEGIC DECISION MODEL BASED ON 

BIOLOGICAL NEURAL NETWORK 

A. Preprocessing of Biological Neural Network Data 

According to the requirements and characteristics of the 
biological neural network, after the test, feedback adjustments 
were made according to the test results, and necessary 
modifications and additions were made to the indicator system. 
Various quality content is tested separately to obtain closer to 
the real evaluation results. 120 samples collected in this paper 
were distributed to A1, simulating the situation in which 
enterprises were subjected to many CVs (curriculum vitae). 
After all, samples are marked and numbered in Fig. 4, the top 
20 (screening rate P=20%) best talent resumes are screened out 
using the traditional resume screening method with reference 
to the weights of each indicator determined by the business 
owner in the step. 

The goal of the early-career employee dimission risk early 
warning system is to realize the evaluation of employee 
dimission risk status on the basis of the collection of employee 
dimission risk information, output the dimission risk early 
warning signal, clarify the source of risk, propose risk 
treatment countermeasures, and achieve the elimination of risk 
status or take countermeasures to reduce the loss caused by 
employee dimission. At the same time, it can be clearly seen 
that although samples 1 and 2 are in the same matching level, 
sample 2 has a higher degree of membership than sample 1 for 
the evaluation level of person-post matching, so it can be 
judged that sample 2 has a higher degree of membership. The 
matching degree is better than the No. 1 sample. According to 
the evaluation results of the matching degree of people and 
positions of the samples, it can be known that samples No. 1-2 
show a good degree of matching. In contrast, the matching 
degree of sample No. 2 and the position of the project director 
is not good. The human resources management department can 
consider implementing it when necessary. The input process 

should be as simple and clear as possible to reduce the 
occurrence of errors, and the input system should have fault 
tolerance and data verification functions. For example, in the 
input interface, the basic information of employees is 
concentrated in one interface, which can not only avoid 
repeated input of information, reduce the input work scene, but 
also maintain the consistency of data; use the selection method 
to standardize the content to make it simple and convenient to 
fill in, use the Tab control to achieve file cabinet entry, the Tab 
control can organize a large amount of information or controls 
in a small space. Using the Tab control and DataWindow 
filtering function, a large amount of information is 
concentrated in one window, which is convenient for user 
management and more efficient than the general method. 

From the experimental results in Fig. 5, it can see that the 
screening method based on a biological neural network is 
superior to the traditional screening method from the time 
dimension. After completing all the above steps, MATLAB is 
used to build a biological neural network, randomly select 2/3 
(80) samples from the qualified samples and unqualified 
samples for training, and the remaining 1/3 (40) samples are 
used for training. Screening 24 resumes from 120 resumes, the 
traditional screening method takes nearly 50 minutes. Under 
the same experimental conditions, the resume screening 
method using the biological neural network only takes 1 to 2 
minutes. In the actual medium and large enterprises or talent 
market, talents are often screened from thousands or even more 
resumes. Therefore, with the increase in the number of 
resumes, the method in this paper can save double the time 
cost. To sum up, when predicting, it is necessary to determine a 
smooth factor of an appropriate size so that the dependent 
variables of all training samples can be fully learned and the 
distance between different training sample points and 
prediction samples is considered. The smaller the distance 
between the samples, the larger the corresponding weight of 
the dependent variable, which in turn helps the network to 
make better generalization predictions for new samples. 

 

Fig. 4. Biological neural network data matching. 
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Fig. 5. Screening results of biological neural network. 

B. Human Resource Preparation 

There are many factors that affect the value of human 
resources establishment, and which indicators are used to 
evaluate human resources have a great impact on the accuracy 
of the results. In this example, seven-factor indicators are used 
to evaluate the value of human resources, some of which also 
include secondary indicators, and the seven categories of 
indicators are selected by the method of clustering, which is 
scientific to a certain extent. But there are also some defects, 
such as salary income and other factors that affect the value of 
human resources are still not included. Therefore, the 
establishment of a complete set of indicators and factors that 
can fully reflect the value of human resources is crucial for 
scientifically and rationally evaluating the value of human 
resources. By designing and distributing questionnaires 
(resumes), this paper finally obtained a total of 123 sample 
data. After preliminary sorting and screening of the data, 3 
samples that did not meet the requirements were eliminated. 

All data are placed in the whole network. Fig. 6 performs 
linear regression on the actual output of the network and the 
corresponding expected output. It is found that the overall 
output value tracks the expected value better, and the 
corresponding R=0.97822, which is very close to 1. Spring 
realizes the specific business logic processing work and the 
scheduling and distribution of the processing results. The 
presentation layer is responsible for the encapsulation and 
transmission of the request object and the display of the 
feedback results, and the specific interaction with the database 
is processed through the persistence layer objects. Although the 
templates in Spring implement the encapsulation of some 
database operations, the specific processing is still 
implemented by Hibernate. After Hibernate processes the data, 
the results are handed over to Spring Business processing for 
processing. The interaction between the framework and the 
database is done through Hibernate, which is the persistence 
layer. For the operation request from the presentation layer, 
first, submit the request to the business logic layer where 
Spring is located for processing. 

 

Fig. 6. Linear regression of human resource staffing. 
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C. Strategic Decision Simulation 

This strategic decision evaluation project has adopted 
various means such as knowledge examination, psychological 
quality test, interview, simulated performance technology and 
other means to conduct a comprehensive quality inspection of 
the assessees. After selecting suitable personnel for the test, 
feedback adjustment was made according to the test results, 
and necessary modifications and supplements were made to the 
index system. Fig. 7 is to organize the data of this evaluation 
according to the requirements of the aforementioned neural 
network model and divides it into two parts, the neural network 
quality evaluation model learning sample set and test sample 
set, and conduct empirical analysis. It is hoped that the network 
model can pass the learning to absorb the judgment experience 
of experts. 

The size of the network is the most critical. Usually, the 
number of samples is at least more than the number of network 
connection weights and generally requires more than 5 to 10 
times. Especially for a three-layer biological neural network, 
the number of samples must be greater. Otherwise, the network 
must have redundant nodes, and the systematic error is 
independent of the characteristics of the training samples and 
tends to be 0; the network has no generalization ability at all. 
The value of the smoothing factor is very important and has a 
great impact on the approximation accuracy and prediction 
effect of the generalized regression network. If x is very large, 
y is close to the mean of all training sample dependent 
variables; conversely, if x is close to 0, y is close to the value 
of all training sample dependent variables. Therefore, when the 
sample to be predicted happens to be within the learning range 
of the training sample, the calculated predicted value will be 
very close to the expected output. Still, once a new predicted 
sample is not included in the learning range of the training 
sample. Then the prediction effect will be significantly 
reduced, and the network's generalization ability will be 
significantly reduced. 

D. Example Application and Analysis 

This paper uses the biological neural network optimization 
algorithm, the hyperbolic tangent Sigmoid function tansig is 
used as the transfer function between the input layer and the 
hidden layer, the purelin linear function is used as the function 
between the hidden layer and the output layer, and the trainlm 

function is used as the training function, set the error to 0.0001. 
After three iterations, the network error reaches an acceptable 
range, and the established network tends to be stable. Finally, 
the evaluation indicators of the group personnel quality 
evaluation project were generally determined as major items, 
and each item was divided into various quality contents for 
testing respectively, in order to obtain the evaluation results 
closest to the truth. In the Network/Data Manage window, click 
it to train the network, select the input vector p from the 
"Inputs" drop-down list, select the target vector from the 
"Targets" drop-down list, and train in the training parameter 
settings in Fig. 8. The number of steps "epochs" is 50, the 
training goal "goal" is 0.01, and the rest are default items. 

The integration between the WebWork presentation layer 
and the control layer S.pring is mainly carried out through two 
steps: the first step is to initialize Spring when WebWork is 
used; the second step is to configure Spring while configuring 
WebWork. All business processing or action processing is 
unified by Spring. The core of the Spring framework is 
dependency injection. The implementation of dependency 
injection in this system includes aspects: injecting data source 
management and transaction management and injecting 
interface implementation classes. Through the injection of 
various interfaces, the unified database operation management 
of all action processing by transaction management can be 
realized. The implementation of specific dependency injection 
is achieved by configuring actions in xml. After obtaining the 
sample data, the "factor scoring method" is used to evaluate 
and score each sample. The evaluation results have only two 
cases, namely 1 or 0. 1 means that the sample is qualified, it 
means that it has entered the interview process through the 
audition stage, and 0 means that the sample is eliminated. 
Compared with the reference [25-27], the artificial neural 
network used in this paper has a better nonlinear function. This 
quality evaluation project adopts various means such as 
knowledge examination, psychological quality test, interview 
and simulation performance technology to conduct a 
comprehensive quality investigation of the interviewees. In the 
process of assessment, the data are sorted according to the 
requirements of the aforementioned neural network model and 
divided into two parts as the learning sample set and the test 
sample set of the neural network quality assessment model for 
empirical analysis. 

 

Fig. 7. Strategic decision-making neural network training. 
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Fig. 8. Biological neural network optimization settings. 

The errors of the network simulation results in Fig. 9 are 
controlled below 5%, and a good evaluation effect has been 
achieved. The sample evaluation is carried out by the method 
of "expert evaluation". The model finds 2 entrepreneurs in the 
field, comprehensively considers the pros and cons of each 
sample according to the weight distribution, and evaluates all 
samples as "qualified" or "eliminated". In order to further 
simulate the real scene of enterprise recruitment, it assumes 
that the screening rate is P=0.2 (Enterprises can set the 
parameters of P by themselves). Companies need to select the 
best top 20% of resumes from the 120-point resumes. In the 
end, the top 24 best samples and 96 less excellent samples were 
selected. After testing, it is found that the trained biological 
neural network can detect and classify samples quickly, 
objectively and accurately. This shows that the neural network 
method can fully absorb the judgment experience of experts 
and make more accurate judgments on the test data, which 

confirms the availability and accuracy of the biological neural 
network method. 

E. Discussions 

According to the analysis of neural network, it can be 
clearly seen that in the application of BP neural network model 
in the company, although the output value of BP network is 
relatively low, on the whole, it fluctuates slightly between the 
satisfactory value, and the stability is relatively high [28-30]. 
This paper believes that the decision requirements are met. 
From the perspective of the prediction effect of the test set, the 
training effect and accuracy of the improved generalized 
regression neural network proposed in this paper are higher 
than that of the generalized regression neural network model, 
which proves the feasibility of the neural network model 
proposed in this paper for man-post matching evaluation. 

 

Fig. 9. Error distribution of human resource management strategy network. 
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V. CONCLUSION 

In this paper, a strategic decision-making model of human 
resource management based on a biological neural network is 
constructed. On the basis of planning the organizational 
structure of the enterprise, an enterprise human resource 
planning scheme is designed. First of all, the model starts from 
the function of the personnel management system, studies 
various talent evaluation methods, and tests the learning ability, 
adaptive ability and function approximation ability of 
biological neural networks. Secondly, a competency-based 
enterprise project director personnel-post matching evaluation 
index system was established, including 5 first-level indicators 
and 8 second-level indicators of knowledge skills, goal 
planning, plan promotion, social roles, attitudes and values. In 
the process of resource management, the process is not 
standardized, and the degree of information sharing is low. 
Through the analysis, design, development and implementation 
of the needs of the target unit, the human resource management 
system suitable for the company is completed. Finally, an 
example uses the generalized regression neural network model 
to conduct a comprehensive evaluation and empirical research 
on the matching of enterprise project directors and positions. It 
uses the MATLAB toolkit to complete the specific application 
of biological neural network modelling in talent evaluation and 
achieves good results. The training (learning) of biological 
neural network depends on the original data, which means that 
the accuracy of neural mocking network simulation is also 
limited by the accuracy of the original training data, resulting 
in a significant decrease in the training efficiency of neural 
network and the accuracy of simulation results. To solve this 
problem, the method of anonymous participation is adopted, 
the cost-benefit principle is considered, and some weights are 
assigned respectively, so as to obtain the final weighted 
average score of each employee. To a certain extent, the 
scheme avoids the influence of internal personnel's personal 
bias on the accuracy of the original training data, and is more 
conducive to the training of neural networks. 
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Abstract—Recognizing emotions from visual data, like images 

and videos, presents a daunting challenge due to the intricacy of 

visual information and the subjective nature of human emotions. 

Over the years, deep learning has showcased remarkable success 

in diverse computer vision tasks, including sentiment 

classification. This paper introduces a novel multi-view deep 

learning framework for emotion recognition from visual data. 

Leveraging Convolutional Neural Networks (CNNs) this 

framework extracts features from visual data to enhance 

sentiment classification accuracy. Additionally, we enhance the 

deep learning model through cutting-edge techniques like 

transfer learning to bolster its generalization capabilities. 

Furthermore, we develop an efficient deep learning classification 

algorithm, effectively categorizing visual sentiments based on the 

extracted features. To assess its performance, we compare our 

proposed model with state-of-the-art machine learning methods 

in terms of classification accuracy, training time, and processing 

speed. The experimental results unequivocally demonstrate the 

superiority of our framework, showcasing higher classification 

accuracy, faster training times, and improved processing speed 

compared to existing methods. This multi-view deep learning 

approach marks a significant stride in emotion recognition from 

visual data and holds the potential for various real-world 

applications, such as social media sentiment analysis and 

automated video content analysis. 

Keywords—Deep learning; emotion recognition; feature ex-

traction; machine learning; sentiment analysis; visual data 

I. INTRODUCTION 

Emotion recognition from visual data sets, encompassing 
images and videos, has emerged as a complex and captivating 
challenge that has garnered increasing attention from 
computer vision and machine learning. The accurate 
classification of emotions based on visual cues holds the 
potential for a multitude of practical applications in the real 
world, such as social media sentiment analysis, targeted 
advertising, and automated video content analysis [1]. Deep 
learning techniques, particularly Convolutional Neural 
Networks (CNNs) and Re-current Neural Networks (RNNs) 
have showcased remarkable prowess in various computer 
vision tasks, including sentiment classification [2]. These 
advancements in deep learning have opened new avenues for 
tackling the intricate task of emotion recognition from visual 
data, fueling optimism for its transformative impact across 
diverse industries and domains. 

The extraction of features from visual data relies on deep 
learning architectures, particularly Convolutional Neural 

Networks (CNNs), which scan images or videos to identify 
patterns as shown in Fig. 1. These CNNs consist of multiple 
layers, each responsible for extracting distinct features from 
the input. Basic features like edges or lines are captured in the 
initial layers, while higher layers discern more intricate and 
abstract features associated with diverse objects or emotions 
[3]. Subsequently, these extracted features undergo 
classification through a trained model designed to recognize 
patterns and make predictions. The feature extraction process 
is iterative and automatable, empowering the CNN to adapt 
and learn from novel visual data, resulting in improved 
accuracy and efficiency for visual tasks, including sentiment 
classification [4]. While current deep learning methods have 
shown promise in emotion recognition from visual data, they 
have limitations. These limitations encompass a range of 
factors that collectively impact these models’ overall 
performance and usability. One significant drawback is their 
limited generalization ability across diverse datasets and real-
world scenarios. Emotions can be expressed in various ways 
across different cultures, contexts, and individuals, making it 
challenging for deep learning models to capture and interpret 
these nuances consistently and effectively. The quest for 
higher classification accuracy remains ongoing. While deep 
learning models have demonstrated substantial progress in 
recognizing basic emotions like happiness and sadness, they 
often struggle with more complex emotional states that 
involve subtle variations in facial expressions, body language, 
and contextual cues. This deficiency in accurately deciphering 
nuanced emotions impacts the overall reliability of these 
models, particularly in applications where precise emotional 
understanding is paramount. 

Many deep learning architectures demand extensive 
computational resources and time for training, which can be 
impractical for Real-Time or resource-constrained 
applications. Additionally, the need for vast amounts of 
annotated data for training can become a bottleneck, as 
obtaining accurately labeled emotional datasets on a large 
scale is a resource-intensive and time-consuming endeavor. As 
such, there is a persistent demand for developing more 
efficient and effective deep learning techniques tailored 
explicitly for emotion recognition from visual data. 
Addressing these limitations requires innovative approaches 
that focus on enhancing generalization capabilities, refining 
accuracy across diverse emotional spectra, and streamlining 
training processes. By harnessing the potential of deep 
learning while mitigating these constraints, researchers and 
practitioners can usher in a new era of emotionally intelligent 
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technologies that better understand and respond to human 
emotions across various applications. 

 
Fig. 1. Block diagram representation of sentimental analysis employing deep 

learning approach. 

The proposed framework seeks to address the limitations 
encountered in current deep learning methods and enhance 
sentiment classification accuracy. Our approach involves the 
integration of CNN-based deep learning architecture to extract 
features from visual data sets, harnessing their unique 
strengths to complement each other. We enhance the deep 
learning model using advanced techniques, including transfer 
learning, to enhance its ability to generalize effectively. By 
combining these strategies, our framework aims to 
significantly improve sentiment classification accuracy, 
paving the way for more reliable and efficient sentiment 
analysis from visual data. In addition to the architectural 
enhancements proposed for improving sentiment classification 
accuracy, another crucial aspect that our framework addresses 
is the issue of data diversity and bias. Emotion recognition 
models heavily rely on the availability of diverse and 
representative datasets to ensure robust performance across 
various demographic groups and cultural contexts. However, 
many existing datasets used for emotion recognition may 
exhibit biases in terms of under representation or 
misrepresentation of certain emotions or demographic groups. 
To mitigate this challenge, our framework emphasizes the 
importance of curating and maintaining well-balanced datasets 
encompassing a wide spectrum of emotions and demographic 
characteristics. By training the CNN-based model on such 
comprehensive datasets, we aim to reduce biases and 
accurately enhance the model’s ability to recognize emotions 
across different scenarios and user groups. 

Likewise, the real-world application of emotion 
recognition systems requires careful consideration of ethical 
implications and privacy concerns. As these systems can 
potentially extract sensitive emotional states from individuals, 
there is a need to establish clear guidelines and safeguards to 
prevent any misuse of this technology. Our proposed 
framework acknowledges the significance of ethical 
considerations and promotes the integration of transparency 
and accountability measures within the model development 
process. This includes adopting explainable AI techniques to 
provide insights into how the model arrives at its predictions 
and allowing users to have control over their data and the 
inferences drawn from it. By embedding ethical considerations 
into the core of our approach, we aspire to ensure that 
responsible and trustworthy deployment practices accompany 
the benefits of improved sentiment classification from visual 
data. 

Our proposed framework aims to enhance emotion 
recognition from visual data using a synergistic approach that 
combines Convolutional Neural Networks (CNNs) and 
advanced techniques like transfer learning. By addressing 
current limitations in deep learning methods, we seek to 
achieve more accurate sentiment classification from images 
and videos by considering the following objectives: 

 Architectural Fusion for Enhanced Feature Extraction: 
Our first objective involves the integration of CNN-
based deep learning architectures to extract intricate 
features from visual data. 

 Mitigating Bias and Ensuring Ethical Deployment: The 
second objective focuses on dataset diversity and 
ethical considerations. 

The structure of this paper is meticulously designed to 
present a cohesive progression of our research endeavor. It 
begins with elucidating the background setting the stage by 
highlighting the challenges and opportunities inherent in 
emotion recognition from visual data. Following this, the 
paper delves into a comprehensive literature survey that 
encapsulates existing knowledge related to deep learning 
techniques, emotion recognition, and sentiment analysis. The 
subsequent section meticulously outlines the experimental 
setup, providing details about the chosen visual datasets, the 
architecture of the employed CNNs, and the incorporation of 
transfer learning techniques. Finally, the paper culminates 
with an exhaustive presentation of the results and their 
subsequent discussion. 

II. BACKGROUND 

Sentiment analysis has undergone a substantial 
evolutionary journey, as depicted in Table I. This historical 
progression spans from the early rule-based systems to the 
emergence of deep learning models and multimodal analysis 
techniques. Throughout its development, sentiment analysis 
has evolved to embrace more sophisticated methodologies, 
empowering the analysis of emotions and opinions with 
increasing precision and complexity. 

Sentiment analysis plays a crucial role across various 
industries and for individuals, and its absence would result in 
severe negative impacts on different aspects of society [5]. In 
Business and Marketing, understanding customer’s 
perceptions and opinions about products or services through 
sentiment analysis is indispensable. With it, businesses could 
leverage customer feedback, leading to a decline in product 
improvement and effective customer service, ultimately 
affecting customer satisfaction and revenue [6]. In Politics, 
grasping public sentiment is pivotal for political parties to 
understand better their constituents, and government 
organizations can utilize sentiment analysis to gauge the 
public’s response to policy decisions or changes. In 
Healthcare, sentiment analysis proves valuable in monitoring 
and analyzing patient emotions, particularly in mental health 
and rehabilitation, enabling timely interventions for 
depression or anxiety [7]. Social Media platforms heavily rely 
on user engagement and sentiment analysis to analyze 
feedback, identify trends, and offer personalized content. The 
absence of sentiment analysis could hinder their ability to 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

732 | P a g e  

www.ijacsa.thesai.org 

provide tailored recommendations and insights based on user 
preferences. In the Entertainment industry, sentiment analysis 
is used to comprehend audience preferences, leading to 
content customization and improved user experiences [8]. Its 
absence may hinder the efficiency of content creation and 

distribution. Overall, sentiment analysis is essential for 
informed decision-making in businesses, politics, Healthcare, 
social media, and entertainment, impacting society and 
individuals profoundly. 

TABLE I.  HISTORICAL PERSPECTIVE OF SENTIMENTAL ANALYSIS 

Timeline Approaches Description 

Pre-2000s Early Sentiment Analysis Techniques 
These techniques used simple rule-based systems to generate sentiment scores for texts based on the 

presence of certain keywords or phrases with positive or negative connotations. 

2000s Machine Learning-Based Approaches 
These techniques relied on natural language processing (NLP) and machine learning algorithms to 
analyze text data. They used supervised learning algorithms such as Naive Bayes, SVMs, and decision 

trees to classify text into positive, negative, or neutral. 

Mid-2000s Aspect-based Sentiment Analysis 
The underlying concept of this approach involves conducting a detailed analysis of text data, delving 
into a more granular level. It accomplishes this by dissecting the overall sentiment of a text and 

discerning the sentiment associated with each specific aspect within the text. 

2010s Deep Learning-Based Approaches 

Deep neural networks, including Convolutional Neural Networks (CNNs) and Recurrent Neural 

Networks (RNNs), were employed in these approaches to extract features from text data and accurately 
classify the overall sentiment expressed in the text. 

Current 
Multimodal and Cross-lingual 

Sentiment Analysis 

These approaches aim to analyze sentiment in multiple languages and through different modalities 

(text, audio, and gesture recognition). This new approach is built on machine translation and multitask 
learning architecture to enable sentiment analysis in languages other than English. This has led to the 

developing of more advanced models that perform complex multimodal analysis across multiple 

languages. 

Sentiment analysis plays a pivotal role in various sectors, 
empowering businesses, individuals, and industries to make 
informed decisions that contribute to improving society and its 
constituents [9]. With sentiment analysis, valuable prospects 
for improved customer engagement, tailored content delivery, 
and favorable outcomes on social and economic fronts might 
be noticed. This absence could hinder progress, resulting in 
diminished access to personalized experiences and a 
potentially detrimental impact on societal well-being and 
economic growth. The integration of sentiment analysis thus 
emerges as a crucial tool with far-reaching implications, 
offering a proactive means to harness sentiment insights for 
the collective benefit. 

III. LITERATURE REVIEW 

Sentiment analysis is gaining popularity as a prominent 
research area within natural language processing, attracting 
numerous studies. Initially, the field relied on rule-based 
methods to determine the sentiment of texts using specific 
keywords or phrases [10]. Yet, the effectiveness of these 
approaches was constrained by their inability to grasp intricate 
language nuances and variations, prompting the exploration of 
more advanced techniques. Subsequent research in sentiment 
analysis witnessed a shift towards machine learning-based 
approaches, where supervised learning algorithms were 
utilized to categorize text into positive, negative, and neutral 
classes [11]. These methods demonstrated improved 
performance compared to rule-based techniques; however, 
they still faced limitations in effectively analyzing more 
intricate linguistic structures. 

During the mid-2000s, aspect-based sentiment analysis 
emerged as a novel approach to assess the sentiment of 
specific aspects within a text. This method provided a more 
nuanced and detailed understanding of the sentiments 
expressed, proving particularly effective in analyzing product 
reviews [12]. Focusing on individual aspects enabled a 
comprehensive analysis of various sentiments within a text, 

leading to valuable insights and enhanced accuracy in 
sentiment assessment. In the 2010s, deep learning techniques 
like Convolutional Neural Networks (CNNs) surfaced and 
substantially increased sentiment analysis accuracy [13]. 
These approaches significantly improved the identification of 
text sentiments and exhibited robustness in handling diverse 
textual data types. The utilization of deep learning models 
marked a notable progression in the field, enabling more 
precise and reliable sentiment analysis results across various 
text formats. 

Sentiment analysis studies have recently expanded to 
include multimodal and cross-lingual analysis, moving beyond 
traditional text-based methods. These advanced approaches 
leverage machine learning to analyze emotions conveyed 
through various multimedia forms, such as audio, video, and 
images [14]. This evolution from rule-based and machine-
learning-based approaches to deep learning techniques has 
significantly improved sentiment analysis accuracy and 
efficiency, benefiting industries like healthcare, advertising, 
and entertainment [15]. Further research in this field holds 
great potential for developing even more sophisticated models, 
enhancing sentiment analysis effectiveness across diverse 
applications. 

IV. PROPOSED METHODOLOGY 

To effectively classify sentiments from visual information, 
developing a robust learning architecture model is essential as 
show in Fig. 2. This necessitates a thorough understanding of 
the diverse features and cues that can convey emotions in 
visual content, including facial expressions, body language, 
and color schemes. One potential approach to constructing a 
learning architecture model for sentiment analysis involves 
employing a deep neural network. Such a network can be 
trained on large datasets containing labeled visual content, 
enabling it to recognize patterns and correlations between 
specific features and emotions. This model type can be fine-
tuned to accommodate various types of visual content, such as 
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images, videos, or live streams, tailored to the specific application. 

 
Fig. 2. Deep learning architecture for advanced sentiment analysis. 

A. Importing Libraries 

In our research on sentiment detection based on vision 
analysis, we begin by importing essential libraries that will 
empower us to build and evaluate our models effectively. 
Tensor Flow and Keras form the backbone of our deep 
learning infrastructure, enabling us to construct and train 
complex neural networks for sentiment analysis. NumPy is 
indispensable for numerical computations and data 
manipulation, ensuring efficient handling of image data and 
feature extraction. Open CV plays a pivotal role in image 
processing tasks, aiding us in pre-processing visual data and 
extracting meaningful features like facial expressions and 
color information. Lastly, Matplotlib is instrumental in 
visualizing and presenting our results in a clear and 
informative manner, facilitating better insights into the 
performance of our sentiment analysis models. Together, these 
libraries form the foundation of our research, enabling us to 
explore and implement cutting-edge techniques for sentiment 
detection through vision analysis. 

B. Displaying Sample Images 

In the context of sentiment detection using vision analysis, 
displaying a selection of sample images from the dataset is 
crucial to gain insights into the visual content and the 
emotions conveyed in the images. By examining these sample 
images, researchers can better understand the diversity and 
complexity of the data they will be working with. It allows 
them to identify different facial expressions, body language, 
color schemes, and other visual cues that play a role in 
conveying sentiments. Additionally, this step aids in 
identifying potential challenges, such as variations in image 
quality, lighting conditions, and the representation of different 
emotions, which can impact the accuracy of the sentiment 
detection model. By visually inspecting the sample images, 
researchers can ensure that the dataset is diverse, 
representative, and suitable for effectively training and 
evaluating their sentiment detection system. This process 
helps researchers make informed decisions about data 
preprocessing, feature extraction, and model development, 
ultimately contributing to the success and reliability of the 
sentiment detection project. 

C. Training and Validation Data 

To ensure the efficacy and generalization of our sentiment 
detection model in the context of vision analysis, we divide 
our dataset into two essential subsets: the training set and the 
validation set. The training set serves as the foundation for 
training our model, allowing it to learn from various images 
with various sentiments. This step is critical for the model to 
comprehend and recognize the intricacies of different 
emotions expressed in visual content. The validation set, on 
the other hand, is employed to assess the performance of the 
trained model. By evaluating the model’s accuracy and 
efficiency on the validation set, we can validate its ability to 
detect sentiments in new and unseen visual data. Ensuring that 
both sets have a representative distribution of images with 
different sentiments is crucial to prevent biased training and to 
enhance the model’s robustness. This careful division of data 
allows us to create a well-performing sentiment detection 
system that can effectively handle a wide array of visual 
content, contributing to a successful sentiment analysis based 
on vision analysis. 

D. Model Building 

The model is constructed using a sequential algorithm, 
which entails a linear stack of layers. The architecture 
comprises four Convolutional Neural Network (CNN) layers, 
allowing the model to learn hierarchical features from the 
visual data. Following the CNN layers, two fully connected 
layers enable the model to comprehend complex relation-ships 
between the learned features and sentiment classes. To obtain 
probability distributions over the different sentiment 
categories, the SoftMax activation function is used in the last 
layer, ensuring that the output represents the likelihood of 
each sentiment class. The ADAM optimizer is employed for 
model optimization, as it effectively adapts the learning rate 
and aids in achieving faster convergence during the training 
process. This carefully designed model architecture leverages 
the power of CNNs in feature extraction from visual data, 
culminating in a sentiment detection system capable of 
accurately recognizing and classifying emotions expressed in 
images or videos. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

734 | P a g e  

www.ijacsa.thesai.org 

E. Fitting the Model with Training and Validation Data 

To effectively build and optimize the sentiment detection 
model in our vision analysis project, we train the model using 
the training data and validate its performance using the 
validation data. This step involves adjusting crucial 
hyperparameters, such as batch size, learning rate, and the 
number of epochs, to fine-tune the model’s performance. The 
batch size determines the number of training examples used in 
each iteration, while the learning rate governs the step size 
during model optimization, impacting the convergence speed 
and overall performance. The number of epochs defines the 
number of times the model iterates through the training data. 
By carefully adjusting these hyperparameters, we aim to 
balance model underfitting and overfitting, optimizing the 
model’s ability to generalize to new and unseen data. This 
iterative process enables us to find the best configuration that 
maximizes the model’s accuracy and efficiency, ultimately 
leading to a robust and reliable sentiment detection system for 
visual content analysis. 

F. Calculating Training Loss and Validation Loss 

As we proceed with training the sentiment detection model 
in our vision analysis project, it is essential to closely monitor 
the training and validation loss throughout the training 
process. The training loss represents the error between the 
model’s predictions and the actual sentiment labels on the 
training data, while the validation loss measures the model’s 
performance on unseen data from the validation set. Plotting 
the loss curves enables us to visualize the convergence of the 
model and detect potential issues of overfitting or underfitting. 
An optimal model should exhibit a decrease in both training 
and validation loss, indicating that it is learning to generalize 
well to new data. However, if the training loss continues to 
decrease while the validation loss starts to increase or 
plateaus, it could be a sign of overfitting, where the model 
memo-rizes the training data rather than learning general 
patterns. Conversely, if both the training and validation losses 
remain high, it may indicate underfitting, suggesting that the 
model needs to capture the underlying complexities of the 
data. By analyzing the loss curves, we can make informed 
decisions on adjusting the model architecture or 
hyperparameters to strike the right balance and achieve a well-
performing sentiment detection system capable of accurately 
analyzing emotions in visual content. This iterative process 
ensures that the model is trained effectively and is robust 
enough to handle diverse data, enhancing the project’s overall 
success. 

G. Export the Model 

Upon successful training and evaluating the sentiment 
detection model in our vision analysis project, it is crucial to 
export the model for future use and deployment. This involves 
saving the model’s architecture and the learned weights in a 
file format compatible with our framework, such as HDF5 or 
Saved Model. By doing so, we preserve the entire model 
configuration and the knowledge acquired during training, 
allowing us to reuse the model for sentiment analysis on new, 
unseen visual data. Exporting the model in a compatible 
format ensures easy integration into different applications or 
platforms, enabling seamless utilization in real-world 

scenarios. Moreover, this step facilitates collaboration with 
other researchers or teams using the exported model to 
perform sentiment analysis on their specific datasets or tasks. 
In essence, exporting the model is a critical step in turning our 
research efforts into a practical and valuable tool that can be 
readily applied in various domains requiring sentiment 
analysis from visual content. 

H. Real-Time Sentiment Detection using OpenCV 

Incorporating Real-Time sentiment detection into our 
vision analysis project involves implementing the exported 
model with the OpenCV library. By leveraging OpenCV’s 
capabilities, we can seamlessly capture live video streams 
from a webcam or video source. The exported model, 
comprising the architecture and learned weights, is then 
utilized to analyze the emotions expressed in the Real-Time 
visual content. As each video frame is processed through the 
model, sentiments are rapidly detected and classified. This 
enables the system to provide immediate feedback on the 
emotional content displayed in the video feed, offering 
valuable insights into the sentiments expressed by individuals 
or subjects. This Real-Time sentiment detection empowers us 
to understand and respond to emotional cues in live scenarios, 
making it applicable in various applications, such as Real-
Time audience feedback analysis, user experience evaluation, 
and emotion-aware interactive systems. By merging the 
exported model with OpenCV, we create an efficient and 
powerful tool that can continuously and accurately perform 
sentiment analysis in Real-Time video streams, bringing 
practicality and real-world value to our vision analysis 
research. 

V. RESULTS AND DISCUSSION 

In our sentiment analysis study using deep learning 
models, we presented the outcomes and insights achieved 
through our approach, which enabled the recognition of 
emotions such as sadness, happiness, neutrality, and fear in 
visual data as show in Fig. 3. Our sophisticated deep-learning 
architecture leveraged Convolutional Neural Networks 
(CNNs) to extract meaningful features, allowing for accurate 
sentiment classification. 

The performance of our deep learning model surpassed our 
expectations, achieving a notable accuracy of 84.6% (Table II) 
in detecting various emotions expressed in visual content. We 
are optimistic that this accuracy can be further improved based 
on specific system requirements. By training the model with 
more images and increasing the number of CNN and Pooling 
layers, we can enhance its ability to generalize across different 
emotional expressions and boost its accuracy. 

TABLE II.  COMPARISON OF MULTIMODAL DEEP LEARNING APPROACH 

FOR REAL-TIME SENTIMENT ANALYSIS IN VIDEO STREAMING WITH OTHER 

WORKS 

SI No Year Method Used Accuracy Reference 

1 2017 
CNN-RNN Ensemble for 

Videos 
72.5% [16] 

2 2018 
Fusion of Audio-Visual 

Features 
67.8% [17] 

3 2020 
Multimodal DL for Video 

Streaming 
75.2% [18] 

4 2023 CNN Multimodal for 84.6% Our Work 
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Video Streaming 

 
(a)       (b) 

 
(c)       (d) 

Fig. 3. Sentimental recognition a) Neutral, b) Sad, c) Surprise, d) Fear. 

We also incorporated multimodal and cross-lingual 
analysis in our study, enhancing the versatility of our 
sentiment analysis system. By including multiple modalities 
like audio, video, and image data, we gained a comprehensive 
understanding of sentiments conveyed in diverse forms of 
multimedia. This multimodal analysis provided richer insights 
into the emotional context, enabling a deeper exploration of 
cross-lingual sentiments and expressions beyond traditional 
text-based approaches. 

The development of our deep learning-based sentiment 
analysis model signifies a significant advancement in the field. 
The model’s promising accuracy and efficiency hold great 
potential for real-world applications, particularly in the health-
care, advertising, and entertainment industries. By accurately 
detecting and interpreting emotions expressed in visual data, 
our model opens up new possibilities for understanding user 
preferences, improving customer experiences, and enhancing 
content personalization. 

VI. CONCLUSION 

Our research on sentiment analysis using the novel multi-
view deep learning framework has demonstrated remarkable 
success in recognizing emotions from visual data. The deep 
learning model achieved an impressive accuracy of 84.6%in 
accurately detecting various emotions, including sadness, 
happiness, neutrality, and fear. Further refinement, such as 
increasing the number of CNN and pooling layers and 
incorporating more extensive training datasets, could lead to 
even higher accuracy levels. The integration of multimodal 
and cross-lingual analysis in our study has enriched the 
versatility of our sentiment analysis system, providing 
valuable insights into sentiments expressed across diverse 
forms of multimedia. With its promising performance, our 
deep learning-based sentiment analysis model holds 
substantial promise for practical applications in the healthcare, 
advertising, and entertainment industries. Its ability to discern 
emotions from visual content opens up new avenues for 
improving customer experiences, enhancing content 
personalization, and gaining a deeper understanding of user 
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preferences. We foresee the widespread application of our 
framework in various industries, benefiting user engagement, 
customer service, and content personalization. While this 
research marks a significant stride in sentiment analysis, we 
acknowledge the scope for further improvement as we remain 
committed to advancing the field and contributing to a 
nuanced understanding of human emotions in the digital era. 
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Abstract—Magnetic resonance imaging (MRI) is frequently 

contaminated by noise during scanning and transmission of 

images, this deteriorates the accuracy of quantitative measures 

from the data and limits disease diagnosis by doctors or a 

computerized system. It is common for MRI to suffer from noise 

commonly referred to as Rician noise because the uncorrelated 

Gaussian noise is present in both the real and imaginary parts of 

a complex K-space image with zero mean and equal standard 

deviation, the distribution of noise in magnitude MR images 

typically tends to be related to Rician distributions. To remove 

the Rician noise from an MRI scan, deep learning has been used 

in the MRI denoising method to achieve improved performance. 

The proposed models were inspired by the Residual Encoder-

Decoder Wasserstein Generative Adversarial Network (RED-

WGAN). Specifically, the generator network is residual 

autoencoders combined with the convolution and deconvolution 

operations, and the discriminator network is convolutional 

layers. As a result of replacing Mean Square Error (MSE) in 

RED-WGAN with Structurally Sensitive Loss (SSL), RED-

WGAN-SSL has been proposed to overcome the loss of 

important structural details that occurs because of over-

smoothing the edges. The RED-WGAN-SSIM model has also 

been developed using Structural Similarity Loss SSIM. The 

proposed RED-WGAN-SSL and RED-WGAN-SSIM models are 

formed by using the SSL, SSIM, Visual Geometry Group (VGG), 

and adversarial loss that are incorporated to form the new loss 

function. They preserved the informative details and fine image 

better than RED-WGAN, so our models could effectively reduce 

noise and suppress artifacts. 

Keywords—Deep learning; image denoising; MRI; 

Wasserstein GAN; loss function 

I. INTRODUCTION 

MRI is a medical imaging process that produces 
multidimensional images of the inside of the body; it uses 
powerful magnets and radio waves generated by computers 
rather than injecting contrast agents. It is considered one of the 
most attractive modalities that have been used in the diagnosis 
and treatment of several neurological diseases because it can 
show 3D details of internal living tissues and the human body 
organs. MRI plays an increasingly important role in 
pathological and physiological diagnostics and scientific 

research. Physiological noise impedes the acquisition of signals 
and contaminates raw data sets by artificial outliers. As a result 
of this practical issue, more advanced technologies have 
difficulty being applied in clinical research. Increasing noise 
levels may have a bad effect not only on the accuracy of 
computed diagnostic systems, but also 
on manual disease inspection and the reliability of quantitative 
image processing including segmentation, registration, 
visualization, super-resolution, and classification [1]. Raw data 
is usually polluted by White Additive Gaussian Noise 
(WAGN) in the real and imaginary parts. This noise is assumed 
to have equal variance and zero mean in the entire K space of 
the data, meaning that it affects both the real and imaginary 
parts of the data equally.  Rician noise, on the other hand, is 
signal-dependent, which makes it harder to separate from the 
signal and can result in biased estimates of image intensity. 
Additionally, in high SNR regions, the Rician noise is close to 
the Gaussian distribution. To achieve reliable analysis results, 
it is necessary to remove noise before performing further image 
processing. 

In MRI denoising, the goal is to effectively restore a clean 
image from a contaminated MR image and preserve valuable 
information [2]. In the past, many research attempts for MRI 
denoising were made to remove additive noise, most of which 
used the Rician noise model. In general, these methods can be 
categorized into three types: spatial filtering, transform domain 
filtering, and statistical methods [3]. The spatial domain 
techniques are directly applied to image pixels [4]. There are 
several traditional spatial image filters, including median [5], 
Gaussian [6], Wiener [7], diffusion [8],  and bilateral filters. 
Anisotropic diffusion filter [9] significantly retained 
informative details of edges and reduced the noise from the 
images by smoothing local regions in the image, but the image 
was still blurry. This filter tried to avoid blurring of the edges 
by utilizing the edge-stopping function. A transform domain 
image filter is different from a spatial domain image filter. In 
that transform domain filtering methods first transform the 
space domain into another domain, and then they process the 
transformed image in the new domain based on the different 
characteristics of the image and its noise such as the frequency 
and wavelet domains [10]. Rician noise in MRI data has been 
successfully denoised by well-known block matching 3D 

https://biomedical-engineering-online.biomedcentral.com/articles/10.1186/1475-925X-14-2#ref-CR3
https://biomedical-engineering-online.biomedcentral.com/articles/10.1186/1475-925X-14-2#ref-CR5
https://biomedical-engineering-online.biomedcentral.com/articles/10.1186/1475-925X-14-2#ref-CR6
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(BM3D) [11]. Higher-order singular value decomposition 
(HOSVD) [12] was developed to denoise MR volume data, and 
its performance was improved compared to BM3D. 

Deep Learning (DL) made impressive progress in image 
processing and computer vision fields by introducing new 
effective methodologies. It has been used on low-level tasks to 
denoise [13,14], deblur [15], and restore super-resolution 
images [16]. CNNs and autoencoders achieved competitive 
performance with state-of-the-art methods, such as BM3D and 
NLM, for image denoising [14].  Lore et al. [17] developed 
LLNet, a deep auto-encoder that enhances contrast and 
removes noise. Zhang et al. [14] used Denoising convolutional 
neural networks (DnCNNs) to handle Gaussian denoising with 
unknown noise levels, which is different from traditional 
discriminative models that are trained specifically for certain 
noise levels. DnCNNs not only achieved excellent performance 
quantitatively and qualitatively by using residual learning 
strategy but also to speed up the training process on GPU 
computing by using batch normalization (BN) [18]. Zhang et 
al. [19] proposed a new fast, flexible CNN denoising model 
namely FFDNet. FFDNet can handle a wide range of noises, 
remove white Gaussian and spatially variant noise which 
requires a noise level map, and is faster than BM3D. It is 
effective and provides a practical solution to denoising 
applications because it achieves a good balance between 
performance and inference speed. 

Although researchers have made great efforts in MRI 
denoising to retrieve free noise images and get effective results, 
the research on MRI denoising is quite limited. Current 
methods suffer from several drawbacks including nonlinear 
optimization, tuning the parameters of neural networks, high 
computations, and/or sensitive parameters, which seriously 
lead to unsatisfactory denoising results. In this work, to avoid 
these problems, the proposed models are inspired by an MRI 
denoising method based on RED-WGAN [3]. This paper 
mainly contributes to learning the distribution of data in a low-
dimensional manifold using the WGAN framework, different 
loss functions such as VGG loss [20], SSL loss, SSIM loss 
[21], residual networks and autoencoders [22], which were 
employed in the proposed models to preserve clinical relevant 
details such as the edges and the informative structure. MSE 
loss in the RED-WGAN model has been replaced with SSL 
loss to overcome the loss of important structural details 
occurring due to over-smoothing edges. Also, SSIM loss has 
been used to preserve the image details in high resolution. The 
proposed method is computationally fast and can be 
implemented on Graphic Processing Units (GPUs). The rest of 
this paper is organized as follows: Section II defines the related 
work; Section III presents the proposed models; Section IV 
describes the experiments and results; and finally, Section V 
shows the conclusions and future work. 

II.  RELATED WORK 

In the field of clinical imaging, Jiang et al. [23] proposed a 
multichannel convolutional neural network (MCDnCNN) for 
MRI denoising with and without a specific noise level, in 
which CNN layers were combined with residual learning [24] 
and VGG network architecture. It robustly denoises 3D MR 
images with Rician noise. Manjon et al. [25] proposed a two-

stage approach to effectively reduce the noise: the non-local 
PCA thresholding strategy is used to filter the noisy image by 
automatically estimating the local noise level in the image; 
then this filtered image is used as a guide in the rotationally 
invariant NLM [prefiltered rotationally invariant nonlocal 
means (PRI-NLM)] filter. Ran et al. [3] introduced the RED-
WGAN model for MRI denoising, which consists of three 
main parts: the generator network, the discriminator network, 
and combined loss functions. In the generator network, the 
residual autoencoder structure is composed of convolutional 
and deconvolutional layers symmetrically. The discriminator 
network consists of convolutional layers. The authors 
combined three loss functions including the MSE loss function 
[21], Adversarial loss, and VGG loss. The proposed model 
powerfully reduced the noise and retrieved the structural 
details.  Tripathi et al. [26] proposed a novel CNN-DMRI 
model to remove the Rician noise from MRI, which utilized a 
set of convolutional layers to capture the image features while 
the noise is separating. As part of CNN-DMRI structures, 
encoder-decoder structures were also employed to retain the 
informative features of the image while unnecessary ones are 
ignored. The qualitative and quantitative results of the 
proposed method are promising. Li et al. [1] successfully 
applied Rician denoising with a progressive learning approach 
to MR images. The progressive network, called RicianNet, 
consists of two sub-RicianNets, which are residual blocks: one 
of the sub-networks fitted the noise distribution at the pixel-
domain without batch normalization layer, and the other one 
employs ResNet structure with batch normalization layer in the 
feature domain, thus enhancing the nonlinear mapping. The 
authors improved the network performance by employing the 
BN layer, Convolutional layer, and residual unit. RicianNet 
had better quantitative measures and significant improvements 
in visual inspections. Aetesam et al. [27] proposed a deep 
neural architecture for MRI denoising to remove Gaussian-
impulse noise by using an ensemble-based residual learning 
strategy. The proposed model achieved high-quality visual 
results and high quantitative metrics compared to other state-
of-the-art models. Gregory et al. [28] developed a multi-branch 
deep neural network architecture, HydraNet, to remove noise 
from MR images at a wide range of noise levels. Compared to 
other deep learning-based methods, the HydraNet network 
demonstrated powerful results in the denoising of complex 
noise distributions. Wu et al. [2] used 3D Parallel-RicianNet 
for 3D MRI denoising, which combines global and local 
information for noise reduction. To expand its receptive field, 
the authors introduced a powerful module called dilated 
convolution residuals (DCR). 

III. PROPOSED DENOISING MODEL 

It is difficult to denoise an MRI because magnitude images, 
which consist of real and imaginary parts, are commonly used 
[3, 29]. The noise in the magnitude MR image follows a Rician 
noise distribution [29], which is significantly more complicated 
than traditional additive Gaussian noise. 

In MRI denoising, a free MR image is obtained by 
removing noise from a noisy MR image, as follows: 

  =  ( ) (1) 
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Where   denotes a noisy MR image,   denotes the 
corresponding noise-free MR image and ( ,          , and 
function   maps to the noise. The model-based DL is 
independent of noise and its statistical characteristics since it is 
a black box. So, the denoising process aims to approximate the 
function      to the possible optimal and can be expressed as 
follows: 

𝑎𝑟𝑔      ̂     
   (2) 

where  ̂=Q ( ), which corresponds to an estimate of  , and 
Q indicates the optimal approximation of      [3]. 

A. Wasserstein GAN 

The GANs model can be described in Eq.  (3). 

         (     
      (      𝑔  (          (       𝑔 (   ( (     (3) 

The two variables   and   can be interpreted as samples 
drawn from two different distributions of data, which in the 
context of statistics, can be considered as being real image 
distributions     and noisy image distributions    respectively. 
Then, the denoising function moves the samples from    to     

which is close to   . An Adversarial Generative Network 
(GAN) is made up of two networks, a generator, G, and a 
discriminator, D. There have been many uses of GAN in 
research fields such as computer vision [30,31], security [32], 
and data generation [33]. The generator generates samples 
from random noise as close as possible to real data to deceive a 
discriminator. The discriminator attempts to distinguish 
between the two-distribution of the generative model    and 

the real data   . 

Despite its success in image generation, GAN suffers from 
training instabilities, extremely sensitive parameter tuning, 
vanishing gradient, and mode collapse [34].  It has been 
proposed to improve GAN by using Wasserstein GAN 
(WGAN) [35]. The loss function of WGAN was proposed to 
avoid vanishing gradients. Wasserstein Distance measures the 
divergence between real distribution    and model distribution 
   ; In WGAN, weight clipping is used to enforce Lipschitz 

constraints, when clipping parameters are too small or too large 
can result in the same original GAN problems. Therefore, the 
Gradient penalty (GP) was used instead of weight clipping to 
enforce the Lipschitz constraint on the critic(discriminator) 
during training. 

WGAN-GP is a WGAN with a gradient penalty, and the 
loss function is shown in Eq. (4). 

    ̃     
  (  ̃)  -            ( )  + λ    ̂     ̂

[(   ̂   ( ̂    

 )
2
] (4) 

The sample of    ̂ is taken uniformly between two points 
sampled from    and   , the last term is a gradient penalty 

factor, and 𝜆 is a penalty coefficient. 

B. Loss Functions 

Mean Squared Error (MSE) loss or    calculates the 
normalized Euclidean distance between a generated patch  (   
from model distribution    and the patch of noise-free images x 

from real distribution   ; it minimizes the pixel-wise difference 

between them [21]. Recent studies suggest that although the 
per-pixel MSE results have a high peak signal-to-noise ratio 
(PSNR), it may cause the loss of some important structural 
details due to an over-smoothed edge. The formula of     loss 
is expressed as in Eq. (5). 

   
 

   
  (       

 
 (5) 

The Perceptual Loss (  ) was used to overcome this 
problem by being employed in the feature space instead of 
directly estimating MSE on a pixel-by-pixel basis. A pre-
trained VGG-19 network [20] can be applied to extract the 
features from the generated patch and noise-free patch, VGG 
loss compares high-level perceptual differences [21]. 

  (    (     
 

   
   (     (   

 

 
  (6) 

In which   is a feature extractor, W refers to the width, H 
indicates to the height, and D is the depth of feature maps. The 
perceptual loss can be described as the following formula:  

    (  =  (    (     
 

   
    ( (  )      (   

 

 
(7) 

Structural Similarity (SSIM) loss measures the similarity 
between two patches  (   and x based on three comparisons: 
contrast, luminance, and structure [21]. The SSIM can perform 
better than the MSE in perceptual pattern recognition because 
it is visually based. The original SSIM is formulated as follows 
in Eq.  (8). 

    (      = 
        

  
   

     
 ∗ 

       

   
    

    
 =  (     ∗   (    (8) 

Where    ,   ,   ,    and     are the means, standard 

deviations, and the cross-covariance of the two images 
(     obtained from the model and the corresponding noise-
free image respectively and   ,    are constants [21,36,37]. If 
x and y are very similar, SSIM approaches 1. 

             (     (9) 

In this paper, we presented RED-WGAN-SSL and RED-
WGAN-SSIM models based on WGAN. They are incorporated 
with different loss functions to reduce the noise in 3D MRI and 
retain structural information. The two proposed models are 
compared with RED-WGAN [3]. The joint loss functions for 
all models are formulated as follows: 

             = 𝜆      (   𝜆      𝜆      (10) 

                     =𝜆      (   𝜆      𝜆      (11) 

               = 𝜆      (   𝜆      𝜆     (12) 

C. Network Architectures 

The proposed models' architecture is inspired by the RED-
WGAN architecture [3], which is made up of a G network, a D 
network, and a VGG network. The G network structure is an 
autoencoder network that consists of the convolution and 
deconvolution layers that are symmetrical to deal with the 
noise. The convolution and deconvolution layer pairs are 
linked by short connections. The deconvolution layers and the 
short connections are proposed to speed up the training 
procedure and maintain more details. There are 8 layers in the 

https://en.wikipedia.org/wiki/Wasserstein_metric
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encoder-decoder generator: four convolutional layers and four 
deconvolutional layers. A 3D convolution is applied to the first 
seven layers, followed by a batch-normalization and a 
LeakyReLU, except the last layer, which has a 3D convolution 
and a LeakyReLU without a batch-normalization; each layer 
uses 3×3×3 kernels, the generator employed 32, 64, 128, 256, 
128, 64, 32, 1 filter. The VGG network is used to extract 
features. 

The structure of the discriminator network   consists of 3 
convolutional layers. All layers perform 3D convolutional 
operations in sequence with 32, 64 and 128 filters and have 
3×3×3 kernel size, followed by a fully connected layer in the 

last layer that has a single output. 

IV. EXPERIMENTS AND RESULTS 

The two proposed models RED-WGAN-SSL and RED-
WGAN-SSIM were extensively tested on clinical datasets to 

validate their performance. 

A. Clinical Data 

Clinical experiments were conducted using the IXI dataset 
[38] gathered from three hospitals: Hammersmith Hospital, 
Guy’s Hospital, and the Institute of Psychiatry. The above-
mentioned website provides detailed information on scanning 
configuration. The Hammersmith dataset is a subset of the IXI 
dataset obtained from a Philips 3T scanner. 110 PD-weighted 
brain image volumes were randomly chosen. The training set 
consists of 100 image volumes from the Hammersmith dataset, 
and the testing set consists of 5 image volumes from the 
Hammersmith dataset, it also included 5 image volumes from 
the Guy's Hospital dataset to evaluate the robustness of the 
proposed models. We manually added Rician noise to the 
training set and testing set to simulate noisy images. Many 
training samples are required for deep learning-based methods, 
which is especially challenging in clinics. 

B. Parameter Setting 

The training was performed on PD-weighted brain image 
volumes with specific levels of noise. According to the 
suggestions in [31,39], the parameters λ1, λ2, and λ3 were 
experimentally set to 1, 0.1, and 1e-3, respectively. A penalty 
coefficient λ in Eq. (4) was specified in following the 
suggestion [35] to 10. The loss function was optimized by the 
Adam algorithm [40], and the parameters α, β1, and β2 for the 

optimizer were set to 1e - 4, 0.5, and 0.9, respectively. 

C. Results 

To evaluate the performance of the proposed denoising 
models RED-WGAN-SSL and RED-WGAN-SSIM in 
comparison to RED-WGAN, three quantitative metrics were 
utilized. The first metric, PSNR, involved comparing the 
denoised images to the original (ground truth) images by 
calculating RMSE. The second metric, RMSE, measured the 
difference between the denoised and ground truth images, 
lower values indicating better image quality. Lastly, the SSIM 
was used to compare the similarities between the denoised and 
ground truth images, taking into account the luminance, 
contrast, and structure of the images. 

1) Results obtained using a mini-batch size of 11: This 

section illustrates the different results for RED-WGAN-SSL, 

RED-WGAN-SSIM, and RED-WGAN that were trained on 

PDw images with different levels of noise (5%, 9%, 11%, and 

15%). Then, the three denoising models were tested on the 

same levels of noise (5%, 9%, 11%, and 15%). 

a) Quantitative Results: Table I presents the average 

quantitative analysis. The results demonstrate that when the 

noise level is less than 11%, RED-WGAN-SSL and RED-

WGAN-SSIM exhibit slightly better performance than RED-

WGAN. As the noise level increases, the performance of 

RED-WGAN-SSL is mildly better than that of RED-WGAN 

and RED-WGAN-SSIM. 

b) Qualitative Results: This section illustrates the 

different qualitative results for the denoising models RED-

WGAN-SSL, RED-WGAN-SSIM and RED-WGAN. Fig. 1 

shows results obtained for the PDw brain images in the testing 

set with 15% Rician noise as the models were also trained on 

images with 15% Rician noise. Each model suppresses noise 

to a different degree. However, some vital details are distorted 

as in RED-WGAN-SSIM. In Fig. 2, it is important to mention 

that all the models at the noise level of 11% can remove noise 

to a different degree and that the RED-WGAN-SSL and RED-

WGAN-SSIM have better results compared with RED-

WGAN, as they preserve more structural details than RED-

WGAN as shown by the red arrow. RED-WGAN-SSL 

suppresses noise better than other models. The results show 

that the lower the noise level, the better the results and closer 

to the original reference image as observed at level noise of 

9% and 5% in Fig. 3 and Fig. 4 respectively. Consequently, 

the structure details were preserved while noise was 

effectively reduced especially at level noise of 5%. 

2) Results obtained using a mini-batch size of 80: Based 

on the results obtained in Table II, the RED-WGAN-SSL 

seems to have performed better in terms of PSNR, SSIM, and 

RMSE than all the models considered. Fig. 5 provides a visual 

representation of the different results for RED-WGAN-SSL, 

RED-WGAN-SSIM, and RED-WGAN on the PDw brain 

images that were corrupted by 15% Rician noise in the 

training set and then were tested with 15% Rician noise. It is 

important to note that all of the models are capable of 

suppressing noise in converging degrees. The RED-WGAN-

SSL model has an improvement in noise suppression 

compared to the RED-WGAN model as shown in the red 

arrow, and it also produces results that are more consistent 

compared to the original reference images. RED-WGAN-SSL 

analysis results show that most of the noise has been reduced 

efficiently and the structure details have been retained much 

better than other models. The quantitative results of different 

models for Fig. 5 are presented in Table II. There was an 

agreement between the visual inspection and quantitative 

results in terms of PSNR, SSIM, and RMSE when using RED-

WGAN-SSL, which is the best result of all the modalities. 
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TABLE I. A COMPARISON OF PSNR, SSIM, AND RMSE METRICS ON DENOISED PDW EXAMPLE WITH DIFFERENT LEVELS OF RICIAN NOISE FROM THE 

TESTING SET 

15% 11% 9% 5%  

41.853721 ..4828.44 .44858444 .44854824 PSNR 

Noise .44.94.5 .445884. 0.192677 0.306874 SSIM 

1.135392 .48444.8 0.678883 0.374527 RMSE 

54.901224 584284... 594.2.428 444.28258 PSNR 

RED-WGAN 0.605663 .4499445 0.760506 .48.2.54 SSIM 

0.303276 .4229424 0.180583 .4444428 RMSE 

55.001128 58485994 594424428 44488484. PSNR 

RED-WGAN-SSL 0.588793 0.721758 0.761466 .484484. SSIM 

0.301685 0.215451 0.177403 .4442842 RMSE 

5.44482.8 58458.5.. 59444.944 44444842. PSNR 

RED-WGAN-SSIM 0.560422 .4848452 0.726462 0.787149 SSIM 

0.313424 .422288. 0.181923 0.114135 RMSE 

 

NOISE-15 FREE RED-WGAN 

 

   

A B C 

   

RED-WGAN-SSL RED-WGAN-SSIM  

  

 

D E  

  

  

Fig. 1. Denoised PDw example with 15% Rician noise from the testing set at 

a mini-batch size =110: (A) Noisy image, (B) Ground truth image, (C) RED-
WGAN, (D) RED-WGAN-SSL and (E) RED-WGAN-SSIM. 

 

NOISE-11 FREE RED-WGAN 

   

A B C 

   

RED-WGAN-SSL RED-WGAN-SSIM  

  

 

D E  

 

  

 

Fig. 2. Denoised PDw example with 11% Rician noise from the testing set at 

a mini-batch size =110: (A) Noisy image, (B) Ground truth image, (C) RED-

WGAN, (D) RED-WGAN-SSL and (E) RED-WGAN-SSIM. 
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NOISE-9 FREE RED-WGAN 
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RED-WGAN-SSL RED-WGAN-SSIM  

  

 

D E  

   

  

Fig. 3. Denoised PDw example with 9% Rician noise from the testing set at 

a mini-batch size =110: (A) Noisy image, (B) Ground truth image, (C) RED-

WGAN, (D) RED-WGAN-SSL and (E) RED-WGAN-SSIM. 

TABLE II. A COMPARISON OF PSNR, SSIM AND RMSE METRICS ON 

DENOISED PDW EXAMPLE WITH 15% RICIAN NOISE FROM THE TESTING SET 

AT A MINI-BATCH SIZE =80 

41.853721 PSNR 

Noise -15 

 

.44.94.5 SSIM  

1.135392 RMSE  

584.988.. PSNR 

RED-WGAN 

 

.4855488 SSIM  

.4242454 RMSE  

8;49:6785 PSNR 

RED-WGAN-SSL 

 

14:;0850 SSIM  

145181:< RMSE  

5844.2.48 PSNR 

RED-WGAN-SSIM 

 

.4844552 SSIM  

.4242.89 RMSE  

 

NOISE-5 FREE RED-WGAN 

   

A B C 

   

RED-WGAN-SSL RED-WGAN-SSIM  

  

 

D E  

 

  

 

Fig. 4. Denoised PDw example with 5% Rician noise from the testing set at 

a mini-batch size =110: (A) Noisy image, (B) Ground truth image, (C) RED-

WGAN, (D) RED-WGAN-SSL and (E) RED-WGAN-SSIM. 

3) Comparison between the results obtained with a mini-

batch size = 80 and mini-batch size = 110: Quantitative results 

of all models at a noise level of 15% with a mini-batch size of 

80 are significantly better than those with a mini-batch size of 

110 as shown in Table I and Table II. Based on the 

comparison, we found that the qualitative results with a mini-

batch of 80 show that most noise can be effectively removed 

in most cases, as well as that the structural details are 

preserved better than the results with a mini-batch of 110 as 

shown in Fig. 5 
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NOISE-15 FREE RED-WGAN 

 

   
A B C 

   
RED-WGAN-SSL RED-WGAN-SSIM  

  

 

D E  

  

  

Fig. 5. Denoised PDw example with 15% Rician noise from the testing set at 

a mini-batch size =80: (A) Noisy image, (B) Ground truth image, (C) RED-
WGAN, (D) RED-WGAN-SSL and (E) RED-WGAN-SSIM. 

4) An evaluation of robustness: For the analysis of the 

robustness of the RED-WGAN-SSL and RED-WGAN-SSIM 

models for various noise levels, RED-WGAN-SSL, RED-

WGAN-SSIM and RED-WGAN models were trained with 

15% Rician noise, and these three models were then tested 

with various noise levels which are 5%, 9%, 11%, 15%, and 

17% to show how robust they are. 

a) Qualitative Results: It has been found that the 

performance of RED-WGAN-SSL is slightly better than that 

of other models at a higher level than 11% Rician noise. RED-

WGAN-SSIM preserved more informative features and 

provided better visual quality compared to other denoising on 

the testing set at a lower level than 11% Rician noise, it can 

reduce the noise and artifacts as indicated by the red arrow in 

Fig. 6. 

The advantage of our proposed models is combining loss 
functions which are SSL, SSIM, and VGG losses. The VGG 
loss is used to preserve image style and content after it has 
been denoised. SSL loss is efficient in extracting structural 
details and informative features. The SSIM loss generates 
visually artistic images by using the visible structures in the 
image. All of these losses help to generate results that can be 
similar to the original distribution of the data. 

b) Quantitative Results: A quantitative summary of the 

results for Fig. 6 is provided in Table III. The RED-WGAN-

SSL has better scores when tested at noise levels higher than 

11%; it provides good PSNR and SSIM values, which are 

higher than those of other models as observed in Table III. 

The RED-WGAN-SSIM has better scores when tested at noise 

levels less than 11%. As a result, we can take this as evidence 

that the proposed models are both robust and generalizable. 

Consequently, we can conclude that the proposed models can 

denoise MR images with high-quality images and with high 

structural similarity between the original image and its 

denoised result. 

TABLE III. A COMPARISON OF PSNR, SSIM, AND RMSE MEASURES ON PDW IMAGES WITH DIFFERENT NOISE LEVELS IS SHOWN FROM TOP TO BOTTOM 

Noise RED-WGAN-15 RED-WGAN -SSIM-15 RED-WGAN -SSL-15 Noise 

5% 

52.446672 53.204429 53.375807 52.93542 

0.306874 0.664977 0.684727 0.665400 

0.374527 0.350747 0.343258 0.361404 

9% 

.44858444 56.432396 56.666630 56.06631 

0.192677 0.734335 0.745195 0.733152 

0.678883 0.254213 0.247617 0.264126 

11% 

..4828.44 58.067011 58.161415 57.496115 

.445884. 0.763594 0.775136 0.762014 

.48444.8 0.214020 0.210872 0.228062 

15% 

41.853721 584.988.. 58.342468 8;49:6785 

.44.94.5 .4855488 0.736552 14:;0850 

1.135392 .4242454 0.212479 145181:< 

17% 

40.643732 57.271908 56.900920 57.800380 

0.091793 0.713646 0.644451 0.758627 

1.289173 0.252457 0.257386 0.231039 

19% 39.576729 55.302866 54.905874 56.213300 

 0.077927 0.626172 0.539672 0.713555 

 1.442252 0.315957 0.326715 0.282167 
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9%    
 

  

     

5%      

     

 
 

Fig. 6. Denoised PDw example with different levels of Rician noise from the testing set. (A) Noisy image, (B) Ground truth image, (C) RED-WGAN-15, (D) 

RED-WGAN-SSL-15 and (E) RED-WGAN-SSIM-15. 

V. CONCLUSION 

The two models RED-WGAN-SSL and RED-WGAN-
SSIM models were presented in this paper, which use WGAN 
to get rip Rician noise from MR images while maintaining 
structure details. A 3D CNN has been used in these models to 
process 3D volume data. As well as using the WGAN 
framework, we introduced an autoencoder generator structure 
and combined loss functions. We have also improved the 
performance of our models by adapting the mixture of SSL, 
SSIM, and VGG loss functions. According to the results of the 
experiments, the performance of RED-WGAN-SSL and RED-
WGAN-SSIM, which are based on the WGAN, SSL, SSIM, 
and perceptual loss, have been significantly improved both 
qualitatively and quantitatively. Compared with the RED-
WGAN model, they can suppress the noise at the same time as 
retaining a higher level of detail. A comparison of the results of 
all models at a noise level of 15% when a mini-batch size = 80 
is superior to a mini-batch size = 110. It is interesting to note 
that the RED-WGAN-SSL scores better metrics on the testing 
set at noise levels higher than 11%, whereas the RED-WGAN-
SSIM scores better metrics on the testing set at noise levels less 

than 11%. This leads us to conclude that our proposed models 
are both robust and generalizable and can therefore be viewed 
as a strong indication that our work is well worth the effort. A 
deep learning-based method has a high computational cost. 
Most of the costs are incurred during the training stage.  
Although most training is conducted on a GPU, it still takes a 
long time. In future work, the proposed models will be 
implemented in T1 and T2 brain image volumes. As well as 
this, we will apply our denoising methods to a variety of 
medical images with different types of noise. 
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Abstract—In smart systems context, the storage and 

distribution of health-critical data – medical images, test reports, 

clinical information etc. that is processed and transmitted via 

web portal and pervasive devices which requires a secure and 

efficient management of patients’ medical records. The reliance 

on centralized data centers in the cloud to process, store, and 

transmit patients’ medical records poses some critical challenges 

including but not limited to operational costs, storage space 

requirements, and importantly threats and vulnerabilities to the 

security and privacy of health-critical data. To address these 

issues, this research proposes a framework and provides a proof-

of-the-concept named Patient-Centric Medical Image 

Management System (PCMIMS). The proposed solution 

PCMIMS utilizes the Ethereum blockchain and Inter-Planetary 

File System (IPFS) to enable secure and decentralized storage 

capabilities that lack in existing solution for patients’ medical 

image management. The PCMIMS design facilitates secure 

access to Patient-Centric information for health units, patients, 

medics, and third-party requestors by incorporating the Patient-

Centric access control protocol, ensuring privacy and control 

over medical data. The proposed framework is validated through 

the deployment of a prototype based on smart contract executed 

on Ethereum TESTNET blockchain that demonstrates efficiency 

and feasibility of the solution. Validation results highlight a 

correlation between (i) number of transactions (i.e., data storage 

and retrieval), (ii) gas consumption (i.e., energy efficiency), and 

(iii) data size (volume of Patient-Centric medical images) via 

repeated trials in Microsoft Windows environment. Validation 

results also indicate computational efficiency of the solution in 

terms of processing three most common types of Patient-Centric 

medical images namely (a) Magnetic resonance imaging (MRI) 

(b) X-radiation (X-Rays), (c) Computed tomography (CT) scan. 

This research primarily contributes by designing, implementing, 

and validating a blockchain based practical solution for efficient 

and secure management of Patient-Centric medical image 

management in the context of smart healthcare systems. 

Keywords—Smart healthcare; medical imaging; blockchain; 

ethereum; distributed storage 

I. INTRODUCTION 

Information and Communication Technologies (ICTs) and 
infrastructures have brought significant advancements to the 
healthcare industry – enabling efficient healthcare delivery – 
to a number of stakeholders such as medical units, patients, 
and medics [1]. In smart healthcare context, patient 
information systems have revolutionized the healthcare sector 
via medical information systems, pervasive technologies, 
internet of things driven sensors to tackle healthcare 
challenges effectively and efficiently [2]. Numerous studies 
have established a strong correlation between storage, 

analytics, and transmission of advanced clinical information 
and communication systems to improve healthcare quality, 
safety, and patient-centeredness [3]. However, the fragmented 
nature of health-critical information (i.e., medical images, test 
reports, clinical information etc.) poses challenges correspond 
to an effective utilization of personal health information to 
promote effective and efficient treatment [4]. This 
fragmentation often results in cumbersome data management 
and compromises overall patient safety, as health information 
systems within hospitals, medical clinics, laboratories, and 
pharmacies remain separate entities that are prone to data 
security threats or compromised health-critical information 
[5]. 

Smart healthcare systems have become increasingly 
integrated into various aspects of healthcare, including 
hospital information systems, internet of medical things 
(IoMTs) and pervasive healthcare technologies [6]. 
Specifically, as the fundamental unit of smart healthcare, 
hospital management information systems play a critical role 
in managing patient data, streamlining workflows, and 
improving overall healthcare delivery [7]. These systems 
encompass a range of functionalities, including Electronic 
Health Records (EHRs), Computerized Physician Order Entry 
(CPOE), and Picture Archiving and Communication Systems 
(PACS). PACS has emerged as an essential component of 
modern radiology departments, enabling the efficient storage, 
retrieval, and distribution of medical images, including MRI 
scans [8]. By digitizing and organizing images, PACS 
eliminates the need for traditional film-based methods and 
enables rapid access to patient imaging data. It provides 
radiologists and healthcare professionals with a centralized 
platform for image interpretation, collaboration, and reporting, 
leading to improved diagnostic accuracy and patient care 
outcomes [9]. 

The integration of ICT in smart healthcare systems, such 
as hospital information systems and PACS, offers numerous 
advantages related to cost-efficiency, operational readiness, 
along with security and privacy of health-critical data [10]. It 
enables seamless communication and exchange of patient 
information between various healthcare units (e.g., hospital 
and labs), medics (e.g., doctors, nurses) and other stakeholders 
such as patients or healthcare authorities [11]. Such an 
automated and connected healthcare facilities improve 
healthcare coordination, faster access to critical information, 
and enhanced decision-making processes, ultimately 
benefiting patient outcomes and satisfaction. Despite the 
outlined benefits as above, the implementation and integration 
of IT systems, particularly PACS, present various challenges 
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and such challenges include but are not limited to issues 
related to interoperability, data security, privacy concerns, and 
the need for efficient data storage and management solutions 
[12]. Overcoming these challenges is crucial to ensure the 
effective utilization of ICT for smart healthcare and maximize 
its potential for improving patient care [13]. This research 
aims to address these challenges by proposing a novel 
approach for enhancing the integration and utilization of ICT 
systems, specifically focusing on hospital information systems 
and PACS in the context of MRI imaging. By leveraging 
existing method and algorithms of blockchain technology, this 
study aims to optimize data management, improve 
interoperability, and enhance overall efficiency in healthcare 
settings. 

Context and Challenge(s): Medical images pose a 
significant challenge in terms of their size and storage 
requirements, surpassing the capacities typically available on 
public blockchains [14]. In recent years, blockchain-based 
solutions have started to gain significant attention with their 
use-cases and applicability in healthcare data management 
[15]. In response to the need for decentralized storage, 
Protocol Labs developed the InterPlanetary File System 
(IPFS) [16]. IPFS is designed as a distributed web solution 
that enables the sharing and storage of hypermedia that is 
managed as peer-to-peer (P2P) file system. It offers an 
alternative off-chain storage option that can be seamlessly 
integrated with different blockchain networks, enhancing 
interoperability [17]. IPFS provides a distributed data access 
system that offers several advantages, including persistence, 
improved efficiency, and faster online services. By utilizing 
content addressing, IPFS ensures that data can be accessed and 
retrieved from multiple locations, enhancing redundancy and 
availability [18]. The peer-to-peer nature of IPFS allows for 
efficient data sharing among participants, reducing the 
reliance on centralized servers and improving data transfer 
speeds [8-18]. Moreover, IPFS introduces a more intelligent 
approach to online services by enabling the creation of 
decentralized applications (dApps) that leverage its distributed 
storage capabilities [8-18].  

However, despite the advantages offered by distributed 
storage options, there are notable challenges and barriers when 
it comes to storing sensitive medical images. One of the 
primary concerns is ensuring the privacy and security of 
patient images, while also preventing unauthorized access 
[21]. The sensitive nature of medical data necessitates robust 
privacy measures to protect patient confidentiality and 
complying with necessary regulations including but not 
limited to Health Insurance Portability and Accountability Act 
(HIPAA) [22]. Furthermore, a key requirement for a secure 
data management and its ability to handle large volumes of 
data across various stakeholders, including medics, health 
units, patients, and institutions [23].  

Solution Overview: To address these challenges, we 
design and implement a proof-of-the-concept for a distributed 
framework called a Patient-Centric image management 
(PCMIMS). PCMIMS is a blockchain-based solution that is 
architected to enable secure and private management of 
Patient-Centric medical images within an open distributed 
network. We elaborate on a step-wise and incremental design, 

implementation and validation of the PCMIMS solution in 
dedicated sections and outline the key contributions and 
salient features of the proposed solution below. The 
implications of this research and proposed solution aims to 
complement the research and development on exploiting 
blockchain technologies synergized with the IPFS to enable 
secure management of health-critical data. The proposed 
solution PCMIMS in terms of a framework, its implemented 
prototype, and validations could help researchers and 
developers to incrementally design and develop a blockchain-
based Patient-Centric medical image management in a secure 
and efficient way. Specifically, the solution aims to improve 
state-of-the-art by offering: 

 Blockchain-based framework (i.e., PCMIMS) that 
provides a structural representation of the overall 
solution that sketches a blue-print and guides software 
designers and developers about how the system 
operates and facilitates effective healthcare 
management. 

 Smart contract-based implementation of Patient-
Centric access to PCMIMS that ensures controlled 
access to medical image data for stakeholders, i.e., 
medics and patients. The implemented prototype 
employs specific functions to enable data transfer via 
Ethereum blockchain and establishes access privileges 
between relevant parties. This enhances privacy and 
security in the management of medical data. 

 Experimental validation of the functionality of the 
proposed solution PCMIMS through test cases, focused 
on key performance metrics. These metrics include (i) 
number of transactions (i.e., data storage and retrieval), 
(ii) gas consumption (i.e., energy efficiency), and (iii) 
data size (volume of Patient-Centric medical images) 
via repeated trials in Microsoft Windows environment. 
This evaluation ensures the effectiveness and 
efficiency of the proposed framework in handling 
medical data and provides insights for future 
enhancements. 

Structure of the paper: Section II provides context and 
background of the proposed research. Section III discusses the 
most relevant existing research. Section IV presents research 
method and motivating scenario. Section V discusses 
prototype-based implementation of the proposed solution. 
Section VI presents results of the solution validation. Section 
VII concludes the paper and summarizes the key findings and 
contributions of this research. 

II. RESEARCH CONTEXT AND BACKGROUND 

In this section, we provide a broader perspective and 
overall context of the proposed research. The context provides 
necessary background information in terms of some core 
concepts of healthcare management, distributed system, and 
healthcare data management. We have introduced the concepts 
and terminologies introduced in this section that are used 
throughout the paper to explain the technical concepts. Fig. 1 
illustrates the core concepts and complements the theoretical 
description presented in this section. 
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A. Digital Healthcare Systems 

Healthcare systems heavily rely on medical image systems 
for diagnosis, treatment, and monitoring of various medical 
conditions. These systems encompass the storage, retrieval, 
and analysis of medical images, specifically addressing X-
rays, CT scans, MRI scans, and ultrasound images. The 
effective utilization of medical image systems plays a vital 
role in improving patient outcomes and optimizing healthcare 
delivery. However, the widespread adoption and integration of 
medical image systems in healthcare settings pose numerous 
challenges. One significant challenge is the sheer volume and 
complexity of medical images generated daily, leading to 
storage and management issues [12]. The exponential growth 
in medical image data requires robust infrastructure and 
storage solutions to ensure efficient access, retrieval, and 
secure archiving. 

B. Medical Image Data 

Another critical challenge lies in the interoperability and 
integration of medical image systems within the broader 
healthcare ecosystem [13]. Healthcare providers, hospitals, 
clinics, and other stakeholders often employ different systems 
and technologies, resulting in fragmented data silos. This 
fragmentation hinders seamless data exchange, collaboration, 
and comprehensive patient care. Moreover, privacy and 
security concerns are paramount in healthcare systems, 
especially when it comes to sensitive patient information 
contained within medical images [14]. The protection of 
patient privacy, compliance with regulatory requirements 
(e.g., HIPAA), and safeguarding against unauthorized access 
are essential considerations in the design, development, and 
operational context of medical image systems. Addressing 
these challenges requires innovative approaches and 
technologies to enhance the efficiency, interoperability, and 
security of medical image systems. Solutions such as 
distributed storage, blockchain technology, and advanced data 
analytics have shown promise in overcoming these hurdles 
[15, 16, 17]. By leveraging these advancements, healthcare 
organizations can optimize the management and utilization of 
medical images, leading to improved patient care, streamlined 
workflows, and enhanced decision-making processes. 

Fig. 1 provides a comprehensive illustration of medical 
image-based data management in a distributed environment. 
The system ensures that user authorization is a prerequisite for 
accessing its functionalities. The user base comprises medics, 
patients, and individuals undergoing lab tests. In the patient 
registration process, users are required to request permission 
to utilize the system. Once the authorization is granted, users 
who have undergone lab tests can proceed to upload their test 
results. The MRI and radiologist specific data can be accessed 
via a designated web portal. It is important to note that access 
to the report's data is limited only to patients and doctors who 
have been specifically granted permission. A rigorous access 
control mechanism and implementation ensures that health-
critical data remains private and secure and is only accessible 
to authorized individuals involved in patient care and 
treatment. The system's design and implementation prioritize 
data privacy and confidentiality while enabling efficient and 

secure sharing of medical information within a trusted and 
authorized user community. 

III. RELATED WORK 

This section reviews the most relevant existing research in 
terms of discussing state-of-the-art on (i) medical image data 
management in centralized system in Section III A and 
medical image data in distributed and peer-to-peer systems in 
Section III B. A critical review of the most relevant existing 
work helps us to comparatively analyze the scope of proposed 
solution and justify its contributions. Table I provides the 
comparative analysis and act as a catalogue to distinguish 
between most relevant existing works and proposed solution 
PCMIMS. 

A. Medical Imaging Data in Centralised Systems 

The management of medical health records is a critical 
aspect of healthcare systems. Traditional paper-based records 
have been gradually replaced by electronic health records 
(EHRs), which offer numerous advantages in terms of 
accessibility, interoperability, and data sharing [18]. EHR 
systems have transformed the way patient information is 
stored and accessed, enabling healthcare providers to have 
comprehensive and real-time access to patient data. Advanced 
medical imaging techniques, such as CT scans, MRI scans, 
and X-rays, play a pivotal role in diagnosing and monitoring 
various medical conditions. These imaging modalities 
generate large volumes of data, and efficient storage and 
retrieval systems are essential for their effective utilization in 
healthcare [19]. Imaging systems need to handle the 
complexities of different image formats, metadata, and 
associated clinical information. The management of medical 
images involves storing, organizing, and accessing various 
types of images, including CT scans, MRI scans, and X-rays. 
With the increasing volume and complexity of medical 
images, there is a growing need for efficient storage, retrieval, 
and analysis solutions [20]. Centralized and decentralized 
approaches have been explored to address the challenges of 
managing and sharing medical images. 

Centralized systems, such as cloud-based storage and data 
centers, have been widely used in healthcare for storing and 
managing medical images. These systems offer centralized 
control, efficient storage, and accessibility but raise concerns 
regarding data security, privacy, and single points of failure 
[21]. 

B. Medical Imaging in Peer-to-Peer Distributed Systems 

In contrast to the centralized management of medical 
images, decentralized approaches, such as distributed file 
systems and blockchain technology, have gained attention as 
potential solutions for medical image management [22]. 

Distributed file systems, like the InterPlanetary File 
System (IPFS), offer a decentralized architecture for efficient 
and secure storage and sharing of medical images [23]. 
Blockchain technology provides a distributed and immutable 
ledger that ensures data integrity, transparency, and privacy in 
medical image systems [24]. 
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Fig. 1. Context: decentralized management of medical image data. 

Researchers have explored the integration of centralized 
and decentralized approaches to strike a balance between 
efficiency, scalability, security, and privacy in medical image 
systems [25]. These studies aim to leverage the benefits of 
decentralized systems while addressing the challenges 
associated with data management, privacy, and 
interoperability. 

Fig. 1 provides a comprehensive illustration of the entire 
system, depicting each step and process involved. The system 
ensures that user authorization is a prerequisite for accessing 
its functionalities. The user base comprises the medics 
(doctors, nurses, etc.), patients, and individuals undergoing lab 
tests. During the patient registration process, the users are 
required to request permission to utilize the system. Once the 
authorization is granted, users who have undergone lab tests 
can proceed to upload their test results and MRI radiologist 
image data through the designated website. It is vital to 
mention that access to the report's data is limited only to 
patients and doctors who have been specifically granted 
permission. This strict access control mechanism ensures that 
sensitive medical information remains secure and is only 
accessible to authorized individuals involved in patient care 
and treatment. The system's design and implementation 
prioritize data privacy and confidentiality while enabling 
efficient and secure sharing of medical information within a 
trusted and authorized user community. 

Comparative Analysis and Summary: Table I provides a 
concise comparison of the proposed framework with other 
existing blockchain-based medical imaging and health data 
management systems. The table highlights the advantages 
offered by the PCMIM system over its competitors. It is 
evident that the PCMIM system outperforms the alternatives 
in terms of various benefits and features. 

The table serves as a valuable reference, showcasing the 
superiority of the PCMIM system in comparison to the 

existing alternatives, thereby reinforcing its potential as an 
innovative and promising solution for effective medical health 
record management. 

TABLE I. COMPARISON BETWEEN THE EXISTING AND PROPOSED 

PCMIMS SYSTEM 

Scheme [3] [12] PCMIMS System 

Source Data 

Storage 
Dedicated Server 

Immutable IPFS 

Storage 

Encryption 
Symmetric 
Encryption 

✓ 
Asymmetric 
Encryption 

Server Attack 

Resistance 
✕ ✕ ✓ 

Database 
Management 

Centralized Centralized Decentralized 

Smart-Contract ✕ ✓ ✓ 

Data-Access ✕ ✕ ✓ 

IV. RESEARCH CONTEXT AND BACKGROUND 

This section presents the research method that is employed 
to conduct this research study, outlining the design specifics of 
the proposed solution. Fig. 2 provides an overview of the 
research methodology, which comprises four distinct stages. 
These stages follow an incremental approach, allowing for the 
assessment, development, and validation of the solution. 

A. Steps of Research Method 

The research methodology followed a structured process 
consisting of four distinct steps. 

 Phase I: Literature Review involved a thorough 
examination of a diverse range of literature sources, 
including peer-reviewed research articles, 
technological road maps, and technical reports, to 
identify existing solutions and their limitations. 
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Listing 1. Code snippet for adding image to the chain. 

To gather the most relevant papers in the field, a 
systematic literature review was conducted. This 
comprehensive review of existing research and development 
solutions helped establish the research scope and streamline 
the necessary solutions.  

 Phase II: System Design focuses on architectural 
design of the proposed solution. Here, the proposed 
solution was meticulously modeled and simulated in 
accordance with established standards, such as the 
ISO/IEC/IEEE 42010:2011 standard [26]. 

 Phase III Algorithmic Implementation encompassed 
the implementation of algorithms, which involved 
executing the solution through computational and 
storage-intensive phases. The solution was broken 
down into modular algorithms that could be 
customized by users with specific inputs, adhering to 
executable standards and underlying source code. 

 Phase IV Algorithmic Evaluation steps revolve around 
validating the solution by assessing its functionality 
and quality using the ISO/IEC-9126 model [26]. Well-
established assessment metrics were employed to 
evaluate the system's usability and efficiency. While 
the first two steps required manual effort and human 
decision-making, the latter two phases involved human 
interaction and tool support. The validation phase 
provided insights for potential algorithm enhancements 
to improve efficiency or modify functionality based on 
the evaluation results. Overall, this methodology, as 
depicted in Fig. 2, ensured a comprehensive and 
systematic approach to solution development and 
evaluation. 

 

Fig. 2. An overview of four phases of research method. 

B. Motivating Scenario 

Fig. 3 illustrates a comprehensive process involved in 
storing and managing medical imaging and test reports within 
the proposed framework. The medical images are managed 
and stored via IPFS by the radiologist, who is responsible for 
the image acquisition and interpretation within the lab. The 
radiologist uploads the medical image data to IPFS, and in 
return, receives a unique hash key associated with the stored 
image. This hash key, along with other necessary information, 
is then linked and stored within the blockchain. It is important 
to note that the processes for medical image uploading are 
distinct from each other. The file hash of the medical image is 
then linked to the relevant details and stored within the 
blockchain. This systematic approach ensures the secure and 
efficient storage of medical images while maintaining the 
integrity and traceability of the data within the proposed 
framework. 

The process of medical image data sharing is triggered via 
the creation of metadata for the original data file, which 
includes essential information such as the file's name, type, 
description, and size (Line 1 – Line 2) in Listing 1. Once the 
metadata is complete, it is uploaded to the IPFS along with the 
corresponding data file. To achieve this, a smart contract is 
created for the storage of the data in the blockchain by means 
of a function named ‘AddImageCentric’ (Line 4) with 
required parameters (Line 1). In order to streamline the data 
mapping process, two separate mappings are employed. The 
first mapping enables retrieval of a comprehensive list of all 
blood tests that are linked to a patient's appointment ID and 
the second mapping facilitates access to data specific to 
individual patients based on two parameters namely patient ID 
and appointment ID. To provide a seamless user experience 
and enhance data traceability, the ‘ImageCentricCreated’ 
event is triggered, signaling the successful creation of the 
image-centric data entry. This robust and organized approach 
ensures efficient data sharing and retrieval within the proposed 
framework while leveraging the advantages of blockchain 
technology and IPFS. 

Blockchain-based management and IFPS based 
transmission of data ensures secure and transparent storage 
and transfer of medical image-centric data. Fig. 4 depicts two 
distinct categories of medical data uploading within the 
Decentralized Application (DApp) framework. 

01: function AddImageCentric(string memory patientUserId, uint appointment_id, 
02: string memory description, string memory filehash) public{ 
03: imgCount ++; 
04: GetImageCentric_Id [_appointment_id] = ImageCentric(imgCount, appointment_id, _description, _filehash, now); 
05: PatientRecordAccess [_patientUserId][_appointment_id] = ImageCentric (imgCount, appointment_id, _description, filehash, now); 
06: emit ImageCentricCreated(imgCount, appointment_id, _description, filehash, now); 

07: } 
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Fig. 3. Patient-Centric data storage process. 

(a) Overall System View, b) Architecture View 

It pertains to medical images, which are connected to other 
examinations and tests by a radiologist. The radiologist 
utilizes the DApp system to upload the medical images to 
IPFS.  Alongside the image upload, the radiologist provides 
the remaining essential details that include patient ID and 
appointment ID that are stored and retrieved via blockchain. 
This integrated approach ensures that medical images are 
seamlessly linked to the relevant patient and appointment data, 
enabling efficient retrieval and analysis. 

The service cycle depicted in Fig. 4 continues to repeat 
itself at fixed intervals or auto triggered via receipt of medical 
image data, provided by the server. The dashboard serves as a 
platform that offers access to both doctors and patients acting 
as a web-accessible portal, enabling PCMIMS users to access, 
view, customize and download the medical images over the 
network. The web portal provides a convenient means of 
retrieving the health critical data (medical imaging, test 

reports etc.), with data retrieval based on customized 
parameters such as patient ID and appointment ID mappings 
[27] [28]. 

V. IMPLEMENTATION OF THE ALGORITHMS AS SOLUTION 

PROTOTYPE 

This section discusses the implementation details in terms 
of the developed algorithms that provide a proof-of-the-
concept prototype in Section VA. The discussion on 
algorithms is complemented with the details of tools and 
technologies for implementing the algorithms in Section V B.  
A precise discussion of the tools and technologies used for the 
implementation can help designers and developers to gain 
insight into the software tools that can be used to implement 
the solution [29]. 
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A. Algorithmic View of the Developed Solution 

The algorithms provide a modular implementation of the 
designed solution as in Fig. 3. Each of the two algorithms 
presented below are detailed in terms of their inputs, 
processing, and outputs, each elaborated below. 

Algorithm 1 shows a step-wise and incremental this 
section demonstrates and describes the uploading feature for 
medical data. The technique specifically focuses on uploading 
medical image data to the IPFS and also applies hashing to the 
medical image data file for an extra security feature before its 
representation as a smart contract and storage in the 
blockchain. The uploaded data is associated with a number of 
parameters that include but are not limited to user and 
appointment identities (UserID, Appointment ID) along with 
description (Description), and data of the appointment (Date). 

Algorithm 1 Decentralizing Medical Image 

Parameters: 

    U_ID: User ID 

    A_ID: Appointment ID 

    Des: Description 

    Img = Image 

1:  Income: U_ID, A_ID, Des, Img 

2:  Outcome: O                    //Returning Result 

3: procedure DATACENTRICMODULE    // Function 

4: if U_ID is Valid then                  //Decentralizing Image 

5: File_Stream ← File(Img)   //Get File stream FS 

6: File_Buffer ← Buffer.form (File_Stream)   //Convert  

7: File_Hash ← IPFS.Add (File_Buffer)  

8: O ← SBC(U_ID, A_ID, Description, File_Hash)   // Store 

Image hash and Data to Blockchain  

9: end if  

10: end procedure 

 Income: The input to the algorithm involves mapping 
the parameters with a unique hash key of the medical 
image file. This mapping process occurs as part of the 
input. The input parameters include User ID, 
Appointment ID, and Description of the appointment 
and Medical Image. Combinedly, these parameters 
provide information about an individual user and their 
medical related information. The parameters provide 
customization and parametrized input to the solution. 

 Processing: During the processing stage, the medical 
image data is being retrieved and processed for its 
conversion into a buffer package. The buffered data, 
comprising of medical image data is stored as IPFS as 
a medical data file that in turn hashes the data and 
generates a hashed key for data access. The additional 
parameters that include user and appointment identities 
(UserID, Appointment ID) along with description 
(Description), and data of the appointment (Date) are 
associated to the hash key. These parameters are 
subsequently are part of the smart contract that are 
privately stored on the blockchain. 

 Outcome: Finally, the output stage involves managing 
and storing the processed medical image data in the 
blockchain. The mapped date, along with the 
associated parameters, is stored as the output of the 
algorithm, ensuring the secure and traceable storage of 
the uploaded medical data. 

Algorithm 2 focuses on validating data accessing 
capabilities. The algorithm's primary purpose is to access the 
data in a secure way and make it accessible to authorized 
entities. By utilizing this algorithm, users can access specific 
data stored on the blockchain, driven by customized 
parameters. Notably, there are multiple types of data access 
available within the algorithm's processing stage. As an 
example, a user can access their data via user and appointment 
identities (UserID, Appointment ID) along with description 
(Description), and data of the appointment (Date). 

Algorithm 2 Presentation Layer 

Parameters: 

    U_ID: User ID 

    A_ID: Appointment ID 

    U_Type: User Type 

    T_Type= Test Type 

1:  Income:   U_ID, A_ID, U_Type, T_Type                        

2: Outcome: O 

3:  procedure Interface_Module 

4:        if    U_Type ==   D then             //Image Access 

5:   Ɛ ←    Get_Report(T_Type)                  // Test Type 

6:   end if 

7: R ←Update_Dashboard(Ɛ)           //Data Dashboard 

8: end procedure 

 Income: During the input stage of the algorithm, the 
settings for data access are mapped, enabling the 
algorithm to determine the appropriate parameters for 
retrieval. The input parameters include User ID, 
Appointment ID, User Types and the medical Test 
Type. Combinedly, these parameters provide 
information about an individual user and their medical 
test being performed. 

 Processing: The processing stage of the algorithm 
revolves around granting various forms of data access. 
This includes allowing users to access their data based 
on the mapping between their user and appointment 
identities (UserID, Appointment ID). Moreover, the 
medics such as the doctors or nurses can readily access 
the medical image data and reports by utilizing the 
appointment ID associated with the user (UserID). 

 Outcome: As a result of the algorithm's execution, the 
output consists of publicly accessible data that has been 
mapped according to the defined parameters. This 
ensures that authorized users, such as patients and 
doctors, can retrieve the relevant data from the 
blockchain. 
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B. Tools and Technologies for Algorithmic Implementation 

In this section, we present a concise overview of the 
complementary tools and technologies employed in the 
proposed solution, aiming to enhance the reader's 
comprehension of the underlying technology. 

The combination of stacked tools and technologies, as 
depicted in Fig. 4, offers a comprehensive solution. For 
instance, if a radiologist accesses the portal, they can securely 
upload encrypted medical image files to the IPFS platform, 
receiving a hash key for subsequent validation of the proposed 
solution [30] [31]. 

VI. VALIDATION AND RESULTS 

After presenting the implementation of the solution, we 
now discuss details on validation of the solution. To discuss 
the validation results objectively, we present the evaluation 
environment in Section VI A. We than elaborate on validation 
of the solution based on correlation between the number of 
transactions, gas consumption, and block data size. Finally, we 
also present computational efficiency of the solution in terms 
of processing three most common types of Patient-Centric 
medical images namely (a) Magnetic resonance imaging 
(MRI) (b) X-radiation (X-Rays), (c) Computed tomography 
(CT) scan. 

A. Setting up the Evaluation Environment 

The evaluation environment was carefully designed to 
include a combination of hardware and software resources that 
were essential for effectively executing and monitoring the 
different phases and outcomes of the solution. For the 
hardware-based evaluation experiments, a Windows platform 
was utilized, featuring a powerful core i7 processor and 16 GB 
of RAM. This robust hardware configuration provided the 
necessary computing power and memory capacity to handle 
the demanding tasks involved in the evaluation process. On 
the software front, a set of evaluation scripts was developed 
using NodeJS and ReactJS, two widely used technologies in 
the software industry. These scripts were executed within the 
popular integrated development environment, Visual Studio 
Code, allowing for efficient code development and testing. 
The scripts were specifically designed to automate system 
testing and incorporated various libraries, such as React, 
Web3, and IPFS.HTTP. These libraries provided essential 
functionalities and streamlined the evaluation process. 

To thoroughly analyze the CPU consumption during the 
evaluation, a specialized JavaScript performance library script 
was employed. This script enabled detailed assessment of 
CPU usage during critical tasks, including the uploading of 
medical image data to IPFS, storing it securely on the 
blockchain, and retrieving data from the blockchain. This 
analysis provided valuable insights into the system's 
performance and efficiency. 

Furthermore, the evaluation environment included the 
utilization of the Ganache suite, a comprehensive toolset for 
establishing a local Ethereum blockchain environment. The 
Ganache suite allowed for the creation of a personalized 
blockchain network, facilitating testing, command execution, 

and observation of the blockchain's state. To enable 
connectivity with the distributed web and interact with the 
Ethereum network, the Metamask extension was employed 
within the browser. This extension seamlessly connected local 
Ethereum accounts to the Ganache suite, enabling smooth and 
reliable system functions while considering gas transaction 
costs. 

B. Discussion I - Data Transmission and Gas Consumption 

In our suggested solution, we specified the cost of 
executing the contract migration, which was presented in 
Table II. This cost was denominated in Ether, and the amount 
of gas spent during the execution was recorded. To determine 
the value of Ether, the amount of gas utilized was multiplied 
by the current gas price. It is important to highlight that the 
gas price can fluctuate in response to network dynamics and 
changes in the value of Ether. This dynamic adjustment 
ensures that the gas cost accurately reflects the ongoing 
computational expenses within the system, providing a fair 
and efficient pricing mechanism. During the evaluation 
process, one of the crucial parameters tested was the time 
required for users to upload and store data to IPFS and the 
blockchain ledger. This test parameter encompassed the 
overall time spent on data. The findings of a series of 
experiments conducted on an average data size are depicted in 
Fig. 4. This indicates that the suggested methodology is 
capable of handling larger data sizes without incurring a 
notable impact on fuel consumption. 

TABLE II. SUMMARY OF THE EXECUTION COST ANALYSIS 

Parameter 

Serial 

Computation 

Efficiency 

(Execution Time) 

Energy Efficiency 

(Gas Utilisation) 

Ether Cost 

(Overhead) 

1 
Contract 
Initialisation 

225 (in thousands) 0.058 

2 
Contract 

Instantiation 
286 0.053 

3 
Contract Call 
Initation 

42 0.045 

4 Contract Migration 27 0.084 

Average  145 0.061 

These results validate the effectiveness of the proposed 
solution in efficiently managing the uploading and storing of 
medical data to IPFS and the blockchain ledger, even as the 
data size increases. However, it is important to note that 
despite the increase in data size, the suggested methodology 
for uploading medical data to IPFS showcased consistent and 
efficient fuel usage. The difference in fuel consumption 
between uploading 450-byte data and 1000-byte data was not 
found to be significantly significant. This indicates that the 
suggested methodology is capable of handling larger data 
sizes without incurring a notable impact on fuel consumption. 
These results validate the effectiveness of the proposed 
solution in efficiently managing the uploading and storing of 
medical data to IPFS and the blockchain ledger, even as the 
data size increases. The suggested methodology ensures a 
reliable and streamlined process, enabling users to securely 
upload and access their medical data with minimal impact on 
fuel consumption. 
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Fig. 4. Gas consumption calculated based on the size of block and number of transactions. 

C. Discussion II – Query Response Time 

When it comes to storing medical images in IPFS and 
recording relevant information in the blockchain, efficient data 
querying becomes a crucial aspect. The query response time 
plays a vital role in assessing the solution's effectiveness in 
storing and retrieving data from the blockchain. Fig. 5 
provides a visual representation of the execution time involved 
in accessing the data within this context. The data can be 
classified into two distinct types. The first type pertains to 
medical images that are fetched from IPFS using their 
respective file hashes. This approach ensures a decentralized 
and distributed storage mechanism for medical images. 
However, in the case of example number six, it is observed 
that the execution time is and review, collectively referred to 
as data uploading and accessing time. The findings of a series 
of experiments conducted on an average data size are depicted 
in Fig. 5. 

However, it is important to note that despite the increase in 
data size, the suggested methodology for uploading medical 
data to IPFS showcased consistent and efficient fuel usage. 

The difference in fuel consumption between uploading 
450-byte data and 1000-byte data was not found to be 
significantly significant. However, in the case of example 
number six, it is observed that the execution time is relatively 
high compared to other cases. This can be primarily attributed 
to the larger file size of the medical image associated with this 
particular scenario. As the file size of the medical image 
increases, it naturally requires more time for display or 
download from IPFS. The larger data volume associated with 
the larger file size contributes to an extended retrieval time. 
This phenomenon aligns with the intuitive understanding that 
larger files necessitate more data to be transferred, resulting in 
a slightly longer execution time. This observation highlights 
the impact of file size on the retrieval process and emphasizes 
the need to consider the trade-off between file size and 
retrieval time when dealing with medical images stored in 
IPFS. Finding the right balance between image resolution and 
file size can play a significant role in optimizing the execution 
time for accessing and displaying medical images in the given 
solution. 

 

Fig. 5. Computation efficiency and function execution to store the data in 

IPFS and blockchain. 

VII. CONCLUSION AND FUTURE WORK 

Decision support and intelligence in healthcare care 
systems can greatly enhance the cost and efficiency of the 
healthcare systems. More specifically, the intelligence 
embedded in electronic healthcare systems relies on efficient 
processing of medical health data. However, the dispersion of 
these images across multiple systems poses a challenge for 
effective and integrated healthcare. Additionally, centralized 
hosting solutions for picture data, such as cloud-based 
platforms, can be vulnerable to security breaches. Recognizing 
the distributed nature of healthcare, there has been increasing 
attention towards decentralized designs and system 
interoperability. This research design and implements a proof-
of-the-concept for a decentralized Patient-Centric Medical 
Image Management System (PCMIMS). Built upon the 
Ethereum blockchain and IPFS, this framework aims to 
address the storage and distribution challenges associated with 
medical images. PCMIMS empowers medical images users 
with secure and private control over their medical images and 
test reports (such as blood reports, lipid reports) through a 
DApp web application portal. 

1) Evaluation of the proposed solution: To evaluate the 

efficiency, feasibility, and practicality of the proposed scheme, 

we conducted an experimental implementation. The suggested 

system not only facilitates the sharing of medical images but 

also provides patients with access to an immutable medical 
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database, thereby enhancing efficiency, data provenance, and 

effective auditing. By employing a decentralized data storage 

and exchange mechanism, the need for intermediaries or 

administrative entities is eliminated. Overall, the PCMIMS 

system presents a unique solution that prioritizes patient rights 

and control over their medical data. Through decentralization 

and the utilization of blockchain and IPFS technologies, this 

system offers enhanced security, privacy, and accessibility in 

the management of medical images and test reports. 

2) Vision for future research: In the current scope of the 

proposed solution, there is a need for future research to 

increase the pervasiveness of the proposed solution and rigor 

of its validation. More specifically, the future work is focused 

on: 

 Developing, deploying, and validating the proposed 
solution in mobile health (mHealth) context. Mobile 
devices can offer pervasive healthcare but pose 
significant challenges related to resource poverty of 
mobile devices along with security and privacy of 
health critical data. 

 Evaluating the proposed solution via survey or trials 
with the domain experts, i.e., medics and healthcare 
professionals. An incorporation of the domain experts’ 
feedback can help us to analyse and improve the 
solution based on practitioner’ perspective. 

3) Implications for research and practices: The 

implications can be attributed to the relevance and benefits of 

the proposed solution in an academic and industrial context. 

Blockchain-based framework (i.e., PCMIMS) that provides a 

structural representation of the overall solution that sketches a 

blue-print and guides software designers and developers about 

how the system operates and facilitates effective healthcare 

management. Academic researchers can exploit architectural 

design to design and develop emerging solution for blockchain 

systems in healthcare context. Practitioners can rely on the 

algorithms and relevant tools to develop solutions that rely on 

blockchain solutions for managing electronic healthcare 

systems. 
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Abstract—Medical image fusion plays a vital role in 

enhancing the quality and accuracy of diagnostic procedures by 

integrating complementary information from multiple imaging 

modalities. In this study, we propose an ensemble learning 

approach for multi-modal medical image fusion utilizing deep 

convolutional neural networks (DCNNs) to predict brain tumour. 

The proposed method aims to exploit the inherent characteristics 

of different modalities and leverage the power of CNNs for 

improved fusion results. The Generative Adversarial Network 

(GAN) strengthens the input images. The ensemble learning 

framework comprises two main stages. Firstly, a set of DCNN 

models is trained independently on the respective input 

modalities, extracting high-level features that capture modality-

specific information. Each DCNN model is fine-tuned to optimize 

its performance for fusion. Secondly, a fusion module is designed 

to aggregate the individual modality features and generate a 

fused image. The fusion module employs a weighted averaging 

technique to assign appropriate weights to the features based on 

their relevance and significance. The fused image obtained 

through this process exhibits enhanced spatial details and 

improved overall quality compared to the individual modalities. 

On a diversified dataset made up of multi-modal medical images, 

thorough tests are carried out to assess the efficacy of the 

suggested approach.  The fusion images exhibit improved visual 

quality, enhanced feature representation, and better preservation 

of diagnostic information. The BRATS 2018 dataset, which 

contains Multi-Modal MRI images and patients’ healthcare 

information were used. The proposed method also demonstrates 

robustness across different medical imaging modalities, 

highlighting its versatility and potential for widespread adoption 

in clinical practice. 

Keywords—Deep convolutional neural networks; image fusion; 

generative adversarial network; ensemble learning 

I. INTRODUCTION 

In recent years, the field of medical imaging has witnessed 
tremendous advancements with the availability of multiple 
imaging modalities. Each modality provides unique 
information about anatomical structures, functional processes, 
or disease characteristics, making it crucial to extract 
comprehensive insights by combining data from multiple 

modalities [1]. To effectively utilize the complementary 
information present in multi-modal medical images, 
researchers have turned to image fusion techniques. Image 
fusion aims to integrate data from different modalities into a 
unified representation, allowing for enhanced visualization, 
improved diagnostic accuracy, and better decision-making in 
clinical settings [2]. Several tasks related to computer vision, 
such as picture categorization, object identification, and 
categorization, have shown DCNN to be quite effective. In 
recent years, DCNNs have also gained significant attention in 
the domain of medical image analysis due to their ability to 
automatically learn complex features from large-scale data [3]. 

With the use of convolutional neural networks with deep 
layers, this work suggests a collaborative learning approach 
for fusing multimodal medical images. This    method aims to 
overcome the limitations of traditional fusion methods by 
automatically learning the optimal fusion strategy from the 
data itself. The ensemble learning framework involves training 
multiple DCNNs, each specializing in capturing distinct 
features from different modalities [4]. These networks are 
designed to learn a shared representation that combines the 
information from each modality effectively. The ensemble is 
formed by aggregating the predictions of these networks, 
yielding a fused image that encapsulates the strengths of each 
modality [5]. By adopting an ensemble approach, this method 
leverages the diversity and complementary nature of the 
individual networks, resulting in a more robust and accurate 
fusion outcome. Additionally, the ensemble enables us to 
address uncertainties associated with the fusion process by 
providing a measure of confidence for the final fused image 
[6]. 

We carried out comprehensive experiments on a wide 
range of multi-modal healthcare imaging datasets in order to 
assess the performance of the suggested technique. The results 
demonstrate the superiority of ensemble learning approach 
over traditional fusion methods and even single DCNN-based 
fusion techniques. The fused images exhibit improved clarity, 
enhanced structural details, and better discrimination of 
abnormal regions, making them highly valuable for clinical 
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decision support and medical research. ensemble learning 
approach for multi-modal medical image fusion, employing 
deep convolutional neural networks, offers a promising 
solution for extracting comprehensive information from multi-
modal medical images [7]. By effectively integrating the 
strengths of different imaging modalities, this method holds 
the potential to advance the field of medical imaging and 
facilitate more accurate and informed clinical diagnoses. The 
classification of medical images is crucial to both medical 
management and educational endeavors [8]. The traditional 
approach's performance has reached its apex, though. In 
addition, it takes a lot of effort and time to extract and select 
classification parameters when using them [9]. The DCNN is 
an innovative approach to machine learning that has proven 
beneficial for a variety of categorization issues. CNN excel at 
a number of picture categorization tasks, producing the best 
results. However, medical image collections are difficult to 
compile since classifying them calls for an exceptionally high 
degree of professional competency [10].  

Deep Convolutional Neural Networks (DCNNs) have also 
been employed for medical image fusion, offering several 
applications in healthcare. DCNNs can fuse low-resolution 
medical images with high-resolution images to generate 
enhanced, high-resolution images. This technique can be 
particularly beneficial in medical imaging, where higher 
resolution can provide better visualization of fine details, 
aiding in accurate diagnosis and treatment planning. DCNN-
based fusion methods can fuse multiple images to generate a 
fused image with improved segmentation accuracy. By 
integrating information from different imaging modalities or 
perspectives, the fused image can provide more accurate and 
reliable boundaries and regions of interest for subsequent 
analysis and treatment planning [11]. 

DCNNs can be utilized for medical image registration, 
which involves aligning images from different modalities or 
time points. By fusing information from multiple images, 
DCNN-based methods can improve the accuracy and 
robustness of image registration, allowing for more precise 
analysis, monitoring, and treatment planning. It can fuse 
images from different sources to synthesize new images with 
desired characteristics or properties [12]. For example, fusing 
images from different imaging modalities can create a 
synthesized image that combines the strengths of each 
modality, providing comprehensive information for clinical 
analysis and decision-making. DCNNs can be employed for 
restoring medical images that are corrupted by noise, artifacts, 
or other degradations [13]. By fusing multiple degraded 
images, DCNN-based methods can effectively de-noise and 
enhance the image quality, enabling better visualization and 
interpretation of medical conditions. These applications 
demonstrate the versatility and effectiveness of DCNN-based 
medical image fusion techniques in improving image quality, 
accuracy, and clinical decision-making in various healthcare 
scenarios [14]. 

The key Contributions of this Research work is: 

 The ensemble learning framework involves training 
multiple DCNN models independently on respective 

input modalities, capturing modality-specific 
information. 

 A fusion module is designed to combine the extracted 
features from individual modalities, employing a 
weighted averaging technique to assign relevant and 
significant weights. 

 The fused image obtained through this process exhibits 
improved spatial details, enhanced feature 
representation, and better preservation of diagnostic 
information. 

 Thorough testing on a diverse dataset confirms the 
efficacy, visual quality, and robustness of the proposed 
method, showcasing its potential for broad adoption in 
clinical practice. 

The manuscript of the approached paper is organized as 
follows: In Section II, some related works are reviewed. In 
Section III, Information regarding the problem statement is 
provided. In Section IV, the proposed Multi-Modal Image 
Fusion is covered in detail.  In Section V, experiment results 
are provided, and discussed in Section VI with an extensive 
evaluation of the proposed approach to current best practices 
is made. In Section VII, the conclusion of the paper is 
provided. 

II. RELATED WORKS 

Maqsood et al. [15] suggested a multimodal fusion of 
images approach is based on limited representation and two-
scale picture segmentation. The original heterogeneous images 
are initially subjected to contrast enrichment processing in the 
proposed system, which improves the brightness distribution 
for better visualization. The edge data gathered from intensity 
extended images is extracted using a spatial gradient-based 
edge detection method. The fundamental and detail layers are 
separated from the improved multiple mediums images at this 
point. Utilizing SSGSM, the final detailed layer is extracted. 
Finally, the fused image is produced utilizing an improved 
judgement maps and fusion scheme. By conducting both 
quantitative and qualitative evaluations, the experimental 
results demonstrate that the recommended multimodal picture 
fusion strategy outperforms several previous methods. 
However, it could happen for certain data from the initial 
images to be destroyed or distorted during the fusion process. 
The fusion mechanism may prioritize some qualities or 
aspects while ignoring others, resulting in the loss of crucial 
information or subtle traits. 

Dinh et al.[16] proposed that the following are the key 
phases in the unique strategy that was presented to address the 
aforementioned shortcomings. In order to acquire the basic 
and detail elements, the three-scale deconstruction (TSD) 
approach is initially presented. Second, the output picture is 
fused using a rule based on the nearby energy function and the 
Kirsch compass operator, which aids in the retention of critical 
information. Thirdly, to fuse base layers with the best 
characteristics and produce a high-quality picture, the Marine 
Processors Algorithm (MPA) is used. This work compared the 
effectiveness of the suggested technique using six photograph 
quality criteria and five cutting-edge medical image fusion 
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algorithms. Experiments revealed that the proposed method 
significantly increased the level of quality of the fusion picture 
and preserved edge information. The particular fusion 
algorithm used has a significant impact on the effectiveness of 
multidimensional picture fusion. Additionally, there doesn't 
exist a one-size-fits-all solution, and different techniques may 
yield different fusion results. The effectiveness and level of 
quality of the combined image can be considerably impacted 
by the algorithm choice. 

Diwakar et al. [17] proposed a novel shearlet region 
multiple modalities image fusion method. The recommended 
technique uses Non-Subsampled Shearlet Transformation 
(NSST) to separate input pictures into low- and high-
frequency parts. The localized extrema (LE) method is a 
unique technique used to separate and merge the fundamental 
layer and details layers. The co-occurring filter (CoF) is then 
used to combine the foundation layer and detail layer in 
harmonics with smaller elements. A high-frequency 
component is integrated using a sum modulated Laplacian 
(SML) as a component of an edge-preserving technique to 
image fusion. On the Multi-modal healthcare picture 
collection, experimental findings and contrasting assessment 
are performed using both recommended and modern 
methodologies. The recommended strategy beats cutting-edge 
fusion techniques in terms of blade retention in both objective 
and subjective assessment requirements, according to test 
findings and assessments. Numerous multidimensional 
merging of images algorithms is computationally demanding, 
requiring a significant amount of time and computing 
capacity. This could be a drawback in situations or real-time 
applications that need for quick fusion. 

Stimpel et al. [18] demonstrated the globally linear guided 
filter for general medical image processing when coupled with 
a learning guiding map. The guided filter is the only element 
processing the output images, and its direction map may be 
trained to do the task optimally from beginning to end. The 
demising and graphic high-resolution tests are the two most 
often used activities when using this method to measure 
performance. The evaluation is based on cross-modal data sets 
that are paired. Modern methods are coupled with the 
provided procedure to achieve both goals. This can also show 
that the input image's information is basically unaltered after 
treatment, in contrast to conventional deep neural network 
approaches. The suggested pipeline also offers greater 
resilience against adversarial attacks and deteriorated input. 
Image fusion requires accurate registration of images from 
different modalities to align corresponding anatomical or 
functional structures. However, image registration can be 
challenging due to differences in acquisition protocols, patient 
motion, and anatomical variations. Registration errors can lead 
to misalignment and distortions in the fused image, affecting 
the accuracy of subsequent analysis. 

Asha et al. [19] suggested a chaotic grey wolf optimization 
algorithm-based balanced blending of high-energy sub-bands 
of the Non-Subsampled Shearlet Transform (NSST) domain. 
The raw images are first dissected into their many scales and 
multi-directional components using the NSST. The modest 
number of pathways were combined according to a simple 
maximum rule in order to sustain the energy of an individual. 

In order to combine images of various frequencies and 
minimize the difference between the resultant image and the 
starting point pictures while retaining the textural 
characteristics of the input images, a collection of 
automatically adjusted high-frequency images is used. The 
major goals of the entire procedure are to maintain the energy 
of a low-frequency region while transferring textural details 
from the source images to the fused image. In order to 
construct the fused picture, the inverse NSST of the 
combining minimal and high-energy bands is used. Eight 
distinct illness datasets from Brain Atlas are used in the trials. 
More than 100 picture pairings are used to evaluate the 
efficacy of the suggested strategy using both objective and 
subjective quality evaluation. Due to the lack of 
contemporaneous collection of several modalities or the 
difficulty in gathering ground truth annotation for fusion 
quality, obtaining grounding truth for multipurpose fusion in 
medical imaging is problematic. Due to this, evaluating and 
comparing fusion procedures quantitatively is more difficult 
and frequently relies on opinions or substitute measurements. 

Li et al. [20] To address the issue of poor contrast detail, a 
powerful image fusion technique employing numerous 
prominent features and a guided image filter was presented. 
The input photos were first divided into a number of calming 
and thorough images that had different scales before being 
subjected to the directed picture filter. Second, two different 
algorithms are used to extract important characteristics from 
the broken-down dependent upon visuals alongside the 
complete images in order to develop the combination rules. 
These two algorithms are the spectral residual (SR) technique 
for the mainframe gathering and the graph-based visually 
prominence model for a gradient saliency information 
extraction. The decomposition factors are combined using a 
process known as generalized intensity-hue-saturation (GIHS). 
The fused image is then reconstructed from the combined 
smoother and detailed images. The experimental findings 
show that, in the fields of MRI-PET and MRI-SPECT fusion, 
the proposed algorithm can outperform previous fusion 
approaches. The acceptability and use of fusion procedures in 
clinical practice, where openness and comprehensibility are 
vital, may be hampered by this lack of comprehension. The 
availability of information for the various modalities in 
multipurpose medical imaging may not be equal, meaning that 
one modality may contain greater numbers of specimens than 
the others. The fusion process may be impacted by this 
modality imbalance, which might result in biased fusion 
findings or a restricted representation of less common 
modalities. 

Dai et al. [21] suggested that transformers have enormous 
promise for multimodal medical picture categorization. The 
proposed approach is based on the successful extraction of the 
link among sequences by the transformer. However, due to the 
small dimensions of medical information sets for pictures and 
the lack of sufficient data to establish the connection between 
low-level semantic variables, the precision of pure 
transformation systems based on ViT and DeiT is not good in 
versatile classification of medical images. TransMed is 
therefore suggested as a way to collect both cross-modality 
high-level information and low-level characteristics. 
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TransMed combines the benefits of both CNN and 
Transformer. TransMed converts the multimodal pictures into 
sequences, delivers them to CNN for processing, and then use 
transformers to discover the connections between each 
sequence and provide predictions. TransMed beats the current 
multipurpose fusion approaches when it comes to of 
parameters, operating speed, and accuracy because the 
transformer successfully models the global aspects of 
multifaceted pictures. Finding the best fusion approach, 
though, is a challenging task. Different fusion methods, each 
with various advantages and disadvantages, may be used, 
including pixel-level, decision-level fusion and feature-level. 
For a certain application or modality combination, choosing 
the best fusion approach necessitates extensive thought and 
skill. 

III. PROBLEM STATEMENT 

Multi-modal medical imaging provides valuable 
complementary information for accurate diagnosis, treatment 
planning, and monitoring of various diseases. The issue of 
successfully integrating and fusing data from many imaging 
modalities is still difficult. Traditional fusion methods' 
dependence on ad hoc extraction of features and fusion 
techniques that commonly use handmade feature extraction 
that approximate complicated interactions between paradigms 
may restrict the quality of the merged image. Furthermore, the 
actual applicability of these approaches in clinical contexts is 
hampered by their lack of stability and interpretability.  
CNN have proven to perform exceptionally well in a variety 

of computer vision applications, including the processing of 
medical images. CNNs have not yet been extensively used in 
multi-modal medical picture fusion, nevertheless. The 
research gap in the mentioned existing works lies in the need 
for more comprehensive and adaptable multimodal image 
fusion techniques that can simultaneously address various 
aspects of quality enhancement, edge preservation, and overall 
visual fidelity. The proposed DCNN aims to overcome the 
limitations of traditional fusion methods and single CNN-
based approaches by effectively capturing the complementary 
information present in multiple modalities and improving the 
fusion quality. The ensemble learning framework is expected 
to leverage the diversity and strengths of individual networks 
to enhance the accuracy, robustness, and interpretability of the 
fusion process [22]. 

IV. PROPOSED ENSEMBLE LEARNING APPROACH 

The suggested method entails enhancing the supplied 
image. Then DCNN are used to accomplish Medical Image 
Fusion. The performance is then assessed. The suggested 
method for Multi-Modal Medical Image Fusion using 
DCNN is shown in Fig. 1. The input photographs are first 
preprocessed by converting them to a standard scale and using 
the proper transformations to improve image details. Then, 
using a sizable dataset of aligned multi-modal pictures and a 
fusion-specific loss function, a CNN architecture is created, 
consisting of shared and modality-specific convolutional 
layers. From each modality, high-level feature maps are 
retrieved using the trained CNN. 

 

Fig. 1. Proposed approach for multi-modal medical image fusion. 

A. Data Collection 

The BRATS 2018 dataset, which contains Multi-Modal 
MRI images and patients’ healthcare information with distinct 
heterogeneous histologic sub-regions, different levels of 
aggression, and variable prognosis, was used for training and 
testing in this work. These clinical multi-modal MR images 
have been generated using a range of magnetic field intensities 
and scanners [23]. Table I describe the dataset for Training 
and Validation. 

TABLE I. THE COLLECTED DATASETS 

 Training data Testing data 

Unhealthy 350 350 

Healthy 250 250 

Overall data 600 600 

B. Data Augmentation using GAN 

Data analysis, enhancement, combination, and rescaling 
are all part of preprocessing.  The acquired source photographs 
are transformed to RGB images before augmentation. The 
improvement method is used to build more powerful simpler 
models that are impervious to some sorts of picture 
manipulation, following which the image's quality is altered to 
improve the information's integrity and degree of variability. 
The layering placement of the original photos is important for 
the concatenation. The first phase is the R channel of an MRI, 
and the second layer is the R channel of a PET scan (positron 
emission tomography). In the second layer, the B(Blue) 
channels of MRI and the B channels of PET are placed after 
the G(Green) channels of MRI and the G channel of PET, 
respectively. The pictures that offer practical details must be 
maintained below the photos that offer structural details in all 
pathways, it must be highlighted [24]. 
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Fig. 2 the generator creates a picture according to the 
parameters that are collected from the image, based on the 
number of channels supplied in the layers for input and output. 
The modelled output picture of the suggested method contains 
three channels and six input channels. The generator 
automatically fits the obtained parameters into the three stated 
channels during training. The stacked order is set to 
RR1GG1BB1 and the training data is compressed to prevent 
the color space from being disrupted. The RGB components of 
the first source picture are R, G, and B, while the RGB 
components of the additional source image are R1G1B1. 
Random switching and unpredictability are employed for data 
augmentation. With random flipping, there is a 50% chance 
that the picture will be turned. The picture is accompanied 
with random noise, which is Gaussian in nature with an 
average value of 0 and a variation of 0.1. This method can be 
used to learn the aggregate breakdown of single-modality 
imaging information as well as for recording the broad 
distribution of imaging data from several modalities. The 
primary producer can learn to produce many modalities at 
once since different modalities' information collected from a 
single ROI share identical information with unique appearance 
patterns. Such a generator can be used to complete missing 
modes of operation or supplement data [25]. 

As an estimate Kdata(u), GAN aims to learn an estimate of 
probabilities, kG(u), from the actual distribution. u= G(v), the 
sample, where the noise variable is called v. It resolves the 
issue by simultaneously instructing the generator N and a 
discriminator D to create a process that is adversarial. By 
sampling noise, G produces samples from latent space. 
Whether the sample comes from KG(u) or Kdata(u) is 
determined by D. G samples eventually approach genuine or 
real samples through the continuous unfavorable effect. The 
definition of the optimization formula D is represented in 
Eq. (1) [26]. 

             (  ( )      ( )) (1) 

Where Div (*) indicates the divergence among the two 
distributions. N may be used to compute the divergence and 
generate the following objective function as represented in 
Eq. (2) 

           (   ) (2) 

Where, 

 (   )          [    ( )       [   (   ( ))]](3) 

Hence, the Eq.  (1) is transformed as 

               (   ) (4) 

In contrast to a traditional GAN, which consists of a single 
generator and a discriminator, pix2pixHD uses an auxiliary 

producer and a primary generator to output pictures at two 
distinct resolutions, which are 3x448x448 and 3x224x224 in 
this instance. Therefore, two entirely convolutional network-
based discrimination named Dp and Dq are in charge of the two 
solutions. 

C. Multi-Modal Fusion-CNN 

Patch incorporation, class insertion, position integration, 
class token and patch token are the five insertions and tokens 
that are present in the input layer. While class anchoring is an 
adaptable vector, patch anchoring represents each patches’ 
input from CNN. Using position embedded data and patched 
embedded data; this technique preserves the geographical and 
geographical data of a patch by encoding it into patch tokens. 
Class signaling and class anchoring are equal since category 
anchoring does not provide patch embedding. The Eq. (5) and 
(6) represents the input is u, the adaptable vector is Va, the 
location embedding is upa, the patch tokens are upq, and the 
class token is ude. 

        ( )      (5) 

     
   (6) 

The type token connects to the patched tokens preceding 
the converters' input layer, goes via the conversion layer, and 
is subsequently generated from the fully connected layer in 
order to foresee the class. The core of the arrangement is an 
image power source, which receives images from various 
input modalities and generates a task-optimal unified depiction 
of the required guiding map. In extracting the most important 
information directly from data, convolutional neural networks 
(CNN) have demonstrated significant success. A CNN is 
applied to build the guiding map as a result. De-noising and 
picture super resolution are the two tasks we focus on. The 
guide maps for both are generated using tested network 
designs for the sake of repeatability. The necessity to handle 
numerous input photos led to the sole adjustments. The 
inclusion of more guiding photos would logically be 
conceivable and is only constrained by availability and 
processing capacity. In order to determine how the selected 
network design affects the guided filtering process, employs 
using two separate networks for super resolution [27]. 

Fig. 3 represents the CNN architecture where a layer of 
neurons is fully linked, every neuron in that layer is also 
connected to every neuron in the layer underneath it. The 
value should indicate the degree to which of the connection 
between the neuron that is j

th
 in this particular stratum and the 

kth neurons in the preceding layer     . Let     be the bias of 

the jth neuron in the current layer. The result of the layer's j
th 

neuron is given by Eq.  (7). 

    ∑              (7) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

763 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. GAN in data augmentation. 

 

Fig. 3. CNN architecture. 

The convolutional layer's neurons that are frequently 
utilized to produce a kernel or filtration have the same biases 
and values. If the dimensions of the filtering are set to nxn, 
every neuron in the corresponding layer will be linked to a nxn 
area of the neurons that are in the layer above it. In line with 
this, the (j, k)

th
 neuron's outputs will be in Eq.  (8) 

      ∑ ∑      
   
   

   
               (8) 

Examples of regularly used activation functions include 
Tanh, Sigmoid, and the inverted linear unit, which is now the 
de facto recommendation for contemporary neural networks. 
Convolutional or completely linked layers are typically 
followed by activation layers to provide elementwise non-
linear behavior. By using the activation function, is defined in 
Eq.  (9) 

  ( )      (   ) (9) 

The downwards sampling method for every sub-area in the 
pooling layer provides the dimension of a single neuron in the 
present one by dividing the neurons of the layer preceding it 
into an array of not overlapping rectangles. Maximum pooling 
and average-pooling, the two most popular pooling 
procedures, offer the subarea's maximum value and average 
value, respectively. A convolutional neural network usually 
sets up a sequence of convolutional (Conv)-ReLU layers, 
before adding the pooling layers (Pool), and continues doing 
this till the picture gets spatially combined to a compact size. 

At certain points, it is usual to switch to fully-connected layers 
(FC). Three different parts make up each neuron: the receiving 
domain, a modulation domain, and a pulse-generating domain. 
Feedback is created by the connections between many 
neurons. An external input signal is first received in the 
receiving domain, after which it is amplified in the modulating 
domain and the final output pulse is produced in the pulse 
generating domain. The fundamental procedure is as follows: 
signals from the feedback channel domain and the link domain 
are received in the receiving domain, and they travel through 
Channels L and F into the modulation domain. 

The necessary feature pixels in the layer of convolution are 
added to each image's output pixel after synchronizing the 
characteristics from the source pictures. Add every value of a 
pixel together, and then divide the result by the total number 
of pixels in the description. The feature map has been added to 
the computed values, causing the improvement to be applied 
to the whole image. The characteristics map has a slot for each 
computed value. All of the traits are therefore processed, and 
several feature maps are produced. The Eq. (10) to obtain the 
convolutional layer is the following, 

     ∑ ∑ ∑                
(   )   

   
   
   

   
         (10) 

Where      is generally set to which is not contingent on 

the image's component position.         as an identical value 
of weight. Since it recovers the distinguishing properties of the 
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image using various convolution kernel sizes, the layer of 
convolution is a critical part of CNN. The layers of inversion 
can be continuously applied to the input photos to create a set 
of feature maps. Ki may then be created by using the 
characteristic map of the i-th layer in CNN as it is represented 
in Eq. (11) 

    (         ) (11) 

Where Ki is the current networks layer's mapping of 
features, Di-1 is the previous layer’s convolution feature.  Vi is 
the i-th layer weight, ki is the i-th layer offset vector, and   (·) 
represents the rectified function. Layer pooling's goal is to 
reduce the total amount of space, that can cut processing costs 
and effectively reduce the danger of over-fitting. The resultant 
characteristic on the ith localized responsive field is 
determined in Eq. (12) in the k-th layer of pooling. 

  
      (  

     ) (12) 

where down (·) indicates the function for down-sampling, 

  
    is the feature vector in the previous layer, and r is the 

pooling size. Following the pooling and convolutional layers, 
there may be one or more fully-connected (FC) layers, which 
use the collected features for picture categorization. It 
classifies the input brain images into healthy and unhealthy. 

D. Multi-Modal Fusion 

In order to process sources of any size, the conversion 
phase is employed throughout the picture checking and fusion 
procedure on the totally connected layer. Using the same 
kernel size, the entire connected layer is split into two 
comparable convolutional layers. The network may then 
combine pictures of any size, X and Y, to produce a dense 
prediction map, I. Each prediction Is on the map is represented 
by a vector with two dimensions with values between 0 and 1. 
If one dimension of a prediction is bigger than the other, it is 
normalized to 1 while the other dimension is set to 0, making 
the weights given to related image blocks easier.  With an 

outcome aspect value of 1, this ensures that the weight of 
every image block is decreased. Two near forecasts in S have 
overlapping areas in their corresponding picture blocks. The 
weights of the photos in these overlapped portions are added 
to determine the mean value of the adjacent picture blocks. 
The network may be given pictures of any size, both X and Y, 
using this technique, and a weight map W of the same size is 
generated. This guarantees a weight reduction for each picture 
block with an output aspect value of 1. 

E. Fusion Rules 

In order to attain better look, richer details, and spectacular 
fusion impacts, this study suggests novel fusion principles and 
the average weighted fusion operations in accordance with 
area peculiarities. The fusion guidelines and commands are as 
follows: 

Stage 1: It determines the energy   
        

  of matching 
localized areas in each breakdown layer o of source images x 
and y, accordingly, using the contrast pyramid deconstruction: 

  
 (   )  ∑ ∑   

 (       )    (13) 

  
 (   )  ∑ ∑   

 (       )    (14) 

Where Equations (13) and (14) the regional area power 
  
 (   ) on the o

th 
layer of difference is centered at (a, b). 

structure, where u and v stand for the size of the region in 
question, and represents the image of the contrast between the 
structuring fourth layer. 

Stage 2: Determine how similar the respective local areas 
in two source photos are to one another. 

Stage 3: Decide who the fusion operators. 

As a consequence, the strategy selects the center pixel 
based on energy variations when the degree of similarity is 
below the threshold of significance and employs the weighted 
fusion operator when it is equal to or above. 

Algorithm 1:   Multi-Modal Medical Image Fusion using Deep Convolutional Neural Networks 

Input: Medical Images 

Output:   fusion result 

The two source images and the initial fused one are given 

Train the input images vi in the system, where i = 1 to n                                                                           

Data Augmentation of images                                                                     

Let U(i) be the input images from the dataset // using GAN 

                     for every  Ui   

                                           Vv(i) = V(i) – N // V denotes unwanted noise 

 

Segmentation of images 

 Initialize the starting point of  the highlighted portion 

 if (image detected) 

  Gather the subset 

  Identify the highlights in the hyperspectral image using Eq.  (7) 

        Else 

                           

 Repeat until the stopping condition is reached                   // until the image is identified 

 End if 

Return  

Image Fusion using CNN  
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Fig. 4. Flow chart of the proposed system. 

Fig. 4 represents the Ensemble Learning Approach for 
Multi-Modal Medical Image Fusion using Deep Convolutional 
Neural Networks. 

V. RESULTS 

The recommended method has been evaluated using 
datasets and executed in MATLAB software on the Windows 
10 platform. In order to solve this issue, deep CNNs are 
utilized in the article to extract high-level characteristics from 
the data modalities and NMF is employed to discover the 
fused image's underlying structure. The use of deep CNNs, 
which have demonstrated extraordinary capacity in 
understanding intricate patterns and characteristics from 
pictures, is a key benefit of the suggested technique. The 

model can accurately capture and reflect the unique qualities 
of each modality by utilizing the power of deep learning, 
thereby enabling a more thorough synthesis of information. In 
order to evaluate the effectiveness of their strategy, the authors 
additionally offer quantitative assessment criteria including 
precision, recall, precision, accuracy, F-score, specificity, and 
sensitivity. The suggested approach's robustness and 
dependability are highlighted by the excellent scores in these 
criteria that were attained. Overall, multi-modal image fusion 
using deep CNNs and NMF makes a significant addition to the 
discipline. The suggested approach successfully combines 
deep learning for feature extraction with NMF to train the 
fused representation, producing better fusion results. The 
results of the investigation and analyses show how this 
approach can be used for a range of applications, including 
mapping, and imaging in medicine. The use of multipurpose 
image fusion techniques in the health care imaging field is 
essential for better medical diagnosis and therapy. The 
research study suggests a unique method for fusing 
multimodal medical images that incorporates deep 
convolutional neural networks (CNNs). 

A. Accuracy 

The model's total Accuracy shows how well it performs 
across all classifications.  In overall, it is the idea that every 
circumstance can be forecast with accuracy.  Eq.  (15) 
represents the Accuracy: 

  
         

                   
  (15) 

B. Precision 

Precision is calculated as the total amount of positive 
predictions multiplied by the number of correct positive 
estimations. It measures how many accurately merged multi-
modal medical pictures there are. Eq.  (16), which is used to 
compute the accuracy 

  
    

         
  (16) 

C. Recall 

The ratio of correct positive forecasts to true positives and 
false negatives is known as recall. It displays the proportion of 
correctly predicted events and picture fusion across different 
modes. The recall is represented by Eq.  (17), 

  
    

         
  (17) 

D. F1-Score 

Precision and recall are combined in the F1-Score 
calculation. The F1-Score as shown in Eq. 18) is created using 
precision and recall. 

  
                  

                
  (18) 

E. Sensitivity 

It is a measure of the proportion of correctly foretold true 
positives. Eq. (19) is used to calculate sensitivity as,  

            
    

         
 (19)
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F. Specificity 

The degree gauges identify precisely the true negatives. 
Eq. (20) is used to calculate the specificity value as, 

            
    

         
 (20) 

TABLE II. COMPARISON OF ACCURACY 

Classifier Accuracy 

CNN [10] 86.8 

RNN [11] 97.9 

KNN [14] 98.2 

AlexNet[16] 98.5 

DCNN 99.6 

 

Fig. 5. Comparison of accuracy. 

When compared to the current techniques, the suggested 
technique DCNN obtains a greater level of accuracy. The 
contrast of efficiency between DCNN and other approaches is 
shown in Table II and diagrammed in Fig. 5. 

TABLE III. COMPARISON OF PRECISION AND RECALL 

Methods Precision (%) Recall (%) 

KNN 89.5 89.1 

CNN 96.9 98.5 

GWO 97.9 95 

DCNN 99.9 99 

 

Fig. 6. Comparison of precision and recall. 

Table III demonstrates that the proposed technique of 
combined DCNN achieves higher precision and recall of 
99.9% and 99% when compared to the existing methods. The 
advanced DCNN gives better accuracy than the performance 
evaluated. Here, the achieved accuracy level is 99 using the 
DCNN model. Fig. 6 illustrates the precision and recall 
between DCNN and other methods. The model's balanced and 
trustworthy performance is further supported by the F-score 
which takes precision and recall into account. These findings 
support the suggested model's exceptional qualities, including 
precision, recall, precision, F-score, sensitivity, and 
specificity, which make it a trustworthy and efficient option 
for the task at issue. 

TABLE IV. SENSITIVITY AND SPECIFICITY FOR PROPOSED METHOD 

Proposed Model 

Sensitivity 98.14 

Specificity 96.68 

 
Fig. 7. Comparison of specificity and sensitivity. 

Fig. 7 and Table IV represents the model's specificity 
score of 98.14% shows that there is little chance of making 
false positives for negative predictions, while its sensitivity 
score of 96.68% emphasizes how well the model can 
recognize positive circumstances. 

The accuracy of the convolutional neural network used for 
both the training and testing stages is 99.4% and 97.5%, 
respectively, according to Table V. When DCNN is utilized, 
the accuracy of the testing and training processes increases to 
99.9% and 99.4%, respectively.  Fig. 8 shows an evaluation of 
performance. 

TABLE V. PERFORMANCE EVALUATION 

 CNN ABO-CNN 

Training 98.1 99.9 

Testing 97.5 99.4 
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Fig. 8. Performance evaluation. 

Table VI and Fig. 9 presents a comparison of medical 
image fusion techniques based on three evaluation metrics: 
Gradient-based quality, Information ratio, and Mutual 
information. Each metric is accompanied by corresponding 
percentages representing the performance of the techniques in 
relation to that metric. The Gradient-based quality metric is 
evaluated at 89%, 45.5%, and 67.7% for RMSE, indicating the 
percentage of quality achieved by the fusion techniques in 
terms of gradient-based measures. Similarly, the PSNR metric 
indicates a performance of 54%, 40%, and 79% for the 
techniques, representing the Peak Signal-to-Noise Ratio 
achieved by the fusion results. Lastly, the ASR metric is 
reported at 45%, 39.5%, and 59%, representing the Accuracy 
Success Rate of the fusion techniques. This table allows for a 
comparative analysis of different medical image fusion 
methods based on multiple evaluation metrics, providing 
insights into their respective performance levels across various 
quality measures. 

TABLE VI. MEDICAL IMAGE FUSION COMPARISON 

 
Gradient-based 

quality 

Information 

ratio 

Mutual 

information 

RMSE 89% 45.5% 67.7% 

PSNR 54% 40% 79% 

ASR 45% 39.5% 59% 

 

Fig. 9. Medical image fusion comparison. 

TABLE VII. COMPARISON OF PROCESSING TIME 

Methods Processing Time 

KNN 11.05 

CNN 14.58 

GWO 12.86 

DCNN 6.15 

 

Fig. 10. Evaluation Comparison of processing time. 

Table VII and Fig. 10 presents a comparison of processing 
times for different methods, namely KNN, CNN, GWO, and 
DCNN. The Processing Time column indicates the time taken 
by each method for a specific task or process. From the table, 
it can be observed that KNN takes 11.05 units of time, CNN 
takes 14.58 units, GWO takes 12.86 units, and DCNN takes 
6.15 units. These values reflect the computational efficiency 
or speed of each method, with a lower processing time 
indicating faster execution. The table provides insights into 
the relative performance of these methods in terms of 
processing time, which can be valuable for selecting an 
appropriate method based on time constraints or efficiency 
requirements. 

G. ROC Curve 

Fig. 11 represents the ROC Curve of the proposed system. 
The proposed DCNN has the higher rate when compared to 
the existing methods. The ROC curve is a graphical 
representation of the performance of a binary classification 
system as its discrimination threshold is varied. However, the 
ROC curve is not directly applicable to evaluate multi-modal 
image fusion, as it is typically used for evaluating 
classification models. 

H. Accuracy and Loss for Training and Validation 

Fig. 12 represents the accuracy of a multi-modal image 
fusion model refers to how well it can effectively integrate and 
preserve relevant information from the input images while 
suppressing noise, artifacts, and inconsistencies. 
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Fig. 11. ROC curve. 

 

Fig. 12. Model accuracy for training and validation. 

 

Fig. 13. Model loss for training and validation. 

Fig. 13 represents the reduction in the quality or fidelity of 
the fused image compared to the original input images. It 
indicates the extent to which the fusion process fails to 
preserve relevant information, introduces artifacts or 
inconsistencies, or degrades the overall visual quality. 

VI. DISCUSSION 

Existing techniques frequently concentrate on certain 
aspects of image fusion, such as feature extraction, detail 
preservation, or computational effectiveness, but there are no 
complete solutions that handle all elements of quality, such as 
contrast augmentation, edge preservation, and overall visual 
fidelity. The performance of fusion approaches across diverse 
modalities, clinical applications, and data quantities cannot be 
fully evaluated due to the lack of defined assessment 
parameters. It is still difficult to get timely collections of 
multi-modal data and trustworthy annotations, hence the 
problem of ground truth annotation for quality evaluation in 
medical image fusion persists [28]. Utilizing the strengths of 
deep convolutional neural networks (DCNN) and non-
negative matrix factorization (NMF), the study described here 
presents a unique method for fusing multi-modal medical 
images. Using DCNN, the approach successfully extracts 
complex features from a variety of data modalities, improving 
the capacity to identify distinctive qualities. Applying NMF 
next reveals the fused image's underlying structure. Through 
detailed examination utilizing quantitative measures, it is 
proven that the approach exhibits excellent performance in 
terms of accuracy, precision, recall, F1-score, sensitivity, and 
specificity when compared to existing strategies. Notably, as 
seen in sensitivity and specificity ratings, the method's 
balanced performance is highlighted by its capacity to 
successfully control false positives and negatives. The 
method's computational efficiency and fusion quality are 
further supported by a comparison to other fusion methods in 
terms of processing time and several assessment criteria. 
Although its use may be restricted to classification evaluation, 
the ROC curve emphasizes its advantages over competing 
methodologies. All of these findings demonstrate the 
important contribution of the suggested method, which 
provides a solid and trustworthy method for combining 
multimodal medical images. This method has the potential to 
be used in a variety of fields, such as mapping and medical 
imaging, where precision and integrated data are crucial. 

VII. CONCLUSION 

The application of ensemble learning combined with 
DCNN for multi-modal medical image fusion holds 
significant potential in the field of medical imaging. This 
approach offers a powerful and effective solution for 
combining complementary information from multiple imaging 
modalities to enhance diagnostic accuracy, improve image 
quality, and aid in clinical decision-making. By leveraging the 
strengths of ensemble learning techniques, such as bagging, 
boosting, or stacking, along with deep CNN architectures, 
researchers have been able to achieve superior performance in 
multi-modal medical image fusion tasks. The ensemble 
learning approach allows for the integration of diverse models, 
each trained on a specific modality, to capture and exploit the 
unique features and characteristics of different imaging 
techniques. Deep CNNs, with their ability to automatically 
learn hierarchical representations from raw data, have 
demonstrated remarkable success in various image analysis 
tasks. They provide a suitable framework for effectively 
extracting relevant features from multi-modal medical images 
and fusing them to generate a fused image that preserves 
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crucial information from each modality. The ensemble 
learning approach for multi-modal medical image fusion using 
deep CNNs offers several advantages. It can mitigate the 
limitations of individual modalities, such as noise, artifacts, or 
incomplete information, by combining them intelligently. The 
fused images obtained through this approach provide a more 
comprehensive and informative representation, aiding 
radiologists and clinicians in accurate diagnosis, treatment 
planning, and monitoring of patients. However, despite the 
promising results, there are still challenges and opportunities 
for future research in this field. The selection of appropriate 
ensemble learning techniques, optimization strategies, and 
network architectures for specific medical imaging tasks 
requires careful consideration. Additionally, the availability of 
large-scale annotated datasets and computational resources is 
crucial to train and validate these complex models effectively. 
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Abstract—Breast cancer (BC) is one of the most prevailing 

and life-threatening types of cancer impacting women worldwide. 

Early detection and accurate diagnosis are crucial for effective 

treatment and improved patient outcomes. Deep learning 

techniques have shown remarkable promise in medical image 

analysis tasks, particularly segmentation. This research leverages 

the Breast Ultrasound Images BUSI dataset to develop two 

variations of a segmentation model using the Attention U-Net 

architecture. In this study, we trained the Attention3 U-Net and 

the Attention4 U-net on the BUSI dataset, consisting of normal, 

benign, and malignant breast lesions. We evaluated the model's 

performance based on standard segmentation metrics such as the 

Dice coefficient and Intersection over Union (IoU). The results 

demonstrate the effectiveness of the Attention U-Net in 

accurately segmenting breast lesions, with high overall 

performance, indicating agreement between predicted and 

ground truth masks. The successful application of the Attention 

U-Net to the BUSI dataset holds promise for improving breast 

cancer diagnosis and treatment. It highlights the potential of 

deep learning in medical image analysis, paving the way for more 

efficient and reliable diagnostic tools in breast cancer 

management. 

Keywords—Breast cancer; deep learning; segmentation; 

attention U-Net 

I. INTRODUCTION 

Breast cancer is a widespread global health issue affecting 
millions of women worldwide [1]. Despite significant 
advancements in cancer research and treatment, breast cancer 
remains one of the leading causes of cancer-related deaths 
among women [2]. Early detection of breast cancer is crucial 
for improving survival rates and providing targeted therapies 
[3]. Medical imaging techniques have revolutionized breast 
cancer diagnosis by enabling non-invasive visualization of 
breast tissue and aiding clinicians in making informed 
treatment decisions [4]. 

Mammography has long been considered the gold standard 
for breast cancer screening due to its ability to detect early 
abnormalities and identify potentially cancerous lesions [5]. 
However, mammography may be less effective in women with 
dense breast tissue, as the overlapping dense tissue can obscure 
small masses and result in false-negative findings [6]. This 
limitation highlights the need for complementary imaging 
modalities that can provide additional information for accurate 
diagnosis and evaluation. 

Ultrasound has emerged as a valuable imaging tool in 
breast cancer diagnosis, especially for women with dense 
breasts [6]. Utilizing sound waves to create real-time images of 
breast tissue, ultrasound is particularly useful for further 
evaluating suspicious findings detected by mammography. It 
can distinguish between solid masses and fluid-filled cysts, 
providing important information about the nature and 
characteristics of breast lesions. Additionally, ultrasound is 
instrumental in guiding biopsies and other interventional 
procedures, enabling targeted and precise tissue sampling [7]. 

In recent years, artificial intelligence (AI) techniques 
powered by machine and deep learning algorithms have shown 
tremendous promise in many medical informatics applications 
[8]–[11]. AI-based approaches, such as machine learning or 
deep learning segmentation and classification, have 
demonstrated high accuracy and efficiency in various medical 
applications [12]–[26]. AI has been successfully used also in 
the field of handwritten recognition natural language 
processing [27]–[31]. Segmentation is a significant task in 
breast cancer diagnosis, as it enables the precise delineation of 
cancerous regions from healthy tissues [32]. Accurate 
segmentation is critical for distinguishing subtle abnormalities 
and reducing the occurrence of false-positive and false-
negative diagnoses [33]. 

This research aims to harness the potential of AI-driven 
deep learning techniques, focusing on the Attention U-Net 
model, for breast cancer segmentation using ultrasound images. 
By leveraging AI technology, this study endeavors to 
contribute to the ongoing efforts in improving breast cancer 
diagnosis and ultimately enhance patient outcomes and 
treatment strategies. Incorporating segmentation into the 
clinical workflow can lead to quicker and more precise 
diagnoses that can ultimately save lives. The proposed 
methodology seeks to develop a robust and accurate 
segmentation model capable of identifying cancerous regions 
with high precision. We explored two variations of the 
Attention U-Net architecture that aims to harness the models' 
capacities in improved breast ultrasound image segmentation. 

The remainder of this paper is structured as follows: 
Section II introduces some relevant related work. Section III 
outlines the materials and methods used in this study. Section 
IV presents the experimental results and offers a 
comprehensive discussion. Lastly, Section V provides the 
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conclusion for this paper and discusses potential avenues for 
future research. 

II. RELATED WORKS 

In the field of breast cancer diagnosis, artificial intelligence, 
expert systems, and convolutional neural networks have been 
employed to enhance the accuracy of segmentation in medical 
imaging. Numerous models and techniques, such as U-Net, 
SegNet, PSPNet, and Attention U-Net, have been proposed and 
utilized to improve the efficacy of breast cancer segmentation 
[34]–[36]. 

By leveraging these advanced segmentation models, 
medical professionals can effectively delineate and identify 
regions of interest within various breast images, leading to 
early detection and precise diagnosis of breast cancer. These 
intelligent segmentation approaches hold tremendous promise 
in improving patient outcomes and streamlining the diagnostic 
process, ultimately contributing to more effective and timely 
treatment decisions for breast cancer patients [37]. 

In [38], a novel approach for breast ultrasound image 
segmentation is proposed, referred to as the Improved U-Net 
MALF model. This model is built upon the U-Net architecture 
but incorporates two key modifications: a residual convolution 
module and an extended residual convolution module. These 
enhancements enable the model to extract more intricate and 
informative features from ultrasound breast tumor images. 
Additionally, the model employs four attention loss functions, 
which further emphasize the tumor region, improving the 
accuracy of segmentation. To assess the performance of the 
Improved U-Net MALF model, it was tested on a dataset 
comprising 100 ultrasound images. The results demonstrated 
outstanding performance, achieving an impressive 92.5% 
accuracy for lesion segmentation. This significant advancement 
surpasses the accuracies achieved by conventional methods, 
typically ranging between 80-85%. The findings suggest that 
the Improved U-Net MALF model holds great promise as a 
valuable tool in breast cancer diagnosis and treatment. By 
precisely segmenting breast tumors, the model aids radiologists 
in identifying and characterizing tumors more accurately. Such 
information is crucial in guiding biopsy procedures and making 
informed treatment decisions, ultimately contributing to 
improved patient care and outcomes. 

In [39], authors introduce a novel approach for multi-task 
learning in the context of segmenting and classifying tumors in 
3D automated breast ultrasound images. The proposed method 
leverages a convolutional neural network (CNN) that is trained 
to handle both segmentation and classification tasks. By 
learning relevant features for both objectives, CNN exhibits 
superior performance compared to models solely specialized in 
a single task. The effectiveness of this multi-task learning 
method was thoroughly assessed using a dataset of 3D 
automated breast ultrasound images. The results demonstrated 
remarkable achievements, with a segmentation accuracy of 
91.5% and a classification accuracy of 92.0%. These outcomes 
represent substantial advancements when compared to previous 
approaches, which typically attained segmentation accuracies 
of 80-85% and classification accuracies of 85-90%. The 
authors believe that this multi-task learning method holds great 
promise as a valuable tool for breast cancer diagnosis and 

treatment. The ability to accurately segment and classify 
tumors facilitates the identification and characterization of 
tumors by radiologists. Ultimately, this critical information can 
guide biopsy procedures and aid in making informed treatment 
decisions. 

In [40] authors presents a novel method designed for the 
segmentation of breast tumors in 3D automatic breast 
ultrasound images. The proposed approach is based on a 
sophisticated model called Mask scoring R-CNN, which 
leverages deep learning techniques to effectively detect and 
segment objects within images. Through training on a dataset 
of 3D automatic breast ultrasound images, the Mask scoring R-
CNN demonstrates remarkable performance, achieving a 
segmentation accuracy of 92.5%. According to the authors, the 
Mask scoring R-CNN holds promising potential as a valuable 
tool in breast cancer diagnosis and treatment. Its accurate 
tumor segmentation capabilities aid radiologists in identifying 
and characterizing tumors, enabling them to make informed 
decisions regarding biopsy procedures and treatment strategies. 

The authors in [41], propose a new method for fetal 
ultrasound image segmentation, employing multi-task deep 
learning. The core of this method is a convolutional neural 
network (CNN) that undergoes training to perform two 
essential tasks: segmentation and biometric parameter 
estimation. By learning relevant features for both tasks 
simultaneously, CNN outperforms methods that are solely 
trained for a single task. To assess the effectiveness of the 
proposed method, it was evaluated using a dataset comprising 
100 ultrasound images. The evaluation results demonstrated 
notable achievements, with the proposed method achieving an 
accuracy of 92.5% for segmentation and 90.0% for biometric 
parameter estimation. These promising outcomes signify the 
potential value of the method in advancing fetal ultrasound 
image analysis and facilitating accurate medical evaluations. 

The research in [42] introduces a novel deep-learning 
approach for knee joint ultrasonic image segmentation and 
classification. The method is built on a convolutional neural 
network (CNN) that is proficient in handling two crucial tasks 
simultaneously: segmentation and classification. By acquiring 
relevant features for both tasks, CNN achieves superior 
performance compared to methods specialized in only one task. 
The proposed method underwent evaluation on a dataset 
containing 100 ultrasound images, which yielded compelling 
results. It achieved an impressive accuracy of 92.5% for 
segmentation and 90.0% for classification. The paper 
concludes by emphasizing the bright prospects of deep learning 
in knee joint ultrasonic image segmentation and classification, 
emphasizing its increasing significance in the field's future 
advancements. 

In [43] authors develop a novel approach for deep vein 
thrombosis (DVT) ultrasound image segmentation using Unet-
CNN with a denoising filter. The method involves two steps: 
denoising to remove noise from ultrasound images and 
subsequent segmentation using Unet-CNN to precisely identify 
DVT regions. The proposed method achieves an impressive 
accuracy of 92.5% on a dataset of 100 ultrasound images, 
demonstrating its potential as a promising solution for DVT 
segmentation. However, to ensure robustness, further 
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evaluation of larger datasets is necessary. The study's main 
contributions lie in presenting an effective deep learning 
approach for DVT segmentation and its successful integration 
of denoising with Unet-CNN, enabling accurate identification 
of DVT regions in denoised ultrasound images. 

III. METHODOLOGY 

Breast cancer Ultrasound image segmentation using models 
derived from Attention U-Net CNN in this research uses 
several steps: data preprocessing, model building, 
segmentation using Attetion3 U-Net and Attetion4 U-Net 
architecture, and performance evaluation through metrics 
mainly Loss, accuracy, and Intersection over Union IoU. 

A. Proposed Breast Cancer Segmentation System 

This study uses the BUSI dataset for the segmentation of 
breast lesions. After preprocessing, we split the data into two 
sets, training, and validation, with a respective ratio of 80% 
and 20%. We build two models generated from the Attention 
U-Net. We trained the twoattention U-Net architectures on 
Google Colab using NVIDIA A100 GPU. Then we proceed to 
calculate common evaluation metrics to obtain afterwards a 
benchmarking of the performance of the models. Fig. 1 
presents the flowchart of the proposed system of Ultrasound 
images for breast lesions detection. 

 

Fig. 1. Flowchart of the proposed segmentation system. 

B. Dataset Description and Preprocessing 

The Breast Ultrasound Dataset with Segmentation and 
Image-wise labels (BUSI) is a comprehensive dataset curated 
for breast ultrasound image analysis [44]. It includes a 
collection of breast ultrasound images and corresponding 
ground truth segmentation masks displayed in Fig. 2 acquired 
from 600 women aged between 25 and 75. The dataset contains 
780 images of 500 x 500 pixels’ resolution stored in PNG 
format. Each ultrasound image has a binary segmentation 
mask, where the pixels corresponding to breast lesions or 
abnormalities are labeled as foreground, while the rest of the 
image is labeled as background. The images are categorized 
into three classes: normal, benign, and malignant, enabling the 
accurate identification and diagnosis of breast conditions. 

Within this dataset, we uncover insights divided across 
three distinct files: 

 In the file “benign,” 891 images showcased 473 benign 
patients. Accompanying these images are their masks 
that guide our gaze to regions of significance. And 
within this file, 14 images (4, 23, 25, 54, 58, 83, 92, 98, 
100, 163, 173, 181, 315, and 424) emerge with dual 
masks, and image 195 has tree masks. 

 Venturing into the “malignant” territory, we are met 
with 421 images of 210 malignant patients. Images 184 
and 185 bear the masks, while the original images 
remain unavailable. In this file, image number 53 has 
two masks. 

 The “normal” file holds 266 images portraying 133 
individuals without abnormalities and their 
corresponding masks. 

This work leverages this dataset to train and validate our 
Attention U-Net model for breast lesion segmentation. In the 
context of preparing images of the dataset for the segmentation 
task, we concatenated the masks from the same images, deleted 
the mask without the corresponding original images, resized 
the images to 255 x 255, and normalized the pixels to a range 
of [0,1]. Then, we overlayed the segmentation masks on top of 
the original corresponding image, as shown in Fig. 3. 

  
(a)           (b) 

  
(c)     (d) 

  
(e)     (f) 

Fig. 2. Ultrasound images from the BUSI dataset: (a) Malignant image (b) 

Malignant mask (c) Benign image (d) Benign mask (e) Normal image (f) 

Normal mask. 
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(a)    (b) 

 
(c) 

Fig. 3. Ultrasound images and mask combined from the BUSI dataset (a) 

Malignant (b) Benign (c) Normal. 

C. Attention U-Net 

In this paper, we used two models generated from Attention 
U-Net [45] for the segmentation of breast ultrasound images. 
The variated models' architectures take the shape of our resized 
images as input layers. The first variation of the Attention U-
Net model employs a series of tree encoder blocks to extract 
hierarchical features from the input images. Each encoder 
block consists of two 3x3 Convolutional layers with ReLU 
activation and batch normalization, followed by a 2x2 
MaxPooling layer for down-sampling. The rate parameter 
specifies the dropout rate to mitigate overfitting. The model 
uses four attention gates along with four decoder blocks to 
recover the spatial resolution and capture the essential 
information from the encoding layer. Attention gates help the 
model focus on informative regions. The output layer is a 1x1 
Convolutional layer with a sigmoid activation function. It 
outputs a binary segmentation mask indicating the probability 
of each pixel as abnormal or normal. On the other hand, the 
2nd variation of the Attention U-Net model has an additional 
Encoder. The encoding layer further processes the features 
extracted by the last encoder block. Fig. 4 presents the 
Attention U-Net architecture. 

 
Fig. 4. Attention U-Net architecture. 
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D. Evaluation Metrics 

In the context of segmentation, Loss, accuracy, and 
Intersection over Union IoU are commonly used metrics to 
evaluate the performance models. The loss measures how well 
the predicted segmentation masks match the ground truth 
masks during the training process. The model tries to minimize 
the loss function to improve the accuracy of its predictions. We 
used binary cross-entropy BCE. The BCE loss measures the 
dissimilarity between the predicted probability and the true 
binary label for each pixel in the image [46]. Accuracy is a 
metric that measures the overall correctness of the model's 
predictions [47]. For segmentation, it indicates the proportion 
of correctly classified pixels, foreground, and background, in 
the entire image. IoU (Intersection over Union) or Jaccard 
Index calculates the overlap between the predicted 
segmentation mask and the ground truth mask. The IoU is 
calculated as the ratio of the intersection of the two masks to 
their union [48]. Higher IoU values indicate better 
segmentation accuracy and a perfect IoU score is 1, meaning 
the predicted mask perfectly matches the ground truth mask. 

           ( )  (1) 

      (   )     (   )  (2) 

    (   (   ))  ∑               (3) 

BCE (p,q) represents the Binary cross Entropy loss 
between the predicted probability p and the true binary label q. 

With: 

 p referring to the Predicted probability of the pixel 
belonging to the foreground class. It is the output of the 
segmentation model, obtained through the sigmoid 
activation function of the Attention U-Net final layer. 

 q representing True binary label or ground truth for a 
pixel. It takes a value of either 0 or 1, representing the 
background and foreground, respectively. 

The binary cross-entropy (BCE) loss function consists of 
two terms: Term1 which is applied to pixels labeled as 
foreground (where the ground truth label q is 1), and Term 2 
which is applied to pixels labeled as background (where the 
ground truth label q is 0). This loss function is calculated pixel-
wise for each individual pixel in the image. The BCE loss for 
each pixel is then summed across all pixels in the image to 
obtain the overall loss in equation 3 for the entire image. 

IV. RESULTS AND DISCUSSION 

The model is trained using NVIDIA A100 GPU on Google 
Colab. It uses a validation split of 20%, meaning 20% of the 
data is used for validation during training. The training process 
will run for 20 epochs with a batch size of 16 with callbacks 
helps monitor the model's segmentation progress during 
training by showing the original mask, predicted mask, and the 
Grad-CAM heatmap for a randomly selected validation image 
at the end of each training epoch. This visualization can 
provide insights into how the model is performing and the 
areas of focus for segmentation. 

 
(a)      (b)     (c) 

Fig. 5. Training and validation curve for the Attention4 U-Net model (a) Loss curve (b) Accuracy curve (c) IoU curve. 
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(a)      (b)     (c) 

Fig. 6. Training and validation curve for the Attention3 U-Net model (a) Loss curve (b) Accuracy curve (c) IoU curve. 

TABLE I.  PERFORMANCE OF THE ATTENTION3 U-NET AND ATTENTION4 U-NET ON THE BUSI DATASET 

Segmentation Model Training Loss Training Accuracy Training IoU Validation Loss Validation Accuracy Validation IoU 

Attention3 U-Net at  0.1331 0.9487 0.4560 0.0771 0.9788 0.4910 

Attetion4 U-Net 0.1356  0.9508 0.4571  0.0631  0.9854  0.4909 

 
(a)                                                           (b)                                                          (c) 

Fig. 7. Validation results of the Attention4 U-Net (a) actual mask (b) predicted mask (c) grad CAM. 

 

Fig. 8. Validation results of the Attention3 U-Net (a) actual mask (b) predicted mask (c) grad CAM.
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Fig. 5 and Fig. 6 display the training and validation curve 
for the Attention3 U-Net and Attention4 U-Net model, 
respectively. The curves for loss, accuracy and IoU, display a 
slightly better performance in the validation phase than the 
training phase indicating that the model is generalizing well 
and can perform well on unseen data. 

Table I regroups the training and validation results for both 
Attention U-Net models. The results indicate that both models 
achieved high training accuracy of over 94.8% and a low loss 
value of 0.13, implying a good fit in segmenting the target 
regions. However, Attention4 U-Net outperformed Attention3 
U-Net in terms of validation loss and accuracy, achieving 
lower validation loss and higher validation accuracy. Both 
models obtained similar validation IoU scores, indicating their 
comparable ability to accurately delineate the segmented 
regions. Overall, the results suggest that Attention4 U-Net may 
have a slight advantage over Attention3 U-Net in terms of 
validation performance. 

Fig. 7 and Fig. 8 present the validation predicted mask 
alongside the actual mask for both models. After displaying the 
predicted mask after each epoch, we observed that the 
Attention3 U-Net started to detect lesions starting from the 6

th
 

epoch on the other hand the Attention4 U-Net did need more 
data and time to segment lesions efficiently since it didn’t start 
detecting lesions till the 9

th
 epoch. The results also indicate that 

both models are more capable of segmenting regular lesions 
(mostly benign) and find it challenging to segment irregular 
shapes. This could be due to the unbalanced nature of the 
dataset. Indeed, the dataset offer more benign scans than 
malignant which can affect the training [49]. 

Overall, the findings of this study indicate that the accuracy 
of the Attention3 U-Net and Attention4 U-Net models align if 
not exceed the performance of the models invited in related 
work section. Beside segmentation, the BUSI dataset was used 
in [50] for classification task that we intend to exploit in the 
future. 

V. CONCLUSION AND PERSPECTIVES 

This work exploited the Attention U-Net architecture to 
generate two models, Attention3 U-Net and Attention4 U-Net, 
for breast cancer segmentation using the BUSI dataset. The 
models are trained and validated over the hall dataset with a 
ratio of 80:20. The finding of this study suggest that both 
models performed exceptionally well in terms of accuracy and 
loss. The models obtained a moderate IoU value for both 
training and validation. We developed a robust and accurate 
segmentation model capable of identifying cancerous regions 
with high accuracy. However, further validation and testing on 
a broader range of data are necessary before considering their 
integration into a clinical workflow. 

The limited resources and the complexity of deep learning 
architectures are computationally demanding and time-
consuming during training, which made it challenging to 
exploit more architecture and optimization techniques to 
enhance our Attention UNet-based models. In future work, 
other evaluation metrics will be used, mainly Dice score. We 
hope to explore other architecture for breast cancer 
segmentation and classification. Data balancing is another 

technique that can be useful to make the model sensible for 
irregular shape. 
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Abstract—Breast cancer is the most common cancer 

diagnosed in women. In developing countries, controlling this 

scourge is often problematic due to late diagnosis and the lack of 

medical and human resources.  Automation and optimization of 

treatment is then needed to improve patient outcome. The use of 

medical datasets could, according to medical staff and 

pharmacists, assist them in clinical decision-making and would 

allow for better use of resources especially when limited. In our 

paper, a new real dataset was produced by collecting medical and 

personal data from 601 patients with breast cancer at the 

University Hospital Center (UHC) Mohammed VI of Marrakech. 

Data of women diagnosed with breast cancer from January 2018 

at UHC were assessed. Most patients were 24-85 year-old, with 

an average age of 48.84 years. Patient age, performance status 

(PS), cancer stage and subtype, treatment patterns and 

correlations among the different variables were analyzed. The 

created dataset will help to determine the most appropriate 

treatment regimen depending on the individual characteristics of 

patients to allow for better use of limited resources. 

Keywords—Dataset; breast cancer; cancer stage; 

chemotherapeutic regimen; machine learning; prediction 

I. INTRODUCTION 

According to World Health Organization (WHO) [1]: 

 Breast cancer is the most common and deadliest 
malignancy in women. 

 In 2020, around 2.3 million women were diagnosed 
with breast cancer and around 685,000 deaths were 
recorded worldwide due to this malignancy. 

 It may strike pubescent women from all over the world 
at any time, 

 The risk increases with age. 

The frequency of breast cancer continues to increase [2]. 

The exact causes of breast cancer are unknown. They are 
complex, multifactorial and depend on personal characteristics 
[3]. The study [4] reported that environmental factors are most 
likely the primary reasons behind breast cancer rather than 
genetic factors. According to [5], the causes of breast cancer 
were believed to be either behavioral (e.g. physical inactivity 
and alcohol intake) or non-behavioral (age and genetic factors). 

However, the most common causes of breast cancer were 
found to be: (i) stress and worry, (ii) diet and eating habits, (iii) 
altered immunity, (iv) overwork and, (iv) poor previous 
medical care. Similarly, [3] found that stress and lifestyle-
associated factors (e.g. diet, exercise and weight control) are 
the predominant causal agents of breast cancer. 

Different therapies are used to treat breast cancer. This 
depends on cancer subtype and progression [6]. For example, 
surgery, with either lumpectomy (i.e. removing the tumor) or 
total mastectomy (i.e. removing the whole breast); 
radiotherapy, which includes external radiotherapy (i.e. high 
energy radiations are aimed at the breast tumor) and 
brachytherapy (i.e. a radioactive compound is injected into the 
breast); chemotherapy, through drug administration to prevent 
metastasis or reduce the size of an existing tumor; hormone 
therapy, by using either drugs, radiation or surgery to reduce 
female hormone activity and production; and targeted therapy 
coupled with immunotherapy, in which drugs are used to 
stimulate the immune system [7]. 

In Morocco, breast cancer represents around 35% of all 
cancers diagnosed in women, with the highest incidence rate 
observed in 45-59-year-old women [8] [9]. Like many other 
developing countries, breast cancer represents a major health 
concern in Morocco [10]. This is due not only to the lack of 
early diagnosis of this cancer, particularly in the countryside, 
but also to the lack of well-established treatment options for 
patients depending on their personal, metabolic and medical 
profiles. On the other hand, the acquisition of anticancer drugs 
is a serious problem for developing countries. Indeed, the cost 
of anticancer drugs used in different therapeutic regimes is 
extremely high and continues to rise [11]. Taking this into 
account along with the fact that not all Moroccan citizens and 
cancer treatments are covered by health insurance, and the lack 
of human and medical resources make it necessary to carefully 
manage finite resources and to optimize cancer treatment for 
each patient. 

Today, developing countries are facing the challenge of 
improving patient outcomes and survival with limited access to 
advanced medical care [12]. Most of these countries can only 
provide conventional chemotherapeutic agents to their citizens 
[13]. Indeed, targeted therapies such as cyclin-dependent 
kinase inhibitors, anti-human epidermal growth factor receptor 
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2 (anti-HER2), tyrosine kinase inhibitors and bifunctional 
monoclonal antibodies (i.e. antibody–drug conjugates) are 
available in limited quantities and not covered by health 
insurance [14] [15]. Along this line, determining the optimal 
therapy depending on each patient specific characteristics 
would improve patient outcomes and satisfaction even when 
resources are limited [16]. In such context, the use of medical 
datasets would be of great interest to implement a convenient 
decision-making program to help physicians in identifying the 
most appropriate therapy for a particular patient, depending on 
her personal characteristics and hospital data. 

In many fields, the use of datasets contributed to develop 
effective solutions for problematic situations. There are 
different types of datasets that can be deployed. For example, 
online datasets, generally created by experts, public or private 
organizations and that are accessible (for free or upon 
payment) on their websites; machine-generated datasets to help 
users to solve specific problems or to retrieve specific data; and 
datasets related to a specific profession or organization, and 
that contain contextual data based on their history. Over the 
years, the latter type of datasets has been used in various fields 
to analyze actual data and obtain valuable knowledge to handle 
particular situations. In the medical and health-care field, 
clinical-administrative datasets would allow for capitalization, 
management and retrieval of relevant information [17]. 

The objective of this work is to create and analyze a real 
dataset on the clinical and personal characteristics (e.g. patient 
age, cancer stage at diagnosis, cancer subtype) of 601 patients 
with breast cancer and hospitalized, and to identify the 
different chemotherapeutic regimens used. The findings of this 
study would help to: (i) define the most appropriate breast 
cancer treatment depending on the individual characteristics of 
patients; (ii) address the specific needs of each patient; (iii) 
facilitate the design of personalized treatment for breast cancer 
patients; (iv) develop a predictive algorithm to forecast the 
stock of chemotherapeutic molecules; and (v) better use the 
limited resources. The key is to have a database that can be 
used to realize these ideas. To the best of our knowledge the 
created dataset and this study has not been proposed before. 

II. MATERIALS AND METHODS 

A. Study Context and Sampling 

In Morocco, the health care system consists of three 
different sectors: private non-profit, private for-profit (i.e. 
private clinics) and public sectors (i.e. government hospitals). 
Within the public sector, University Hospital Centers (UHCs) 
are the best-equipped facilities in terms of bed capacity and 
medical equipment. They include several medical disciplines 
and are involved in medical training and research. Thus, many 
Moroccan patients tend to go to UHCs for diagnosis and 
treatment. Based on the above, Mohammed VI UHC was 
chosen to perform the following investigation. The study was 
conducted from 2018, and included all the patients that were 
admitted to the Oncology and Hematology Center (OHC) of 
Mohammed VI UHC for breast cancer chemotherapy. 

B. Data Collection 

The data collection procedure is summarized in Fig. 1. 
Patients admitted to the OHC were categorized according to 

cancer type. Only breast cancer patients to whom 
chemotherapy was recommended were included in this study. 
Cancer stage was not an inclusion/exclusion criterium. 
However, patients who did not receive previous adjuvant or 
palliative chemotherapy were not included. Based on the 
European Society for Medical Oncology (ESMO) clinical 
practice guidelines for breast cancer treatment [18], the 
National Comprehensive Cancer Network (NCCN) guidelines 
[19], and at the medical oncologist's discretion, patients with 
the following criteria were not included: 

 Early-stage luminal A breast cancer that has not spread 
to lymph nodes or affected 1-3 axillary nodes, with low 
clinical risk of recurrence, including tumor size and 
histological grade. 

 Node negative pT1a, triple-negative breast cancers < 
5mm in diameter. 

 Node negative pT1b, HER2-positive or triple negative 
breast cancers. 

 Patients with hormone receptors positive, HER2-
negative and metastatic breast cancer who received 
endocrine therapy alone during the inclusion period. 

 

 
Fig. 1. Flow scheme of the study. 

Data were recorded for patient demographics, breast 
cancer-related information including clinical and 
histopathological features, treatment options for patients and 
determinant factors that may affect or facilitate the decision-
making process on whether or not to start a chemotherapy 
regimen, regardless if it is in the neoadjuvant, adjuvant or 
palliative setting. For each patient, therapy details were 
collected (i.e. schedule, number of cycles and the chemical 
dose administered). The performance status (PS) of each 
patient was evaluated and noted from 0 to 3 according to the 
Eastern Cooperative Oncology Group (ECOG) scale, with 0 
being fully functional patient and 3 refers to bedridden patients. 
Tumor staging was assessed and classified according the 
American Joint Committee on Cancer (AJCC) classification 
system. 

C. Data Analysis 

Several languages including Python Program Language 
(PPL) were used to analyze, mine and synthetize the dataset. 
Statistical Analysis System (SAS) was used to generate 
correlation coefficients among variables and conduct a 
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principal component analysis (PCA) on the collected data. 
Prior to SAS analysis, all qualitative variables were converted 
into quantitative variables. Matplotlib and Seaborn were used 
for data visualization. 

D. Ethical Considerations 

Data were provided by the management of the OHC of 
Mohammed VI UHC following the approval of the head of the 
Medical Oncology Department. During our investigation, the 
identity of patients was never revealed. 

III. RESULTS 

From January, a total of 739 breast cancer patients were 
admitted to the OHC of Mohammed VI UHC. This accounted 
for 25% of the total new cancer cases. Based on the inclusion 
criteria, 601 patients were selected for assessment. The mean 
age of the patients was 48.84 years (standard deviation, 11.12; 
median, 48.74 years; range, 24-85 years). At the time of 
diagnosis, 240 patients were premenopausal, which accounted 
for 39.93% of the total patients. Analysis of the data showed 
that most patients (57.40 %) were diagnosed in locally 
advanced stage or disseminated stages of disease and thus 
required systemic chemotherapy as the mainstay of treatment. 
All patients had a PS score of 0 or 1 on the ECOG scale. 
Patients with such scores are able to withstand chemotherapy. 
Indeed, clinical use of chemotherapy should be restricted to 
medically fit patients with the best PS scores and able to 
tolerate aggressive therapeutic regimens. 

Based on our analysis, four main subtype profiles were 
found: hormone receptor positive and HER2 negative (54.47 
%, n = 329), hormone receptor positive or negative and HER2 
positive (25.29%, n = 152), and triple negative (TNBC) (19.80 
%, n = 119). Pathologic complete response (pCR) was 
achieved in 23 patients (3.82%). All the patients included in the 
dataset received chemotherapy in either the adjuvant setting 
(67.22 %, n = 404), neo-adjuvant setting (18.63%, n= 112), 
adjuvant/post-neoadjuvant setting (1.99 %, n= 12) or in 
palliative intent (11.64 %, n = 70) (Fig. 2). 

 
Fig. 2. Therapeutic strategy according to the prescribed treatments. 

The distribution of patients according to their age was 
normal (Fig. 3). 

 
Fig. 3. Distribution of the variable age. 

The distribution of patient age as a function of treatment 
regimen was also normal (Fig. 4). Sequential anthracycline and 
taxane-based regimen was the most prescribed therapy of 
curative intent (Fig. 4). Based on our findings, patient age 
appears to be a determinant factor for therapeutic decisions. 
Overall, the median number of pre- and postoperative 
chemotherapy cycles was 6, with a range of 4-8. 

 
Fig. 4. Prescribed treatments according to patient age. 

The subset of patients as defined by the AJCC was as 
follows:  stage I (7.32 %, n = 44), stage IIA (18.30 %, n = 110), 
stage IIB (13.31 %, n = 80), stage IIIA (22.96 %, n = 138), 
stage IIIB (11.98 %, n = 72), stage IIIC (10.65 %, n = 64), and 
stage IV (11.81 %, n = 71). On the other hand, the cancer 
development stage of 22 patients (3.66%) could not be 
classified according to the AJCC criteria due to diagnostic 
failure or lack of information. As expected, the subtype 
classification of breast cancer was not correlated with 
anatomical prognostic factors, but can predict the tumor 
biological behavior. 

The prescribed treatments for patients with first-line stage 
IV breast cancer were as follows: AC 60 was prescribed for 12 
patients (17.14 %); Paclitaxel, Trastuzumab and Pertuzumab 
were prescribed for 11 patients (15.71 %); Paclitaxel, 
Pertuzumab and weekly Trastuzumab were prescribed for 9 
patients (12.86 %); Paclitaxel and weekly-Bevacizumab were 
prescribed for 8 patients (11.43 %); EC100 was prescribed for 
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7 patients (10 %); Paclitaxel was prescribed for 7 patients 
(10%); Carboplatine and Gemcitabine were prescribed for 6 
patients (8.57 %); Doceraxel, Trastuzumab and Pertuzumab 
were prescribed for 6 patients (8.57%); and Capecitabine was 
prescribed for 4 patients (5.71 %) (Fig. 2). 

Fig. 5 shows the results of correlation among the different 
variables. According to practicing physicians, the variables 
presented in Fig. 5 are the most important ones for treatment 
prescription. 

 

Fig. 5. Principal component analysis of causal attributions of breast cancer. 

The correlation circle (Fig. 6) shows the distance between 
variables. Based on Fig. 5 and 6, it could be concluded that 
maintenance, therapeutic strategy, metastatic sites, cM and 
cT/pT were the main variables positively correlated with 
component 1 while HER2 and therapy adjuvant anti-HER2 
were the main variables positively correlated with component 
2. On the other hand, classification was the main variable 
negatively correlated with component 2. The findings of this 
study would be very useful in developing a machine learning 
model for the prediction of breast cancer treatment under 
Moroccan circumstances. 

 

Fig. 6. Correlation circle of causal attributions of breast cancer. 

IV. DISCUSSION 

Breast cancer is one of the most common cancers 
diagnosed in women. This disease causes a devastatingly high 
number of deaths every year [20]. In developing countries, 
controlling breast cancer is more problematic due to the lack of 
medical and human resources [21]. Furthermore, patients in 
developing countries have limited access to early diagnosis and 
to modern diagnostic tools [22]. In such circumstances, 
developing treatment prediction strategies could substantially 
contribute to save thousands of lives each year, especially 
when the tumor is detected in an advanced stage. The present 
study was conducted to analyze personal and medical data of 
breast cancer patients in Morocco. This would help to develop 
a predictive algorithm to determine the most appropriate 
treatment for patients, to better use the limited resources and to 
accurately estimate hospital needs. 

In recent years, the use of datasets to assist in the decision 
making process has known a great success. This was observed 
in different fields including the medical one (e.g. [23], [24], 
[25]). Indeed, in the medical and health-care field, datasets are 
increasingly involved in planning and managing limited 
resources and to assist the decision-making process. According 
to [26], medical datasets are highly relevant for cancer research 
and clinical application. Medical datasets are composed of 
records collected during the clinical care process, and generally 
include individual records of patients, medical diagnoses, drug 
prescription and treatments [27]. In Morocco, the use of 
datasets to manage resources and take decisions is still in its 
infancy. Collecting, analyzing and processing breast cancer 
patient data would help in better utilizing the limited human 
and medical resources, and could improve the decision-making 
process depending on personal and medical records of patients. 

The findings of this investigation showed that most breast 
cancer patients admitted to Mohamed VI UHC were 24-85-
year-old, with a mean age of 48.84 years. Population-based 
data (271,173 patients) from Surveillance, Epidemiology, and 
End Results (SEER) cancer registries showed that more than 
94% of breast cancer patients registered in 18 different USA 
cities/states and diagnosed between 2010 and 2015 were over 
40 years old, with a mean age of 60 years [28]. Similarly, [25] 
found that among 235,368 French patients diagnosed with 
early breast cancer between 2011 and 2017 (identified by the 
Oncology Data Platform -(ODP) of the French National Cancer 
Institute (INCa)), 95% were 40 years old or above at the time 
of diagnosis. [29] used the Queensland Cancer Registry and 
found that among 3,079 women diagnosed with breast cancer 
in Queensland (Australia) between July 1st 2011 and June 30th 
2012, 87.9% were older than 45 years. Based on our findings 
and the above-mentioned reports from the literature, it could be 
assumed that most women diagnosed with breast cancer are 
over 40 years of age. Up to date, the mechanisms underlying 
the relationship between age and breast cancer incidence 
remains unclear [30]. Indeed, the factors that induce breast 
cancer are complex, multiple and vary depending on the 
disease subtype [31][32]. According to many studies, age is not 
a determining factor that influences the incidence of breast 
cancer [33]. On the other hand, other studies indicated that in 
young patients, the pathophysiology of breast cancer is 
attributed to pathways linked to phosphoinositide 3-kinase, 
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immature mammary epithelial cells, growth factor signaling 
and mitogen activated protein kinase [34]. These diverging 
interpretations underline that research findings are not 
sufficiently conclusive regarding the likely effect of age on 
breast cancer incidence. 

The findings of the present study showed that most women 
(45.59 %) had stage III breast cancer (based on the AJCC 
system), which is considered as locally advanced stage. Indeed, 
stage III is the stage where the tumor size is larger than 5 cm 
with involved lymph nodes [35]. In developing countries, most 
patients are diagnosed at advanced stages, which results in 
poor response to treatment. Examples from the literature 
showed that in developed countries most breast cancer cases 
are diagnosed at earlier stage. For example, [36] found that 
stage I tumors were the most common among 7,458 patients 
diagnosed at Asan Medical Center (Seloul, Korea) between 
January 1999 and December 2008. The researcher in [37] used 
data from 18 cancer registries (18 US cities/states) of the SEER 
program to determine the stage of breast cancer in 14,379 
young women between 2010 and 2014. They found that most 
patients had tumors at stages I and II (28.2% and 45.2%, 
respectively), while only 19.0% had stage III breast cancer at 
diagnosis. The study [38] reported that among 1,703 breast 
cancer women diagnosed at the McGill University Health 
Centre (Montreal, Canada) between January 2010 and 
December 2013, the majority had stage I cancer. Stage I breast 
cancer is the stage where the tumor size is no more than 2 cm, 
with no involved axillary lymph nodes and without metastatic 
disease [39]. The fact that in Morocco most breast cancer 
patients are diagnosed at stage III raises the concern of late 
diagnosis, which would affect the efficiency of treatments and 
recovery rates. Taking this into account along with the limited 
resources in developing countries, developing efficient 
methods to determine the most effective treatment for each 
patient seems crucial. 

Our findings showed that 11.81% of patients had a stage IV 
tumor. Stage IV cancer is that when the tumor has spread to 
other organs of the body (i.e. distant metastatic disease) [39]. 
Data from Mohamed VI UHC revealed that at this stage, nine 
different treatments were prescribed, with percentages varying 
from 5.71 to 17.14 %. This large number of treatments with 
close percentages of prescription may reflect the challenge of 
identifying the most effective treatment for stage IV breast 
cancer and highlights the importance of using datasets to 
decide on the most appropriate treatment depending on patient 
characteristics. Our findings also revealed that most patients 
have received systemic chemotherapy as the mainstay of 
treatment. Some currently well-established treatment methods 
that include escalating, de-escalating or omitting cytotoxic 
chemotherapy are not applicable in our context due to limited 
or no access to precision medicine. For example, the currently 
available gene expression signatures used to assess the risk of 
recurrence and the benefit of adjuvant chemotherapy in 
intermediate risk luminal breast cancers are not freely available 
in Morocco. Therefore, physicians rely solely on clinical-
pathological factors, which lead to over-prescription of 
chemotherapy. Correlations among the variables included in 
the dataset confirm the fact that the treatment regimen depends 

mainly on cancer stage, which relies on clinical-pathological 
features. 

Our study showed that the most prescribed treatment was 
the combination of Paclitaxel, Trastuzumab and Pertuzumab. 
Paclitaxel is a natural anticancer agent widely used to treat 
cancer patients due to its particular mechanism of action and 
successful outcomes [40]. Trastuzumab is a monoclonal 
antibody generally used to treat some HER2-positive tumors 
such as metastatic gastric cancer and breast cancer [41] 
[42][43]. This agent is known for its high cost, and in many 
countries it is not covered by health insurance. Consequently, 
in many countries patients cannot afford it [41]. Regarding 
Pertuzumab, it is an HER dimerization inhibitor and a major 
drug used to treat early and HER2-positive metastatic breast 
cancers [44][45]. The research [46] examined data from the 
Ontario Cancer Registry between April 1st 2012 and March 
31st 2016 and found that, among 190 triple-negative breast 
cancer patients at stage IV, 25.3% have underwent surgery, 
72.6% received systemic therapy and 58.9% received 
radiotherapy. They also indicated that the top drug regimens 
include anthracyclines and/or taxanes. On the other hand, these 
authors found that the cost of treatment for stage IV patients 
was four times higher than that of stage I-III patients. Based on 
the National Cancer Dataset (NCDB) data from 2010 to 2015, 
[47] compared the effects of different treatments on stage IV 
breast cancer patients from the US (i.e. 12,838 women who 
lived longer than six months after their diagnosis) and found 
that the most effective treatments were based on the 
combination of either systemic therapy (i.e. chemotherapy, 
endocrine therapy, or both) and surgery, or systemic therapy, 
surgery and radiation as compared to systemic therapy alone. 
These findings from the literature showed that the treatment for 
stage IV breast cancer may vary from systemic therapy, 
radiotherapy, surgery or their combination. In Morocco, while 
only conventional chemotherapeutic agents are either freely 
available or are covered by health insurance, the current 
challenges are to determine the most appropriate treatment for 
each patient and to avoid that demand outweighs supply. The 
use of datasets would considerably help in determining the 
most effective treatment depending on patient characteristics 
and tumor phenotype. 

V. CONCLUSION 

The findings of the present study provided valuable data on 
breast cancer patients in Morocco and the treatment regimens 
used. Similarly to many other developing countries, breast 
cancer is generally diagnosed at an advanced stage (i.e. stage 
III and stage IV) in Morocco. Systemic chemotherapy was 
found to be the mainstay of treatment. Nine different 
treatments were prescribed. The chemotherapeutic regimens 
used reflect the lack of a single standard or optimized 
treatments for patients. Further research could focus on 
evaluating the outcome of the different treatments, and to 
develop a predictive algorithm to determine the most 
appropriate treatment for each patient depending on 
demographic and medical characteristics. This would help to 
rationally use the limited medical and human resources and to 
improve patient outcomes and satisfaction. 
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Abstract—In recent decades, social networks have been 

considered as one of the most important topics in computer 

science and social science. Identifying different communities and 

groups in these networks is very important because this 

information can be useful in analyzing and predicting various 

behaviors and phenomena, including the spread of information 

and social influence. One of the most important challenges in 

social network analysis is identifying communities. A community 

is a collection of people or organizations that are more densely 

connected than other network entities. In this article, a method to 

increase the accuracy, quality, and speed of community detection 

using the Fire Butterfly algorithm is presented, which defines the 

algorithm and fully introduces the parameters used in the 

proposed algorithm and how to implement it. In this method, 

first the social network is converted into a graph and then the 

clustering coefficient is calculated for each node. Also, the 

butterfly algorithm based on the clustering coefficient (CC-BF) 

has been proposed to identify complex social networks. The 

proposed algorithm is new both in terms of generating the initial 

population and in terms of the mutation method, and these 

improve its efficiency and accuracy. This research is inspired by 

the meta-heuristic algorithm of Butterfly Flame based on the 

clustering coefficient to find active nodes in the social network. 

The results have shown that the proposed algorithm has 

improved by 23.6% compared to previous similar works. The 

findings of this research have great value and can be useful for 

researchers in computer science, social network managers, data 

analysts, organizations and companies, and other general public. 

Keywords—Social network; detection of communities; butterfly 

fire algorithm; clustering coefficient 

I. INTRODUCTION 

Today, the Internet and web services are expanding rapidly, 
and at the same time, virtual social networks play an important 
role in people's real lives [1]. In fact, social networks are 
interactive networks that use the Internet as a medium to create 
communication between people [2]. With the rapid increase in 
social network users, high-scale data exploration can provide a 
better and more effective view of the hidden potential of these 
networks [3]. Internet social networks, as the most important 
examples, for the presence of different segments of society and 
the exchange of ideas, thoughts, and needs have changed 
according to social life [4]. A social network is a social 
structure formed by a group of people, organizations, or other 
social entities [5]. This collection is connected by social 
relations such as information exchange, cooperation, 

friendship, kinship, or financial exchanges [6]. Social network 
analysis is an approach used to study the interaction of humans 
and examine the patterns, communication structure, or 
organization of social networks [7]. With the expansion of the 
use of electronic and online communication methods, the 
number of social networks has increased, and the importance 
of extracting communities from these networks in order to 
analyze social networks has become more important [8]. In 
social networks, some nodes are more connected than the 
entire network's nodes, which are called communities. Nodes 
are connected by one or more specific types of dependencies 
[9]. For example, financial exchanges, friendships, kinship, 
business, web links, disease transmission, or airline routes are 
examples of communication. But the resulting structure of 
these networks is often very extensive and complex. Analysis 
of social networks is the mapping and measurement of 
cooperation relationships among individuals, groups, 
organizations, and any entity that has the ability to process 
information and knowledge. Graph theory is usually used to 
display and analyze social networks. The components of graph 
theory are nodes and edges [10]. 

Groups of nodes (or members) connected by one or more 
different kinds of relationships are referred to as social 
networks [11]. In social network analysis, network structure is 
understood as the pattern organization of those nodes and their 
relationships, which helps to explain how these patterns have 
an impact on people's behaviors and attitudes [12]. Different 
communities inside the network are formed by these 
exchanges, links, or connections [13]. Those communities' 
members frequently share certain traits or interests. 
Comprehending and using the network effectively begin with 
comprehending the structure of society [14]. In the literature, 
clustering and community detection are frequently used 
interchangeably. While community detection strategies for 
network analysis and an emphasis on network structure are 
created as a function of connectivity that incorporates social 
interaction, clustering techniques typically concentrate on a 
single strategy, such as using particular traits to group nodes in 
a network [15]. Clustering algorithms, on the other hand, can 
be thought of as a workable substitute for community detection 
techniques, and both of them can be used to solve a variety of 
network analysis problems [16]. Existing paper swarm 
algorithm-based methods have drawbacks, including a slow 
rate of community discovery, among others. With increasing 
fitness value, the detection speed of communities slows down, 
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which could lead to a local optimum and take some time to 
attain a virtually global optimum [17]. A near-global optimum 
is quickly reached when efficiency is decreased, which lowers 
the likelihood of becoming stuck in a local optimum like speed 
detection. If an algorithm has improved speed detection, it may 
be able to reach a near-global optimum more quickly and with 
fewer iterations. In order to detect communities in a network, a 
new solution for the butterfly-fire technique based on the 
clustering coefficient (CC-BF) is proposed in this research. In 
addition to identifying communities in highly populated 
networks, CC-BF discovers cohesive collections of nodes as 
anomalous networks. The primary concept behind CC-BF is 
that it leverages the clustering coefficient, a social network 
analysis indicator, to improve community detection's accuracy, 
quality, and speed. 

Other academics have successfully used strategies similar 
to CC to locate community structures in complex networks. 
Existing studies, however, don't look at the application of the 
clustering coefficient in BF. The clustering coefficient-based 
butterfly-fire algorithm's (CC-BF) essential phases are as 
follows: The speed of community detection using the 
clustering coefficient Modularity-based efficiency assessment. 

To evaluate the quality of the population, the modularity 
criterion has been applied as a fitness function. Prior 
information about the size, quantity, or structure of 
communities is not necessary for the butterfly-fire approach, 
which is based on the clustering coefficient. 
According to experimental findings, CC-BF outperforms 
several other approaches for various networks. The following 
are the paper's contributions: 

 A novel mutation technique that exploits the identified 
community structure to rewire existing connections; 

 Using the clustering coefficient for the speed of 
community detection using the Fire Butterfly algorithm, 
comparing eight cutting-edge methods and evaluating 
the suggested algorithm on 12 different kinds of small 
and large networks. 

The paper is divided into the following sections: The 
related works are included in the second section. The third 
section provides the suggested solution. The evaluation and 
effectiveness of the suggested algorithm are examined in the 
fourth section, along with a comparison to other algorithms of 
a similar nature. Finally, the fifth section presents the 
conclusion. 

II. RELATED WORKS 

In addition to the structural analysis of social networks, 
identifying communities is also used in other issues such as 
customer classification, recommender systems, vertex 
labelling, analysis of network influencers, and information 
dissemination. Due to the complexity of this issue, despite the 
various efforts that have been made in this field in recent years, 
it has not yet been fully resolved, and a satisfactory answer has 
not been provided to solve this issue. Many community 
identification algorithms have been presented for analyzing 
social networks. Identifying communities can be considered an 
optimization problem; from this point of view, several methods 

based on the maximization of the famous modularity criterion 
have been presented for identifying communities [18]. Among 
the famous methods in this field, we can mention Newman's 
greedy algorithm (FN) [19]. In this method, conjunctive 
hierarchical clustering is used, in which groups of nodes 
successfully form larger communities if and only if the 
modularity value increases after this integration. After that, 
Klast and his colleagues presented the CNM method [20, 34] 
and showed that by using a complex data structure, they were 
able to reduce the computational burden of modularity in 
Newman's algorithm, making it usable for large networks. 
Shang and his colleagues also presented an improved genetic 
algorithm called MIGA to obtain maximum modularity [21]. 
Fortunato and his colleagues showed in [22, 33] that this 
method also has limitations apart from modularity. One of the 
most important limitations of modularity in this field is the 
limitation of separability. The problem of separability has a 
great impact on practical problems in the real world. Because 
of such issues, communities have different sizes, and this 
problem causes many small communities not to be recognized. 
Two solutions have been proposed to overcome the limitation 
of separability: First, other quality metrics were proposed in 
addition to modularity to be identified at different scales of 
society. For example, in a paper [23], a criterion called 
significance was used instead of modularity as the objective 
function in the Levin method, and it produced better results 
than using modularity. Pizzoti also introduced a standard called 
"community rank" [24] to guarantee the high density of 
communication within communities and the low density of 
communication between communities. The second solution to 
this problem is to formulate community identification as a 
multi-objective optimization problem. Pizzotti in [25] tries to 
obtain suitable communities  using the NSGA-II evolutionary 
algorithm and two objective functions of community merit and 
rank. Gang and his colleagues presented the MOEA/D-Net 
algorithm [26], which tries to optimize two objective functions 
against each other. In [27], the CLAnet method is also 
presented, which uses learning automata to maximize 
modularity along with a local limiter. Wasserman and his 
colleagues [28, 32], as the pioneers of social network analysis, 
have cited "social" for social networks, which can be defined 
as a system of social relations described by a set of actors and 
their social connections. Usually, a social network can be 
shown in the form of a graph, which has a set of vertices 
(nodes) and edges (connections) so that vertices are considered 
as actors within the network and edges are considered as 
relationships between these actors. In its simplest form, a social 
network is a mapping of all the relevant edges between the 
studied vertices. Here are the gaps identified in previous 
studies and the suitability of the proposed algorithm for certain 
types of data: 

1) Gaps in previous studies: Lack of Clustering 

Coefficient in Butterfly-Fire Algorithm (BF): The text 

mentions that existing studies have successfully used 

strategies similar to the proposed Clustering Coefficient-based 

Butterfly-Fire algorithm (CC-BF) for community detection. 

However, it notes that previous studies haven't explored the 

application of the clustering coefficient in the Butterfly-fire 

algorithm. This suggests a gap in the literature where the 
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combination of the clustering coefficient and the BF algorithm 

hasn't been extensively investigated. 

Community Detection Speed: The text highlights that 
existing swarm algorithm-based methods for community 
detection have limitations, including a slow rate of community 
discovery. This issue could lead to suboptimal results. The 
proposed CC-BF algorithm aims to address this gap by 
improving the speed of community detection. This suggests a 
need for faster and more efficient community detection 
algorithms in the existing literature. 

2) Suitability for data types: The text doesn't explicitly 

mention the types of data for which the proposed CC-BF 

algorithm is more suitable. However, it does mention that CC-

BF is evaluated on "12 different kinds of small and large 

networks." This suggests that the algorithm is designed to be 

versatile and applicable to a variety of network data types. 

In summary, the gaps in previous studies revolve around 
the lack of exploration of the clustering coefficient in the 
context of the Butterfly-Fire algorithm and the need for faster 
community detection methods. The proposed CC-BF algorithm 
appears to be designed to address these gaps and is tested on 
various types of network data. 

Table I shows the classification of existing studies into 
orderly works based on applied community detection or 
clustering methods. 

TABLE I.  CLASSIFICATION OF CASE STUDIES BASED ON COMMUNITY DETECTION METHODS OR FUNCTIONAL CLUSTERING 

Ref. Comments No. of nodes (n) ID 
No. of 

studies 
Tool for clustering or detecting communities 

[16] 
used to make a comparison in 

(S27, S45) 
more than 5000 S27, s28,s45,s51 4 A rapid method for modularity 

[18] 
used to make a comparison in 
(S13) 

2000 S,10, S13, S18 3 MapInfo algorithm 

[19] used as a comparative tool more than 3500 S32, S36 2 Algorithm for maximizing expectations 

[23] used as a comparative tool more than 6000 
S16, S24, S29, S41, 

S47 
5 Community detection algorithm for binary graphs 

[24] newly suggested method 1500 S03 1 Algorithm for eigenvector label propagation 

[29] newly suggested method more than 5000 S40, S46, S49, S53 4 
Spectral clustering-based technique for left-to-right 

oscillation 

[30] newly suggested method 5000 S34, S45 2 
Algorithm for evaluation and identification in the 
community 

[31] newly suggested method more than 4000 S22, S05 2 Eigenvector algorithm in front 

III. SUGGESTED METHOD 

The most important problem in identifying communities in 
social networks can be considered the speed and accuracy of 
identifying communities in networks, as well as the new 
identification methods, which, in addition to speed and 
accuracy, should be able to act in a way to reduce the 
possibility of the influence of noise on the misidentification of 
communities. Minimize, and with the least knowledge of the 
structure of networks and the number and size of associations 
in the network, the best number and size should be selected and 
identified in an excellent way. Fig. 1 shows the general design 
of the proposed algorithm, which is used to detect and identify 
active nodes in social networks. In this algorithm to detect 
active nodes in social networks, attention has been paid to 
different parts of it, which have been examined in the 
following: 

A. Initialization 

In this algorithm, it is assumed that butterflies are candidate 
neighbors, and the variables of the problem are the locations of 
the bodies in the neighborhood. Therefore, butterflies can 
move in a one-dimensional, two-dimensional, or multi-
dimensional dimension. Since the flame-propeller optimization 
algorithm is a population-based algorithm, the set of propellers 
is a matrix of ordered n×d. In this method, in the initialization 
stage, a random solution is generated for each moth butterfly 
(k=1, 2,..., B), where B represents the number of butterflies. 
The active node is represented by an array of length n, where 

the number stored in the i index of the array shows the ID of 
the candidate active node that executes the task Ti. Taking into 
account that the butterfly will be created in the initialization 
step B, the initial population of solutions will be a B×n matrix. 

  [

         

   
         

] (1) 

After initialization, the function P is executed iteratively 
until the function T is correct. The P function is the main 
function that moves around the search space. As mentioned 
above, the inspiration for this algorithm is transverse 
orientation. In order to mathematically model this behavior, the 
position of each bullet with respect to the flame is updated 
using the following equation. 

            (2) 

   represents the jth flame,    represents the ith butterfly, 

and s is the spiral function for the butterfly-fire algorithm. 

 (     )                     (3) 

In this regard,    refers to the distance of the i-th propeller 
from the j-th flame. b is a fixed number to determine the shape 
of the logarithmic spiral, and t is a random number in [-1,1], 
where    is obtained from Eq. (3). 

   |     | (4) 
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Considering the above, the pseudocode of the proposed 
method is presented in Fig. 2. 

In the general butterfly-fire method, all newly generated 
butterflies are accepted and kept in the next generation, while a 
greedy strategy is used to accept butterflies that have a good fit 
in our algorithm. This greedy strategy can be as follows: 

      
    {

  
               |    

         
  

  
                    |        

 (5) 

In this regard,       
    newly produced butterfly for the next 

generation. and     
              

   are the fitness level of 

butterflies   
   and   

   , respectively. 

The structure of propellers in the M-dimensional space of 
features is shown in Fig. 3. To search in the butterfly-fire 
algorithm space, the features are coded as butterflies in Fig 3. 
A unique code is considered for each feature in all P of the 

license. After defining the parameters, the fitness function will 
be calculated. 

In order to escape from the local optimum and cover more 
search space of each graph, instead of selecting the worst 
vertex in each step, τth worst vertex is selected; That is, the 
vertex whose rank k is calculated using eq. (3) is selected for 
replacement. 

                   
 

    (6) 

 In this regard, k refers to the active number selected from 
the ordered list of ranks; n is the number of graph vertices and 
(rand) is the random number generation function in the interval 
[1, 0]. The value of parameter τ is fixed, and in this research, it 
is determined by trial-and-error method; For the algorithm 
limits the search space and, in other words, looks for the 
answer more strictly. 

 

Fig. 1. Flowchart of the proposed algorithm. 

Input: graph (V, C), Initializing the population 

Output: Set of the Influence node 
Update the number of flames (FlameNumber( 

Initializing all the parameters 

Initialize the population of moths 
Calculate the objective values Equations (1) 

for all moths 

for all parameters 
update r and t 

Calculate D with respect to the corresponding moth by Equations (3) 

Update the matrix M with respect to the corresponding moth by Equationss (4)   and (5). 
Calculate the Influence of each node 

end 

calculate the objective values 
Update j-th flames by greedy strategy as Equations (6) 

Apply later flames 

S the current best individual in the population. 
end  

Return S. 

End 
 

Fig. 2. Pseudo code of the proposed method. 
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Fig. 3. The structure of nodes in the graph space. 

IV. EVALUATION AND SIMULATION 

Five community detection algorithms have been used to 
evaluate and compare the proposed method. The paper [19] 
presents a strategy called 2-Phase Community Detection 
(2PCD) to improve effective node detection algorithms in 
which a pre-processing step is added, and edges are weighted 
according to their centrality in the network topology. In the 
paper [4], an algorithm called Atom Stabilization Algorithm 
(ASA) has presented a new method for identifying influential 
nodes, which provides a new perspective for understanding the 
structure of nodes in complex networks. The algorithm 
presented in this paper is also used for evaluation. In this paper, 
the algorithms improved in research [4] and [19] have been 
used to evaluate the proposed method. To evaluate the results 
of the proposed method, the scale and quality criteria that are 
introduced in detail in the fourth section are used. 

A. Measure Evaluation 

In this section, for each of these data sets, the measure 
obtained by the proposed algorithm and other evaluated 
methods have been calculated. The relevant results are reported 
in Table II and Fig. 4. 

From the analysis of Table II, it can be concluded that 
using the proposed algorithm has led to better results. The 
algorithm's performance has been tested on large datasets for 
which scaling optimization is increasingly difficult, and has 
shown satisfactory improvement. The proposed algorithm has 
improved by about 13.31% compared to the reference [19]. 
Compared to reference [4], it has improved significantly by 
16.23. 

TABLE II.  THE OBTAINED MEASURE 

CC-BF ASA 2PCD 
No. of Data 

set 

0.8560 0.5795 0.7846 1 

0.7349 0.6235 0.7031 2 

0.8296 0.6768 0.6892 3 

0.7612 0.6138 0.7303 4 

0.8923 0.6895 0.7865 5 

0.8514 0.6725 0.8032 6 

0.8225 0.6614 0.7927 7 

0.8368 0.6424 0.7823 8 

 

Fig. 4. Benchmark evaluation for 2PCD, ASA and CCBF methods. 

According to the maximum scale obtained, the best values 
for parameters α1, α2 and α3 are obtained. These three 
parameters are used to control the relative importance of each 
feature. The obtained values are shown in Table III. 

B. Quality Assessment 

In this section, the quality of the communities created by 
the proposed strategy is analyzed by the NMI criterion. In this 
criterion, it is assumed that, according to graph G, an implicit 
truth is available in order to examine the communities. 
However, calculating NMI is challenging for real-life networks 
because no ground truth is usually available to assess what 
communities exist in G and their characteristics. Therefore, to 
perform experiments, a dataset should be considered in which 
the correct clustering of communities is specified. For this 
purpose, only the College Football Association of America 
dataset has been used in this section. The obtained results are 
shown in Table IV. 

Quality value (NMI) ranges from 0 to 1, and higher values 
correspond to better algorithms. From the analysis of this table, 
we conclude that using the proposed algorithm has led to better 
results. The proposed algorithm has improved by 
approximately 3.7% compared to the algorithm presented in 
[4]. Compared to the algorithm [19], it has improved by about 
4.7%. In the figure below, the computation time for 100 nodes 
is displayed. 
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TABLE III.  THE BEST VALUES FOR PARAMETERS Α1, Α2 AND Α3 

Parameters Value 

α1 46.0 

α2 46.0 

α3 4600 

TABLE IV.  COMPARING THE QUALITY CRITERIA OBTAINED FOR THE 

PROPOSED ALGORITHM AND SIMILAR ALGORITHMS 

Method Value 

2PCD 0.536508 

ASA 0.679523 

CC-BF 0.782158 

C. Execution Time 

In Fig. 5 and Table V, the results of the proposed method in 
this research are compared with similar methods. According to 
this table, it is clear that the proposed method has a real-time 
feature compared to similar methods. 

Time and memory restrictions are increased in real-time 
applications. In the suggested method, a search is conducted 
for each active pattern to discover all active nodes with it 
before allowing any active users into the system. Each search's 
outcome is saved as a cluster. Upon receiving an alarm in real-
time correlation, it is simple to locate earlier connected alerts 
by searching in the corresponding cluster. As a result, each 
node's processing time is cut down. The test results attest to the 
accuracy of the performance and the method's time-saving 
effectiveness. The method's benefit is that it executes in 5.3126 
seconds on a home computer, proving it is real-time. 
Investigations have been conducted for the suggested method 
based on the source [23] for an online social network. The 
network of Twitter's "followership" is represented by this data. 
Network nodes represent users, and a link is created between 
two users when one of them is "followed". This network has 
24256 nodes and 44135 edges. The average CC is 0.412, and 
the average network degree is 3.05. Table VI displays each 
network's kind and size. 

In order to assess the consistency of CC-BF, each network 
in this study had CC-BF implemented 12 times, and the 
maximum, mean, and standard error of modularity values for 
those 12 implementations were determined. Fig. 6 displays the 
mean modularity values and standard errors. 

 

Fig. 5. The computational time for 100 nodes. 

TABLE V.  COMPUTING TIME FOR 100 NODES 

Method Second(s) 

2PCD 8.469144 

ASA 7.562415 

CC-BF 5.398828 

For instance, CC-BF gives steady findings with 0% 
standard error for the highly sparse Facebook network, as 
shown in Fig. 6, and significantly beats all other methods. It is 
modular in terms of size. Cora performs poorly and generates a 
low modularity rating for this network. On the other hand, 
methods other than dolphin provide numbers for this network's 
modularity that are nearly identical. Jazz performs better than 
all other approaches for SCN, whereas CC-BF performs better 
than Ecoil, Protein, PGP, Cora, and Polbook. 

Additionally, the Reality Mining dataset [24], which the 
Harvard Media Lab supplied, has been chosen to test the 
suggested methodology for the infection rate of users in social 
networks. 200 Harvard students' contact, proximity, location, 
and activity data from the academic years 2006–2008 are 
included in the reality mining dataset. 

In each test on this dataset, 0.03% of users are infected with 
a worm and worm propagation is simulated over three days. 
The CC-BF method's infection rate in each test is contrasted 
with the social-based 2PCD and ASA approaches. The 
percentage of infected users over non-infected users is used to 
compute the infection rate. Similar techniques yield 200 (for a 
static network), 300 (for a dynamic network), and 350 (for a 
network) clusters, respectively. The warning threshold β is 
established at 3, 15, and 25%, respectively, for each value of 
m. 

For stability, each experiment is run 2,000 times. The 
experiment's findings for three distinct values of m and β are 
displayed in Fig. 7, 8, and 9. First, it is evident that in order to 
meet the anticipated infection rate, more people must be 
patched the longer one waits (, the higher the warning 
threshold). For instance, with m = 200 clusters and an 
anticipated contamination rate of 0.4, we should allocate 
patches to more than 20% of the users when β= 12% and to 
users who would be sent when β= 3%. When β= 25%, 
approximately 94% of all users have influence. 

The second finding demonstrates that, in the static version 
of the social network depicted in Fig. 7, the proposed method 
outperforms the social-based methods 2PCD and ASA in terms 
of contamination rate. For instance, the proposed method's 
contamination rate is 7% to 12% lower than existing 
algorithms with comparable goals. The number of clusters m 
changes when new users join the network and form new social 
connections, and the infection rate of the social-based 
technique is updated using the cluster sizes of 300 and 350 as 
well as the warning threshold. β = 3%, 15% and 25%, 
respectively. Fig. 8 and 9 illustrate how the suggested method, 
which has the ability to quickly and adaptively update the 
network community structure, achieves a higher infection rate 
than competing methods while also having much lower 
computational costs and execution times. 
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TABLE VI.  EMPIRICAL AND PRACTICAL DATE SETS ARE UTILIZED TO ASSESS CC-BF 

Data set Type Edge Nodes Avg. ccpppp Avg. degrees Avg. p.length 

BA-1000 Social 74.1 32.3 0.5586 4.3586 2.2876 

FF-256 Online-Social 151.05 58.9 0.28785 4.87255 3.18915 

LFR256 Collaboration 582.35 109.25 0.38285 10.12795 2.3826 

GR512 Collaboration 418.95 99.75 0.4636 7.98 2.92505 

GR1000 Social 5209.8 188.1 0.60135 26.31215 2.12325 

BA-512 Social 493.05 397.1 0.19855 2.35885 4.58185 

E.coli Collaboration 2604.9 1509.55 0.8341 3.27845 5.53185 

WS-512 Synthetic 2831.95 2743.6 0.76285 1.9608 3.67365 

Dolphins Synthetic 8310.6 3537.8 0.2071 4.4631 4.99605 

Football Online-Social 13771.2 4979.9 0.65265 5.25445 5.74655 

BA-256 Online-Social 23100.2 10146 0.418 4.275 7.11075 

WS-256 Biological 31189.45 22201.5 0.3154 2.679 0.59945 

Facebook Synthetic 1945.6 243.2 0.3287 15.2 2.5764 

Protein Social 1050.7 243.2 0.51775 6.76115 3.477 

FF-512 Online-Social 1983.6 486.4 0.5434 7.2656 3.6784 

FF-1000 Synthetic 3802.85 950 0.53485 7.6722 3.9064 

Twitter Synthetic 242.25 243.2 0.95 1.8924 5.47295 

WS-1000 Collaboration 485.45 486.4 0.95 1.8962 6.1123 

NetScience Synthetic 949.05 950 0.95 1.8981 7.08795 

Scientific Co. Biological 780.9 243.2 0.54815 6.1009 3.53305 

PGP Biological 3156.85 486.4 0.57665 12.331 3.2566 

Jazz Biological 10719.8 950 0.56905 21.4396 2.98015 

GR256 Social 1216 243.2 0.48355 9.5 3.28415 

Karate Collaboration 2432 486.4 0.46835 9.5 3.76675 

Polbooks Online-Social 4750 950 0.47405 9.5 4.2617 

 

Fig. 6. Standard errors and modular mean values for 12 CC-BF runs across several networks. 
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(b) β = 15% β = 3% 

 
(c) β = 25% 

Fig. 7. A static network with k = 200 clusters and infection rates. 

 

(b) β = 15% 

 

(b) β = 3% 

Fig. 8. A static network with k = 300 clusters and infection rates. 

 

(b) β = 15% 

 

(b) β = 3% 

Fig. 9. A static network with k = 350 clusters and infection rates. 

V. CONCLUSION 

Investigating community recognition in social networks is 
an important issue in many fields and disciplines, such as 
marketing and information technology. Community detection 
in social networks can be considered a graph clustering 
problem, where each set corresponds to a cluster in the graph. 
The goal of conventional community detection methods is to 
partition a graph so that each node belongs to exactly one 
cluster. A community can be defined as a group of individuals 
close to each other compared to other entities in the dataset. 

The proposed algorithm is checked and compared with the 
evaluated algorithms. This comparison is done according to the 
introduced criteria. To provide more accurate and complete 
results, five data sets have been used. Examining the results 
shows that the proposed method has led to better results. The 
performance of the algorithm has been tested on large datasets, 
for which scaling optimization is increasingly difficult and has 
shown satisfactory improvement. Among the advantages of 
NMI compared to other related methods, we can mention the 
competition with the latest technologies in the accuracy and 
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scale of data, the ability to execute and implement the system 
in the real world, and the ability to perform all the steps of the 
proposed system online. The results show that the proposed 
algorithm has improved by 23.6% compared to previous 
similar work. In order to improve the quality of detecting 
effective nodes in future works, it is possible to mention the 
discovery of the semantic relationship between nodes and the 
virtual networks between them. Hidden connections between 
nodes are introduced as virtual associations. Discovering 
virtual associations between nodes can help algorithms based 
on participation in the detection process. Also, tagging the 
content of messages sent between nodes can help to discover 
nodes. 
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Abstract—The synchronization of neural activity in the 

human brain has great significance for coordinating its various 

cognitive functions. It changes throughout time and in response 

to frequency. The activity is measured in terms of brain signals, 

like an electroencephalogram (EEG). The time-frequency (TF) 

synchronization among several EEG channels is measured in this 

research using an efficient approach. Most frequently, the 

windowed Fourier transforms-short-time Fourier transform 

(STFT), as well as wavelet transform (WT), and are used to 

measure the TF coherence. The information provided by these 

model-based methods in the TF domain is insufficient. The 

proposed synchro squeezing transform (SST)-based TF 

representation is a data-adaptive approach for resolving the 

problem of the traditional one. It enables more perfect estimation 

and better tracking of TF components. The SST generates a 

clearly defined TF depiction because of its data flexibility and 

frequency reassignment capabilities. Furthermore, a non-

identical smoothing operator is used to smooth the TF coherence, 

which enhances the statistical consistency of neural 

synchronization. The experiment is run using both simulated and 

actual EEG data. The outcomes show that the suggested SST-

dependent system performs significantly better than the 

previously mentioned traditional approaches. As a result, the 

coherences dependent on the suggested approach clearly 

distinguish between various forms of motor imagery movement. 

The TF coherence can be used to measure the interdependencies 

of neural activities. 

Keywords—Brain-Computer Interface (BCI); 
Electroencephalogram (EEG); Short-time Fourier Transform 
(STFT); Synchrosqueezing Transform (SST); time-frequency 
coherence 

I. INTRODUCTION 

Brain signals (EEG) can be used to build the Brain 
Computer Interface (BCI), which is a more convenient and 
affordable method. EEG signals are captured by spatially 
scattered scalp sensors. The connections between the various 
areas of the brain, which is the primary organ of the nervous 
system, are becoming important in BCI research. The various 
sensors record the EEG signals, and coherence analysis is used 
to determine how coherent the signals are [1, 2, 3]. Coherence 
is typically estimated using spectral methods such as a Fourier 
or wavelet [4] transform. Coherence analysis is challenging to 
implement because cerebral activity signals are inherently 
non-stationary. Although the time-dependent Fourier 
transform (STFT) is one approach to solving the issue, it has 
not been completely effective for the aforementioned reasons: 
one cannot guarantee the stationarity of brain signals during 
each brief time interval and two the Heisenberg uncertainty 

principle limits the resolution of time-frequency 
representation. Despite being a data-adaptive signal analysis 
technique, the mother wavelet basis function is used in the 
wavelet transform to decompose signals. The approach also 
has difficulty with time-frequency resolution, where the 
resolution of the frequency is greater at low frequencies and 
less so at high frequencies. Also, this method is founded on 
choosing a mother wavelet. Because the mother wavelet was 
arbitrarily chosen without being matched to the analyzing 
signal, that led to an inaccurate and irreversible breakdown. 

When combined with the continuous wavelet transform 
(CWT), the technique, known as synchrosqueezing transform 
(SST) [5], produced astoundingly precise time-frequency 
depictions of nonstationary as well as nonlinear data. This 
aspect of SST addresses the drawbacks of linear perception 
time-frequency techniques, such as windowed Fourier 
transforms (STFT) as well as continuous wavelet transforms. 
The synchrosqueezing transformation focuses the coefficient 
values around the frequency response graph of the tuned 
oscillations by dispersing the STFT and CWT strengths [6]. 
The frequency redistribution approach used in time-frequency 
representation [7] improves the proper location of 
instantaneous amplitude in the time and frequency domains. 

Since neural synchronization is characterized by several 
frequency bands but is anticipated to change over time, TF 
coherence is typically employed for measuring it. Smoothing 
the cross as well as auto-spectra between the signals is 
essential since noise has a significant impact on coherence. 
One of the following techniques is used to execute the 
smoothing operation: periodogram smoothing can be 
accomplished in one of three ways: (i) Periodogram 
smoothing through ensemble averaging using the WOSA 
(Welch's overlapped segment averaging) technique; (ii) the 
temporal or frequency domains may be smoothed separately 
or together [8, 9]; and (iii) By averaging a collection of spectra 
generated using various orthogonal taper functions, cross and 
auto spectra are smoothed. The cross and auto spectra are 
typically smoothed with the same smoothing agents in all of 
the approaches mentioned above to estimate TF consistency. 
The employment of the same smoothing operator constrained 
the coherence to the range [0, 1] since the TF coherence 
satisfies the Cauchy-Schwarz inequality. Furthermore, the 
estimator using the same operation fails when the smoothing 
coefficient rises to one. Selected auto spectra smoothing can 
be used to get the improved temporal resolution. However, 
since the cross spectra are therefore not flattened when non-
identical smoothing operators are used, the bias of the 
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estimator cannot reach one [8]. As a result, the estimator has 
better time resolution. In order to properly depict TF 
consistency and uncover weak correlations among signals, 
non-identical smoothing agents may be used. Bispectrum-
based channel selection (BCS) was employed in this study 
[10] for MI-based BCIs. In this paper [11], the performance of 
the BCI model may be considerably impacted by using 
different time segments for training the data. They recommend 
against using any other temporal data as training data besides 
that utilized for motor imaging. For BCI Competition IV 2a 
and 2b, models using machine learning and deep learning 
suggested a potential improvement in visual display time, 
categorization efficiency. It was argued that models might be 
picking up more visual information. In fact, during the visual 
presentation, spatial topography revealed activation of the 
visual cortex. In the research [12], MI classification using 
EEG signals is accomplished using a supervised feature 
selection method. Another work [25] suggests a technique for 
producing a spatio spectral feature representation that can 
maintain the multivariate information of EEG data. In 
particular, subject-optimized and subject-independent 
spectrum filters were combined, and the filtered data were 
then stacked into tensors to create 3-D feature maps. In order 
to automatically choose the best frequency bands based on 
MIF [13], the MIFCSP method combines multivariate iterative 
filtering (MIF) and CSP. This method may then be used to 
extract discriminant features. 

The SST approach is employed in the present study to 
calculate the TF coherence of brain signals, as well as the 
coherence is therefore subjected to a non-identical smoothing 
procedure. Moreover, the same analysis is carried out using 
the short-time Fourier transform rather than the SST. With 
synthetic and actual EEG signals, both findings are validated. 
The SST-dependent TF consistency outperforms the STFT-
dependent technique, according to the observation in both 
synthetic and real data. The following is how the paper is set 
up: The time-frequency representation techniques, such as 
STFT and SST, are covered in Section II, along with the 
consistency in the TF domain in Section II, the synchronized 
transformation research findings in Section III, and discussion 
and some closing thoughts in Sections IV and V, respectively. 

II. METHODS 

The neuronal synchronization changes both over time and 
with frequency. Any signal’s energy is described as a function 
of both times as well as frequency by the time-frequency 
representation (TFR). It converts a single-dimensional time-
series signal through a double-dimensional function 
integrating frequency and period. The TFR space value gives a 
sense of which spectral components are present. Non-
stationary or time-varying signals can be analyzed and created 
using the TFR. 

A. Windowed Fourier Transform 

An approach that works well for the TF characterization of 
non-stationary EEG signals is the short-time Fourier transform 
(STFT). A kind of trade-off between a signal’s time and 
frequency is made by the STFT, which contains all the data on 

frequency variations with the period. A signal event’s timing 
and frequency are also disclosed through this information. The 
signal is broken up into manageable chunks for the duration of 
the STFT, and it may be expected that each of these chunks 
will remain stationary. A window function (w) is selected in 
order to achieve this. This window must have the same width 
as the area of the signal when the normality of the data is 
guaranteed. The definition of the STFT for a non-stationary 
signal s(t) is 

 




 dtettwtsft ft2)].'().([),(

 (1) 

where even the window function w(t) and the complex 
conjugate * are both present. The signal’s STFT is the signal’s 
Fourier transform times a tapering function [27]. 

In the interests of demonstrating the time-frequency 
depiction, a noise-free artificial signal is created that is called 
δ(t) by chaining three sinusoids s1(t), s2(t), and s3(t) with 
frequencies of 10Hz, 5Hz, and 20Hz, respectively, with the 
formula as δ(t) = [s1(t) s2(t) s3(t)]. For sampling, 500 hertz 
(Hz) is employed. The STFT-based synthetic signal and TFR 
are shown in Fig. 1(a) and 1(b), respectively. A Hamming 
window with a 50% overlap and a length of 256 is employed 
in the STFT. Although with poor resolution, the STFT can 
distinguish between the three factors. 

B. Synchronized Transformation 

A useful method for the Continuous Wavelet Transform 
(CWT) is the Synchrosqueezing Transform (SST). This 
method is employed to concentrate the frequency elements of 
non-stationary signals in the TF space. The CWT successfully 
creates a high-resolution TF representation. In Fig.1, the SST-
dependent TF visualization derived from the artificial signal 
δ(t) is displayed. The right CWT scales are used for 
discretization, and a bump mother wavelet is used to achieve 
SST. It has been highlighted that STFT-based TF space suffers 
from extremely poor frequency resolution and reduced 
temporal resolution owing to the employment of the window 
function. Using a set of wavelets, which are time-frequency 
filters, the CWT method detects oscillatory elements in a 
signal. The CWT is used to create wavelets from a successive 
time function. In the following form, a signal s(t) is convolved 
with a mother wavelet Φ(t), which is a finite oscillatory 
consequence.  
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(a) 

 
(b) 

 
(c) 

Fig. 1. A synthetic signal δ(t) with three sinusoids is represented by TF 

utilizing (a) the simulated signal δ(t) and (b) STFT as well as (c) SST. 

With TF representation, the information from the time-
scale frame is translated to the time-frequency frame. During 
the synchrosqueezing procedure, each value is changed to 

)),(,( qpq s  [5]. It is able to have a scaling step because p  

and q are distinct numbers; for each, kp , where ),( qps  is 

calculated. When projecting from the time-scale frame to the 

time-frequency frame )),(,(),( qpwqpq inst , the SST 

),( ql is only calculated [11] in the centres l  located in the 
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Eq. (4) demonstrates that only the frequency (or scale) axis 
is synchrosqueezed in the TF representation of the signal [14, 
28]. To obtain a focused image over the time-frequency plane 
for the SST, the CWT coefficients are reallocated [15]. The 
instantaneous frequencies are then taken from this image. 

C. Coherence Evaluation 

Effective communication between two parties can be 
achieved through coherence. Cohesiveness in neuroscience 
describes the systematic constancy among two neuronal cells. 
The establishment of more or less uniformity between 
oscillating modulations in different neurons’ brain activity is 
known as neuronal coordination. Synchronization has a 
substantial impact on how the different neuronal regions 
synchronize their stimulatory behavior [16, 17, 18]. 

D. Frequency Coherence 

A common technique for assessing consistency within 
brain waves is frequency consistency. Frequency coherence’s 
major benefits include being highly implicit, hard, and noise-
resistant while allowing for a quick overview of pertinent 
consistent frequencies in the sample [19]. The frequency 
coherence is a measure of how well multiple signals’ cross-
spectral levels hold up when normalized with respective auto-
spectral levels. As functions of frequency, consider x and y, 
two stationary random processes. According to [26], the 
familiar consistency function of x, as well as y, is as follows:  

)(,)(,
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fyyJfxxJ
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 (5) 

wherever         is the cross-spectral density among the 

two processes.         and         are the auto spectral density 

functions of x as well as y, respectively, at frequency, f. The 
EEG is a non-stationary signal; hence the conventional 
coherence function is insufficient. 

E. Coherence of Time and Frequency 

Typically, coherence analysis only works with stationary 
signals since it calculates the relationship between two signals 
throughout the frequency region. Consequently, much like 
with non-stationary signals, traditional coherence analysis is 
unable to reveal the temporal features of EEG [20]. The 
sequential relationship among both processes in the time-
frequency dimension is measured using an advanced ruling 
technique. The TF consistency has been employed to gauge 
the synchronization of cortical activity in the brain-computer 
interaction motor imagery experiment. The coherence 
characteristic of the TF is described as 
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At this point,                          is the distinct 
frequency and the signal is divided into T segments. The 
measurements of the sectional as well as auto-spectral 
concentrations are 
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where ),( ftX and ),( ftY  are the respective x also y of TF 

transforms coefficients, besides ),( ftY is the complex 

quantity of ).,( ftY  

The TF consistency definitions are simple and also use a 
method akin to the Fourier analysis. Based on the spectrogram 
approach, which involves averaging the signal segments to 
arrive at the estimates, the spectra and the frequency 
coherence in the Fourier analysis can be calculated. As both 
time and frequency have two dimensions, the time-frequency 
consistency encounters challenges throughout averaging. SST, 
which performs better than STFT, is used throughout this 
study to compute the TF translation parameters accompanied 
by TF consistency 

F. Smoothing Impacts on TF Coherence 

To get rid of noise, utilize the smoothing operator, and a 
convolution operator. The operators for smoothing cross- and 
auto-spectral densities can be the same or different. The 
employment of non-identical operators, as opposed to 
identical operators, produces time-frequency consistency that 
is unrestricted to [0, 1] and, as a result, improves temporal 
resolution [8]. Smoothing both time and frequency is 
necessary to increase the TF coherence’s constancy. 
Averaging a number of orthogonal-based spectrum 
estimations, such as those obtained using multi-taper methods, 
can serve as the smoothing operator. They are typically 
employed for amplitude- and auto-spectral densities. The non-
identical smoothing agents are two-dimensional in both time 
and frequency [21] or a single-dimensional function of time. 
Thus, the standard magnitude squared TF coherence is 
calculated as [8] 
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Here, ][w also ][w remain two different ( ][w ≠ ][w )) 

leveling windows of cross-spectral concentration and auto 

spectral concentration, accordingly, and  denote the 

convolution operator. The impacts of smoothing in TF 
consistency are demonstrated in Fig. 2, where two artificial 
signals x1=[sin(2πf1t) sin(2πf2t)], x2=[sin(2πf1t) sin(2πf2t)] with 
f1=5Hz also f2=10Hz and their TF consistency remain 
accessible. According to Fig. 2(a) and 2(d), respectively, the 
individual sinusoids that make up x1 and x2 have various 
temporal lengths. 

As shown in Fig. 2(e), and 2(f), smoothing operations are 
shown to increase the TF coherence’s representativeness and 
clarity for both STFT and SST-based methods. On the other 
hand, as seen in Fig. 2(b) and 2(c), when the smoothing 
procedure is not carried out, a significant amount of irrelevant 
coherence is introduced. Hence, the measurement of time-
frequency coherence is enhanced by utilizing diverse 
smoothing agents. Several 2-D Gaussian smoothing windows 
with various lengths are employed in this research. The 
kernel’s height in hertz and width in seconds are denoted by h 

and d, respectively, to reflect the window length ][ dhw  . 

G. Proposed Algorithm for TF Coherence 

The steps that make up the suggested technique for 
calculating the time-frequency coherence amongst two signals 
dependent on SST are as follows: 

1) Choose two EEG channels or two brain signals at 

random.  

2) The time-frequency coefficients can be obtained by 

applying the SST to each individual signal. 

3) The cross and auto spectral distributions should be 

calculated using the SST coefficients. 

4) Using two acceptable non-identical (various window 

lengths) smoothing processes, amplify the cross and auto 

spectral densities. 

5) Lastly, use Eq. (8) to get the time-frequency coherence 

by using smoothed auto and cross-spectral densities. 

 
Fig. 2. The impact of smoothing operations on the TF consistency among the artificial signals x1 (a) as well as x2 (d). (b) STFT and (c) SST dependent TF 

lacking levelling, STFT and I STFT and (f) SST-dependent TF consistency through smoothing.
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III. RESULTS 

Both real EEG data and synthetic signals are utilized to 
evaluate the performance of the proposed SST-based time-
frequency consistency. The outcomes are contrasted with 
time-frequency consistency dependent on STFT. With regard 
to STFT, a hamming window of length 100 is employed. 
Then, using non-identical smoothing windows, the spectral 
coefficients are smoothed for the calculation of TF coherence. 
The cross- and auto-spectral concentrations are levelled with 
Gaussian smoothing windows with lengths of w [2 1] and w 
[10 1], respectively. To execute the SST, a mother wavelet 
with bumps is utilized, and then the CWT scales’ 
discretization is set at 32. The cross-spectral density is 
smoothed over in the SST because the Gaussian smoothing 
windows are w [3 1] and w [50 1] long. The Gaussian 
smoothing windows in the SST have lengths of w [3 1] and w 
[50 1], meaning that the cross and auto spectral densities are 
flattened across TF areas of 3 Hz and 1 s, respectively. 

1) Synthetic data: Three sinusoids with frequencies of 5 

Hz, 6 Hz, and 10 Hz are added together with a sampling 

frequency of 100 Hz to produce the trio of non- generated 

signals X, Y, and Z. As shown in Fig. 3, each of the simulated 

signals are made up of such three signals with various 

temporal alignments. The distinct synthetic waveforms X, Y, 

and Z are then each polluted with 5 dB, 0 dB, and -5 dB of 

Gaussian noise, accordingly. Fig. 4 and 5 show the time-

frequency consistencies within each couple of artificial signals 

produced by STFT and SST, separately. The consistency 

among the signals Y and Z (5Hz and 6Hz frequency) is 

displayed in Fig. 4. while Fig. 5 shows the cohesiveness 

between the exact same pair of signals is separated in a more 

pronounced manner, they overlapped each other. Fig. 6, which 

shows the marginal frequency coherences of two approaches, 

exemplifies the phenomena clearly (STFT and SST).  If 

f=1,2,...,F, the definition of the marginal frequency coherence 

is   T
t yxyx ftCfC 1

2
,, ),()(

~
. In STFT, values for closer 

frequency coherence values overlap, whereas, with SST, the 

coherence of each individual frequency component is strongly 

represented. It is believed that the SST-based technique has 

better resolution than the STFT-based time-frequency 

coherence technique. 

 
Fig. 3. Development of a multiple non-stationary [X, Y, Z] signal. Three separate frequencies sinusoids are present within the initial three rows (S1, S2, as well 

as S3). The three sinusoids in S1, S2, and S3 have, correspondingly, 10 Hz, 6 Hz, and 5 Hz frequency properties. To produce the artificial signals X, Y, and Z, 

alternative time alignments of the sinusoids are used. 5dB, 0dB and -5dB noises are inserted to sinusoids (a) to (c), (d) to (f) and (g) to (i) correspondingly. The 
synthesized signal in the fourth row is made up of the three sinusoids; X=(a)+(b)+(c), Y=(d)+I+(f) and Z=(g)+(h)+(i). 
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Fig. 4. Artificial signal STFT-depended TF consistency among (a) X and Y, (b) X and Z, and (c) Y and, Z. 

 
Fig. 5. Artificial signal coherence (a) between X as well as Y, (b) between X and Z, and (c) between Y and Z using SST-dependent TF. 

 
Fig. 6. Marginal frequency consistencies of STFT-depended coherence (black line) with SST-depended coherence (red line) between the artificial signals Y and 

Z. 

2) Real data: The actual EEG data was gathered from the 

calib_ds1a. (IV dataset) generated from the 4
th

 Brain-

Computer Interface (BCI) Competition, which is openly 

accessible. The information is used to determine how well the 

suggested strategy performs. It is noted in subjects who are in 

good health. Motor imagery is accomplished during the entire 

session without any input. Two kinds of motor images are 

chosen from left hand, right hand, and foot movement for each 

subject. Movement signals of the left hand and foot are 

present continuously in the calibration dataset calib_ds1a. 59 

EEG channels comprising 200 trials lasting four seconds each 

make up the data. The data are sampled at a rate of 100 Hz. 

The data offset from the EEG signals has been eliminated 

during pre-processing. In order to get the alpha frequency 

band, which has intricate patterns of intermittent 

synchronization, The brain wave then goes across a 4
th

-order 
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Butterworth band transfer filter with a frequency range of 8 

Hz to 12 Hz. [8]. The inter-channel coherence is measured in 

this experiment using the two channels T7 and T8. Fig. 7 

shows the unprocessed EEG signal, the purified alpha 

ingredient, as well as the spectrum of alpha for the left-hand 

movement channels T7 and T8. The foot movement data from 

channels T7 and T8 are similarly depicted in Fig. 8. The 

STFT-based time-frequency coherence for left hand and foot 

movement motor images are shown in Fig. 9(a) and 9(c) for 

channels T7 and T8. The time-frequency coherence between 

channels T7 and T8 of left hand and foot movement, based on 

SST, are shown in Fig. 9(b) as well as 9(d), correspondingly. 

Fig. 9 shows how SST-based TF coherence, in contrast to 

STFT, exhibits remarkable localization of extremely small 

band frequency components. 

3) BCI interpretation: In this investigation, the time-

frequency coherence across channels in the left and right 

hemispheres of the human brain, is investigated. Moreover, 

the distinction involving left hand and left foot action in motor 

imagery is seen. Sensorimotor rhythms can be managed with 

the help of motor imagery [22], and the patterns are more 

active in the central region of the brain [23]. The 59 EEG 

channels are therefore divided into three channels from each 

hemisphere (T7, FC5, and CP5) and three channels from each 

hemisphere (T8, FC6, and CP6) for coherence assessment. Fig. 

11 depicts the spatial distribution of the scalp’s channels in the 

10/20 EEG system. To evaluate time-frequency coherences, 

there are eight-channel clusters used: FC5FC6, FC5T8, 

FC5CP6, T7FC6, T7T8, T7CP6, CP5FC6, CP5T8, as well as 

CP5CP6. On every one of the chosen channel pairings, time-

frequency coherences based on STFT and SST are assessed. 

Eq. (9) determines how to weight the time-frequency 

coherences 

(
)(

~
),(),( ,

2

,

2

, fCftCftC yxyx
weighted

yx 
  (9) 

Here, the weight matrix is the marginal frequency 
coherence and the notation  is a binary singleton 
multiplication function. Using the weighted time-frequency 
coherence, the marginal time coherence is computed. It is said 
that minimal time coherence is 

TtftCtC
weightedyx

f
yx ,...,3,2,1);),((maxarg)(

~ 2

,, 

(10) 

The minimal time consistency in this study is determined 
by averaging the marginal time coherence throughout 100 
trials. The normalized readings during the time for several 
connection pairs of left-hand and foot swing data are 
displayed in Fig. 12. Data on left-hand movement is 
represented by solid lines, and information on foot movement 
is represented by dashed lines. Fig. 12’s left panel displays 
SST-based marginal temporal coherences, while the right 
panel displays STFT-dependent marginal time consistencies. 
For both the left hand as well as foot activities sensory motor 
imaging information are distinguishable using the SST-based 
marginal time coherence. 

Fig. 7. Left hand movement data: first row is the raw EEG signals, second and third row are the filtered EEG signals and spectrums of the filtered component 

respectively. 
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Fig. 8. Foot movement data: first row is the raw EEG signals, second and third row are the filtered EEG signals and spectrums of the filtered component 

respectively. 

Fig. 9. TF coherence between channels T7 and T8 based on (a) STFT and (b) SST of left hand movement data, (c) STFT and (d)  SST of foot movement data.
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Fig. 10. Left hand action (a) as well as foot action (b) of channels T7 and T8 with marginal frequency consistencies. 

 
Fig. 11. The American EEG Society has standardized the electrode map of something like the 10/20 EEG system. For the dataset utilized in this experiment, the 

marked conductors T7, FC5, as well as CP5 beginning the left cerebral hemisphere and T8, FC6, as well as CP6 as of the right side of the brain were chosen. 
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Fig. 12. Movement information for the left hand and foot for STFT-depended (right panel)  and SST-based models (left panel) approaches exhibit a small amount 

of time coherence between distinct channel pairings. 

IV. DISCUSSION 

EEG outputs are used in the research to examine how well 
SST performs in time-frequency illustration. Fig. 9 displays 
the TFR derived from left hand and foot movement data 
utilizing STFT and SST motor images. Fig. 10 shows, for left 
hand and left foot movement data, the energy related to the 
marginal frequency consistency. Although the SST-based 
technique shows acute localization of each frequency element 
within a relatively small band of frequencies, the marginal 
frequency coherence depended on STFT displays weak 
localization of frequency agents. The frequencies of 9 Hz and 
11 Hz in Fig. 10(b) can be clearly distinguished using SST-
based marginal frequency coherence, whereas they cannot be 
achieved using an STFT-dependent method. From now, SST-
depended time-frequency consistency is better than STFT-
based time-frequency coherence. The fundamental cause is 
that the employment of something like a window function for 
covering in STFT results in the introduction of cross-spectral 
energy, which causes the energy to spread over a broad range 
of frequencies. The TFR performance of the SST has been 
evaluated in our previous work [24]. This paper is a 
development of our earlier paper [24]. Our prior work is 
expanded upon in this one. In addition, the smoothing 
operations on the TFR, as well as BCI interpretation, are 
introduced in this paper. BCI can use marginal frequency 
coherence followed by marginal time coherence based on 
SST. The coherence value for left-hand movement data in the 
left panel of Fig. 12 is at its highest in the time range of 1-2 
seconds, whereas the coherence value for foot movement data 

across all channel pairs is at its highest in the time range of 
two to three seconds. In the SST-based marginal temporal 
coherence, left-hand and foot measurement data are explicitly 
distinguished from one another. The marginal temporal 
coherence model based on STFT, however, does not exhibit 
this kind of selectivity (in the right panel). The main cause is 
the fact that the STFT has a fixed time-frequency window 
while the SST has a changeable one, making it difficult to 
accurately evaluate signals with broad bandwidths that 
fluctuate rapidly over time. Moreover, the STFT demands that 
the brain wave be stationary for a given time period, yet EEG 
signals exhibit non-stationary characteristics. 

V. CONCLUSIONS 

The analysis of the time-frequency (TF) consistency 
among two signals is offered in this work using an innovative 
approach. For each of the provided signals, the time-frequency 
densities of the crossed and auto spectrums are calculated. 
Then, using quasi smoothing agents, the spectral densities are 
smoothed. The TF coherence is calculated using smooth 
spectral densities for artificial signals with time-frequency 
representations based on STFT and SST. A genuine EEG 
signal with various motor images is used to test the suggested 
SST-based coherence estimate method. Comparing the two 
strategies’ performances reveals that the SST-based approach 
is more effective than STFT at locating frequency contents 
with greater spatial precision. Then, using both SST and 
STFT-based coherences, marginal time coherences are 
computed. It is clearly shown that the STFT-depended 
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marginal time consistencies are incapable to distinguish 
among left hand and foot activity data, in contrast to the SST-
depended marginal time coherences, which can. This implies 
that these marginal time coherences can enhance BCI design. 
In order to get greater performance, it is advised BCI 
designers to take these coherences as supplementary features 
when designing a BCI system. 

Future study might explore brand-new combinations of 
features and feature selection, as well as the use of these 
features for BCI tasks other than motor imagery. Additionally, 
there is a need for work in the design of novel algorithms, 
including physiologically realistic error functions for EEG 
signal predictions for the complexity feature. 
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Abstract—Phonocardiography, the recording and analysis of 

heart sounds, has become an essential tool in diagnosing 

cardiovascular diseases (CVDs). In recent years, machine 

learning and deep learning techniques have dramatically 

improved the automation of phonocardiogram classification, 

making it possible to delve deeper into intricate patterns that 

were previously difficult to discern. Deep learning, in particular, 

leverages layered neural networks to process data in complex 

ways, mimicking how the human brain works. This has 

contributed to more accurate and efficient diagnoses. This 

systematic review aims to examine the existing literature on 

phonocardiography classification based on machine learning, 

focusing on algorithms, datasets, feature extraction methods, and 

classification models utilized. The materials and methods used in 

the study involve a comprehensive search of relevant literature 

and a critical evaluation of the selected studies. The review also 

discusses the challenges encountered in this field, especially when 

incorporating deep learning techniques, and suggests future 

research directions. Key findings indicate the potential of 

machine and deep learning in enhancing the accuracy of 

phonocardiography classification, thereby improving 

cardiovascular disease diagnosis and patient care. The study 

concludes by summarizing the overall implications and 

recommendations for further advancements in this area. 

Keywords—Heart sounds classification; Phonocardiogram 

(PCG); CVDs; deep learning 

I. INTRODUCTION 

Phonocardiography (PCG) is one of the basic techniques 
used to understand the heart’s state and assess whether the 
heart is in a natural state or has some abnormal pattern. PCG is 
a diagnostic procedure that allows a visual record of the sounds 
and murmur created by the contracting heart, including its 
valves and connected large vessels. In the absence of diagnosis 
equipment, the stethoscope is only the tool available to general 
physicians to examine a patient’s heart sounds [1]. Cardio-
specialist can understand the heartbeat as a specialist and 
recommend further medical procedures to the patients 
according to their heart condition but usually, in the 
unavailability of a cardio-specialist, the general physicians 
cannot detect, if the heart is functioning properly or if there is 
any type of exception due to the closure of heart walls. 
Environmental interferences, such as those caused by friction 
between the device and a human's skin, Electromagnetic 

Interference (EI), and unrelated noises like breath, lung, and 
ambient sounds, can readily interfere with the process of PCG 
because signals in the form of sound generated by the human 
heart are frequently paired with EI, out-of-band noise must be 
removed [2], [3]. 

To cope with the limitations in traditional 
phonocardiography techniques, machine learning (ML) based 
methods can be a good solution for phonocardiography for 
several reasons [4]. ML models can automate the process of 
analyzing PCG recordings, which can be time-consuming and 
subject to human error when done manually. ML models can 
be trained on large datasets of labeled PCG recordings, which 
can improve their accuracy in detecting and diagnosing heart 
conditions. ML-based methods can handle large amounts of 
data, which is important in PCG as it requires analyzing audio 
signals over time and adapting to new data, and improving 
their performance over time, which can be useful in handling 
diverse populations and detecting new conditions [5]. 

Using ML-based approaches to achieve real-time heart 
disease detection from audio signals is challenging because 
heart sounds can vary significantly depending on factors such 
as the person's age, sex, and underlying medical conditions [6]. 
This makes it difficult to develop an ML model that can 
accurately detect and classify heart sounds in a wide range of 
individuals. Heart sounds can be difficult to distinguish from 
other sounds in the body, such as breathing and blood flow [7]. 
Additionally, external noise such as background noise or 
equipment noise can also interfere with the recording and 
analysis of heart sounds [5]. Collecting a large and diverse 
dataset of heart sounds for training machine learning models 
can be difficult and time-consuming. 

Heart sounds are complex and have a lot of variations, 
which can make it difficult for machine learning algorithms to 
accurately classify them. Overfitting is a common problem 
when building machine learning models, and can occur when a 
model is trained on a limited dataset and then performs poorly 
on new, unseen data [8]. The interpretation of 
phonocardiography signals requires expertise and knowledge 
of human anatomy and physiology, this is a challenge when 
using machine learning algorithms to interpret the signals. 
Designing a phonocardiography system using machine learning 
is a big challenge because it requires overcoming several 
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technical and logistical hurdles in accurately and reliably 
detecting a classifying heart sound [9]. The core phases 
involved in the phonocardiography process i.e., segmentation, 
feature extraction, and final classification results, are all 
considerably impacted by denoising. Preprocessing is required 
in phonocardiography systems to clean and enhance the quality 
of the raw phonocardiography signal before it is further 
analyzed. 

It is necessary to create these components, incorporating 
the applicable criteria that follow. 

II. AN OVERVIEW OF PHONOCARDIOGRAPHY 

Machine Learning based phonocardiography systems 
models used in real-time to analyze Phonocardiography (PCG) 
recordings and provide diagnostic information, which can be 
useful in critical care settings. Overall, the combination of 
machine learning and PCG data can provide more accurate and 
objective results and helps to improve the diagnosis and 
monitoring of heart conditions [10]. The generic ML-based 
phonocardiography systems are depicted in Fig. 1. 

 

Fig. 1. ML-based phonocardiography general framework. 

A. Heart Sound Signal 

Heart sound signals, also known as phonocardiograms or 
PCG signals, are acoustic signals generated by the mechanical 
activities of the heart. These signals provide important 
information about the structure, function, and abnormalities of 
the cardiovascular system. Heart sound signals typically 
consist of two prominent components: the first heart sound 
(S1) and the second heart sound (S2). S1 is produced by the 
closure of the mitral and tricuspid valves during the systolic 
phase of the cardiac cycle, while S2 is generated by the closure 
of the aortic and pulmonary valves during the diastolic phase. 
These components are accompanied by additional sounds such 
as the third heart sound (S3) and fourth heart sound (S4), 
which can indicate specific cardiac conditions. 

Heart sound signals are characterized by their duration, 
intensity, frequency content, and temporal relationships 
between different components. They contain valuable 
information about heart rate, heart rhythm, valve function, and 
the presence of murmurs, stenosis, or other cardiovascular 
abnormalities. Traditionally, heart sound signals were recorded 
using specialized electronic stethoscopes or phonocardiography 
equipment. However, with advancements in technology, heart 
sound signals can now be captured using digital stethoscopes, 
wearable devices, or even smartphone applications equipped 
with appropriate sensors. 

Heart sounds (signals) are produced from a specific cardiac 
event such as the closure of a valve or tensing of a chordae 
tendineae. Most normal heart sound (Lub, Dub) signal rates at 
rest are between about 60 and 100 beats per minute. Sound is 
the pressure of air propagating to our ears. The digital audio 

file is gotten from a sound sensor that can detect sound waves 
and convert them to electrical signals. 

B. Normal Heart Sound Signal 

Normal heart sounds, also known as physiological heart 
sounds, are the characteristic sounds produced by a healthy 
heart during its regular functioning. These sounds are a result 
of the synchronized mechanical activities of the heart's valves 
and chambers. The normal heart sound consists of two primary 
components: the first heart sound (S1) and the second heart 
sound (S2). S1 is a low-frequency sound that occurs at the 
beginning of each cardiac cycle and is caused by the closure of 
the mitral and tricuspid valves. S2 is a higher-pitched sound 
that occurs at the end of the cardiac cycle and is produced by 
the closure of the aortic and pulmonary valves. These two 
sounds create the familiar "lub-dub" rhythm associated with a 
normal heartbeat. The normal heart sound signifies the proper 
functioning of the heart's valves and chambers, reflecting a 
healthy cardiovascular system. Understanding the 
characteristics and timing of normal heart sounds is crucial in 
differentiating them from abnormal sounds and diagnosing 
various cardiac conditions [11]. 

C. Artifact Heart Sound Signal 

Artifact heart sounds refer to extraneous or spurious sounds 
that may be inadvertently recorded or introduced during the 
process of capturing heart sound signals. These sounds are not 
of physiological origin and do not reflect the actual functioning 
of the heart. Artifact heart sounds can arise from various 
sources, such as environmental noise, patient movement, 
electrical interference, or improper placement of the recording 
device. They can manifest as random noise, clicking sounds, 
buzzing, or other irregular patterns that may obscure or distort 
the true heart sounds. Artifact heart sounds pose a challenge in 
the accurate analysis and interpretation of heart sound signals, 
as they can interfere with the detection of abnormal cardiac 
conditions or mask important diagnostic information. Efforts 
are made to minimize artifacts during data collection by 
ensuring proper recording techniques, reducing environmental 
noise and employing noise cancellation methods. Additionally, 
careful signal processing and expert interpretation are essential 
to distinguish artifact heart sounds from genuine physiological 
sounds and ensure the reliability and accuracy of heart sound 
analysis in clinical practice and research [12]. 

D. Extrastole Heart Sound Signal 

Extrastole, also known as an extra heart sound or premature 
beat, refers to an abnormal additional sound that occurs in the 
cardiac cycle, occurring either before or after the normal heart 
sounds. It is typically characterized by a distinctive "gallop" or 
"clicking" sound. Extrastole is caused by premature 
contractions of the heart's ventricles, atria, or both. These 
premature contractions disrupt the normal rhythm and timing 
of the cardiac cycle. Common types of Extrastole include atrial 
premature complexes (APCs) and ventricular premature 
complexes (VPCs). Extrastole can be indicative of underlying 
heart conditions such as arrhythmias, valvular disorders, or 
heart muscle abnormalities. Detecting and analyzing Extrastole 
in heart sound signals is crucial for diagnosing and monitoring 
cardiac abnormalities. Advanced signal processing techniques 
and machine learning algorithms are employed to identify and 
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classify Extrastole patterns accurately. Understanding the 
presence and characteristics of Extrastole heart sounds aids in 
the comprehensive evaluation and management of 
cardiovascular health [13]. 

E. Extrahls Heart Sound Signal 

Extrahls, also known as extraneous heart sounds or 
adventitious heart sounds, refer to abnormal sounds that are 
superimposed on normal heart sound signals. These sounds are 
not typically associated with the regular functioning of the 
heart and can arise from various pathological conditions or 
abnormalities within the cardiovascular system. Extrahls can 
manifest as additional clicks, murmurs, or abnormal sounds 
that occur in addition to the first and second heart sounds. They 
can be indicative of structural heart defects, valve 
abnormalities, turbulent blood flow, or other cardiac disorders. 
Analyzing Extrahls in heart sound signals is crucial for 
diagnosing and monitoring cardiovascular conditions, as they 
can provide valuable insights into the presence and severity of 
cardiac abnormalities. Advanced signal processing techniques, 
such as spectrogram analysis, wavelet analysis, or machine 
learning algorithms, are employed to identify and characterize 
Extrahls accurately. By detecting and analyzing Extrahls in 
heart sound signals, clinicians and researchers can improve 
their understanding of cardiac pathologies and make informed 
decisions regarding patient care and treatment strategies [14]. 

F. Murmur Heart Sound Signal 

Murmur heart sound signals refer to abnormal or atypical 
sounds that are heard during auscultation of the heart. Murmurs 
are characterized by a prolonged, swishing, or whooshing 
sound that occurs between the normal heart sounds (S1 and 
S2). These sounds are caused by turbulent blood flow within 
the heart or blood vessels, typically due to structural 
abnormalities such as valve defects, stenosis, regurgitation, or 
abnormal blood flow patterns. Murmurs can be classified based 
on their timing, intensity, pitch, and location within the cardiac 
cycle. They are often graded on a scale from 1 to 6, with higher 
grades indicating more pronounced murmurs. Accurate 
identification and characterization of murmurs in heart sound 
signals are crucial for diagnosing and managing various 
cardiovascular conditions. Advanced signal processing 
techniques, such as spectral analysis, time-frequency analysis, 
or machine learning algorithms, can aid in the automated 
detection and classification of murmur patterns. By analyzing 
murmurs in heart sound signals, healthcare professionals can 
assess the severity of underlying cardiac abnormalities, 
determine appropriate treatment strategies, and monitor the 
effectiveness of interventions for improved patient care [12]. 
Table I depicts a human’s heart-generated sound Wave-form 
signal. 

TABLE I. HEART SOUND WAVE-FORM SIGNAL, X-AXIS REPRESENTS TIME AND Y-AXIS MEASURES AMPLITUDE (GENERATED BY USING PYTHON LIBRARY: 
MATPLOTLIB) 

S.No Heart State Human’s Heart Generated Sound Wave-form Signal 

1. Normal 

 

2. Artifact 

 

3. Extrastole 

 

4. Extrahls 

 

5. Murmur 
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G. Signal Denoising 

Signal denoising refers to the process of removing 
unwanted noise or interference from a signal while preserving 
the underlying information of interest. It is a fundamental 
technique in signal processing used to improve the quality and 
reliability of signals in various domains, such as audio, image, 
and biomedical signals. The presence of noise in a signal can 
distort or mask important features, making it challenging to 
extract meaningful information or make accurate 
measurements. Signal denoising methods aim to reduce or 
eliminate this noise, enhancing the signal's clarity and fidelity. 
These methods employ various techniques, such as filtering, 
statistical analysis, wavelet transforms, or machine learning 
algorithms, to suppress or attenuate the noise components 
while preserving the desired signal components. Signal 
denoising is widely used in applications where the accuracy 
and reliability of signal analysis, interpretation, or decision-
making are critical, allowing researchers, engineers, and 
practitioners to obtain cleaner and more accurate signals for 
further analysis or processing. 

Signal denoising is highly important in various applications 
due to its ability to enhance signal quality, improve data 
analysis accuracy, facilitate signal interpretation, increase 
measurement precision, optimize signal processing techniques, 
enable better signal visualization, and enhance communication 
and signal transmission reliability. By removing unwanted 
noise and interference from signals, signal denoising improves 
the accuracy, clarity, and reliability of the underlying 
information, leading to more meaningful analysis, 
interpretation, and decision-making. It is a crucial step in fields 
such as biomedical signal processing, image and audio 
processing, communication systems, and scientific research, 
where accurate and reliable signal analysis is essential for 
successful outcomes. 

Environmental interferences, such as those caused by 
friction between the device and a human's skin, 
Electromagnetic Interference (EI), and unrelated noises like 
breath, lung, and ambient sounds, can readily interfere with the 
process of recording heart sounds [15]. Because signals in the 
form of sound generated by the human heart are frequently 
paired with EI, out-of-band noise must be removed. The 
segmentation, feature extraction, and final classification results 
are all considerably impacted by denoising. Wavelet denoising, 
variational mode deconstruction denoising, and Digital Filter 
Denoising (DFD) are the three most often used denoising 
techniques [16]. A new line of study in the field of heart sound 
feature extraction is the creation of a wavelet function for the 
human heart's signals based on the past understanding of heart 
sound data [17]. 

A sound spectrum refers to the distribution of the different 
frequencies present in a sound signal. It represents the energy 
or intensity of each frequency component within the signal. 
The spectrum provides valuable information about the 
composition and characteristics of the sound, allowing for the 
identification and analysis of specific frequency components. 
In the context of heart sound signals, a sound spectrum can 
reveal the presence and intensity of different sound frequencies 

associated with normal or abnormal heart sounds. By analyzing 
the spectrum, healthcare professionals and researchers can gain 
insights into the underlying physiological conditions and 
abnormalities of the heart. 

Spectral analysis techniques, such as Fourier transform or 
wavelet transform, are commonly employed to compute the 
sound spectrum and visualize the frequency content of the 
signal. This information can assist in the diagnosis, monitoring, 
and treatment of various cardiovascular disorders, providing 
valuable insights into the acoustic properties of the heart. Table 
II depicts different Heart Sound spectrums after denoising of 
heart’s sound wave signal. 

H. Signal Segmentation 

Signal segmentation is a fundamental process in signal 
processing that involves dividing a continuous signal into 
shorter segments or intervals. This technique is essential for 
isolating specific regions of interest within a signal, allowing 
for targeted analysis and processing. Signal segmentation is 
commonly used in various fields, such as speech recognition, 
audio processing, image analysis, and biomedical signal 
analysis. By segmenting a signal, researchers can focus on 
specific time intervals or frequency components for further 
analysis, enabling the extraction of meaningful features and 
patterns. This approach facilitates tasks such as event detection, 
signal classification, anomaly detection, and time-frequency 
analysis. Additionally, signal segmentation helps in dealing 
with non-stationary signals by breaking them down into 
smaller, more manageable segments. Overall, signal 
segmentation plays a vital role in signal processing 
applications, allowing researchers and practitioners to 
effectively analyze and understand complex signals by 
examining their constituent segments individually. 

As part of the segmentation process, the heart sounds of the 
first human (S1), the second human (S2), and the diastole are 
split into four parts or segments. Each section has useful 
components that help distinguish between the different types of 
heart sounds. However, individual differences in the length of 
the human heartbeat beat cycle, the number of human heart 
sounds, and the kinds of heart murmurs result in erroneous 
PCG signal segmentation. Thus, segmenting the FHS is a 
crucial step in the automated PCG analysis process. 

In recent years, envelope-based techniques have been 
among the most frequently utilized techniques for segmenting 
heart sounds [18], [19]. Electrocardiogram (ECG) [20], 
feature-based methods [21], time-frequency analysis methods 
[22], and probabilistic model methods [23], [24], [25], [26] are 
some important segmentation methods. The underlying 
premise of the employed algorithms is that the diastolic 
interval is more prolonged than the systolic time. In actuality, 
especially in newborns and cardiac patients, this supposition is 
not always accurate for an aberrant heart sound [27]. Based on 
the similarity between the ECG and the human heart signals, it 
has been discovered that algorithms that combine the cardiac 
cycle with an ECG signal perform better at segmenting data. 
They do have higher hardware and software requirements, 
though. 
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TABLE II. HEART SOUND SPECTRUM, X-AXIS REPRESENTS FREQUENCY AND Y-AXIS REPRESENTS MAGNITUDE (GENERATED BY USING PYTHON LIBRARY: 
MATPLOTLIB) 

S.No Heart State Human’s Heart Sound Signal Spectrum 

1. Normal 

 

2. Artifact 

 

3. Extrastole 

 

4. Extrahls 

 

5. Murmur 

 

 
Humans can hear sound not only at a particular time by its 

intensity but also by its pitch. The pitch is the frequency of the 
sound, a higher pitch corresponds to a higher frequency, and 
vice versa. So, to have a representation that is closer to the 
human brain, another dimension which is frequency is added to 
the representation, which is the spectrogram. 

III. REVIEW 

This review will provides a compendious review of 
Phonocardiography, Machine Learning (ML) literature 
including experimental, empirical, and theoretical studies. The 
modern advancements and contributions from recent studies 
related to major and compelling administration depict this 
research. 

Previously proposed phonocardiography, Machine learning 
techniques such as Deep Learning (DL), Extreme Learning 
Machines (ELMs), Deep Extreme Learning Machines 
(DELMs), and previous technologies and techniques are 
comprehensively reviewed. The literature mentioned is either 
the most benchmark research contributions, most relevant, 
highly cited, or published in well-reputed research journals. 

A. Phonocardiography 

Phonocardiography is a non-invasive diagnostic technique 
used to capture and analyze the sounds produced by the heart 
during its normal functioning. It involves recording the sounds 
made by the heart using a sensitive microphone or electronic 
sensor and then analyzing the recordings to identify any 
abnormal sounds or patterns that may indicate the presence of 
heart disease. Fig. 2 shows the Phonocardiography Signals of 
Normal Heart. In the phonocardiograph, the process of 
determining the state of the heart is done using the waves that 
come from the heart, and the process of classification of the 
heartbeats is done as normal and abnormal [28]. 

 

Fig. 2. Phonocardiography signals of normal heart. 
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The normal is defined as the state that an adult’s blood 
pressure at rest varied from 60 to 100 beats per minute. In 
general, improved cardiac function and improved 
cardiovascular health are demonstrated by a lower resting heart 
rate. As for the abnormal state, the heart is in a state of 
disorder, unstable, and known any erratic heartbeat is known to 
be an abnormal heart rate or an increased heart rate. An 
irregular heart rhythm (rapid heartbeat, called tachyarrhythmia, 
or slow pulse, called slow arrhythmia-bradyarrhythmia) can 
accompany arrhythmia [29]. Fig. 3 shows the 
Phonocardiography Wave Signals of Arrhythmia-
Bradyarrhythmia. 

One of the most prominent application features of 
phonocardiography is the detection and monitoring of the 
evaluate the effectiveness of treatment of the key heart 
abnormalities symptoms like ventricular dysfunction, aortic 
regurgitation, mitral regurgitation, aortic stenosis, heart failure, 
hypertrophic cardiomyopathy, tricuspid regurgitation, coronary 
artery disease, pulmonic stenosis, atrial fibrillation, ventricular 
tachycardia, heart murmurs, aortic aneurysms, systolic heart 
murmurs, ventricular hypertrophy, ventricular septal defects 
and ductus arteriosus [30]. 

Left ventricular dysfunction refers to a condition where the 
heart's left ventricle, which is responsible for pumping 
oxygenated blood to the rest of the body, is not functioning 
properly. This can occur due to a variety of reasons, including 
damage to the heart muscle, high blood pressure, heart valve 
problems, or coronary artery disease. Left ventricular 
dysfunction can lead to a range of symptoms, including 
shortness of breath, fatigue, swelling in the legs and feet, and 
chest pain. It can also increase the risk of heart failure, heart 
attack, and other cardiovascular complications. 

Phonocardiography-based detection of left ventricular 
dysfunction was reviewed in detail by Jagannath [31]. 

Some notable contributions along with the feature 
extraction techniques, datasets, modeling techniques, and 
results are depicted in Table III. 

From Table III, it can be noted that most of the research 
work has been done using different feature extraction 
techniques including MFCC. Also, different researchers used 
different machine learning techniques like KNN, ANN, and 
SVM. 

All the results have differences due to the use of different 
datasets, feature extraction techniques, and machine learning 
techniques. Most of the datasets used were private and the 
researchers did not share their data set on the web, or in other 
words, we can say that those data sets are not publicly 
available. We have found that Ziaee Hospital recorded  
Ardakan dataset. The dataset contains 148 PCG signals from 
22 subjects (8 males, 14 females; between 3 and 85 years old), 
unfortunately, the data is not publicly available from the 
literature. 

 

Fig. 3. Phonocardiography wave signals of arrhythmia-bradyarrhythmia. 

TABLE III. DETAILS OF FEATURE EXTRACTION AND ACCURACY

Article Feature Extraction Technique 
Machine Learning 

Techniques 
Dataset 

Results Accuracy 

in % 

[32] MFCC CNN PASCAL 87.65 

[33] SEE, HT, MFCC, WT SVM, KNN hospital in Ardakan 98.78 

[34] WPT, SVD CNN, RNN, LSTM PhysioNet 79.8 

[35] MFCC, Time & Freq HMM, SVM, CNN PhysioNet 89.22 

[36] MFCC DFT, CNN PhysioNet 86.02 

[37] MFCC 
CNN, Springer’s 

algorithm 
PASCAL 90.4 

[38] DL RNN, LSTM , GRU PASCAL 76.9 

[15] DWT, CWT, STFT, MFCC SVM, ANN, KNN PhysioNet 99.7 

[39] MFCC SVM, RF, MLP PhysioNet 84.88 

[40] FT, WT, FLP LVQ, PNN, LS-SVM PhysioNet 98 

[41] MN, SD, RPAB, SC SVM Not available 71.13 

[70] LDA K-mean Peter Bentley heart sound 84.39 
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Another dataset that some researchers have used is GitHub. 
GitHub dataset they have obtained the PCG signals from a 
public database but the best result was from GitHub. There are 
1,000 PCG recordings present in the database for different 
subjects. Out of these 1,000 recordings each class contains 200 
recordings. There are five classes of PCG signals given in the 
database namely the healthy control (HC), AS, MS, MR, and 
mitral valve collapse (MVP), Most of this dataset it's not clear 
and even the data set is not labeled. 

Considered the most popular among the research and the 
most used in the experiment, the dataset (PASCAL challenge 
dataset) consists of 312 auscultations collected in the Real 
Hospital Portugués (RHP) Maternal and Fetal Cardiology Unit 
in Recife, Brazil, using the DigiScope. Each inspection is 
reported for six to ten seconds. The normal count is 200. And 
the abnormal count of 112. In reference [37] the collected 
dataset is divided into two parts: Dataset A contains 31 normal 
heart sounds and 34 abnormal heart sounds. For the training 
set, 15 normal and 17 abnormal sounds are selected, and the 
rest is for the test. Dataset B contains 200 normal and 66 
murmurs, 100 normal and 33 abnormal for the training, and the 
rest is left for the test. 

After we collected a large number of databases and 
searched for them, we found that what is publicly available is 
PASCAL and PhiysoNet. Thus our research based on them in 
addition to the availability of a new database called (heartbeat 
sound) through the site ―Kaggle‖ which is the largest site for 
contests and review of databases. 

B. Mel-Frequency Cepstral Coefficients 

Mel Frequency Cepstral Coefficients (MFCC) is a feature 
extraction technique used in speech processing and audio 
signal analysis. The MFCC algorithm was first proposed by 
Davis and Mermelstein in 1980 [42]. It has since become one 
of the most widely used techniques in speech and audio signal 
processing. The basic intuition behind MFCC is to extract a 
compact representation of the spectral envelope of an audio 
signal, which can then be used for further analysis. The spectral 
envelope is essentially a smoothed version of the power 
spectrum of the signal, and it contains information about the 
distribution of energy across different frequency bands [43]. 
Fig. 4 shows the signal in the Time Domain. 

 

Fig. 4. Signal in the time domain. 

To extract the spectral envelope, the MFCC algorithm first 
divides the signal into short overlapping frames, typically 20-
40 MS in duration. Each frame is then transformed into the 
frequency domain using a Fourier Transform. The resulting 
frequency spectrum is then passed through a bank of Mel-scale 
filter banks, which are spaced uniformly on the Mel-scale, a 
perceptual scale that is more closely related to the way humans 
perceive pitch than the linear frequency scale [44]. The output 
of each filter bank is then logarithmically scaled, and the 

resulting values are transformed using the Discrete Cosine 
Transform (DCT) to obtain the MFCCs. 

The DCT is used to decorrelate the filter bank outputs and 
to obtain a set of décor-related coefficients that are more 
suitable for further analysis [45]. The number of MFCCs 
extracted depends on the specific application, but typically, 12-
13 coefficients are used for speech recognition tasks. The 
resulting MFCCs can be used as features for machine learning 
algorithms such as Hidden Markov Models (HMMs), which 
are commonly used in speech recognition [2]. 

A Comparative Study on MFCC and MEL spectrogram 
features for automatic speech recognition presented by J.M. 
Azevedo, et al. [46]. This study compared the performance of 
MFCC and Mel spectrogram features for automatic speech 
recognition using deep learning models. The results showed 
that Mel spectrogram features outperformed MFCCs in terms 
of recognition accuracy [46]. 

Exploring the impact of MFCC and its derivatives on EEG-
based emotion recognition was proposed by S. Almogbel, et al. 
[47]. In this study, the authors investigated the use of MFCC 
and its derivatives for EEG-based emotion recognition. The 
results showed that incorporating MFCC and its derivatives 
improved the accuracy of emotion recognition compared to 
using raw EEG signals alone [47]. 

MFCC-based speech enhancement using Deep Neural 
Networks (DNN) was investigated by Mohamed, et al. [48]. 
This study proposed a deep neural network-based approach for 
speech enhancement using MFCC features. The results showed 
that the proposed approach improved speech quality and 
intelligibility compared to traditional MFCC-based speech 
enhancement methods [48]. MFCC and its derivatives-based 
features extraction for automated speech recognition of 
spontaneous Tamil language was put forward by S. 
Sivaprakasam, et al. [49]. This study investigated the use of 
MFCC and its derivatives for automated speech recognition of 
the spontaneous Tamil language. The results showed that using 
higher-order derivatives of MFCCs improved the recognition 
accuracy compared to using only MFCCs [49]. 

Comparison of MFCC and Gamma tone filter bank features 
for speech emotion recognition presented by S. Mohapatra and 
S. Lenka [50]. This study compared the performance of MFCC 
and gamma tone filter bank features for speech emotion 
recognition using machine learning models. The results 
showed that both features performed similarly in terms of 
recognition accuracy [50]. An Improved MFCC algorithm for 
speech recognition lodge by J. Wu, et al. [51]. This study 
proposed an improved MFCC algorithm for speech recognition 
by adding a Gaussian filter to the Mel filter bank. The results 
showed that the proposed algorithm outperformed traditional 
MFCCs in terms of recognition accuracy [51]. 

A Comparative Study of MFCC and Gammatone Filter 
Bank features for phoneme recognition advanced by Y. Sun, et 
al. [52]. This study compared the performance of MFCC and 
Gamma tone filter bank features for phoneme recognition 
using deep learning models. The results showed that 
Gammatone filter bank features outperformed MFCCs in terms 
of recognition accuracy [52]. 
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Speaker recognition based on MFCC and XGBoost 
initiated by Z. Yang, et al. [53]. This study proposed a speaker 
recognition system based on MFCC features and XGBoost, a 
gradient-boosting algorithm. The results showed that the 
proposed system achieved high accuracy in speaker recognition 
tasks [53]. A Comparative Study of MFCC and DL features for 
speech emotion recognition argued by X. Liu, et al. [54]. This 
study compared the performance of MFCC and deep learning 
features for speech emotion recognition. The results showed 
that deep learning features outperformed MFCCs in terms of 
recognition accuracy [54]. 

MFCC-based speech separation using Convolutional 
Recurrent Neural Networks tender by M. Hossain, et al. [55]. 
This study proposed a convolutional recurrent neural network-
based approach for speech separation using MFCC features. 
The results showed that the proposed approach outperformed 
traditional MFCC-based speech separation methods [55]. 

C. Machine Learning and Medical Diagnosis 

Machine Learning (ML) continues to hold immense 
significance in medical diagnosis, especially in this digital and 
AI age. One of its key contributions lies in the increased 
accuracy it offers. ML algorithms possess the capability to 
analyze vast amounts of medical data, encompassing patient 
records, medical images, and genomic information. By 
identifying complex patterns and relationships within this data, 
ML models can provide more accurate and reliable diagnoses, 
often surpassing human capabilities. ML algorithms excel at 
the early detection and prevention of diseases by analyzing 
patient data over time, these models can identify subtle 
indicators and early signs of conditions such as cancer, heart 
disease, or neurological disorders. Early detection enables 
healthcare professionals to intervene sooner, improving patient 
outcomes and potentially saving lives. ML also enables 
personalized medicine, as it allows for the development of 
tailored treatment plans based on an individual's unique 
characteristics, such as genetics, lifestyle, and medical history. 
By considering these factors, ML algorithms can predict the 
effectiveness of different treatment options, helping physicians 
make informed decisions that are specifically catered to each 
patient's needs [56]. 

In the field of medical imaging, and medicine phonography 
ML algorithms have made significant strides. They can 

automatically analyze and interpret medical images like X-
rays, MRIs, and CT scans, detecting patterns and anomalies 
that may be challenging for human observers to identify from 
the image, and sound data. This capability enhances 
radiologists' efficiency and accuracy, leading to more precise 
diagnoses and reducing the chances of misinterpretation. ML's 
integration into electronic health records (EHRs) enables the 
analysis of large-scale patient data, allowing for data 
integration and decision support. ML algorithms can uncover 
hidden correlations between symptoms, risk factors, and 
treatment outcomes, providing healthcare professionals with 
valuable insights to make informed decisions. ML-powered 
decision support systems can suggest diagnoses, treatment 
plans, and medication recommendations, ultimately improving 
the overall quality of patient care [57]. 

Furthermore, ML contributes to increased efficiency and 
cost savings in healthcare. By automating time-consuming 
tasks like data entry, documentation, and administrative 
processes, ML frees healthcare providers to focus more on 
direct patient care, reducing the burden of paperwork and 
enhancing operational efficiency. Additionally, ML helps 
optimize resource allocation and treatment pathways, 
potentially reducing healthcare costs.  

ML process passes through many phases like pre-
processing, learning, and evaluation. Data is mostly in the form 
of unstructured, inconsistent, incomplete, redundant, 
heterogeneous, as well as noisy. Using techniques like data 
cleaning, extraction, fusion, transformation, etc. data pre-
processing helps prepare raw data usable and consistent for the 
subsequent phases. The learning phase selects algorithms of 
learning and refines the parameters of the model to get the 
required results through the usage of the pre-processed input 
data. The evaluation phase follows to ensure the attained 
performance of the learning model, i.e. performance evaluation 
of the learning algorithm included the selection of dataset, error 
estimation, measuring performance, and the different tests of 
statistics. The results of the evaluation phase may lead to the 
parameters of adjusting for the selected learning algorithm or 
selecting various algorithms and classifiers. Through the 
multiple facets like nature of learning, learning target, type of 
input data, data availability timing, users (stakeholders), and 
domain factors. Fig. 5, illustrates the Machine Learning 
framework. 

 

Fig. 5. Machine learning framework (Rizvi, 2019).
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D. Supervised Learning 

There are three major administrations of conventional 
machine learning which are supervised, unsupervised, and 
semi-supervised learning. Supervised learning (SL) is claimed 
as the uttermost decisive and intrusive annex of machine 
learning (ML) and pattern recognition. In supervised learning, 
the learning system is commenced with examples of input and 
output braces and the prime objective is to learn a function that 
decorously maps inputs and outputs [58].  

Supervised machine learning which is also known as a 
classification learning advent is employed for analyzing 
training or labeled data to draft concealed and unseen instances 
of data for future and imminent classification. To train a 
classifier that learns to differentiate between different pattern 
classes, extracted features from recognition units are used [59]. 
The supervised learning approach carves an acceptable amount 
of training data or labeled data for the classification of unseen 
test data [1]. 

SL, which is also called sometimes a classification learning 
advent, is implemented for data labeling or training analysis for 
drafting unseen and concealed data instances for both the 
imminent and future classification. In training, a classifier for 
learning to differentiate between the distinct pattern’s classes 
and extracted features from the units of recognition are utilized. 
The SL approach carves an acceptable amount of training data 
or labeled data for the classification of unseen test data [59]. 
The SL model is shown in Fig. 6. 

 

Fig. 6. Supervised machine learning model [59]. 

E. Artificial Neural Network 

Being an SL-based information processing discipline, 
Artificial Neural Network (ANN) is used for solving circuitous 
problems. Besides, ANN facilitates understanding the conduct 
of complex systems through the usage of computer 
simulations. The final objective of the ANN paradigm is to 
solve computational problems in the way, the human brain 
would do. A very simple ANN comprises abounding 
elementary nodes/processors, often dubbed neurons. These 
neurons cause a catenation of real-valued activation. Apart 
from that, sensory input is evoked by the input neurons through 
the perception of the environment. In the same way, other 
neurons receive the input of activation from weighted 
connections of the past antecedent neurons. In this way, only a 
few neurons, output neurons, for instance, may affect the 
environment through various prompting actions [60]. 

The discipline of ANN can be thought of as a set of 
massively parallel computing systems comprising many 
interconnected processors. ANN models try to utilize 
organizational principles like generalization, learning, and 
computation in a network of weighted graphs. The nodes being 
used in this network are artificial neurons. Further, the edges 

with the weights are joined with the input and the output 
neurons. In ANN, the process of learning is the determination 
of weights that force the ANN to show the expected behavior 
or output. Comprehending the conduct of neurons may entail 
an array of computational stages and phases in a non-linear 
manner. Further, each stage converts the network’s 
accumulated activation. Specifically, the techniques of ANN 
deputize the credit beyond many such stages. Besides, this 
paradigm is normally adopted due to its vibrant adequacy of 
the mapping for nonlinear systems [61]. 

F. Extreme Learning Machines 

Both the DL and the classical ML techniques proved a 
springboard for yet another efficient approach to learning 
which was introduced during the last decade. This new 
approach to learning is termed Extreme Learning Machines 
(ELM). ELM based on the SL approach has been introduced 
by Huang et al. [62]. Both the bias of ELM and the spawning 
of input weights in a random fashion are the source of major 
anomalies between classical DL and ELMs, which are prone to 
fast learning speed [63]. On the other hand, ELM is a very 
straightforward, naive, and efficient algorithm, which stands on 
the principle of Single Layer Feed-Forward Neural Networks 
(SLF-FNN). 

ELM is a special architecture of a Multi-Layer Neural 
Network, consisting of a Single-Layer Feed-Forward Neural 
Network (SLFFNN) equipped with hidden neurons, and 
designated input weights. Further, it has random bias values in 
the hidden layer, whereas the output is computed by utilizing 
single multiplication of the weights of the vector matrix. ELM 
utilizes SLFFNN due to its sufficiency to advance any 
continuous function and to assert any discontinuous area. If we 
compare the efficiency of ELM and traditional Back 
Propagation Neural Networks (BP-NN), the ELM has far better 
learning time for N sample data. In ELM settings, parameters 
being used in the hidden layers are absolute i.e., independent of 
the data. Further, hidden level parameters for the function of 
activation are haphazardly generated before the perception of 
training data [64], [65]. 

G. Deep Extreme Learning Machines 

DELM is normally employed for regression and 
classification purposes in diverse settings since its rate of 
learning is very rapid. Further, it is very effective as far as the 
rate of computational convolution is concerned. Classical ANN 
algorithms require sophisticated measurements and the 
learning times should be very slow. Further, they can override 
the learning model given by Khan [66]. Deep Extreme 
Learning Machines (DELMs) take advantage and benefit from 
both ELMs and DL techniques. In the phenomenon of DELMs, 
hidden layers get enhanced in the network structure of ELM 
and the random initialization process for the weights of input-
layer and initial hidden-layer weights along with the initial 
hidden layer’s bias. 

Besides, DELMs utilize a new way to calculate the 
parameters to be used in all the hidden layers except the first 
using the Least Square Method (LSM) for calculating the 
output network weight [67]. DELM consists of the architecture 
with the multi-layer network which has been distributed in two 
halves. The first half of these two halves learns the original 
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data in depth to get the most representative novel data through 
the usage of ELM-AE. As far as the second half is concerned, 
it calculates the parameters of the network by utilizing the 
kernel ELM algorithm [68]. 

There are two main steps of the Deep Extreme Learning 
Machines DELMs based classification of image-set. In the first 
step, the global domain-specific DELM model is found by 
utilizing training images. In the second step, an initialization 
building of class-specific DELM is carried out through the 
usage of global representation. It is to be noted that the 
encoding of both domain-level, as well as class-specific 
properties of data, is essential in the performance of both steps 
[69]. 

IV. DISCUSSION AND CONCLUSIONS 

This review paper explored various studies, research 
papers, and scholarly works related to the integration of 
phonocardiography and machine learning. This paper provides 
a detailed introduction that highlights the importance of 
phonocardiography and machine learning in the field of 
healthcare, providing background information on 
phonocardiography by discussing the components of the 
phonocardiogram and the challenges associated with signal 
acquisition and processing. Transitioning to machine learning, 
the algorithms used in analyzing phonocardiograms and the 
steps involved in developing a machine learning model. 

In the view of the research that we have collected that most 
of the researchers use Mel-frequency cepstral coefficients 
(MFCC), which is one of the conventional feature extraction 
techniques. Looking at the machine learning techniques that 
researchers have tried, we found that two techniques are the 
most used and the highest performing, which are support 
vector machine and Artificial neural network (SVM, ANN). 

Review outcomes provide a roadmap for future research by 
pinpointing underexplored areas, automated detection and 
classification of heart sounds for the early detection of cardiac 
abnormalities. Studies in arrhythmia detection, heart sound 
segmentation, and abnormality classification. The paper 
concludes with a discussion on the limitations and future 
directions of phonocardiography and machine learning, 
addressing challenges and suggesting future research 
possibilities including deep learning models. The presented 
literature review provides a comprehensive overview of 
phonocardiography and machine learning, covering 
fundamental concepts, applications, and potential 
advancements in the field. 
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Abstract—The increasing scale and sophistication of network 

attacks have become a major concern for organizations around 

the world. As a result, there is an increasing demand for effective 

and accurate classification of network attacks to enhance cyber 

security measures. Most existing schemes assume that the 

available training data is labeled; that is, classification is based 

on supervised learning. However, this is not always the case since 

the available real data is expected to be unlabeled. In this paper, 

this issue is tackled by proposing a hybrid classification approach 

that combines both supervised and unsupervised learning to 

build a predictive classification model for classifying network 

attacks. First, unsupervised learning is used to label the data 

available in the dataset. Then, different supervised machine 

learning algorithms are utilized to classify data with the labels 

obtained from the first step and compare the results with the 

ground truth labels. Moreover, the issue of the unbalanced 

dataset is addressed using both over-sampling and under-

sampling techniques. Several experiments have been conducted, 

using the NSL-KDD dataset, to evaluate the efficiency of the 

proposed hybrid model and the obtained results demonstrate 

that the accuracy of our proposed model is comparable to 

supervised classification methods that assume that all data is 

labeled.  

Keywords—Network attacks; supervised learning; unsupervised 

learning; machine learning 

I. INTRODUCTION 

The extensive use of the Internet and its continuous 
development benefit many network users in many aspects. 
However, in recent years, cyber-attacks have become a 
growing concern due to their increasing complexity and 
diversity posing a major threat to governments, businesses, and 
networks[1]. As a result, network security becomes more 
important with the widespread use of the network. The purpose 
of network security is to provide protection and defense against 
misuse such as modification and unauthorized access. 

The task of detecting anomalies in network traffic is 
experiencing growing demand due to the expanding internet 
accessibility among individuals[2]. The potential consequences 
of an intrusion on a computer network encompass a wide range 
of concerns, including but not limited to the compromise of 
confidentiality, integrity, and accessibility. These issues can 
manifest in various ways, such as breaches of privacy or 
compromise of systems. The primary classifications of 
intrusion detection systems encompass signature-based 
detection systems and anomaly-based detection systems[3]. 
Signature-based systems predominantly depend on established 
attack signatures to identify and detect unauthorized activities. 

In contrast, when encountering unfamiliar attack signatures, the 
identification of abnormal network activity is mostly conducted 
through the utilization of anomaly-based technologies. 

There are many mechanisms trying to protect the network 
from outsiders, but these mechanisms can be hacked because 
the attacker spends enough time and resources to penetrate this 
perimeter, which may be mostly successful. Despite the 
multitude of mechanisms implemented to safeguard networks 
from external threats, determined attackers often invest 
significant time and resources to breach these defensive 
perimeters, leading to a high success rate. While firewalls are 
renowned as one of the most widely used network defense 
systems, they alone are insufficient in providing 
comprehensive protection against cyber-attacks. While access 
control policies play a crucial role in ensuring network 
security, they can be circumvented through passive 
authentication methods, thereby undermining their 
effectiveness. Passive authentication attacks pose a significant 
challenge to network security because they exploit the trust 
established within the network. By leveraging legitimate user 
credentials or session information, attackers can effectively 
bypass the access control policies implemented by firewalls.  

This highlights the need for additional security measures 
beyond traditional firewall systems. To mitigate the risks 
associated with passive authentication attacks, organizations 
should consider implementing supplementary security 
measures such as strong user authentication protocols, 
encryption mechanisms, and intrusion detection systems. These 
layers of defense can help detect and prevent unauthorized 
access attempts, even if attackers manage to bypass the 
firewall's access control policies. By adopting a multi-faceted 
approach to network security, organizations can enhance their 
resilience against evolving cyber threats and minimize the 
potential impact of successful attacks[4]. On the other hand, 
encrypting stored data is a way to achieve data-centric security. 
However, encrypting stored data is not appropriate for all 
environments and contexts. Despite the many ways of 
protection, the attackers always find an entrance to fulfill their 
desires[5]. Thus, there is a need to identify methods for 
extracting security information from network data. 

Most of the existing methods for classifying network 
attacks assume that the available datasets are labeled. Hence, 
they utilize supervised learning techniques to classify network 
packets. However, in real scenarios, network data are not 
labeled, and hence supervised learning-based classification 
methods might not be practically useful. Another issue with 
existing datasets is that most of the available datasets are 
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highly unbalanced in the sense that the training samples for 
some classes are much smaller than the samples available for 
other types. Ignoring this class imbalance increases the chances 
that the developed model will learn more about classes with 
large samples in the data set than about classes with fewer 
samples. This paper aims to address the class balance problem 
and use machine learning techniques to identify and extract 
useful security information from network data to classify 
different types of network attacks. Network attack 
classification plays a vital role in detecting and mitigating 
potential threats to network security. Traditional signature-
based methods have limitations in identifying new and 
sophisticated attacks. Thus, the need for predictive models that 
can effectively identify attack patterns and classify them with a 
high degree of accuracy emerges [4] which affects the 
protection of the network. 

Machine learning plays a pivotal role in the development 
and advancement of several domains within the field of IDS. 
Statistical methodologies and methods are utilized in order to 
train the model using a set of training data. When faced with 
unfamiliar data, the system extracts distinctive and hidden 
patterns from the dataset in order to provide predictions or 
classifications, thereby forecasting future trends based on the 
available data[6]. There are two primary categories of machine 
learning algorithms: unsupervised learning and supervised 
learning. In the training phase of Supervised Learning, the 
model is trained using data that includes both the dependent 
variable and its corresponding outcome. Conversely, in 
Unsupervised Learning, the model is trained on unlabeled data, 
which consists of input data without any associated output 
information[7]. 

In this study, an unsupervised pooling technique has been 
devised, utilizing the K-means method for the purpose of 
detecting and grouping network intrusion. Next, a supervised 
learning technique was employed using three distinct 
algorithms: Random Forest (RF), K-Nearest Neighbor (KNN), 
and Support Vector Machines (SVM), in order to classify 
attacks. The NSL-KDD dataset was utilized in this study, 
employing two distinct methodologies, namely oversampling 
and under sampling, to ensure the maintenance of data balance. 

The main contributions of this work are outlined as follows:  

 A data preprocessing strategy is provided as well as 
data sampling techniques that aim at achieving a more 
accurate representation of the dataset's features, with the 
ultimate goal of reducing model bias. 

 Introduce and compare the utilization of three models, 
namely Random Forest (RF), K-Nearest Neighbors 
(KNN), and Support Vector Machine (SVM), in the 
context of classifying network intrusion attempts. The 
classification task is performed using unsupervised 
learning through the application of the K-means 
algorithm. 

 Presenting a complete review of network intrusion 
attacks, focusing on the datasets used in previous 
research. The analysis evaluates the accuracy of four 
different models, identifying the most realistic model 
among them. 

The subsequent sections of the paper are structured in the 
following manner: The literature review is presented in Section 
II. The suggested method is explicated in Section III. Section 
IV discusses the evaluation metrics while the discussion of the 
outcomes is presented in Section V. The final Section VI 
contains future work and the conclusion. 

II. RELATED WORKS  

In [1], machine learning was used to detect the occurrence 
of malicious attacks and introduce a feature-based transfer 
learning framework and transfer learning approach. They also 
introduced the feature-based learning approach using a linear 
transformation, called HeTL. A cluster-enhanced transfer 
learning approach, called CeHTL, has been proposed to make 
it more potent to detect unknown attacks and evaluation of 
learning transfer approaches on shared workbooks. The results 
show that transfer learning methods improve the detection 
performance of unknown network attacks compared to 
baselines. 

In [5], the authors cover most of the papers that have been 
released on the attack and defense of membership inference on 
ML models. They familiarize MIAs with ML models and 
present current attack methods. They also rated all MIAs 
papers next to discuss why MIAs work on ML models and 
summarize the most current evaluation metrics, datasets, and 
open-source applications of common approaches. 

In [4], the researchers proposed a machine learning 
approach to classify and predict types of DDoS attacks. The 
authors also used Random Forest and XGBoost classification 
algorithms. The UNWS-np-15 dataset was extracted from the 
GitHub repository and Python was used as a simulation. After 
applying the machine learning models, they generated a 
confusion matrix to determine the performance of the model. 
For the Random Forest algorithm, the results show that both 
Precision (PR) and Recall (RE) are ∼89%. For the XGBoost 
algorithm, the results show that both Precision (PR) and Recall 
(RE) are about 90%. 

The researchers in [8] proposed an efficient framework that 
learns minimal temporal preferential attack targeting the LSTM 
model with electronic medical record inputs, they also 
proposed an efficient and effective framework that identifies 
sensitive locations in medical records using adversarial attacks 
on deep predictive models. The results showed weakness in the 
deep models, as it was more than half of patients can be 
successfully attacked by changing only 3% of the recording 
sites with maximum perturbation less than 0.15 and mean 
perturbation less than 0.02. 

In [9], the researchers suggested a stack-based ensemble 
approach to obtain reliable predictions by combining different 
algorithms. A powerful processing model called Graphlab 
Create (GC) was used to perform experiments involving many 
cases. Recent datasets consisting of attack types were compiled 
from the UNSW NB-15 and UGR'16 datasets. 

In [10], SVM models detect malicious behavior within low-
power, low-speed, and short-range networks. They evaluated 
two SVM approaches, namely C-SVM and OC-SVM. Actual 
network traffic was used along with the specific network layer 
attacks that they have implemented to generate and evaluate 
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VPM detection models. They show that C-SVM achieves a 
classification accuracy of 100% when evaluated with unknown 
data taken from the same network topology in which it was 
trained and an accuracy of 81% when running in unknown 
topologies.  

In [11] the authors proposed the first survey of its kind on 
adversarial attacks on machine learning in network security. 
They discussed aggressive attacks against deep learning in 
computer vision only. They introduced a new classification of 
adversarial attacks based on machine learning applications in 
network security and developed a matrix to correlate different 
types of adversary attacks with a classification-based 
classification to determine their effectiveness in causing 
misclassification. A new idea of the adversarial risk network 
map concept was presented for machine learning in network 
security. 

In [12] they compared different classifiers in the NSL-KDD 
dataset for binary and multiclass classification. SVM, random 
forest, and LSTM-RNN model were considered. They show 
that the proposed model produced the highest accuracy rate of 
96.51% and 99.91% for binary classification using 122 features 
and an optimal set of 99 features, respectively. LSTM-RNN 
obtained higher accuracy than SVM in binary classification. 

In [13], the researchers presented an exploration of how 
adversarial learning can be used to target supervised models by 
generating adversarial samples using the Jacobian-based 
Saliency Map attack and an exploration of classification 
behaviors. An authentic power system dataset was used to 
support the experiments presented. The classification 
performance of two widely used classifiers, Random Forest 
and J48, decreased by 6 and 11 percentage points when hostile 
samples were present. 

In [14], the authors aimed to detect distributed denial-of-
service (DDOS) attacks on financial institutions by using 
banking datasets. They used multiple classification models to 

predict DDOS attacks. Some complexity has been added to the 
architecture of the generic models to enable them to perform 
well and application of support vector machine (SVM), k-
nearest neighbors (KNN), and random forest (RF) algorithms. 
SVM showed an accuracy of 99.5%, while KNN and RF 
recorded an accuracy of 97.5% and 98.74%, respectively, for 
detecting DDoS attacks. When compared, it is concluded that 
SVM is more powerful compared to KNN, RF, and existing 
machine learning (ML) and deep learning (DL) approaches. 

In [15], the authors applied the MeanShift algorithm to 
detect an attack in a network traffic dataset and evaluated the 
performance of the MeanShift algorithm by two metrics. These 
metrics are detection rate and detection accuracy. The results of 
this study showed that the detection rate of the MeanShift 
algorithm was 79.1 percent, and the detection accuracy of the 
MeanShift algorithm was 81.2 percent. 

In [16], the authors proposed a method for infiltration 
detection based on deep neural networks. They trained the 
encoder block based on self-supervised variance learning using 
unclassified training patterns. Then they inserted the resulting 
representation into the classification header which was trained 
using a labeled data set. 

In [17] they implemented the machine learning-based 
detection, classification, and investigation of flood DDoS 
attacks. They used four supervised learning methods (CART, 
K-NN, QDA, GNB) and implemented them well, but CART 
outperforms others based on the investigations that have been 
conducted. 

In [18] they performed a comparative study to analyze the 
performance of ML algorithms for intrusion detection on the 
NAL-KDD dataset. They selected only the relevant features. 
They concluded a reliable identity detection system capable of 
real-time intrusion detection using different. Table I summarize 
some related works and provide a comparison between 
different approaches. 

TABLE I. SUMMARY AND COMPARISON OF THE RELATED WORKS 

Notes Accuracy Dataset Method or Technique Study name Author & year Ref. 

Assumed The Data Is 
Labelled. 

%39.0  NSL-KDD 
transfer learning 

approach HeTL and 

CeHTL 

Transfer Learning for Detecting 
Unknown Network Attacks 

Zhao,Juan et al. 
2019 

[1] 

They Got Good Accuracy 

Using XGBoost Algorithm 

But by Using Other 
Algorithms The Accuracy 

Was Low 

%.3  

KDD, 

UNWS-np-
15 

Was Used Random 
Forest and XGBoost 

Classification 

Algorithms 

A Machine Learning-Based 

Classification and Prediction 
Technique for DDoS Attacks 

Mohmand, 
Muhammad 

Ismail 

et al.2022 

[4] 

It Is Only Limited To Use 

Of The Graphlab Construct 
(GC) Model. 

%.9  
UNSW NB-

15 and 
UGR’ 16 

model Graphlab Create 

(GC) was used 

A predictive Model for Network 

Intrusion Detection Using 
Stacking Approach 

Rajagopal, 

Smitha et 
al.2020 

[9] 

 %033  - C-SVM and OC-SVM 
Network Attack Classification 

in IoT Using Support Vector 
Machines 

Ioannou, 

Christiana et 
al.2021 

[10] 

LSTM-RNN performs 

Poorly. In this Experiment 

The Training Time Was 
Not Recorded 

 %..9.0  NSL-KDD 

SVM, random forest, 

and LSTM-RNN model 

were considered. 

 

Using a Long Short-Term 

Memory Recurrent Neural 

Network (LSTM-RNN) to 
Classify Network Attacks 

Muhuri, Pramita 
Sree 

et al.2020 
[12] 

This Model Is Limited To 

Offline Datasets 
 %..99  

Bank 

Dataset 

Has been used multiple 

classification models to 
predict DDOS attacks 

and SVM, KNN, RF 

algorithms 

Detection of Distributed Denial 

of Service (DDoS) Attacks in 
IOT Based Monitoring System 

of Banking Sector Using 

Machine Learning Models 

Islam, Umar 

et al.2022 
[14] 
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MeanShift Algorithm used 

Did Not Detect The R2L 

and U2R Attack Types. 
 %2098  KDD 99 MeanShift algorithm 

Network Attack Detection 

Using an Unsupervised Machine 
Learning 

Algorithm 

Kumar, Avinash 
et al.2020 

[15] 

Detect Intrusion With 
Limited Number Of 

Labeled Data 
.0939%  

UNSW-

NB15 
Supervised and Self-

supervised 

Network Intrusion Detection 
with Limited Labeled Data 

Using Self-supervision 

Lotfi, S et 

al.2022 
[16] 

Only DDos Attack Was 

Used, This Study Was 
Limited To The Supervised 

Learning Method, CART 

and k-NN Their 
Hyperparameters Have Not 

Been Tuned 

.2%  

Dataset For 

The SDN 
Classes Of 

Events 

(Normal, 
TCP,HTTP, 

UDP) 

Supervised Learning 

Methods and 

(DA,NB,DT, k-NN) 

Detection and Classification of 

DDoS Flooding Attacks on 

Software-Defined Networks: 
A Case Study for the 

Application of 

Machine Learning 

Sangodoyin, 

Abimbola O. 

et al92021 
[17] 

U2L Attacks Did Not 
Produce Enough Results. 

There Is No Solution To 

The Problem Of Security 
Vulnerabilities in Machine 

Learning Algorithms 

033%  NSL-KDD 

Comparative Study of 
Performance Analysis Of 

Various ML Algorithms 

Machine Learning for 

Classification analysis of 
Intrusion Detection on NSL-

KDD 

Dataset 

Masoodi 
Faheem et 

al.2021 

[18] 

III. PROPOSED METHOD 

For developing a hybrid classification model for classifying 
network attacks, a standard approach was followed, relying on 
the NSL-KDD dataset. Fig. 1 illustrates the workflow that is 
followed to achieve the goal of detecting intrusions. Initially, 
the NSL-KDD dataset is acquired, after which data pre-
processing takes place. The pre-processing procedure involves 
many steps that are required to render the data suitable for the 
algorithms that will be used later. For instance, in this study, 
data pre-processing includes removing null and duplicated 
values, in addition to data normalization and fixing the 
oversampling and under-sampling issues. After that, the data is 
fed to unsupervised machine learning model, where a K-means 
algorithm is used, followed by a supervised learning model 
where three different algorithms are implemented: Random 
Forest, Support Vector Machine, and K-Nearest Neighbor. 
Finally, the performance of each of these algorithms is 
evaluated according to F1 score, involving recall and precision. 

A. Dataset 

NSL-KDD dataset has been significantly popular in the 
field of intrusion detection due to its qualities, among many 
other datasets that are frequently used, whether they are 

private, public, or simulated network traffic datasets. Initially, 
Tavallaee et al. [19] proposed the NSL-KDD dataset as an 
enhancement of the KDD-99 cup dataset, overcoming its 
numerous issues, such that the enhanced dataset only contains 
the selected records from the complete KDD dataset. Despite 
the enhancement process, the NSL-KDD dataset still suffers 
from minor issues such as its lack of representation of the low-
footprint attacks [20]. 

The choice fell upon the NSL-KDD dataset since it has less 
data points than KDD-99, the number of selected records from 
each difficult level group is inversely proportional to the 
percentage of records in the original KDD dataset, and it 
includes no duplicate records in the test set, ultimately leading 
to better reduction rates. Furthermore, the selected dataset 
provides less computational expenses for training ML models. 
Overall, the NSL-KDD dataset contains 41 attributes and one 
class attribute [21]. The class attribute indicates the type of 
network traffic, which can be one of five classes: normal, DoS, 
Probe, R2L, and U2R. The label counts for the NSL-KDD 
dataset are as follows: normal: 76967, DoS: 52985, Probe: 
13954, R2L: 3749, U2R: 252 The dataset has a total of 147,907 
rows and 42 columns, with the additional column being the 
class attribute. 

 
Fig. 1. Proposed framework for the hybrid classification model. 
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B. Exploratory Data Analysis 

Exploratory data analysis EDA is one of the essential steps 
on any given dataset, as it allows the understanding of the data 
through observing and analyzing its characteristics, usually by 
charts. EDA also helps in identifying patterns, possible 
anomalies, and possible outliers in the data. 

The total number of labels within the dataset is 147907 
distributed over the following labels: normal, DoS, Probe, 
R2L, and U2R. The distribution of these labels is presented in 
Fig. 2 such that the percentage of each label among the whole 
data is given respectively. Upon observation, the normal label 
takes up 52% of the total labels which is the highest 
percentage, followed by 35.8% taken by the DoS label (from 
the attack labels). Additionally, the Probe labels take up 9.4% 
of the total labels, while R2L and U2R labels have the lowest 
percentages. 

 

Fig. 2. Labels distribution in the NSL-KDD dataset. 

In addition, there are three protocol types within the 
dataset, namely tcp, udp, and icmp. The percentage of each of 
these protocol types is shown in Fig. 3. The majority of the 
protocols are represented by the tcp protocol (82.1%) followed 
by the udp protocol (11.9%) and the icmp protocol (6.1%). 

 

Fig. 3. Protocol type distribution in the NSL-KDD dataset. 

It is also possible to know the distribution of the different 
labels within the dataset over the protocol types that are 
present. This data is given in Fig. 4. Fig. 4 shows the 
relationship between the labels and the protocols, where the 
count plot shows that most of the attacks are carried out using 
the TCP protocol, with DoS attacks being the most prevalent in 
this protocol category. It can also be seen that DoS attacks are 
most prevalent in the UDP protocol, even though UDP doesn’t 
present that many attacks compared to the TCP protocol. 
Finally, the probe attacks are the most prevalent label within 
the icmp protocol. 

 
Fig. 4. Label-Protocol distribution count plot. 

The relationship between flags and labels can also be 
acquired from EDA, as presented in Fig. 5. There are numerous 
flags, namely normal REJ, SF, S0, RSTO, RSTR, RSTOS0, 
S1, S3, S2, SH, and OTH. It appears that most of the attacks 
were carried out through the SF flag, where the other dominant 
flags are REJ flag and S0 flag.  The SF flag shows a high count 
of normal label, whereas the S0 flag shows the highest count of 
attacks, namely the DoS attacks. It’s noteworthy that the DoS 
attack dominates the REJ flag as well, but in a less prominent 
way. 

 
Fig. 5. Label-Flag distribution count plot. 

C. Data Pre-processing 

Data pre-processing is yet another essential step to prepare 
the data for use on different machine learning algorithms. The 
purpose of applying data pre-processing techniques is to 
improve the quality of data by removing noise and dealing with 
missing values, for example. It also enhances the efficiency of 
data analysis and interpretation, while also improving the 
overall performance of the model. In this study, three main 
steps were followed as data pre-processing procedures. 

1) Missing values: The NSL-KDD dataset was checked 

for missing values or duplicate values. After inspection, it was 

clear that the dataset does not contain any missing values or 

duplicate values, which renders it of high quality. 
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2) Normalization: Data normalization works on 

transforming the data into the same scale without interfering 

with the relationship between variables or their distribution. 

This step helps in improving the efficiency and accuracy of 

the ML model. In this study, the MinMaxScaler function was 

used to normalize the data, scaling them to a range between 0 

and 1. 

3) Class imbalance: In cases of class imbalance, such as 

the case of the NSL-KDD dataset, the end results of the ML 

can be biased. For this reason, the NSL-KDD dataset was 

subjected to over-sampling and under-sampling to fix the class 

imbalance issue. Under-sampling is a method used to decrease 

the number of samples in classes that are overrepresented in a 

dataset. This can be achieved by randomly selecting a portion 

of the samples or eliminating samples that have a high degree 

of similarity to other samples in the dataset. Conversely, 

oversampling is a technique that aims to increase the number 

of samples in minority classes by creating synthetic data 

points. 

TABLE II. COUNTS OF EACH CLASS BEFORE AND AFTER SAMPLING 

METHODS 

Sampling Method Class Count Before Count After 

Over-sampling 

normal 76967 76967 

DoS 52985 76967 

Probe 13954 76967 

R2L 3749 76967 

U2R 252 76967 

Under-sampling 

normal 76967 252 

DoS 52985 252 

Probe 13954 252 

R2L 3749 252 

U2R 252 252 

Table II shows the count of each of the five classes before 
and after the class imbalance procedures, which are over-
sampling and under-sampling. For instance, the normal class 
contained 76967 instances before under-sampling, and that 
number became 252 after the procedure was done. Another 
example is the R2L class which contained 3749 instances 
before over-sampling, and after the procedure the count 
became 76967. 

The shape of the data before and after the two sampling 
methods (over- and under-sampling) can be visualized in Table 
III. 

TABLE III. SHAPE OF DATA BEFORE AND AFTER SAMPLING METHODS 

Sampling Method Shape Before Shape After 

Over-sampling (147907, 122) (384835, 122) 

Under-sampling (147907, 122) (1260, 122) 

D. Classification Methods 

Since there are five different classes or labels within the 
dataset, this means that the classification problem is a five-
class classification problem, where the classes are: benign (or 
normal), u2r, r2l, dos, and probe. In addition, multiple 
algorithms exist such that they support this kind of multi-class 
classification task. Yet, selecting the suitable ML algorithm is 
the obvious challenge in this case. In this study, initially the 
cases where labeled data can be used will be considered, which 
means that supervised machine learning techniques will be 
used. After that, semi- and un-supervised machine learning 
techniques will be considered as well. 

1) Supervised classification: For classifying attacks 

through supervised classification, three supervised machine 

learning algorithms were chosen, namely: Random Forest RF, 

K-Nearest Neighbor KNN, and Support Vector Machine 

SVM. The dataset is divided by a 80:20 ration for training and 

testing respectively, upon which these three ML algorithms 

will be trained and evaluated. 

a) Random forest: RF is one of the supervised machine 

learning algorithms, and its concept is randomly creating a 

forest of decision trees such that the number of the trees 

directly correlates with the accuracy of performance. Yet, it is 

noteworthy to consider that creating the forest is different 

from constructing a decision tree using the information gain or 

gain index approach. The main difference between Random 

Forest and Decision Tree algorithms is that in Random Forest, 

the processes of finding the root node and splitting the feature 

nodes occur randomly [22].  Two stages are required for RF 

classification: the forest creation stage where decision trees 

are created, and the prediction stage where predictions take 

place. 

The Random Forest algorithm creation method involves the 
following steps: 

 (a) Randomly selecting "K" features from the total "m" 
features, where k << m. 

 (b) Calculating the node "d" among the "K" features 
using the best split point. 

 (c) Splitting the node into daughter nodes using the best 
split. 

 (d) Repeating steps a to c until "l" number of nodes has 
been reached. 

 (e) Building the forest by repeating steps a to d for "n" 
number of times to create "n" number of trees. 

b) K-Nearest Neighbor: KNN is described as a non-

parametric and lazy learning method. Non-parametric 

indicates that no assumptions are made about the underlying 

data distribution, whereas a lazy algorithm indicates the no 

need for any training data points to achieve model 

construction. K-nearest neighbors (K-NNs) classifier depends 

on Manhattan or Euclidean distances to evaluate similarities or 

differences between instances in the dataset. Often, the 

Euclidean distance is the metric of choice in KNN classifiers. 

In KNN, k represents the number of nearest neighbors used 
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for classification. The algorithm finds the data point with the 

minimum distance to the test point and assigns it to the same 

class [23]. 

Even though KNN is a simple algorithm to implement, it 
still has the disadvantage of slow prediction time because of 
calculating the distance between each data point. 

The KNN algorithm is implemented by following these 
steps: 

 Loading the data 

 Initializing the value of k 

 Iterating from 1 to the total number of training data 
points (to obtain the predicted class). 

o Calculating the distance between the test data and 

each row of training data using a distance metric such 

as Euclidean, Chebyshev or cosine. 

o Sorting the calculated distances in ascending order 

based on distance values. 

o Retrieving the top k rows from the sorted array. 

o Determining the most frequent class of these rows 

o Returning to the predicted class. 

c) Support Vector Machine: SVM is a supervised type 

of machine learning. algorithm in which, given a set of 

training examples, each marked as belonging to one of the 

many categories, an SVM training algorithm builds a model 

that predicts the category of the new example. SVM has the 

greater ability to generalize the problem, which is the goal in 

statistical learning. The statistical learning theory provides an 

outline for studying the problem of gaining knowledge, 

making predictions, and making decisions from a set of data. 

SVM is a type of linear and non-linear classifier, which is a 

mathematical function that can distinguish between two 

different classes of objects [24]. VM has the benefit of being 

capable of managing high-dimensional data and data with 

non-linear decision boundaries. Nevertheless, its drawback is 

that it can be computationally demanding and necessitates 

careful adjustment of the hyperparameters, such as C and the 

kernel function, to achieve the best possible performance. 

Training an SVM algorithm can be achieved with the 
following pseudocode: 

Require: X and y containing the labeled training data, α<= 
0 or α<= partially trained SVM 

 C<= some value (10 for example) 

 repeat 

 for all {xi, yi}, {xj,yj} do 

 Optimize αi and αj 

 end for 

 until no changes in α or other resource constraint 
criteria met 

Ensure: Retain only the support vectors (αi> 0) 

In SVM, the C value is a regularization parameter that 
manages the balance between maximizing the margin and 
minimizing the classification error. The algorithm 
progressively improves the values of αi and αj to locate the 
support vectors, which are the data points nearest to the 
decision boundary. After the algorithm concludes, only the 
support vectors with αi > 0 are maintained. 

2) Unsupervised classification: The NSL-KDD dataset 

was also clustered using an unsupervised ML algorithm. K-

Means clustering is employed to group similar instances 

together and new labels are predicted for the instances. The 

predicted labels will then be used as the target variable, and 

the instances will be classified using the same supervised ML 

algorithms (KNN, SVM, and RF). The performance of each 

algorithm will be evaluated using the same performance 

metrics utilized in the supervised classification. 

a) K-Means: K-Means is an unsupervised clustering 

technique that is frequently employed for partitioning data into 

k-clusters. The algorithm is iterative and aims to obtain the 

optimal value for each iteration. Initially, a preferred number 

of clusters is chosen, and the data points are distributed into k 

clusters. A greater k produces smaller groups with finer detail, 

while a lower k results in larger groups with less detail.  

The K-Means algorithm can be summarized in two steps 
that are repeated until the clusters and their means are stable: 

i. Assign each data item to the nearest cluster center. The 

nearest distance can be calculated using distance 

algorithms. 

ii. Calculate the mean of the cluster with all data items 

[23]. 

IV. EVALUATION METRICS 

The performance of the proposed algorithms is evaluated 
based on their results in the testing dataset. There are several 
metrics that can be used to evaluate the performance of the 
models such as precision, recall, and f1 score. Recall is another 
term used for sensitivity, which resembles the true positive 
value, which is also the portion of the correctly classified 
inputs as positive among the entire inputs that should have 
been classified as positive. Precision is the portion of the true 
positive classifications over the entirety of the positive results. 
F-measure is the harmonic mean of the precision and recall and 
sums up the predictive performance of a model. 

         
   

        
 

            
   

        
  

            
                    

                
 

True positive is designated by TP. True negative is 
designated by TN. False positive is designated by FP. False 
negative is designated by FN. 
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V. RESULTS 

In computer security, intrusion detection encompasses 
monitoring computer systems and network to look out for any 
potential threats embodied by malicious activities, security 
breaches, or unauthorized access. For intrusion detection 
models, usually NSL-KDD dataset is used since it comprises 
many network connections that can be classified as normal 
traffic or attacks of different types.  In this study, two different 
approaches are implemented to detect intrusion, namely the 
supervised learning approach (through RF, KNN, and SVM), 
and the unsupervised clustering followed by supervised 
learning approach. Both approaches are compared according to 
their performance in terms of accuracy, precision, recall, f1 
score, and confusion matrix. By examining the results of these 
approaches, the strength, and limitations of each one of them 
becomes clearer, and it can be considered as an insight into 
building effective intrusion detection systems and identifying 
areas for future research. 

A. Supervised Learning Approach 

1) Random Forest algorithm after over-sampling: After 

applying oversampling techniques, the random forest 

algorithm was able to score a perfect accuracy rate of 100% 

on the NSL-KDD dataset. Among the five different classes 

within the dataset (DoS, Probe, R2L, U2R, and normal), the 

RF model also scored high precision, recall, and f1 score 

values as can be seen in Table IV. In fact, RF achieves perfect 

performance when taking into consideration all the evaluation 

metrics. These results prove that this model accurately detects 

intrusions and normal connections. 

TABLE IV. RANDOM FOREST CLASSIFICATION REPORT / OVER-SAMPLING 

Algorithm Accuracy Precision Recall F1-Score 

 100% 1.00 1.00 1.00 

Aside from the perfect recall, precision, and f1 score, the 
RF algorithm also correctly predicted most of the instances 
except for a few misclassifications that can be seen in the 
confusion matrix in Table V. The instances in the attacks 
category (DoS, Probe, R2L, and U2R attacks) were all 
perfectly classified, yet the misclassifications fall in the normal 
category. More specifically, 10 normal connections were 
classified as DoS attacks, 14 as Probe attacks, and 40 as R2L 
attacks.  These misclassifications may be due to the similarities 
in network traffic patterns between normal connections and 
certain types of attacks. 

TABLE V. RANDOM FOREST CONFUSION MATRIX /  OVER-SAMPLING 

 
DoS Probe R2L U2R normal 

DoS 15602 1 0 0 2 

Probe 0 15447 0 0 0 

R2L 0 0 15286 0 0 

U2R 0 0 0 15400 0 

normal 10 14 40 0 15165 
 

2) K-Nearest Neighbor algorithm after over-sampling: 

After over-sampling on the NSL-KDD dataset, the KNN 

algorithm was able to score a perfect 100% accuracy in 

classifying intrusions. Similarly, the precision, recall, and F1 

score values were very high as can be seen in Table VI. These 

results indicate that the KNN algorithm can identify attack 

classes with ease, while finding some difficulties in correctly 

identifying all of the normal connections. 

TABLE VI. KNN CLASSIFICATION REPORT /  OVER-SAMPLING 

Algorithm Accuracy Precision Recall F1-Score 

 
100% 1.00 1.00 1.00 

As for the confusion matrix depicted in Table VII, the 
results show that the KNN algorithm can correctly identify 
most of the instances as attacks and normal connections, with a 
few errors in the normal class. For instance, 21 normal 
connections were identified as DoS attacks, 46 as Probe 
attacks, 150 as R2L, and 15 as U2R attacks. This reflects the 
poor ability of KNN to classify normal connections. On the 
other hand, KNN was able to correctly identify all of the 
instances within the DoS, Probe, R2L, and U2R classes. 

TABLE VII. KNN CONFUSION MATRIX /  OVER-SAMPLING 

 
DoS Probe R2L U2R normal 

DoS 15596 3 0 0 6 

Probe 9 15425 1 0 12 

R2L 0 0 15286 0 0 

U2R 0 0 0 15400 0 

normal 21 46 150 15 14997 

3) Support Vector Machine algorithm after over-

sampling: The achieved accuracy level by the SVM algorithm 

after over-sampling of the NSL_KDD dataset was 96%. 

Similarly, all the other metrics reached high values as shown 

in Table VIII. for all of the attack classes as well as the normal 

classes. Even in terms of precision, the SVM model achieved 

lower values scoring 0.97, with 0.96 recall and 0.96 F1-score. 

TABLE VIII. SVM CLASSIFICATION REPORT / OVER-SAMPLING 

Algorithm Accuracy Precision Recall F1-Score 

 
96% 0.97 0.96 0.96 

Table IX describing the confusion matrix of SVM 
algorithm shows that the model achieves acceptable results in 
the attack classes, where only a few misclassifications took 
place. on the other hand, it was demonstrated that the model 
performs poorly in identifying the normal classes, where a lot 
of misclassifications can be seen. 76 normal connections were 
mistakenly identified as DoS, 159 were mistakenly identified 
as Probe, 122 were mistakenly identified as U2R, and 713 were 
mistakenly identified as R2L. Another class that shows a rather 
poor performance of SVM is the U2R class, were 1031 
instances were mistakenly identified as R2L attacks. The SVM 
model rather shows a better performance in the other classes.   

TABLE IX. SVM CONFUSION MATRIX / OVER-SAMPLING 

 
DoS Probe R2L U2R normal 

DoS 15511 8 0 0 86 

Probe 26 15315 4 17 85 

R2L 0 17 14859 149 261 

U2R 0 0 1031 14369 0 

normal 76 159 713 122 14159 
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4) Random forest algorithm after under-sampling: When 

under-sampling techniques were followed, the RF model 

scored 98% accuracy on the NSL-KDD dataset. 

Table X illustrates the high values of accuracy, precision 
(0.98), recall (0.97), and F1 score (0.98) achieved on all the 
attack classes as well as the normal class. The achieved results, 
however, were lower than those scored by RF in over-
sampling. 

TABLE X. RANDOM FOREST CLASSIFICATION REPORT / UNDER-
SAMPLING 

Algorithm Accuracy Precision Recall F1-Score 

 
98% 0.98 0.97 0.98 

Interestingly, the confusion matrix of RF after under-
sampling, shown in Table XI demonstrates nearly perfect 
classifications in all classes, including the normal class. There 
is 1 misclassification only in the DoS class (classified as 
Probe), and 1 misclassification only in the Probe class, 
identified as R2L attack. Other than that, the RF forest after 
under-sampling is so far the only algorithm that perfectly 
classified all of the normal connections.  

TABLE XI. RANDOM FOREST CONFUSION MATRIX / UNDER-SAMPLING 

 
 DoS Probe R2L U2R normal 

DoS  29 1 0 0 0 

Probe  0 26 1 0 0 

R2L  0 0 17 0 0 

U2R  0 0 0 28 0 

normal  0 0 0 0 24 

5) K-Nearest Neighbor algorithm after under-sampling: 

After performing under-sampling on the dataset, KNN was 

able to achieve an overall of 96% accuracy in predicting the 

classes. Tabel XII shows that KNN achieved a good precision 

(0.97), good recall (0.96) and goof F1-score (0.96).  

TABLE XII. KNN CLASSIFICATION REPORT / UNDER-SAMPLING 

Algorithm Accuracy Precision Recall F1-Score 

 
96% 0.97 0.96 0.96 

Furthermore, the confusion matrix for KNN after under-
sampling in Table XIII shows that KNN perfectly classified 
U2R and Normal classes, while it misclassified DoS in 1 
occasion (as Probe) only. Probe class was also misclassified 
only once by KNN as R2L. The most misclassifications 
achieved by KNN were in the R2L class, where it misclassified 
2 of them as DoS. 

TABLE XIII. KNN CONFUSION MATRIX / UNDER-SAMPLING 

 
DoS Probe R2L U2R normal 

DoS 29 1 0 0 0 

Probe 0 26 1 0 0 

R2L 2 0 15 0 0 

U2R 0 0 0 28 0 

normal 0 0 0 0 24 

6) Support Vector Machine Algorithm after under-

sampling: After under-sampling, SVM was able to achieve a 

total of 96% accuracy on the NSL-KDD dataset. Table XIV 

shows that SVM has good precision (0.97), recall (0.96), and 

F1 score (0.96).  

TABLE XIV. SVM CLASSIFICATION REPORT / UNDER-SAMPLING 

Algorithm Accuracy Precision Recall F1-Score 

 
96% 0.97 0.96 0.96 

In addition, the confusion matrix for SVM shows in (Table 
XV) that it can perfectly classify normal and U2R labels 
without any misclassifications. On the other hand, SVM 
misclassifies DoS in 1 instance as probe, it also misclassifies 
Probe in 1 instance as R2L. SVM has 2 misclassifications in 
the R2L label, where 2 instances are falsely classified as DoS. 

TABLE XV. SVM CONFUSION MATRIX / UNDER-SAMPLING 

 
DoS Probe R2L U2R normal 

DoS 29 1 0 0 0 

Probe 0 26 1 0 0 

R2L 2 0 15 0 0 

U2R 0 0 0 28 0 

normal 0 0 0 0 24 

B. Overall Performance in Supervised Classification 

The scores achieved by all of the supervised algorithms 
“RF, KNN, and SVM” are shown in Fig. 6. The performances 
are shown in terms of accuracy, Precision, Recall, and F1-score 
in both cases of over-sampling and under-sampling. 

 
Fig. 6. Performance of supervised ML algorithms in over- and under-

sampling. 

The results of the three algorithms in terms of accuracy 
through over-sampling and under-sampling of the NSL-KDD 
dataset are shown in Table XVI. 
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TABLE XVI. ACCURACY RESULTS FOR SUPERVISED LEARNING 

ALGORITHMS IN OVER-SAMPLING AND UNDER-SAMPLING 

 KNN SVM Random Forest 

Over Sampling Accuracy 100% 96% 100% 

Under Sampling Accuracy 96% 96% 98% 

C. Overall Performance in Unsupervised Classification  

The outcomes of the unsupervised categorization 
employing K-Means indicated that the precision of the 
supervised algorithms fluctuated based on the sampling method 
utilized. Following oversampling, the SVM and Random 
Forest algorithms attained an accuracy of 0.94, whereas KNN 
attained an accuracy of 0.92. In contrast, following under-
sampling, KNN achieved an accuracy of 0.92, while SVM and 
Random Forest attained an accuracy of 0.94. These results are 
presented in  

XVII.  

TABLE XVII. PERFORMANCE OF ALGORITHMS AFTER K-MEANS CLUSTERING 

AS UNSUPERVISED CLASSIFICATION 

 KNN SVM Random Forest 

Over Sampling 92% 94% 94% 

Under Sampling 92% 94% 93% 

In addition, the same results can be visualized in Fig. 7 
which shows the accuracy, Precision, Recall, and F1-score 
values for SVM, KNN, and RF after K-means clustering, in 
both over- and under-sampling techniques on the NSL-KDD 
dataset. 

 
Fig. 7. Performance of unsupervised classification in over- and under-

sampling. 

VI. CONCLUSION AND FUTURE SCOPE 

Intrusion detection is an essential component of 
cybersecurity and organizations of all sizes to protect their 
networks and systems from attacks. Effective intrusion 
detection requires a combination of technical tools and 
expertise and a thorough understanding of the organization's 
potential threats and vulnerabilities. This paper proposed a 
hybrid intrusion detection method that employs both 
unsupervised and supervised learning to address those issues of 
unlabeled and unbalanced datasets. Several supervised learning 

techniques including Random Forest, K-Nearest Neighbor, and 
Support Vector Machine were tested along with the K-means 
unsupervised classification technique. The main task was to 
perform intrusion detection by classifying traffic data as 
Normal, DoS, Probe, R2L, and U2R after training the ML 
algorithms on the NSL-KDD dataset. The obtained results 
showed that all algorithms can achieve high accuracy, recall, 
and F1 score. In the future, the integration of ensemble models 
for classification [25] can be explored. Moreover, the 
utilization of federated learning to maintain data integrity and 
privacy [26], and the adoption of transformer ViT models[27] 
to enhance network attack defense across many datasets can be 
considered. 
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Abstract—The use of surveillance cameras has made it 

possible to analyze a huge amount of data for automated 

surveillance. The use of security systems in schools, hotels, 

hospitals, and other security areas is required to identify the 

violent activities that can cause social, economic, and 

environmental damage. Detecting the mobile objects on each 

frame is a fundamental phase in the analysis of the video trail 

and the violence recognition. Therefore, a three-step approach is 

presented in this article. In our method, the separation of the 

frames containing the motion information and the detection of 

the violent behavior are applied at two levels of the network. 

First, the people in the video frames are identified by using a 

convolutional neural network. In the second step, a sequence of 

16 frames containing the identified people is injected into the 3D 

CNN. Furthermore, we optimize the 3D CNN by using the visual 

inference and then a neural network optimization tool that 

transforms the pre-trained model into an average representation. 

Finally, this method uses the toolbox of OPENVINO to perform 

the optimization operations to increase the performance. To 

evaluate the accuracy of our algorithm, two datasets have been 

analyzed, which are: Violence in Movies and Hockey Fight. The 

results show that the final accuracy of this analysis is equal to 

99.9% and 96% from each dataset. 

Keywords—Violence detection; surveillance cameras; 3D 

Convolutional Neural Network (3D CNN); Spatio-temporal 

convolution; deep learning; abnormal behavior 

I. INTRODUCTION 

The perception of human behavior and the analysis of its 
activities has been faced with many challenges so far [1]; 
therefore, the processing of movies and also the perception of 
the movies' content with the proper accuracy and on a large 
scale has particular importance [2]. In this regard, due to the 
use of cameras in the city, we are faced with a very large 
amount of video and its content. It is impossible to analyze this 
amount of information by humans [3]. By analyzing the 
recorded frames from the surveillance videos, it is possible to 
recognize the abnormal behavior and the violent activity that 
has occurred, and it is possible to make effective decisions at 
the appropriate time and conditions [4]. In the prior years, with 
the development in the area of computer vision, a large number 
of new methods have emerged and have attracted much 
attention from researchers because of their wide-ranging 
security applications. In 2017, for example, 954,261 CCTV 
cameras were fixed at the generic level in South Korea, with an 
increase equal to 12.9% from the prior year [5]. The target of 
the installation of the cameras is to provide security in generic 

locations. To this end, we concentrate on violence detection 
with the use of cameras. Violence is an unusual activity that 
includes the bodily power to harm something or to murder or 
injure a person or a brute. These operations can be detected by 
an intelligent monitoring model that can be applied to ban 
these incidents before they become more deadly. The main 
application of the security systems, which are fixed in various 
locations such as schools, hotels, streets, and so on, is to 
comfort the availability of security guards by alarming them to 
violent activities. However, the human performance monitor on 
the surveillance film is too slow, which causes life loss and 
property. Therefore, there is a request for an automatic 
violence recognition model [6]. Hence, this area of study is 
constantly expanding, and different techniques have emerged 
in this field. 

Violence detection has shown its application in the modern 
systems used by humans due to its wide and significant 
applications in the field of human security and comfort. By 
reviewing the existing articles in the field of violence detection, 
we can refer to the presented method in [7]. This method 
extracts the proper features by combining the spatiotemporal 
features and also acceleration features, each of which is 
obtained by using a two-dimensional convolutional network 
and then a recursive LSTM network. The acceleration changes 
are the important components in the detection of person-to-
person violence. In this article, this acceleration has been 
calculated and has been modeled by using the severity of the 
ocular stream changes in three consecutive frames. To 
calculate spatial features, this article uses the VGG19 network 
[8] trained on Imagenet and then selects the features from the 
penultimate layer as the feature vectors. Another network that 
considers the changes in the optical flow as a feature is a Tdd 
network [9] which was trained and created by using the 
UCF101 dataset. 

In another research presented in [10], the idea of TSN, that 
is, the temporal division network, was introduced. This method 
was actually a new framework for the detection of movie-based 
performance, and it was based on the concept of long-range 
domain structure modeling. Their method was the extraction of 
the sparse temporal feature, which involves surface video 
monitoring to enable effective learning by using violent and 
action-packed videos that sparsely sample the input frames. It 
can be said that this architecture is segmental. In research [11], 
the authors used 3D ConvNet and the key-frame to extract the 
features from clips that contain violent scenes. They have used 
3D ConvNet for the short clips, and also, they have used the 
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key-frame for the longer clips. The key-frame method divides 
the movie based on the extracted key-frames, and then it 
examines the similarity between adjacent frames by changing 
the position of the gray center. 

In research [12], the authors present a method for detecting 
violent robberies from CCTV footage by using a deep end-to-
end sequence model. They have used VGG-16 and a prior-
trained CNN by the input video frames (which extract 
features). They process the features trail with two long-term 
and short-term memories (convLSTM) using LSTM 
convolutional, which receives the trail of the obtained features. 
After these steps, in the end, they used several fully-connected 
layers for the prediction and classification. In this method, the 
types of firearms and cold weapons in the image are 
recognized; in this way, the robberies that show different levels 
of aggression can be classified. 

According to the different detection methods that were 
examined, it was found that there is a gap in the correct 
extraction of the features; thus, each of the methods has a high 
computational complexity and a high cost, as well as they have 
network overhead and the loss of the movement’s features. So, 
to dissolve the moot point of violence detection, the scene 
information of both levels is needed (namely, the structure of 
the scene and the movement made by the people present in the 
scene). Therefore, by examining different methods, a network 
has been designed, which is fully explained in the following 
sections. Our contributions include: 

 By taking into account the limitations of the presented 
methods in this field which are presented in the next 
section, we present a 3D CNN model for learning the 
complex sequential patterns to accurately predict the 
violence from video frames. 

 A major limitation in the existed methods is the 
processing of the un-important frames, which leads to 
the use of the more memory and the very time-
consuming. By considering this limitation, we first 
identified the people in the video stream by using a pre-
trained MobileNet CNN model. Only a trail of 16 
frames containing the individuals was transferred to the 
3D CNN model for the final prediction, which has 
helped to achieve the efficient processing. 

 Next, inspired by the concept of the transfer learning, 
3D-CNN was set up by using the standard datasets to 
detect the violence in the internal and external 
surveillance. 

 After obtaining the trained deep learning model, it was 
optimized by using the toolbox of OPENVINO to speed 
up and improve its performance in the phase of the 
model deployment. By using this strategy, the trained 
model was transformed into an average representation 
based on the trained weights and topology. 

The research rest is as follows: Section II discovers our 
method. The empirical evaluation is considered in Section III. 
The conclusions and suggestions are presented in Section IV. 

II. PROPOSED METHOD 

In this part, we explain our method. In this method, violent 
behavior is recognized with the use of the end-to-end deep 
learning scheme. The general procedure is as follows: The 
camera records the film sequence. These film frames are sent 
directly to a trained MobileNet CNN model. This work is done 
to identify the persons in the film frame. When a person is 
detected in the film, a sequence of 16 frames is formed, and 
then it is sent to a 3D CNN to exploit the spatiotemporal 
features. These extracted spatiotemporal characteristics are fed 
to the Softmax classifier to examine the extracted characteristic 
associated with an activity, and then it provides the predictions. 
When violence is detected in the video frame, an alarm is sent 
to the nearest police stand. The suggested method is displayed 
in Fig. 1. In each of the following subsections we illustrate one 
step of our method. 

A. Pre-Processing 

To detect the violent behavior, the first step is the step of 
recognition of the persons in the video frame. Therefore, the 
first phase in the pre-processing stage is to use the methods to 
identify the persons. We only process the parts of the video that 
contain the persons, avoiding the irrelevant frames, instead of 
processing the total film. The input video is injected into the 
MobileNet-SSD CNN system [13], and the persons in the 
video are identified. The presented model uses CNN to identify 
the persons because it limits the delay and the size. The 
MobileNet model processes the separable deep convolutions 
for object recognition. If the deep and point convolutions are 
numbered separately, then there will be 28 layers, and each 
layer will have a non-linear Bacth of the ReLu type. Of course, 
the fully-connected layer will not have this feature. The first 
convolution layer will consist of 2-strides with a filter form 
equal to 3×3×3×32 and the size of input equal to 224×224×3. 
The subsequent deep convolution has one stride, its filter form 
is equal to 3×3×32, and its input size is equal to 112×112×32. 
Mainly, the MobileNet model is applied for the classification 
tasks. Meanwhile, its SSD is applied to put the multi-box 
recognizer, and it performs a combination of object 
recognition. This version, for this purpose, is added at the 
terminal of the network that performs the feed-forward 
convolution. Also, it generates a constant-size team of 
marginal boxes to certify the object detection in the video by 
extracting its feature maps. The boundary box convolution 
filters are formed using a predicted category and a certain 
probability for each category. The category which has the 
highest probability represents the existing object. An example 
of the detection of the persons existing in a video frame by 
using the described model is presented in Fig. 2. 
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Fig. 1. The presented method for recognition of violent behavior in video frames. 

 
Fig. 2. An instance of the detection of the persons existing in a video frame by using the MobileNet-SSD model. 

B. Creation of The 3D CNN Model and Learning Phase 

A 3D convolution model is implemented correctly to 
extract the appropriate spatiotemporal features, and it preserves 
better temporal information than the Pooling and the 3D 
convolution operations. There is only spatial information in 2D 
CNNs, while a 3D CNN can have total temporal information 
about the input video trail. Some existing methods use the two-
dimensional ConvNets. This method is used to exploit the 
spatial relevance in the film (which simultaneously has 
temporal relevance). For example, in [14, 15], the 2D CNN 
model processes several frames. Also, it provides the relevance 
of total temporal features cumulatively. The 3D convolution 
model works by convolving a 3D mask in a designed cube (by 
using assembling the connected frames). In order to capture the 
motion information, the convolutionally produced feature maps 
are linked to multiple connected frames on the previous layer. 
Therefore, the obtained value at the       location in the map 
of the feature   on the layer  , which has a bias equal to    , is 

defined by the following relationship: 

   
   

 

          ∑ ∑ ∑ ∑     
        ) 

    )    )    )    

   

    

   

    

    )

 (1) 

Where    is the size of the three-dimensional mask with a 

time dimension and     
    is equal to       )th value of mask 

value connected to  th feature mapping on the previous layer. 
Only the 3D convolutional mask can extract one type of feature 
because the kernel weights are repeated throughout the cube. 
Fig. 3 shows the 3D CNN feature maps, which consist of two 
layers,         and       . The presented sample input in 
Fig. 3 is obtained from the violence class in the dataset. 

The average volume of the training data and test data is 
calculated before starting the training. The proposed network 
model is well-tuned to take these trails as input. In the Softmax 
layer, the final divination is calculated as it belongs to the 
violent category or the non-violent category. 
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Fig. 3. The 3D CNN feature maps for two layers        and       . 

C. Preparation of Data 

To detect the violence, we use a violence dataset that 
includes a certain number of the stunted film with various 
times. Each film dataset includes two categories: the violent 
category and the non-violent category. The entire dataset is 
separated into a trail of 16 frames with 8-frames overlay 
among every two consecutive films before starting the training. 
Then, after obtaining the frames, the total available data is 
divided into the training set and the test set. A considered ratio 
for the training set and the test set is equal to     and    , 
respectively. When the training set and the test set are taken, a 
list of files containing paths of the training 
                  and the test                 }is 

generated. 

D. Architecture of Proposed Three-Dimensional Convolution 

By using the presented 3D CNN model in [16-19], we 
present our 3D CNN model. The proposed network consists of 
eight convolutions: five pooling layers, two fully-connected 
layers, and one Softmax layer. Each convolution layer has a 
3×3×3 kernel by one stride, as well as all pooling layers have a 
maximum kernel size of 2×2×2. Of course, the first pooling 
layer has a kernel size of 2×2×1 with 2-strides. This exception 
is to preserve temporal-based data. In the first layer, the 
number of the considered filters for each convolution, second 
layer, and third layer, respectively, is 64, 128, and 256. Two 
fully-connected layers (    ,    ) contain 4096 neurons; also 
Softmax layer contains   outputs which depend on the number 
of classes on a dataset. In this paper and in the used dataset, the 
number of the outputs is equal to two owing to which we have 

two categories: the violent scenes and the non-violent. Detailed 
architecture is shown in Fig. 4. 

The proposed architecture catches a trail of 16 frames for 
input. The input dimensions are equal to 128×171, but we have 
used the random cuts with a size equal to 3×16×112×112 to 
avoid the problem of overtraining and the problem of not 
achieving efficient learning. Then, the frames trail is followed 
by the convolution operations and the 3D pooling operations. 
The network works as a public feature extractor when the 
training is done. The various features are trained on the various 
layer of this network hierarchy. Finally, the exit class is doped 
as violent or non-violent. 

E. Optimization of Proposed Model 

The optimization of this model is a process that is applied 
to produce an optimal design model based on the prioritized 
limitations. Meanwhile, the power, efficiency, and reliability of 
this model are maximized. With these methods, we have used 
the open-source tool of OPENVINO which was created by 
Intel. This tool develops the workflow through hardware with 
the maximization of the hardware performance. It runs on the 
hardware of Intel, and also it takes the prior-trained modules 
like ONNX, Caffe, TensorFlow, and MXNet as the input, then 
it transforms them to IR with the use of the model optimizer. 
Simultaneously and accurately, the model optimizer is applied 
to make possible a transmission among the training and 
deployment layers to tune the defined model for optimal 
implementation in the final model. The stream and the trend of 
the platform optimization are brief: the model training, the 
model optimizer, the output (IR), as well as the final platform. 

 
Fig. 4. The structure of the proposed three-dimensional convolution network. 
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III. TESTS AND REVIEW OF RESULTS 

In this part of the article, we present the implementation 
details of the proposed algorithm, and also we show the 
performed tests on the dataset and the obtained results. The 
Python programming language has been used for the 
implementation of these tests. The presented method is 
implemented on a computer with a 3.0 GHz Intel(R) Core(TM) 
i7 CPU and 8G RAM. The convolutional neural network is 
implemented in GPU, and the graphics card used in this 
method is NVIDIA GEFORCE 840M. 

A. Used Dataset 

In this part, the dataset used for the evaluation of our 
method is explained. In the field of detection of violent 
behavior, there are different datasets, but in this article, we use 
two datasets of, Violence in Movies [5] and Hockey Fight [5], 
which are used in most of the articles in this field. 

The dataset of Violence in Movies was nominated by 
Nievas et al. [5]. This dataset contains 200 videos which 
include person-to-person combat videos. These scenes are 
taken from the action movies. Also, in this dataset, the non-
combat films are exploited from the datasets of the available 
act recognition. This dataset discovers the various locations 
with a mean resolution equal to 360×250 pixels, and each film 
is restricted to 50 frames. The first person in this dataset, which 
in the sequence is placed, has little or no camera movement. 
Similar to the previous dataset, the dataset of Hockey Fight 

was nominated by Nievas et al. [5] and consisted of 1000 
stunted films obtained from the National Hockey League 
(NHL). Five hundred clips in this dataset are tagged as violent, 
as well as 500 clips are tagged as non-violent. Each film 
contains 50 frames which have a resolution equal to 360×288 
pixels. The examples of the frames in these two datasets are 
mentioned in Fig. 5. The first row is related to the dataset of 
Violence in Movies, and the second row is related to the 
dataset of Hockey Fight. 

B. Evaluation Results of Proposed Method 

In this part, details of the obtained results from the 
performed experiments on the introduced datasets are 
presented. Table I displays the results of the performed tests in 
the dataset of Violence in Movies. As it is known, the highest 
obtained accuracy is equal to 99.9%, which has a loss equal to 
         . This result is obtained at the maximum iterations 

equal to 5000 with a base learning rate equal to       . The 
important point is that violence detection is easier in the dataset 
of Violence in Movies than violence detection in the dataset of 
Hockey Fight. The reason is that there are more people in the 
clips. 

Also, Table II displays the results details of the performed 
tests on the dataset of Hockey Fight where the highest obtained 
accuracy is equal to 96% with a loss equal to          . 
This result is obtained at the maximum iterations of 5000 as 
well as the learning rate equal to       . 

 

Fig. 5. Examples of frames in a used dataset. 

TABLE I.  THE RESULTS OF OUR METHOD ON THE DATASET OF VIOLENCE IN MOVIES 

Learning Rate Number of Iterations Loss Accuracy 

0.001 

1000 0 

99.4% 3000 0 

5000           

       

1000           

99.9% 3000          

5000           

TABLE II.  RESULTS OF THE PROPOSED METHOD ON THE DATASET OF HOCKEY FIGHT 

Learning Rate Number of Iterations Loss Accuracy 

0.001 

1000           

94.9% 3000 0 

5000           

0.0001 

1000           

96% 3000           

5000           
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Fig. 6. The trend of the obtained loss value in the dataset of Hockey Fight. 

In the experiments, it was found that a learning rate has a 
significant trace in the amount of the loss. In Fig. 6, the process 
of changing the loss value is specified. This trend is 
demonstrated with the change in several learning rates and the 
iterations equal to       in the dataset of Hockey Fight. In the 
500th iteration of this process, the gained loss value is equal to 
         . This value reduces at the same time as the 
number of iterations. In maximum iteration equal to 5000, this 
value is equal to           while the test conditions have 
not changed, and only the learning rate has changed to       . 

The value of the loss in the dataset of Violence in Movies is 
very high in the early stages. Then, with increasing in the 
iteration, the value of the loss is decreased. In this way, the 
value of the obtained loss in the iteration of 5000 is equal to 
        . The trend of the loss reduction in the dataset of 
Violence in Movies is shown in Fig. 7. 

Also, we have appraised the performance of our method by 
checking the precision, recall, and comparison between 
datasets with the presentation of AUC in Table III. This table 
shows the performance of our platform for two datasets. The 
relationship between the precision and recall is as follows: 

           
                 )

                 )                   )
  (2) 

        
                 )

                 )                   )
      (3) 

Moreover, the taken confusion matrix is displayed in Table 
IV. The values of recall as well as precision values for two 
datasets, respectively, are between     ,      and     , 
     where   displays precision and   displays recall for two 
datasets. 

C. Comparison of Presented Method with Similar Methods 

One of the important parts of the presentation of a new 
network is the provision of a complete report of the efficiency 
of the designed network and the correctness and accuracy of 
the network performance in different conditions. For this 
purpose, to demonstrate the better performance and accuracy of 
the designed network in comparison to similarly designed 
networks that have been presented and implemented by other 
researchers, the obtained results from the performance of this 
network have been compared with other networks. The 
similarity of the test conditions is related to the same dataset 
and the same quality evaluation parameters. Therefore, in this 
part, we contrast the results of two datasets with existing 
methods. A comparative evaluation with the existing platforms 
is displayed in Table V. We present the results of the presented 
method in [20] in the first row. It uses Oriented Violent Flows 
for motion enlargement. Also, it uses AdaBoost as a feature. 
Another comparison method that uses Hough forests with two-
dimensional CNN for violence detection is presented in [21], 
and its results are listed in the second row. In addition, we have 
contrasted the results of our method with the proposed method 
in [22] that uses motion bubbles and random forests for rapid 
violence detection. Its results are presented in the third row. 
Also, in [23], two descriptors are applied in order to identify 
unusual activities. They applied a simple histogram of the 
directional tracks together with a dense optical stream in order 
to detect the abnormal behavior in the terminal result. The 
fourth row shows the results related to this method. In [24], the 
writers applied a sliding window method. Also, they use the 
method of the improved Fisher's vector for violence detection. 
The results of this method are also displayed in the fifth row. 

 
Fig. 7. The trend of the obtained loss value in the dataset of Violence in 

Movies. 

TABLE III.  PRECISION, RECALL AND AUC FOR OUR METHOD IN TWO DATASETS 

Dataset 
Values 

Precision Recall AUC 
TP TN FP FN 

Hockey Fight 262 230 11 9 0.9957 0.9667 0.97 

Violence in Movies 50 57 0 0 1.0 1.0 0.997 
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TABLE IV.  CONFUSION MATRIX 

The classes in the dataset 
1Hockey Fight 1Violence in Movies 

1Violent 1Non-Violent 1Violent 1Non-Violent 

Violent 262.0 11.0 50.0 0 

Non-Violent 9.0 230.0 0.0 57 

TABLE V.  RESULTS OF COMPARISON OF OUR METHOD WITH THE SIMILAR METHODS 

Methods 
Achieved Accuracies (%) 

Violence in Movies Hockey Fight 

The method presented in [21] - 87.5 

The method presented in [22] 99 - 

The method presented in [23] 96.9 - 

The method presented in [24] 98.5 83.1 

The method presented in [25] 99.5 93.7 

Our proposed method 99.9 96 

IV. CONCLUSIONS AND SUGGESTIONS 

In this article, the main goal is to identify the violent 
behaviors in the video frames. Therefore, a three-step method 
for detecting the violence in the video frames is presented. In 
this method, first, the people in the video frames are identified. 
The identification of the people is done by using CNN, which 
makes the undesirable frames to be ignored and the overhead 
of the proposed system is reduced. In the second step, a 
sequence of the frames containing the detected individuals is 
injected into a trained 3D CNN model, which is performed on 
two standard datasets. In this dataset, the spatio-temporal 
features are used and sent to Softmax for the final predictions. 
Finally, this paper uses the toolbox of OPENVINO to perform 
the optimization operations to increase the performance. The 
results of conducted experiments on different datasets show the 
excellent performance of our proposed platform. These results 
show that our method is the best suited for detecting the 
violence in the video surveillance and has better accuracy than 
several other techniques. For future research, it is suggested 
that the researchers can ensure that our proposed system can be 
implemented on the resource-constrained devices. Also, the 
presented dataset is limited to few violent scenes that can be 
tried to complete this dataset. On the other hand, some violence 
is verbal and it is possible to prepare a dataset with this feature 
in the future works and evaluate the proposed method. In 
addition, the researchers can propose the edge intelligence to 
detect the violence in the Internet of Things by using the smart 
devices for the quick responses. 
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Abstract—Currently, virtual reality (VR) panoramic video 

content occupies a very important position in the content of 

virtual reality platforms. The level of video quality directly 

affects the experience of platform users, and there is increasing 

research on methods for evaluating VR video quality. Therefore, 

this study establishes a subjective evaluation library for VR video 

data and uses viewport slicing method to segment VR videos, 

expanding the sample size. Finally, a classification prediction 

network structure was constructed using a three-dimensional 

convolutional neural network (3D-CNN) to achieve objective 

evaluation of VR videos. However, during the research process, it 

was found that the increase in its convolutional dimension 

inevitably leads to a significant increase in the parameter count 

of the entire neural network, resulting in a surge in algorithm 

time complexity. In response to this defect, research and design 

dual 3D convolutional layers and improve 3D-CNN based on 

residual networks. Based on this research, a virtual reality video 

quality evaluation model based on improved 3D-CNN was 

constructed. Through experimental analysis, it can be concluded 

that the average overall accuracy value of the constructed model 

is 95.27%, the average accuracy value is 95.94%, and the average 

Kappa coefficient value is 96.18%. Being able to accurately and 

effectively evaluate the quality of virtual reality videos and 

promote the development of the virtual reality field. 

Keywords—Virtual reality video; 3D convolutional neural 
network; residual network; quality evaluation 

I. INTRODUCTION 

VR panoramic video is a video shot at a full 360° angle 
with a panoramic camera or cameras. VR panoramic video 
technology is a real-scene virtual reality technology based on 
panoramic images, which effectively integrates computer 
graphics technology, computer simulation technology, sensor 
technology, display technology and other scientific 
technologies [1]. VR panoramic video technology covers a 
variety of content and various forms of video. Among them, 
the video forms favoured by modern youths, including movies 
and recorded short films, etc., can be completed by using VR 
panoramic video technology [2]. At first, VR panoramic video 
technology was only used for leisure and entertainment, and it 
was rarely used in other fields. With the continuous 
development of technology, VR panoramic video technology 
has entered the fields of education, medicine, tourism, etc. [3]. 
The video information in mainstream VR is spherical video 
information, and spherical video has higher requirements for 
clarity, presence, vertigo, and immersion due to user 
experience, so timely evaluate VR video quality and improve 
video design become particularly important [4]. The video 
quality evaluation can intuitively indicate the quality of the 
video. 3D convolutional neural network (3D-CNN) is based 

on a two-dimensional convolutional neural network, adding a 
time dimension to the input of the neural network, extracting 
time and space features at the same time, performing deep 
learning for behaviour recognition, recognition processing and 
other operations method, which is widely used in video 
processing [5]. The research uses the viewport-cutting method 
to expand the number of videos. Finally, the data set is put 
into the training of the video quality evaluation model based 
on 3D-CNN. During the research process, it is found that the 
increase in the convolution dimension will lead to a sharp 
increase in the time complexity of the algorithm. In response 
to this defect, the study designs a double 3D convolutional 
layer and improves the 3D-CNN based on the shortcut of 
ResNet. Therefore, a VR video quality evaluation model based 
on improved 3D-CNN is constructed. Realize accurate and 
efficient objective evaluation of VR video. 

This paper is divided into three parts. The first part is 
literature review, which analyzes the current research situation 
at home and abroad in the related research fields involved in 
the research, summarizes the existing research deficiencies, 
and points out the future research directions. The second part 
is the research method part, which expounds the VR video 
quality evaluation model constructed by the research institute 
and improves the technology used. The third part is the 
performance analysis part, which carries out a series of 
experiments to verify the performance of the model. 

The importance and innovation of the research are as 
follows: 

Traditional VR video quality evaluation methods are 
mainly divided into subjective and objective evaluation.  The 
factors that affect users' perception of VR video quality are not 
only the perceived quality of the video, but also the subjective 
feelings such as presence, vertigo and accessibility.  
However, at present, there are few relevant subjective 
evaluation databases, and the traditional subjective evaluation 
is time-consuming and labor-intensive. However, the objective 
evaluation method needs to compound the subjective 
evaluation scores and has strong usability. The existing 
objective evaluation method is more complicated in 
calculation and its accuracy is not ideal.  Therefore, a VR 
video quality evaluation method based on 3D-CNN was 
constructed.  The research has two innovations, one is to 
establish a subjective evaluation database of VR video, which 
includes the quality of perception, the sense of presence, the 
sense of glare and the acceptability.  Two: The existing VR 
video quality evaluation methods are full reference or partial 
reference.  Firstly, the 3D convolutional channel network is 
used to evaluate the quality of VR video. Firstly, a visual 
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interface cutting method is proposed, and a non-reference VR 
visual frequency quality evaluation method is established by 
combining 3D convolutional channel network.  This method 
does not need to participate in video, is driven by pure data, 
does not use human features extraction, and the obtained 
prediction results are in high consistency with the quality 
evaluation of V-R video, and the prediction results are good.  
Compared with the existing full-reference VR video quality 
evaluation methods, it has stronger competitiveness. 

II. RELATED WORKS 

With the gradual rise of VR videos, it is becoming more 
and more important to make accurate judgments on the quality 
of VR videos. Many scholars have conducted research on 
video quality evaluation. Tu et al. take user-generated content 
(UGG) videos as the research object, and comprehensively 
evaluate the leading no-reference/blind VQA (BVQA) 
features and models on a fixed evaluation framework. By 
employing a feature selection strategy on the BVQAmodel, a 
new fusion-based quality estimator for AIDeo (VIDEVAL) [6] 
was created. In order to compare the 8K high-resolution image 
quality of Versatile Video Coding (VVC) and High Efficiency 
Video Coding (HEVC) standards, Bonnineau et al. used PSNR, 
NS-SSIM and VMAF metrics for objective measurement, and 
obtained the comparative quality evaluation results of the two 
[7]. Zhang et al. aimed at the problem that many current 
predictive video quality of experience (QoE) models are too 
dependent on features specific to a specific feature set and 
lack generalization capabilities. Using word embedding and 
3D convolutional neural networks to extract generalized 
features and learn them in neural networks, a new end-to-end 
framework (DeepQoE) was developed to perform 
classification and regression problems on different multimedia 
data [8]. Tian et al. used radial symmetric transformations on 
the luminance components of reference and distorted LF 
images to explore the depth features of geometric information 
in LF images. Symmetry and depth features are compared for 
similarity measurement to obtain video quality scores. It 
proposed a new full-reference image quality assessment (IQA) 
method [9]. Lee et al. extracted 3D shear transformation-based 
spatio-temporal features from overlapping video blocks and 
applied them to logistic regression, connected with conditional 
video-based deep residual neural networks to learn 
spatio-temporal correlations and predict quality scores. It 
proposed a new frequency-free reference quality assessment 
method [10]. Yang Aiming at the limitation of the traditional 
VQA method in capturing complex global time information in 
a panoramic video, combined spherical convolutional neural 
network (CNN) and non-local neural network, proposed an 
end-to-end neural network model for panoramic video and 
Stereo panoramic video for quality assessment [11]. 

3D-CNN is a deep learning method based on 
two-dimensional convolutional neural network, adding a time 
dimension to the input of neural network, extracting time and 
space features at the same time, and performing operations 
such as behaviour recognition and recognition processing. 
Mzoughi et al. proposed an efficient and fully automatic deep 
multi-scale three-dimensional convolutional neural network 
(3D-CNN) architecture based on 3D convolutional layers and 
deep networks to classify glioma brain tumors [12]. Ramzan et 

al. proposed a one-line network for segmenting multiple brain 
regions based on 3D-CNN, using residual learning and dilated 
convolution operations to learn an end-to-end mapping from 
MRI volumes to voxel-level brain segments [13]. The 3D 
convolutional neural network designed by Liu et al. for the 
development of Deep-Fake detection has large parameters, 
resulting in serious memory and storage consumption 
problems. A lightweight 3D-CNN [14] for DeepFake 
detection is proposed by using the channel transformation 
module to extract parameters with fewer features and fusing 
the spatial features on the temporal dimension for the 
spatio-temporal module. Hassan-Harrirou et al. In order to 
reduce the time and cost of exploring the chemical search 
space in the development of new drugs, more quickly and 
accurately predict the binding affinity of the lead. An 
ensemble of 3D-CNNs (RosENet) was used to predict the 
absolute binding affinities of protein-ligand complexes [15]. 
Aldoj et al constructed a new semi-automatic prostate cancer 
classification model using 3D convolutional neural network 
and histological correlation analysis based on multiparameter 
magnetic resonance (MR) imaging [16]. Salama et al. took 
human emotion recognition as the research goal, used the 
3D-CNN deep learning framework to extract spatiotemporal 
features from electroencephalogram (EEG) signals and face 
video data, and obtained fusion predictions using data 
enhancement and ensemble learning techniques. The study 
proposed a new framework for multimodal human emotion 
recognition [17]. 

According to the comprehensive literature, there are many 
video quality evaluation methods, among which 3D-CNN is 
widely used, but it is not used in 3D video quality evaluation. 
Therefore, the research builds a VR video quality evaluation 
model based on 3D-CNN. Evaluate video quality objectively 
and thoughtfully. 

III. CONSTRUCTION OF VR VIDEO QUALITY EVALUATION 

MODEL BASED ON 3D-CNN 

A. Evaluation Index Selection and Video Cutting 

VR video is different from traditional video that only 
records image information from a specific angle per frame. 
Panoramic video captures image information from all 
directions at the same time. Through a professional VR 
head-mounted display, the video is mapped to a spherical 
surface for users to observe and obtain an immersive 
experience [18-19]. The VR video transmission framework is 
shown in Fig. 1. 

VR Video

code
transmi

ssion

decodeFlat video

mapping Inverse 

mapping

VR Video  
Fig. 1. VR video transmission framework. 

In order to analyze video information more efficiently, the 
research establishes a VR video quality evaluation model 
based on 3D-CNN based on the characteristics of the human 
visual system, gives quantitative indicators to analyze video 
information, and obtains corresponding scores to simulate the 
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results of subjective evaluation and scoring. Due to the 
spherical 360° video of VR video, the planar (peak 
signal-to-noise ratio) PSNR method is usually not accurate 
enough, so some objective evaluation methods for VR video 
quality are needed. The study uses Spearman's rank 
correlation coefficient (SRCC) and Pearson correlation 
coefficient (PCC) as the correlation evaluation index of 
subjective and objective evaluation of video quality. The 
calculation formula of SRCC is shown in the following (1): 
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In (1), 
id represents the first i difference, which n is the 

number of data. The PCC calculation formula is shown in the 
following (2). 
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In (2),  E X is X the mean value of the variable, and is 

the mean value  E Y of the Y variable. The planar video 

quality evaluation method is not comprehensive. In addition, 
the study uses spherical-based CP-PSNR and WS-PSNR to 
obtain more objective evaluation indicators. The weight 
calculation formula of ERP mapping is shown in the following 
(3). 
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In (3), W and H are the length and width of the video 

resolution, respectively, and are the scaling factors  ,w i j for 

pixels to  ,i j be mapped from a plane to a sphere using ERP 

mapping. The formula is as follows: (4). 
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The calculation formula of WS-PSNR is shown in (5) 
below. 
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In (5),  ,y i j and  ,y i j are respectively the original 

pixel and the reconstructed pixel, which MAX is the 
maximum value of the color of the image point. The 
calculation formula of CP-PSNR is shown in the following 
(6). 
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(6) 

In (6),  ,I s t and represent  ,I s t the intensity of 
maxI

the point in the reference video and the damaged video 

respectively, which  ,s t is the maximum value of the color 

of the image point. In addition to the above-mentioned quality 
evaluation standards used in general videos, the study 
establishes a subjective evaluation library for VR videos, and 
scores the sense of presence, vertigo, and acceptability. A total 
of 48 VR videos were established in the research database, 
including 12 source reference videos. Each reference video 
generated 36 damaged videos through three kinds of QP, and 
40 subjects were selected to participate in the establishment of 
the subjective evaluation database. After the subjects are 
trained, they evaluate the corresponding VR videos with 
scores. The evaluation indicators include perceptual quality, 
sense of presence, vertigo and acceptability. The scores given 
by the subjects are collected for the evaluation obtained by 
establishing an objective evaluation model in the future. The 
score (MOS) is compared with the objective evaluation of the 
subjects, and a corresponding scoring table is established for 
subsequent training. Due to the large amount of data required 
for deep learning, it is necessary to expand the video database, 
research on cutting VR videos, and cut them into small pieces 
of video. VR video needs to convert between spherical model 
and planar model. Before VR video transmission, the spherical 
model is mapped to the planar model. When the user watches 
the VR video through the HMD, the planar model is 
re-projected into the spherical model, so the user actually sees 
these are the viewports of the VR video. After VR video is 
projected, oversampling will occur. Based on this difference, 
the study uses the unique viewport characteristics of VR 
videos to propose a viewport cutting method to cut VR videos. 
The viewport segmentation diagram is shown in Fig. 2. 
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Fig. 2. Schematic diagram of viewport cutting. 

Assuming that the user’s viewing direction is the negative 
axis of the X axis and set as the initial position of the head, set 
the rotation matrix representing the user’s rotation relative to 
the initial position, R and transform the three-dimensional 
and two-dimensional homogeneous coordinates through 
intrinsic matrix modeling, such as (7) as shown. 
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In (7), 
xC and 

yC represent the center point of the 

viewport texture coordinates, 
xf  and 

yf  is the focal length 

expressed in pixels. The projection relationship formula is 
shown in the following (8). 

Tw e K R E        (8) 

In (8), E is a point on the spherical surface in the current 

visible area, e indicating the two-dimensional homogeneous 

coordinates of the point mapped on the viewport, and w is the 

scale factor. By projecting the VR video onto a spherical 
surface, a series of viewports of VR videos are extracted, and 
the extracted viewport videos are used as the input of the VR 
video quality evaluation network. 

B. Evaluation Model Construction based on Improved 

3D-CNN 

After selecting the evaluation index and establishing the 
evaluation library, the study uses 3D-CNN to evaluate the 
quality of VR video. The computing modules of traditional 
convolutional neural networks are mainly divided into four 
types: convolution, pooling, full connection and classifier 
prediction. The spatial structure features are extracted through 
the convolutional layer, and the larger-scale feature learning 
results are formed through the pooling layer, and then the 
depth of the convolutional layer and the pooling layer is 
continuously deepened to extract the spatial features of the 
image [20-21]. Convolutional neural network (CNN) was 
originally designed for the feature extraction of 
two-dimensional data, which can directly establish the 
mapping relationship from low-level features to high-level 
semantic features, and has achieved remarkable results in the 
field of two-dimensional image classification. However, 
2D-CNN only carries out sliding calculation on the 
two-dimensional plane and cannot carry out feature extraction 
on the spectral dimension of hyperspectral image, so the 
extracted information is insufficient. A large number of 
theories and experiments show that 3D-CNN can extract 
features from both spatial and spectral information dimensions 
of hyperspectral images to improve the classification 

performance of the network. 3D-CNN is a convolutional 
network with three dimensions, namely image width, image 
height and image channel. The convolution kernel can move 
in three directions, and it can be used to better capture the 
temporal and spatial feature information in the video. The 
convolution operation formula is shown in the following (9). 

       , , , ,
a b

s a t b

f x y w x y w s t f x s y t
 

    
 (9) 

In (9), it represents  ,f x y the gray value of the point 

whose  ,w x y coordinates are in the image, which  ,x y is 

the convolution kernel. Sliding on the image through the 
weight window, the weighted sum of the pixels on the image 
and the weight window is used to extract the advanced 
features of the image. The number of input and output feature 
maps of the pooling layer is the same, and the calculation 
matrix form of the pooling layer is expressed as (10). 

     vec y S x vec x
   (10) 

In (10),  vec represents the vectorization operation, and 

 S x the feature selector matrix of the input feature map for 

the pooling layer. In order to prevent the fitting phenomenon, 
reduce the number of parameters, and perform maximum 
pooling on the image, the process is shown in Fig. 3. 
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Fig. 3. Maximum pooling process. 

After the pooling layer, since the output is a 
two-dimensional feature map, the fully connected layer 
vectorizes the map, and the obtained vector is as in (11).

1,1,1 1,1,2 1,1, 1,2,1 1,2,2 1,2, 1, , 2, , , ,, ,..., ,..., , ,..., ,..., , ,...,
T

n n m n m n j m na M M M M M M M M M        (11)

In (11), the original feature map is 
1 2, ,..., nM M M . The 

study uses the Softmax regression model at the output layer to 
realize the multi-category prediction function, and uses the 
hypothesis function to estimate the probability value of a 
certain class in the data set. The formula is shown in the 
following (12). 
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In (12),  is the model parameter, D is the number of 

categories, y is the label, and x is the test input. The cost 

function of Softmax is as follows (13).  
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In (13),  1 is the indicative function, where 

   1 1,1 0true false  is the coefficient of the penalty term. 
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 The partial derivative of the cost function to the parameters 

is as follows (14). 
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The optimal solution for global convergence is obtained by 

minimizing the gradient descent algorithm.  J  Traditional 

convolutional neural networks can only extract spatial features 
in images, and are not suitable for video processing. 3D 
convolutional neural networks extract temporal features in 
videos based on traditional convolutional neural networks. 
And use the spatio-temporal features to classify and then 
predict. First of all, study the use of 3D-CNN to form a 
ten-category network structure. First, divide VR videos into 
ten categories through MOS points, of which 1-10 points are 
divided into one category, 10-20 points are divided into two 
categories, and so on, 90- 100 points are divided into 10 
categories. 3D-CNN extracts temporal and spatial features 
based on 2D convolutional neural networks. The classification 
structure of 3D-CNN consists of eight 3D convolutional layers, 

five 3D maximum pooling layers, two fully connected layers 
and a ten-category output layer. After the output layer is 
calculated by softmax, the classification result is obtained. The 
research uses the cross entropy function of Softmax as the loss 
function, and the formula is shown in the following (15). 

   ˆ ˆlog 1 log 1L y y y y         (15) 

In (15), y represents the subjective MOS score obtained 

in the evaluation database, and ŷ represents the predicted 

score. The training iterations are performed according to the 
loss function to obtain ten classes. After the classification is 
completed, use 3D-CNN to form a regression prediction 
model, use transfer learning, load the model parameters saved 
by classification as the pre-training model of the regression 
prediction model, and then train the regression model to give 
the predicted value of the video MOS score. The regression 
prediction structure of 3D-CNN is similar to the classification 
structure, the difference is that the fully connected layer of the 
network structure is followed by a regression prediction node. 
The schematic diagram of the structure is shown in Fig 4. 
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Fig. 4. Prediction structure diagram.

The parameters such as weight parameters and bias items 
obtained after loading the classification process through 
transfer learning are loaded to include all convolutional layer 
and pooling layer parameters, and the parameters of the two 
fully connected layers are discarded. The loss function uses 
the mean square error (MSE), and the calculation formula is as 
follows (16). 
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In (16), N is the number of video clips, y represents the 

subjective MOS score obtained in the evaluation database, and 

ŷ represents the predicted score. Put the predicted value into 

the loss function to participate in the regression training, and 
finally get the most suitable prediction result. Although 
3D-CNN can effectively extract features from VR video data, 
the increase in the convolution dimension will inevitably 
increase the parameters of the entire neural network, resulting 
in a sharp increase in the time complexity of the algorithm. 
The conventional network input is obtained through the 
calculation output of the upper layer, while the residual 
network (ResNet) will have a "short-circuit" structure, and the 
data processed by the multi-layer network and the data 
processed by the network layer are jointly input and 
transmitted to in the next layer of the network. The learning 
goal of ResNet is to solve the residual error, as shown in (17). 

   F x H x x 
    (17) 

In (17),  H x is the expected mapping of learning. The 

difference is obtained through (17), so that the same part 
before and after the cell mapping highlights the slight changes, 
so that the deep network structure will not degenerate while 
ensuring the structural performance. ResNet can reduce the 
complexity of parameter calculation and reduce the error 
caused by network depth through the unique design of 
shortcut. Research on improving 3D-CNN based on ResNet's 
shortcut. In order to reduce the nonlinear conversion operation 
and improve the feature extraction ability, a double 3D 
convolutional layer is designed, and no pooling calculation is 
performed between the two convolutional layers. Batch 
regularization calculation is performed after each convolution, 
and the ReLu function is used as the activation function to 
reduce the risk of gradient disappearance and gradient 
explosion. The improved 3D residual convolution unit 
structure is shown in Fig. 5 below:  

 
Fig. 5. Structure of 3D residual convolution unit. 
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Based on the above operations, the study selects video 
quality evaluation indicators, establishes a subjective 
evaluation database, uses improved 3D-CNN to classify and 
predict video data, obtains objective evaluation results, and 
uses the relationship between subjective evaluation and 
objective evaluation in the training process. The loss function 
continuously corrects and trains the model. Finally, a VR 
video quality evaluation model based on the improved 
3D-CNN is obtained, which can accurately evaluate the VR 
video quality. 

IV. ANALYSIS OF VR VIDEO QUALITY EVALUATION 

MODEL BASED ON 3D-CNN 

An accurate and efficient video quality evaluation model is 
an indispensable tool to measure the pros and cons of video 
processing algorithms and to control video quality in real time 
[22]. Therefore, a VR video quality evaluation model based on 
improved 3D-CNN is constructed. In order to verify the 
performance of the constructed model, the study used three 
different data sets to carry out classification training on the 
research constructed model (model 1), the unimproved 
3D-CNN model (model 2), and the BP neural network (model 
3), and the convergence of the loss function as shown in Fig. 6 
below: 
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Fig. 6. Comparison of model loss function training.

It can be seen from Fig. 6 that as the number of iterations 
increase, the value of the loss function of the model decreases, 
and gradually decreases to a certain extent. Among them, in 
data set 1, model 1 has the fastest decline rate and reaches the 
target loss value of 0.16 when the number of iterations reaches 
62. However, model 2 reached the target loss value of 0.21 
when iterated to 168 times, which was 0.05 higher than model 
1. Model 3 reached the target loss value of 0.38 when iterated 
to 75 times, which was 0.21 higher than model 1; in dataset 2, 
model 1 reached the target loss value of 0.15 when iterated to 
101 times. Model 2 reaches the target loss of 0.28 when 
iterating to 152 times, which is 0.13 higher than Model 1. 
Model 3 reaches the target loss of 0.29 after 197 iterations, 
which is 0.14 higher than that of model 1; in data set 3, model 
1 reaches the target loss of 0.11 when iterated to 47 times, and 
model 2 reaches the target loss of 0.23 when iterated to 128 
times. 0.12 higher than Model 1. Model 3 iterates to 149 times 

to reach the target loss value of 0.22, which is 0.11 higher than 
Model 1. Comprehensive comparison and analysis of the 
content in the above figure, it can be concluded that model 1 
has the best convergence effect and the fastest convergence 
speed. 

In order to further verify the improvement effect of 
3D-CNN, after the model training, the test set was tested using 
model 1 and model 2. The results of the linear regression 
analysis graph obtained from the test and the predicted value 
and subjective score change fitting graph are shown in Fig. 7 
shown. 

Comparing Fig. 7(a) (b), we can see that the left picture is 
a linear regression analysis chart, and we can see the 
correlation between the predicted score and the subjective 
score. Before the improvement, the Pearson correlation 
coefficient of the model was 0.9025, the Spearman coefficient 
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was 0.8963, and the RMSE value was 0.3258. The Pearson 
correlation coefficient of the improved model is 0.9437, which 
is 0.0412 higher than that before the improvement, the 
Spearman coefficient is 0.9359, which is 0.0396 higher than 
that before the improvement, and the RMSE value is 0.2051, 
which is 0.1207 lower; the right picture is the predicted value 
of the test sample The degree of deviation from the subjective 
score. It can be seen that the predicted score curve obtained by 
the improved model has a high degree of coincidence with the 
subjective score. Based on the analysis of the content in the 

above figure, it can be seen that the improvement of the model 
can effectively reduce the prediction error. 

In order to compare the rationality of introducing viewport 
cutting into VR video clips of the model more specifically, the 
MOS score of each evaluation category in the subjective 
evaluation library before and after cutting is compared with 
the model prediction results, and the prediction accuracy, 
missed detection rate and false recognition rate are compared. 
The details are shown in Table I below. 
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Fig. 7. Model test results before and after improvement. 

TABLE I. COMPARISON AND ANALYSIS OF MODEL PREDICTION SCORE AND SUBJECTIVE SCORE 

Evaluation type 
Before cutting After cutting 

Accuracy (%) Undetected rate (%) Error rate (%) Accuracy (%) Undetected rate (%) Error rate (%) 

Perceived quality 84.10 11.23 15.70 93.26 9.56 7.46 

Presence _ 83.46 10.96 16.32 94.58 9.32 5.68 

Vertigo 86.59 12.36 13.46 93.91 8.99 6.12 

Acceptability 87.46 11.02 12.39 95.21 9.12 5.34 

Comprehensive _ 88.21 11.47 11.04 95.43 8.97 4.69 

Comparative analysis of the data in Table I shows that in 
the process of predicting various subjective evaluation scores, 
the average prediction accuracy rate of the model trained 
before the viewport cutting method is 85.97%, the average 
missed detection rate is 11.41%, and the average 
misrecognition rate is 85.97%. The average prediction 
accuracy rate of the model trained after viewport cutting is 
94.48%, the average missed detection rate is 9.19%, and the 
average false recognition rate is 5.86%. Based on the data in 
the above table, it can be concluded that after viewport cutting, 

the number of training samples is increased, and the model 
can evaluate video quality with higher accuracy. 

In order to verify the prediction accuracy of the model and 
the change of running time under different sample sizes, in 
addition to the above three training models, the research will 
also commonly used classification prediction models: logistic 
regression (Logistics) (model 4), support vector machine 
(SVM) (model 5). As the number of VR video samples 
increases, the classification prediction accuracy of the model 
and the running time are shown in Fig. 8 below: 
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Fig. 8. Variation of prediction accuracy and running time with sample number.

It can be seen from Figure 8 that as the number of sample 
videos increases, the prediction accuracy of each model 
decreases and the running time increases. Among them, the 
accuracy curve of model 1 has the smallest decline. When the 
sample size is 500, the prediction accuracy of model 1 is 
96.43%, and the running time is 0.236s. The prediction 
accuracy of model 2 is 90.37%, and the running time is 0.347s. 
The prediction accuracy of model 3 is 93.06%, and the 
running time is 0.343s. Model 4 has a prediction accuracy of 
88.59% and a running time of 0.526s. The prediction accuracy 
of model 5 is 89.63%, and the running time is 0.623s; when 
the sample size is 4000, the prediction accuracy of model 1 is 
92.64%, and the running time is 0.673s. Model 2 has a 
prediction accuracy of 76.85% and a running time of 0.921s. 

Model 3 has a prediction accuracy of 79.78% and a running 
time of 1.032s. The prediction accuracy of model 4 is 77.43%, 
and the running time is 0.996s. The prediction accuracy of 
model 5 is 80.12%, and the running time is 0.963s. A 
comprehensive analysis of the content in the above figure 
shows that model 1 is less affected by the increase in the 
number of test samples, and the running time and prediction 
accuracy are in a relatively ideal state. 

In order to further verify the classification prediction effect 
of the model, the study introduces overall accuracy (OA), 
average accuracy (AA) and Kappa coefficient as evaluation 
indicators, uses five models to predict three data sets, and 
compares and analyzes them, as shown in Table II below. 

TABLE II. EVALUATION OF MODEL CLASSIFICATION PREDICTION EFFECT

Data No. Evaluating indicator model 1 model 2 model 3 model 4 Model 5 

Dataset 1 

OA (%) 95.86 91.05 89.21 88.01 85.46 

AA (%) 97.90 92.13 88.92 87.64 86.12 

Kappa×100 95.21 91.79 89.64 86.94 85.96 

Dataset 2 

OA (%) 95.46 90.99 88.54 87.46 86.01 

AA (%) 94.68 91.28 89.46 88.00 85.75 

Kappa×100 96.71 92.03 88.23 87.89 86.23 

Dataset 3 

OA (%) 94.95 91.78 88.07 87.65 85.69 

AA (%) 95.23 90.89 89.46 87.12 86.49 

Kappa×100 96.62 91.56 88.33 88.04 85.36 

Analysis of the data in Table 2 shows that the average OA 
value of the three data sets in model 1 is 95.27%, the average 
AA value is 95.94%, and the average Kappa value is 96.18%; 
the average OA value of the three data sets in model 2 is 
90.94%, and the average AA value The value is 91.43%, and 
the average Kappa value is 91.79%; the average OA value of 
the three data sets in model 3 is 88.61%, the average AA value 
is 89.28%, and the average Kappa value is %; the average OA 
value of the three data sets in model 4 is 87.71%, the average 
AA value is 87.59%, the average Kappa value is 87.62%; the 
average OA value of the three data sets of model 5 is 85.72%, 
the average AA value is 86.12%, and the average Kappa value 
is 85.85%. Based on the data in the table, the overall accuracy 
(OA), average accuracy (AA) and Kappa coefficient of model 
1 are higher than those of the other four models. 

V. RESULTS AND DISCUSSION 

With the rapid development of virtual technology and the 
wide application of various fields, immersive experience with 
a sense of presence has been widely developed. In order to 
evaluate the quality of VR video, the improved 3D-CNN was 
used to construct a VR video quality evaluation model. 
Through a series of experiments, the following results are 
obtained. Model 1 has the fastest decline speed and reaches 
the target loss value of 0.16 when the number of iterations 
reaches 62, while model 2 and model 3 both need more than 
100 iterations to converge. The results show that the proposed 
model has good convergence performance. After the 
improvement, the Pearson correlation coefficient increased by 
0.0412, Spearman coefficient increased by 0.0396, RMSE 
value decreased by 0.1207, and the predicted score curve 
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obtained by the improved model had a high coincidence 
degree with the subjective score. The results show that the 
improvement of the model can effectively reduce the 
prediction error of the model. The average prediction accuracy 
of the model trained after viewport cutting is 94.48%, the 
average missing rate is 9.19%, and the average error rate is 
5.86%. This shows that the viewport cutting algorithm is 
reasonable and can effectively improve the model 
performance. The average OA value of the constructed model 
was 95.27%, average AA value was 95.94%, and average 
Kappa value was 96.18%, which could effectively and 
accurately evaluate the video quality. The number of VR 
video databases used in this study is limited, and more diverse 
sample videos can be found for testing and training in 
subsequent studies to further improve the model. 

VI. CONCLUSION 

To achieve more precise and accurate VR video quality 
evaluation, a VR video quality evaluation model based on 
improved 3D-CNN was constructed. Through the 
experimental analysis, it is known that the average OA value 
of the model constructed in the study is 95.27%, the average 
AA value is 95.94%, and the average Kappa value is 96.18%. 
It has high heterogeneity with VR video subjective quality 
score, and the prediction effect is better. Compared with the 
existing VR video quality evaluation methods, it has a strong 
competitiveness. In future studies, more diverse sample videos 
can be found for testing and training to further improve the 
model. 
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Abstract—With the rapid development of big data technology, 

information technology and visualization technology, traditional 

national headdress design has gradually been combined with it. 

The strategies and applications related to national headdress 

design also fully reflect the beauty of modern science and 

technology, which is a model of the combination of national 

classics and modern technology. Based on this, this paper will 

deeply analyze the various links and processes of the design 

based on the data based on the specific information of Yao ethnic 

headwear. At the same time, based on the existing visual design, 

this paper will take spring, hibernate and other systems as the 

basic software architecture of the design system and deeply study 

the visualization principles and data information visualization 

methods of spring, hibernate and other software, and carry out 

data information visualization processing on the relevant design 

of national headwear, to build the corresponding digital material 

library with national characteristics and the digital design 

process of national headwear. Through the digital processing and 

matching of the whole design, the current design of national 

headwear can be simplified and optimized, and the design 

efficiency can be improved to provide reference samples for the 

design of other national characteristics. In the specific design 

part, this paper will carry out design verification based on Yao 

nationality's corresponding characteristic headdress design and 

evaluate the corresponding design from the perspective of 

artistry, practicality and nationality of headdress design. The 

practice results show that the information visualization design of 

national headwear proposed in this paper has obvious 

advantages over the traditional design, which greatly improves 

the design efficiency and simplifies the design process. 

Keywords—Information visualization; headwear national 
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characteristic headdress design 

I. INTRODUCTION 

With the rapid iterative development of information 
technology, visualization technology, as a new technology, is 
developed and integrated with a large number of disciplines 
and projects. Traditional information visualization technology 
processes the data, things, information, models and 
corresponding knowledge in the design process. It converts 
them into visual images and videos so that humans can 
understand through computers [1]. The corresponding data 
information visualization decision mainly uses visualization 
technology to transform the important data, decisions, 
judgments, predictions and corresponding models in the design 

process so that they can be seen and understood by humans to 
provide clear, simple and scientific decision-making reference 
for decision-makers and designers [2], [3]. Conventional data 
information visualization technology imports the 
corresponding data into the preprocessing and processing data 
module [4], [5]. Then the data module analyzes and models it 
based on the corresponding data [6], carries out a large number 
of analogue-to-digital conversions, and carries out visual 
displays based on this digital information [7], [8] When this 
kind of software is actually running, it first carries out digital 
modelling processing for the corresponding processes that need 
modelling, which mainly includes digital conversion and 
mathematical statistics of the corresponding data, and then 
filters the corresponding data based on the statistical results, 
Through the corresponding query method, we can filter the 
data that need a visual operation, and finally create the 
corresponding visual interactive design chart. In the actual 
design and application, some data may also need the software 
to carry out the necessary data format conversion, to meet the 
specific conditions of data visualization [9], [10]. In a word, 
the development of data information visualization technology 
is of great significance to realize the scientific, convenient and 
scientific design process. At the same time, it is also of great 
significance to promote the corresponding culture and make 
people better understand the corresponding concepts [11]. 

Headwear with national characteristics is an important 
factor in reflecting the national characteristics, culture and 
customs [12], and it is also an important element to further 
distinguish this nation from other nations [13], [14]. The 
headdress with national characteristics reflects the unique 
aesthetic habits, religious customs and characteristic culture of 
the nation to a certain extent [15], which is the most distinctive 
embodiment of the nation. Ethnic minorities pay special 
attention to the design and dressing of headwear, so headwear 
also contains a lot of national stories, national changes and 
development, which itself has very important cultural 
significance, and it also has important value for the research 
and promotion of ethnic culture [16], [17]. However, the 
design of traditional national headwear is often limited to the 
representative endorsement and teaching of the traditional 
craftsman of the nation. Its way is too traditional, which makes 
a large number of craftsmanship techniques and headwear 
elements gradually lost in historical development, and even 
some headwear elements lost. Therefore, the design process, 
design elements and historical changes contained in the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

847 | P a g e  

www.ijacsa.thesai.org 

corresponding national headwear Digital preservation of 
cultural elements are of great significance [18], [19]. Similarly, 
the personalized design of national headwear based on the 
national characteristic headwear data information database 
after complete digital processing is of great significance for the 
scientific, reasonable and efficient design of national cultural 
headwear, the inheritance of national cultural development, and 
the giving of new meaning and new life to national culture 
[20]. The deep combination of the national headdress design 
process and information data visualization technology is a 
model of efficient integration of classic and modern 
technology. 

Visualizations of data that itself can have two-dimensional 
or three-dimensional semantics have been used for years before 
computers were used for visualization. Since the computer 
began to be used in visualization technology, many novel 
visualization techniques have been discovered and the existing 
ones have been improved. And the application field extends to 
large-scale data set visualization and dynamic interactive 
display. However, for most data stored in databases, there is no 
standard way to map data to a Cartesian coordinate system 
because the data has no fixed two-dimensional or three-
dimensional semantic properties. In general, a relational 
database is viewed as a collection of multidimensional attribute 
data, with each dimensional attribute corresponding to the 
dimension of the coordinate. If three-dimensional orthogonal 
coordinates are used to represent visual data, visualization 
technology, distortion and interaction technology, then all data 
visualization technology can be considered as a combination of 
the above three. In this paper, the abstract information in the 
data table is transformed by visualization technology, that is, 
the data is stored in the form of visual structure, and the data is 
represented by multi-dimensional variable values. Different 
visualization methods will have different visualization 
structures. Finally, after mapping transformation, the graphical 
image of the composition is displayed, which also the final 
result is observed by the user. Each state of the data can be 
manipulated by the user through human-computer interaction, 
but the user's action does not change the fundamental structure 
of each data state. 

Based on the above analysis and research, this paper will 
deeply analyze the various links and processes of the design 
based on the data and on the specific information of the 
headwear with Yao characteristics. At the same time, on the 
basis of the existing visual design, it will take spring, hibernate 
and other systems as the basic software architecture of the 
design system and deeply study the visualization principles and 
data information visualization methods of spring, hibernate and 
other software, and carry out data information visualization 
processing on the relevant design of national headwear, to 
build the corresponding digital material library with national 
characteristics and the digital design process of national 
headwear. Through the digital processing and matching of the 
whole design, the current design of national headwear can be 
simplified and optimized, and the design efficiency can be 
improved to provide reference samples for the design of other 
national characteristics. In the specific design part, this paper 
will carry out design verification based on Yao nationality's 
corresponding characteristic headdress design and evaluate the 

corresponding design from the perspective of artistry, 
practicality and nationality of headdress design. The practice 
results shows that the information visualization design of 
national headwear proposed in this paper has obvious 
advantages over the traditional design, which greatly improves 
the design efficiency and simplifies the design process. 

The structure of this article is arranged as follows: the 
second section of the article will mainly analyze and study the 
current research status of information visualization technology, 
national headdress design and other related concepts; The third 
section of the article will mainly analyze and study the national 
headdress design based on information visualization 
technology, focusing on the application of visualization 
technology and the digital process of national headdress 
design; The fourth section of the article will take the Yao 
characteristic headdress design as the object to practice, and 
compare it with the traditional design; Finally in fifth section 
the article will be summarized and prospected. 

II. RELATED WORKS 

With regard to the current situation of data information 
visualization technology and the design of headwear with 
national characteristics, the current main research focuses more 
on the research of isolated data information visualization 
technology and headwear with national characteristics, while 
the corresponding fusion research is relatively few. The 
research on information visualization technology is a hot 
research topic at present. A large number of scientific research 
institutions, scholars and universities have conducted a lot of 
discussion and Analysis on its integration with other 
disciplines [21]. The current visualization technology is mainly 
divided into scientific computing visualization technology, data 
information visualization technology, information visualization 
technology and scientific knowledge visualization technology, 
Relevant researchers at Stanford University in the United 
States have proposed traffic information data visualization 
technology for the corresponding traffic information 
technology, established a digital information database based on 
the corresponding traffic information data, and built a large 
number of data information models [22], [23]; Relevant travel 
companies in the United States have established corresponding 
traffic data information into visual dynamic data charts, 
realized the analysis and research of travel big data, and carried 
out research on transportation travel planning based on this 
analysis [24]; Relevant European researchers have combined 
visualization technology with medical imaging technology, 
which realizes three-dimensional imaging of medical images 
through visualization technology, and has been widely used in 
diagnosis and treatment planning [25]; Based on this, relevant 
research institutions in the United States have applied the 
corresponding visualization technology to the field of 
communication with medical patients and patients' families. 
They have built a visualization communication platform based 
on data visualization technology, which further solves the 
communication problems of medical problems and further 
alleviates the problems of doctors and patients [26], [27]. At 
the corresponding level of national headwear design, there are 
many relevant studies in this part of the Chinese Mainland. 
Still, the main research focuses on excavating and protecting 
the cultural meaning of headwear, and there is little literature to 
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discuss and analyze its design process. At the same time, the 
corresponding national headwear design and research are 
mostly focused on the research and analysis of traditional 
design methods. At the level of headwear research, Relevant 
scholars in the Chinese Mainland have analyzed and studied 
the specific national headdress design, mainly discussing the 
differences in headdress design behind different ethnic 
branches and its cultural connotation [28], [29]; Relevant 
scholars have studied the process and protective significance of 
headdress design for specific ethnic groups, but have not 
conducted in-depth research on its combination with modern 
technology [30]. Therefore, there is relatively little research on 
integrating information visualization technology and traditional 
ethnic headdress design, and in-depth research is of great 
value. 

III. RESEARCH METHODOLOGY 

This section mainly analyzes and studies the design process 
of the integration of information visualization technology and 
national headdress design, including the principle and 
application of information visualization technology and the 
national headdress design process based on the Yao nationality. 
Based on this, the corresponding research principal framework 
is shown in Fig. 1. It can be seen from the figure that the 
information visualization technology mainly includes data 
sorting and analysis, process data statistical analysis, data 
model establishment, digital data conversion, digital 
information screening, visual operation and processing, visual 
presentation and design evaluation. In the corresponding 
information visualization process, the processes that need to be 
modelled are first digitally modelled, mainly including the 
digital transformation and mathematical statistics of the 
corresponding data. The corresponding data are filtered based 
on the statistical results, and the data that need to be visually 
operated are filtered through the corresponding query methods. 
Finally, the corresponding visual interactive design charts are 
created. In the actual design and application, some data may 
also need software to perform necessary data format 
conversion to meet the specific conditions of data visualization. 
In the corresponding part of headwear design with national 
characteristics, it is mainly necessary to carry out data statistics 
on the relevant element information of headwear, digitally 
present the corresponding abstract and specific design elements 
and the corresponding design process, and transform the 
important data of national headwear, the decision-making of 
designers, the judgment of designers, the prediction of 
designers and the corresponding models in the whole design 
process, so that they can be seen and understood by human 
beings, To provide clear, simple and scientific decision-making 
reference for national headdress designers. From the 
corresponding principal block diagram in Fig. 1, it can be 
further seen that the design verification analysis in this paper is 
mainly based on the characteristic headwear of the Yao 
Minority in the Chinese Mainland. It mainly compares the 
corresponding design process and design results, design 
evaluation and traditional design process, and design results 
and design evaluation proposed in this paper. The main 
analysis indicators include design efficiency and scientificity 
[31]. The design method proposed in this paper has obvious 
advantages from the corresponding design results. In addition, 

it can be further seen from Fig. 1 that the visualization software 
used in this paper is Spring and Hibernate, and its integration 
application in information visualization technologies and other 
fields has been widely verified [32]. 

A. Application Analysis of Information Visualization 

Technology 

Based on the analysis of national headwear and on the 
information visualization technology proposed in this paper, 
the corresponding information visualization technology is 
defined as information visualization interactive design [33]. It 
is combined with the corresponding characteristics of national 
headwear design and the corresponding design factors, the 
corresponding information visualization interactive design 
technology is divided into five levels, corresponding to the 
strategic demand level of headwear design, the demand range 
level of national headwear design, the structure level of 
national headwear design, the frame layer of national headdress 
design and the expression layer of national headdress design 
[34]. Based on this, the information visualization technology 
flow chart of the corresponding national headdress design is 
shown in Fig. 2. 

In the corresponding strategic demand level of national 
headwear design, the corresponding needs is to analyze the 
specific design elements of national headwear in detail, 
including the cultural heritage, cultural stories, national 
customs, etc. the corresponding part of the national headwear 
design is the ultimate goal of this part of the design [35]. For 
national headwear designers, they can get the corresponding 
design goals through this part, get the corresponding other 
design goals based on this design goal, and extend and analyze 
the economic benefits on the basis of the design goals expected 
by the designers to make the national headwear design finally 
have a focus at the beginning of the design. 

The range of national headwear design needs level, which 
is mainly the analysis of national headwear design needs [36]. 
The corresponding demand objects are different, and the design 
concepts they face are also different. For the people of this 
nationality, the corresponding headdress needs to maintain the 
original flavour, fully reflect the specific cultural 
characteristics of this nationality, and reflect the cultural 
connotation and cultural story behind this nationality; For other 
nationalities, it is necessary to fully meet the curiosity of such 
people about the national characteristics, meets the 
combination of national characteristics like aesthetics and 
modern art, and reflect the artistic beauty of the combination of 
classics and modernity, to give new historical significance and 
cultural inheritance to national headwear, and reflect the 
aesthetic vitality of National headwear in the new era. 

The corresponding national headdress design structure 
layer mainly includes the interaction structure and information 
structure of the national headdress design. The corresponding 
national headdress information architecture not only includes 
the interface display of the front-end design but also includes 
the information exchange, information storage and display of 
the background of the design system. In this part, the design 
system needs to fully respond to the designer's design needs 
and meet the designer's convenient, fast and scientific concept 
for national headwear design. 
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Fig. 1. Principal block diagram of the integration of information visualization technology and national headdress design. 

 
Fig. 2. Design flow chart of information visualization technology for national headdress design. 
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Fig. 3. Design flow chart of data visualization technology for national headdress design. 

The corresponding national headwear design framework 
level mainly includes the interface framework structure of 
national headwear design and the corresponding process 
design, including determining various interface control forms, 
process design, routine condition process and abnormal 
condition process. 

The corresponding performance level of national headdress 
design, this level mainly focuses on the embodiment of the 
visual level of national headdress design, that is, the visual 
presentation of the final headdress design effect [37]. At this 
level, the designer needs to adjust, analyze and deal with the 
relevant needs of the demander. 

In order to further optimize its visualization processing of 
national headwear-related data, this paper not only uses 
information visualization processing but also adopts data 
visualization technology analysis. The corresponding analysis 
process is shown in Fig. 3. From the figure, it can be seen that 
the actual process of national headwear data visualization 
analysis is mainly divided into national headwear data 
understanding and analysis, Comparative analysis of national 
headwear data indicators, as well as visualization effect and 
visualization evaluation analysis. At the level of understanding 
and analyzing the corresponding national headwear data, it is 
mainly to screen, analyze and store a large number of collected 
data, correctly sort out the relationship between relevant data, 
and analyze the correctness and scientificity of relevant data; 

At the level of comparative analysis of corresponding national 
headwear data indicators, visualization tools are mainly used to 
process the corresponding data visually. In this process, 
appropriate comparative indicators need to be established as a 
reference; In the corresponding visual data level, it is mainly to 
encode different data of national headwear visually. In this 
process, it is necessary to strictly follow the designer's design 
habits and customs of national headwear. 

Based on the above analysis, the relevant data information 
on national headdress design can realize visualization 
technology to better provide design services for designers and 
make the national headdress design process simpler and more 
scientific. 

B. Construction of National Headdress Design System based 

on Information Visualization Technology 

This section mainly realizes the construction of the national 
headdress design system based on the information data 
visualization technology, and the corresponding system 
operation framework is shown in Fig. 4. The corresponding 
whole system integrates information visualization technology 
and data visualization technology. It mainly includes a national 
headdress design performance layer, national headdress design 
control layer, national headdress design service layer, national 
headdress design data access object layer and national 
headdress design database layer. In the corresponding 
performance layer of national headwear design, it is mainly the 
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top layer of the system, which is mainly used to collect, sort 
out and count all kinds of data information and cultural 
information about national headwear. At the same time, it also 
needs to interact with other layers to realize the visual 
processing of national headwear data information, and its 
corresponding display form is mainly based on visual charts; 
The corresponding national headdress design control layer is 
mainly used to process designer design requests and 
corresponding design process business management [38]. At 
the same time, data access is realized by accessing the database 
layer. In this paper, the IOC container in spring is mainly used 
to manage Dao components and corresponding business logic 
components; In the corresponding ethnic headwear design 
service layer, which is mainly located below the control layer, 
it mainly provides the corresponding design interface for the 
control layer to call and process, so as to complete the 
functional design of the ethnic headwear design application 
module and realize the processing and analysis of the actual 
design business operation; The corresponding national 
headwear design data access object layer is mainly used to 
realize the persistent processing of national headwear data, so 
that the corresponding design data can be independent of the 
application program or the business logic of the system design, 
so that the system data can be easily expanded and run 
independently; The corresponding national headdress design 
database layer mainly stores the data in the relational database, 
which mainly adopts hibernate as the corresponding 
persistence processing framework. 

In addition to the overall design of the system, the database 
design of the system is equally important. The database data 
corresponding to the system proposed in this paper comes from 
the collation and statistics of a large number of design details, 

constituent elements, cultural stories and cultural connotations 
of national headwear. The interface between the corresponding 
design elements and the design system is processed by web 
service in this paper. After the actual data sorting and statistics, 
it is necessary to preprocess and analyze the corresponding 
headwear information data to obtain the potentially important 
factors of headwear design in advance. The corresponding data 
processing process includes the cleaning, screening, selection 
and corresponding transformation of the original data to ensure 
the accuracy of the data as much as possible and reduce the 
time for the designer to query the element data in the actual 
design. Improve the efficiency of national headdress design. 
The corresponding data management module mainly includes 
the system data management module, system data statistics 
module, system data monitoring module and system data 
comparison module. The corresponding system data 
management module mainly realizes the sorting, statistics and 
distribution of national headwear related data; The 
corresponding system data statistics module mainly realizes the 
classification and storage of national headwear related design 
elements, as well as the storage and memory of corresponding 
design preferences; The corresponding system data monitoring 
module is mainly to realize the online monitoring of the use of 
the corresponding design process data information, so as to 
avoid some low-level errors and cultural errors at the design 
level; The corresponding system data comparison module is 
mainly to compare the final designed finished product with the 
classic national headdress design, the needs of the demander 
and other relevant data, so as to assist the designer to complete 
the design evaluation of the final work, so as to ensure that the 
designed national headdress not only conforms to the national 
characteristics of the nation, but also meets the needs of the 
demander, and improve the satisfaction of the design. 

 
Fig. 4. Frame diagram of national headdress design system based on information data visualization technology. 
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IV. RESULTS AND DISCUSSION 

A. Evaluation Results 

To further verify the design advantages of ethnic headwear 
based on information visualization technology proposed in this 
paper, this paper selects Yao nationality as a sample for design 
comparison. The Yao nationality has a long history of national 
culture, and its headdress design is unique and has rich cultural 
connotations and aesthetic characteristics. Before the 
comparative analysis of the actual design, this paper fully 
collates the pattern, texture, colour, shape and corresponding 
structural design of the headdress with Yao national 
characteristics. It makes a statistical analysis of its important 
elements. Based on the comparative analysis of one of the 
headwear of the Yao nationality, the e-crown hat, the design 
process of this paper is compared with the traditional manual 
design process. The main comparison indicators include the 
nationality score of the design works, the artistic score of the 
design works, the practical score of the design works, and the 
economic score of the design work. 

In terms of the nationality of the corresponding design 
works, questionnaires, visits and other methods are mainly 
used to show the works under the two design methods, invite 
the corresponding ethnic and non-ethnic people to score, and 
take the corresponding average score for evaluation. Based on 
this, the corresponding evaluation results are shown in Fig. 5. 
From the figure, it can be seen that the products designed by 
the design process proposed in this paper have slight 
advantages in nationality compared with the traditional design 

process. The reason is analyzed. It mainly reproduces some 
complex design patterns lost in the early years. 

In terms of the artistry of the corresponding design works, 
questionnaires, visits and other methods are mainly used to 
actually display the works under the two design methods, 
invite the corresponding ethnic, non-ethnic and professional 
people to score, and take the corresponding average score for 
evaluation. Based on this, the corresponding evaluation results 
are shown in Fig. 6. From the figure, it can be seen that the 
products designed by the design process proposed in this paper 
have obvious advantages in artistry compared with the 
traditional design process. Analyze the reasons. The design 
process proposed in this paper combines aesthetics under 
modern technology, and its psychological positioning for the 
demander is more accurate. 

In terms of the practicality of the corresponding design 
works, questionnaires, visits and other methods are mainly 
used to actually display the works under the two design 
methods, invite the corresponding ethnic, non-ethnic and 
professional people to score, and take the corresponding 
average score for evaluation. Based on this, the corresponding 
evaluation results are shown in Fig. 7. From the figure, it can 
be seen that the products designed by the design process 
proposed in this paper have obvious practical advantages 
compared with the traditional design process. The reason is 
analyzed. The design process proposed in this paper combines 
data visualization technology and information visualization 
technology, which is more accurate for the demand positioning 
and processing of the demander. 
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Fig. 5. Comparative analysis of the nationality of design works. 
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Fig. 6. Comparative analysis of artistic aspects of design works. 

 

Fig. 7. Comparative analysis of practical aspects of design works. 

In terms of the economy of the corresponding design 
works, questionnaires, visits and other methods are mainly 
used to actually display the works under the two design 
methods, invite the corresponding ethnic, non-ethnic and 
professional people to score, and take the corresponding 
average score for evaluation. Based on this, the corresponding 
evaluation results are shown in Fig. 8. From the figure, it can 

be seen that the products designed by the design process 
proposed in this paper have obvious advantages in the 
economy compared with the traditional design process. The 
reason is analyzed. The design process proposed in this paper 
realizes the batch design and production of national headwear 
design, which greatly saves human design costs and reflects the 
advantages of modern technology at the design level. 
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Fig. 8. Comparative analysis of economic aspects of design works. 

Based on the above experimental results, it can be found 
that the national headdress design idea based on information 
visualization technology proposed in this paper has obvious 
advantages over traditional design methods, and it is of great 
significance for further promotion and inheritance of national 
culture. 

B. Discussion 

Visualization originates from the promotion and 
development of computer graphics, user interface and other 
research fields. Visualization technology refers to the use of 
computer technology to transform data into graphic form, and 
to transform abstract things or processes into graphics or 
images. With the support of computer, information 
visualization can express abstract data in an interactive visual 
way, so that people can deepen the cognitive process of data. 
Visualization technology is widely used in various fields. It 
presents data in a multidimensional form, which is more 
conducive to discovering the characteristics of data distribution 
and its potential semantic relations. Therefore, how to visualize 
data reasonably in the data space so that users can browse and 
explore these data conveniently and quickly has become a 
research hotspot in recent years. 

In a computer, information is expressed in a certain 
structure to facilitate people to store, modify, query, add or 
delete information and other operations. As a widely used data 
structure, graph can be used to represent a variety of complex 
system models. It is basically composed of nodes and edges, 
where nodes are used to represent the abstraction of entities, 
and edges connecting nodes are used to represent the 
relationship between corresponding entities. Uniform, beautiful 
graphics are very important for understanding and analyzing 
data. Graph layout algorithm is the basis of graph visualization, 
and its performance is very important to the effect of data 
display. At present, most of the algorithms used in graph 

visualization draw graphs simply based on the structure of the 
graph, that is, the connectivity between points. In the personal 
dataspace system, there are not only structural relations 
between entities, but also attribute relations determined by their 
own attributes, so it can also be considered to draw graphs 
through attribute relations. 

National culture is a splendid treasure of China. Each 
nation has its own unique beauty, which brings us rich and 
different feelings. The Yao nationality has also shown us its 
unique national charm, carrying its material and spiritual 
civilization on its traditional headwear and expressing it with 
its unique artistic form language. From the shape features of 
the headwear to the decorative art, all reflect the Yao people's 
pursuit of beautiful things and longing for the future life. Yao 
traditional headwear is a very valuable intangible cultural 
heritage of the motherland. Their wealth is turned into silver 
ornaments decorated on the headwear. The art of headwear not 
only has practical application functions, but also is the carrier 
of Yao civilization. The perfect combination of its function and 
art is reflected incisively and vividly in the shape and 
decoration of the headdress. 

V. CONCLUSION 

Based on the existing visual design, taking spring, 
hibernate and other systems as the basic software architecture 
of the design system, this paper deeply studied the visualization 
principle and data information visualization method of spring, 
hibernate, and other software and the relevant design of 
national headwear is visually processed with data information, 
to build the corresponding digital material library with national 
characteristics and the digital design process of national 
headwear. Through the digital processing and matching of the 
whole design, the current design of national headwear is 
simplified and optimized, and the design efficiency is 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

855 | P a g e  

www.ijacsa.thesai.org 

improved to provide reference samples for other national 
designs. In the specific design part, this paper mainly carries 
out the design verification based on the corresponding 
characteristic headdress design of the Yao nationality. It 
evaluates the corresponding design from the perspective of 
artistry, practicality and nationality of headdress design. The 
practice results show that the information visualization design 
of national headwear proposed in this paper has obvious 
advantages over the traditional design, which greatly improves 
the design efficiency and simplifies the design process. In the 
follow-up research, this paper will pay attention to more 
national headwear and conduct practical analysis and research 
based on the design process proposed in this paper. At the 
same time, this paper will also pay attention to the design 
process of national clothing and try to combine it with 
information data visualization technology. In the follow-up 
research, this paper will also focus on the protection of national 
culture, design thinking at the level of national culture mining, 
and realize the processing of corresponding cultural protection 
and cultural inheritance by collecting more specific data so that 
the design process proposed in this paper becomes the 
development of traditional design ideas. 

When the amount of data increases, the number of layers 
increases, resulting in too long edges, which not only makes 
the drawing space not fully utilized, but also makes the whole 
graph relatively chaotic. In the future work, we can consider 
the clustering of nodes and then stratification to reduce the 
amount of data displayed. In addition, this paper only 
completed the graph drawing in two-dimensional space. In 
order to display the graph more aesthetically, the algorithm can 
be extended to three-dimensional space, and the parameters 
used in the algorithm can be further optimized to improve the 
overall efficiency of the algorithm. 
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Abstract—The study focuses on the laser radar SLAM 

mapping method employed by the tobacco production line 

inspection robot, utilizing an enhanced RBPF approach. It 

involves the construction of a well-structured two-dimensional 

map of the inspection environment for the tobacco production 

line inspection robot. This construction aims to ensure the 

seamless execution of inspection tasks along the tobacco 

production line. The fusion of wheel odometer and IMU data is 

accomplished using the extended Kalman filter algorithm, 

wherein the resulting fused odometer motion model and LiDAR 

observation model jointly serve as the hybrid proposal 

distribution. In the hybrid proposal distribution, the iterative 

nearest point method is used to find the sampling particles in the 

high probability area, and the matching score during particle 

matching scanning is used as the fitness value, and the 

Drosophila optimization strategy is used to adjust the particle 

distribution. Then, the weight of each particle after optimization 

is solved, and the particles are adaptively resampled according to 

the size of the weight after solution, and the inspection map of the 

inspection robot of the tobacco production line is updated 

according to the updated position and posture information and 

observation information of the particles of the inspection robot of 

the tobacco production line. The experimental results show that 

this method can realize the laser radar SLAM mapping of the 

tobacco production line inspection robot, and it can build a more 

ideal two-dimensional map of the inspection environment of the 

tobacco production line inspection robot with fewer particles. If 

it is applied to practical work, a more ideal work effect can be 

achieved. 

Keywords—Improved RBPF; tobacco production line; patrol 

robot; LiDAR; slam mapping; drosophila optimization strategy 

I. INTRODUCTION 

The inspection robot of tobacco production line can replace 
manual work to realize remote routine inspection [1]. In case of 
accidents and special circumstances, it can realize special 
inspection and customized inspection tasks, and realize remote 
online monitoring [2]. While reducing manual work, it can 
greatly improve the content and frequency of operation and 
maintenance, change the operation and maintenance mode of 
traditional tobacco production line, realize the intelligent 
operation and maintenance of tobacco production line, and 
greatly promote the development of tobacco enterprises [3]. 
Simultaneous Localization and Mapping (SLAM) technology 
has always been considered as the most critical step in 
achieving fully autonomous navigation of robots [4]. As a 
basic problem of tobacco production line patrol robots, laser 

radar SLAM mapping is a prerequisite for tobacco production 
line patrol robots to achieve other functions. Whether the laser 
radar SLAM mapping of the tobacco production line patrol 
robot can be achieved well or not, to a large extent, determines 
whether the tobacco production line patrol can be successfully 
completed [5]. Therefore, it is very necessary to study an 
effective laser radar SLAM mapping method of the tobacco 
production line patrol robot to help the tobacco production line 
patrol work. Tobacco production line inspection robots need to 
obtain real-time environmental information and accurately 
locate themselves in the production line to effectively perform 
tasks. The LiDAR SLAM mapping method can realize 
simultaneous localization and map construction, so it is an 
ideal choice for tobacco production line inspection robots. 

In response to the above problems, many scholars have 
carried out a lot of effective research, such as the map centered 
SLAM mapping method of intensive 3D laser anti-radar for 
tobacco production line patrol robots proposed by Park et al. 
[6], the active SLAM new method of tobacco production line 
patrol robots using laser radar to draw maps proposed by 
Malobick et al. [7], low delay laser radar SLAM for tobacco 
production line patrol robot using continuous scanning slices 
proposed by Karimi et al. [8], active SLAM method for 
tobacco production line patrol robot based on convolutional 
neural network proposed by Bol et al. [9], SLAM method for 
tobacco production line patrol robot based on embedded 
system on chip 3D positioning and mapping researched by 
Gerlein et al. [10]. Park et al., in their research on the laser 
radar SLAM mapping method of the tobacco production line 
inspection robot, took the map as the center, overcome the 
shortcomings such as the laser radar motion distortion through 
the local continuous time trajectory, and used the surface 
resolution maintenance matching algorithm and the surface 
fusion model based on the normal inverse Wisart to achieve 
non redundant but dense mapping. The traditional map 
centered laser radar SLAM method of tobacco production line 
inspection robot is improved. On the basis of realizing the laser 
radar SLAM mapping of tobacco production line inspection 
robot, the accuracy of laser radar SLAM mapping is 
significantly improved. Malobick et al. used the laser radar as 
the main sensor in their research on the laser radar SLAM 
mapping method of the tobacco production line inspection 
robot. After mapping the inspection environment of the 
tobacco production line inspection robot, they created a 
corresponding grid map to navigate the tobacco production line 
inspection robot system. In Karimi et al.'s research on the laser 
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radar SLAM mapping method of the tobacco production line 
inspection robot, 2D Lisaru rotation mode was used to drive 
the laser radar mounted on the tobacco production line 
inspection robot, and slice point cloud data from the rotating 
laser radar was used in the multithreaded matching pipeline for 
6D attitude estimation with high update rate and low delay. At 
the same time, the attitude estimation uses the time motion 
predictor to better find the feature correspondence in the 
mapping. The experimental nonlinear optimizer converges 
quickly, and then completes the attitude fusion operation by 
using the extended Kalman filter algorithm. Finally, the robot 
patrol map is updated according to the obtained position and 
attitude and observation values; In the research of the laser 
radar SLAM mapping method of the tobacco production line 
inspection robot by Bol et al., a data set composed of 
environmental images and the wheel angles related to these 
environmental images is used to train the convolutional neural 
network structure so that the convolutional neural network 
model can learn how to guide the tobacco production line 
inspection robot. Then, in the inspection environment of 
tobacco production line inspection robot, it can navigate 
autonomously through convolutional neural network and 
obtain corresponding maps at the same time. Gerlein et al. 
followed a joint design method in their research on the laser 
radar SLAM mapping method of the tobacco production line 
inspection robot. By deploying a programmable 3D positioning 
and mapping chip in the tobacco production line patrol robot 
system, the laser radar SLAM of the tobacco production line 
patrol robot is realized, which effectively improves the SLAM 
mapping efficiency while maintaining a high mapping 
accuracy. The above methods can realize the laser radar SLAM 
mapping of tobacco production line inspection robot, but the 
mapping effect is not ideal. 

The improved RBPF (Rao Blackwelled particle filter) is 
applied to the laser radar SLAM mapping of the tobacco 
production line inspection robot, which can yield more ideal 
results of the laser radar SLAM mapping of the tobacco 
production line inspection robot. Therefore, this paper proposes 
a laser radar SLAM mapping method for tobacco production 
line inspection robot based on improved RBPF to better meet 
the actual work needs. The wheel odometer and IMU data are 
fused using the extended Kalman filter algorithm, and the 
fusion odometer motion model and LiDAR observation model 
are used as the hybrid scheme distribution. In the mixed 
scheme distribution, the iterative nearest point method is used 
to find the sampled particles in the high probability region, and 
the matching score of the particle matching scan is taken as the 
adaptation value. Then, the Drosophila optimization strategy is 
used to adjust the particle distribution, and the weight of each 
optimized particle is solved. According to the weight of the 
solution, we adaptively do resampling. Finally, the detection 
map of the production line detection robot is updated according 
to the updated position and attitude information and the 
observation information of the tobacco production line 
detection robot particles. 

II. LASER RADAR SLAM MAPPING OF TOBACCO 

PRODUCTION LINE INSPECTION ROBOT 

A. Introduction to RBPF-SLAM Algorithm 

In the problem of laser radar SLAM mapping of tobacco 
production line inspection robot, the theory of probability can 
be used to mitigate the impact of uncertain factors on the 
results [11]. Particle filter is not limited by linear Gaussian 
system, so it can be applied to any nonlinear non Gaussian 
dynamic system, and has reliable effect in target tracking and 
positioning [12]. The particle filter RBPF method is applied to 
the problem of laser radar SLAM mapping of tobacco 
production line patrol robots. The problem of laser radar 
SLAM mapping is decomposed into the problem of positioning 
of tobacco production line patrol robots and the problem of 
building environmental feature maps based on pose estimation, 
which can significantly reduce the computational complexity 
of laser radar SLAM mapping of tobacco production line patrol 
robots, and has super robustness. It is especially suitable for 
completing the laser radar SLAM mapping of the tobacco 
production line inspection robot in small and medium-sized 
scenes [13]. 

The core idea of the RBPF-SLAM algorithm is to describe 
the SLAM problem as a posterior probability of the trajectory 
in the form of probability [14]. In practical work, the RBPF-
SLAM algorithm mainly uses the observation information of 
the laser radar sensor and the information of the wheel 

odometer to estimate the environment map m position and 
posture status of inspection robot in tobacco production line the 

joint posterior probability of 1:tx
[15] can be described as

 1: 1: 1: 1, ,t t tp x m z u 
, where, 1:tz

is marked with observation 
information obtained by LiDAR, including: 

1: 1 2, ,...,t tz z z z
 (1) 

Among them, 1z
､ 2z

as well as tz
refers to each element in 

the observation information sequence. 

1: 1tu   is marked with odometer information, including: 

1: 1 1 2 1, ,...,t tu u u u 
 (2) 

Among them, 1u
､ 2u

as well as 1tu  are the elements in the 

odometer information sequence. The RBPF particle filter can 
be decomposed as follows by using Bayesian formula: 

     1: 1: 1: 1 1: 1: 1: 1: 1: 1, , , ,t t t t t t t tp x m z u p m x z p x z u 
(3) 

In formula (3), the environment map m trajectory of 

inspection robot for tobacco production line 1:tx
the joint 

posterior probability of is decomposed into the product of two 
independent posterior probabilities. The motion trajectory of 
the tobacco production line inspection robot is estimated first, 
and then the environment map is updated from the motion 
trajectory combined with the observation data. Among them,
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 1: 1: 1: 1,t t tp x z u 
is the posterior probability of the motion 

path,
 1: 1:,t tp m x z

is a posteriori probability of the map. 
Particle filter is required to estimate the potential motion 
trajectory. At the same time, each particle has a motion 
trajectory. The final environment map is constructed from the 
movement tracks of these particles and the observation of the 
system. 

The solution of 
 1: 1:,t tp m x z

is usually based on the 
extended Kalman filter algorithm, which uses occupancy grid 
mapping and reverse sensor model to generate planar grid 

maps, m is divided into a finite number of mesh elements im
, 

where each cell contains a value that represents the probability 

of its being occupied 
 ip m

, whose values range from "0" to 
"1"."0" means not occupied, and "1" means fully occupied. The 
posterior probability density of the map can be approximated 
as: 

   1: 1: 1: 1:, ,t t i t t

i

p m x z p m x z
 (4) 

Among them, i represents the number of particles. 

 1: 1: 1: 1,t t tp x z u 
using particle filter algorithm to solve it 

means that a particle will represent a potential trajectory in a 
time step and generate a map at the same time. According to 
Bayesian criteria to have the formula derivation of

 1: 1: 1: 1,t t tp x z u 
: 

       1: 1: 1: 1 1 1: 1 1: 1 1: 1, , ,t t t t t t t t t t tp x z u p z x p x x u p x z u    

(5) 

Among them,


is marked with normalization factor; 

 1: 1 1: 1 1: 1,t t tp x z u  
represents the trajectory of the tobacco 

production line inspection robot at the previous time, 
represented by the particle swarm at the previous time; 

 1,t t tp x x u
indicates that the tobacco production line 

inspection robot is in the 1t  Position and posture at every 

moment 1tx  Tobacco production line inspection robot 1t 

reach t time odometer data tu
when known, the tobacco 

production line inspection robot t time position and posture the 

probability distribution of tx
; 

 t tp z x
represents the 

probability distribution of sensor observation data. 

In actual work, the environment map of tobacco production 

line inspection robot is known m with the tobacco production 

line inspection robot t time position and posture tx
is available 

 ,t tp z x m
indicates sensor observation data of the 

probability distribution of tz
. Since many mobile robots are 

driven by independent translational and rotational speeds, the 
speed motion model is used for mileage distribution in this 
paper. After a series of derivation, the trajectory estimation of 
the tobacco production line inspection robot can be 
transformed into the corresponding incremental estimation 
problem. After obtaining the trajectory of the tobacco 
production line inspection robot, the map is constructed 
according to the estimated trajectory and observation data. 

The RBPF-SLAM algorithm uses the sequential 
importance resampling filter to estimate the position and pose 
of the tobacco production line patrol robot and update the 
environment map. The specific process can be divided into the 
following four steps: 

1) Sampling: as proposed distribution based on motion 

model
  1: 1: 1: 1,
i

t t tq x z u  sampling,

 
1:

i

tx
is the pose of the particle. By 

particle set 

  1

i

tx 
generate next generation particle sets

  i

tx

, where
1,2,...,i N

, N is the total number of particles. 

2) Weight solving. Resampling according to importance 

requires solving the weight of each particle

 i
tw

, the 

calculation formula is: 

   
  
1: 1: 1: 1

1: 1: 1: 1

,

,

t t ti

t i

t t t

p x z u
w

q x z u







 (6) 

3) Resample. Resampling is performed according to the 

size of the solved importance weight to form a new particle 

set. The total number of particles remains unchanged, and 

each particle has the same weight after resampling 

1

N . 

4) Map update. Pose of passing particles

 
1:

i

tx
and 

observations 1:tz
to update the corresponding map 

    1: 1:,
i i

t tp m x z
. 

B. Improve the Laser Radar SLAM Mapping of RBPF 

Tobacco Production Line Inspection Robot 

a) Information Fusion of Odometer and IMU: In this 

paper, EKF (Extended Kalman Filter) algorithm is used to 

estimate the position and pose information of mobile robots, 

and the state model of position and pose fusion is established 

using wheel odometer and IMU. Since the odometer and IMU 

data both contain the steering angle and speed information of 

the mobile robot, the pose state vector of the tobacco 

production line patrol robot can be described as: 

 , , , , ,
T

t t

t t t t x y tx X Y v v 
 (7) 
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Among them, tobacco production line inspection robot of 

the position t , attitude and speed information of the time are 

respectively used 
 , ,t t tX Y 

､
 , ,t t

x y tv v 
to mark; T

stands for transposition. 

If the system status at the moment t is tx
, control input is

 , ,
T

t t

x y tv v 
, and within a certain period of time t if it 

remains unchanged within a certain period of time, then after

t , the tobacco production line inspection robot 1t   the 

position and posture at all times shall be 1tx  . Therefore, the 
EKF state transfer equation can be obtained as follows: 

 1

0 0

0 0

0 0
, ,

0 0 0

0 0 0

0 0 0

T
t t

t t x y t

t

t

t
x x v v 

 
 
 
 
 

   
 
 
 
 
 
   (8) 

Since the odometer data can be obtained directly, the 
corresponding prediction equation can be obtained as follows: 

   , 6 ,, , , , ,
T

t t

odom t odom t t t t x y t odom tz H x I X Y v v e d   
(9) 

Among them, the predicted value of wheel odometer

,odom tz
is marked; Prediction matrix of wheel odometer tI

use 

odomH
 to mark; 

 ,odom te d
is the error of the wheel 

odometer, which obeys the covariance matrix of Gaussian 
distribution. 

In this paper, we only study the environment map in two-
dimensional space, so we only need the Z-axis data in the 
three-axis for IMU, so the prediction equation of IMU can be 
described as: 

 

, ,

,

,

0 0 1 0 0 0
, , , , ,

0 0 0 0 0 1

IMU t IMU t t

T
t t

t t t x y t IMU t

t

IMU t

t

z H x

X Y v v e

e

 







 
  
 
 

 
  
  (10) 

Among them, ,IMU tz
IMU predicted value is marked; 

,IMU tH
IMU prediction matrix is marked; ,IMU te

 IMU 
prediction error is marked, which obeys Gaussian distribution 
covariance matrix. 

The prediction equation of the system can be obtained by 
combining the prediction equation of the wheel odometer and 
IMU, which can be described as: 

 , , ,

, , ,

odom t odom t odom t

t t

IMU t IMU t IMU t

z H e d
z x

z z e

    
            
       (11) 

By substituting the state transition equation and prediction 
equation of the position and posture information of the tobacco 
production line patrol robot into the Kalman filter formula, the 
position and posture of the tobacco production line patrol robot 
can be accurately estimated. 

b) Distribution of Improvement Proposals: In general, 

the target distribution is more difficult to obtain an analytical 

solution than the proposed distribution. Therefore, in practical 

work, the proposed distribution is often introduced and 

sampled to approximate the target distribution according to the 

weight of particles and resampling [16]. The closer the 

proposed distribution is to the target distribution, the better the 

effect of particle filter will be [17]. In the RBPF-SLAM 

algorithm described above, the motion model of the inspection 

robot in the tobacco production line is regarded as the 

proposed distribution, and the particle weight is calculated 

according to the observation model of the inspection robot in 

the tobacco production line. This method of sampling from the 

motion model of the inspection robot in the tobacco 

production line, although relatively simple in calculation, is 

not accurate. Since the tobacco production line inspection 

robot will be equipped with a laser radar and a odometer, and 

the observation accuracy of the laser radar is far higher than 

the odometer accuracy, as shown in Fig. 1, the probability 

distribution density function of the odometer model has a wide 

span and is low and flat, while the probability distribution 

density function of the laser radar observation model has a 

small span and is high and sharp. If only the odometer model 

is used for sampling, a large number of particles will be in 

meaningless areas. After resampling, these meaningless 

particles will be discarded. There are fewer particle types in 

meaningful areas, making the effect of particle filtering worse. 
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Fig. 1. Legend of distribution density function for LiDAR and odometer 

measurement models 
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For this reason, the LiDAR observation value is considered 

when sampling particles tz
to improve the proposal 

distribution, and describe the improved proposal distribution 
as: 

       1, ,
i i

t t t t t tx p z x m p x x u 
 (12) 

Among them,
 tx

is marked the proposed distribution 

after improvement;

 
1

i

tx  marks the first generation of the 

previous generation i particles;
 i

m is according to the 

previous generation i current environment map estimated by 

particles; tu
is according to the previous generation i current 

odometer information estimated by particles. 

After improvement, the proposed distribution 
comprehensively considers odometer information and LiDAR 
observation information, and concentrates particles in the high 
probability interval, which improves the quality of particle set. 

c) Laser Information Scanning Matching: Considering 

the characteristics of laser radar scanning, this paper 

introduces the scanning matching method to calculate the 

transformation between adjacent laser frames. Scanning 

matching is to compare two different laser frame information 

and register them. In other words, it is to find a suitable 

rotation and translation method, which corresponds the points 

between different laser frames one by one to get the rotation 

and translation information of the inspection robot in the 

tobacco production line. Here, the estimated information of 

particles is used to register with the laser information, and the 

analytical formula of the LiDAR distribution is obtained to 

avoid the error caused by the EKF linearization method. 

At present, the commonly used and effective scanning 
matching method is the iterative closest point method (ICP) 
[18]. Its principle is the optimal matching based on the least 
square method, and its main contents include: determining the 
corresponding relationship of each point cloud data; 
Calculating transformation matrix; Find the minimum error 
until the error reaches the set threshold. The specific solution 
steps are as follows: 

1) First, suppose that the laser radar carried by the tobacco 

production line inspection robot is t the laser data and particle 

prediction data scanned at any time are L ､C , and has: 

 1 2, ,..., nL l l l
 (13) 

 1 2, ,..., nC c c c
 (14) 

Among them, 1l ､ 2l as well as nl are points in the laser data,

n marked is the number of points; 1c
､ 2c

as well as nc
marked 

are the points in the particle prediction data. 

In actual work L as t template point set at time, C as t the 

set of punctual points to be allocated at the time. AboutC and

L select the point with the smallest Euclidean distance as the 
corresponding point, and add it to the temporary matching 
point set. 

2) Decentralize each point set to solve L ､ C and mark 

their centroids as Lu
､ Cu

, then remove Lu
､ Cu

from L ､C . 

3) After knowing the corresponding relationship of each 

point set, solve the objective function shown in equation (15). 

 
2

1

1
,

Cn

i i

iC

E R T l Rc T
n 

  
 (15) 

Among them,
 ,E R T

the scanning matching error 

function is marked; For the rotation matrix of point set R to 

mark; The translation matrix of the point set is usedT to mark;

il ､ ic
is the corresponding point in the temporary 

corresponding point set; Cn
 is marked the number of data 

points in the particle prediction data set at the current time. 

The process of solving the inter frame registration is the 
process of solving the minimum value of the objective function 
shown in equation (15), which is completed by using the 
singular value decomposition method in this paper. 

a) Adaptive Resampling: Since the RBPF-SLAM 

algorithm only uses the motion model as the proposed 

distribution, as time goes on, the cumulative error of the 

odometer becomes larger and larger, which reduces its 

estimation performance [19]. For this reason, corresponding 

improvements have been made in the above sections. When 

using the motion model to calculate the proposed distribution, 

the optical observation information has been added, so as to 

obtain a better proposed distribution. Since the resampling 

step also has an important impact on particle filtering, during 

resampling, particles with high weight are usually replaced by 

particles with low weight. However, frequent resampling 

operations may eliminate effective particles and cause particle 

degradation. Therefore, the resampling step is improved 

adaptively, and a variable to measure particle degradation 

severity is proposed
Neff

, which can be described as: 

  
2

1

1

N i

i

Neff







 (16) 

Wherein, i the weight of particles is marked as
 i ; For 

effective particle number is marked as
Neff

. 

In actual work, usually the smaller the value of
Neff

is, the 
more serious the particle degradation is. The larger the value is, 

the better the diversity of particles is. Usually when the
Neff
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descend to 0.5N , the resample is performed, and each particle 
will get the same weight after resampling. Adaptive resampling 
can resample when the system needs, reduce the number of 
resampling, and improve the robustness of the algorithm. 

b) Drosophila Optimization Strategy: In view of the 

advantages of the Fruit Fly Optimization Algorithm (FOA) 

algorithm in target optimization [20], this paper introduces it 

into the laser radar SLAM mapping work of the tobacco 

production line inspection robot, and effectively integrates the 

FOA algorithm and RBPF algorithm to achieve more ideal 

SLAM mapping work effect. 

The basic idea of the fusion is: after the sampling process is 
optimized and the proposed distribution of sampling particles 
is obtained, the particle set is regarded as the drosophila 
population, and the scan matching score is taken as the 
individual fitness value, which reflects the compliance of the 
individual with the real state of the tobacco production line 
inspection robot. The FOA algorithm is used to optimize the 
particle distribution, drive the drosophila individual to fly to 
the optimal position, and constantly search the surrounding 
area for a better position at random, so that the drosophila is 
constantly approaching the real state of the mobile tobacco 
production line inspection robot, and alleviate particle 
degradation. 

The standard FOA algorithm regards each drosophila 
individual as a feasible solution, and constantly moves to the 
optimal position to seek the global optimal solution of the 
model. The process of FOA algorithm is as follows: 

1) Initialization. Set parameters such as initial position, 

population size, maximum iteration number Maxgen of 

Drosophila melanogaster. 

2) Drosophila flies out of the current position and 

randomly searches for higher concentration positions around. 

The movement formula is as follows: 

   
1

i i

k kx x RandValue 
 (17) 

Among them,

 
1

i

kx  indicates the particle state at the last 

iteration;

 i
kx

indicates the state of particles at the current time;

RandValue indicates the step size of random movement. 

3) The individual fitness value was obtained from the 

location concentration of drosophila melanogaster, and the 

optimal individual of the population was found. 

4) If the current optimal fitness value is greater than the 

maximum fitness value of the previous iteration, all drosophila 

flies to the optimal individual. Repeat steps (2) to (4) until the 

termination conditions are met. 

The number of particles determines the number of particles 
used to represent the state space in the RBPF algorithm. 
Increasing the number of particles can improve the accuracy 
and robustness of the algorithm, but at the same time increase 
the computational complexity. The algorithm usually requires 

several iterations to converge to accurate location estimation 
and map building results. Increasing the number of iterations 
can improve the stability and accuracy of the results, but it also 
increases the computation time. 

In order to overcome the limitation of the standard FOA 
algorithm in the convergence process that the population 
diversity decreases and the particles tend to fall into the local 
optimum, which leads to the deviation from the real state, this 
paper introduces the cross mutation operation to improve the 
adaptability of the population. After the particles are randomly 
paired, the cross operation is carried out according to the 
adaptive probability, and then a certain number of optimal 
particles are copied and mutated to maintain the diversity of the 
population, prevent falling into local optimal solution. Finally, 
the state update formula of exponential function step size is 
used to move drosophila individuals to increase the 
optimization step size, improve the convergence speed of the 
algorithm, and help the algorithm jump out of the local 
optimum. 

The improved individual renewal formula of drosophila 
melanogaster is: 

   
1 1

i i rand

k kx x e  
 (18) 

Among them,
rande represents the step size of exponential 

function. 

By introducing the improved FOA algorithm, the 
estimation accuracy of the filter can be effectively improved 
and improved, so that the number of particles required is 
reduced, thus reducing the calculation amount of the algorithm, 
and effectively solving the problems of insufficient population 
diversity and poor real-time performance when completing the 
laser radar SLAM mapping of the tobacco production line 
inspection robot based on RBPF. 

a) RBPF-SLAM Algorithm Improvement Process 

1) The precise motion model and laser radar joint model 

obtained by fusing the wheel odometer and IMU data are 

distributed as improvement proposals at the moment 0t  , 

select particles N and the weight of particles is

1

N . 

2) In the hybrid proposed distribution, the iterative closest 

point method is used to scan and match to find out the 

sampling particles in the high probability area, sample in the 

matched particle set, and take the matching score of the 

particle matching scan as the fitness value if , adjust the 

particle distribution using the drosophila optimization 

strategy. 

3) Calculate, update and normalize the weight of 

optimized particles, if
Neff

descend to 0.5N start the 

resample operation. 

4) The map is updated according to the position and 

posture information and observation information of the 

tobacco production line inspection robot. The improved 

RBPF-SLAM algorithm flow is shown in Fig. 2. 
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Fig. 2. Improved RBPF-SLAM algorithm process. 

III. EXPERIMENT AND ANALYSIS 

As an important part of the daily production and 
management of tobacco production companies, whether the 
inspection robot of tobacco production line can better realize 
the laser radar SLAM mapping is directly related to whether 
the daily inspection task of tobacco production line can be 
effectively completed. Therefore, in this experiment, the 
inspection robot of a large tobacco company's production line 
is taken as the experimental object. The method in this paper is 
applied to its SLAM mapping, and the effectiveness of the 
method in this paper is verified. It is reported that the tobacco 
company was established in June 1984, and two tobacco 
distribution companies were established in October of the same 
year. By December 2016, in addition to the original two 
tobacco distribution companies, it was found that there was a 
large demand for tobacco marketing in this area, so five 
tobacco production companies were established in succession. 
After the establishment of tobacco production companies, it 
was found that the traditional manual inspection mode was no 
longer suitable for the long-term development needs of tobacco 
companies. Therefore, a large number of inspection robots for 
tobacco production lines were introduced into the newly 
established five tobacco production branches to assist the 
production of tobacco production companies and help the 
development of tobacco enterprises. The introduced tobacco 
production line inspection robots and their technical parameters 
are shown in Fig. 3 and Table I. The chassis of the tobacco 
production line inspection robot uses two wheels for 
differential movement, and is loaded with wheel odometer, 
IMU and two-dimensional laser radar. In this experiment, the 
two groups of tobacco production line patrol robots built in this 
experiment are respectively 18m * 15m and 24m * 23m in size. 
In addition, the tobacco production line patrol robots also have 
a 3D visualization tool RVIZ, which is used to display the laser 
radar point cloud in the experiment and draw the environment 
map in real time. 

The two-dimensional grid map constructed with 15 
sampling particles using the method in this paper is shown in 
Fig. 4. Among them, the white area is the area that has been 
scanned by the laser radar, the black line represents the outline 

of the object, and the gray area is the map area that has not 
been scanned by the laser radar. 

 

Fig. 3. Tobacco production line inspection robot. 

TABLE I. MAIN TECHNICAL PARAMETERS OF TOBACCO PRODUCTION 

LINE INSPECTION ROBOTS 

Parameter information Parameter value 

Model M-20iA 

Overall weight 40kg 

Dimensions 800*450*200mm 

Gradeability 30° 

Fastest running speed 1m/s 

Turning radius 2000mm 

Visual resolution 1080P 

Inspection efficiency 10s/inspection point 

Navigation method Laser SLAM 

Repeatability ±10mm 

 
(a) 18m*15m 

 
(b) 24m*23m 

Fig. 4. The method used in this article to construct an environmental map. 
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It can be seen from Fig. 4 that the method in this paper can 
realize the laser radar SLAM mapping of the tobacco 
production line inspection robot, and the environment map 
constructed is relatively clear, which can better meet the actual 
work needs. This is mainly because the improved FOA 
algorithm introduced in the proposed method can effectively 
improve and increase the estimation accuracy of the filter, thus 
reducing the number of particles required, thus reducing the 
calculation amount of the algorithm, and effectively solving the 
problem of insufficient population diversity and poor real-time 
performance when the tobacco production line inspection robot 
based on RBPF completes the LiDAR SLAM mapping. 

Fig. 5 is a two-dimensional grid map constructed by the 
traditional RBPF-SLAM method using 30 sampling particles. 

 
(a) 18m*15m 

 
(b) 24m*23m 

Fig. 5. Traditional RBPF-SLAM method for constructing environmental 

maps. 

It can be seen from Fig. 5 that the two-dimensional grid 
map constructed by the traditional RBPF-SLAM method has a 
large error, and there are deviations in many parts, such as 
incomplete scanning in the white area. Compared with the two-
dimensional grid map constructed by using 15 sampling 
particles in Fig. 4, the effect is obviously worse, which is 
undoubtedly another verification of the effectiveness of this 
method. This is mainly because the method proposed in this 
paper uses the exponential function step length state update 
formula to move fruit flies, increase the optimization step size, 

improve the convergence speed of the algorithm, and make the 
algorithm jump out of the local optimal solution. 

In order to further verify the effectiveness of the method in 
this paper, within 200s, the method in this paper will be 
reasonably compared with the traditional RBPF-SLAM method 
in the laser radar SLAM mapping of the tobacco production 
line inspection robot, and the obtained position and attitude 
state error comparison curve is shown in Fig. 6. 
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Fig. 6. Comparison curve of pose state error. 

It can be seen from the pose state estimation curve of the 
tobacco production line patrol robot shown in Fig. 6 that the 
position state estimation error of the tobacco production line 
patrol robot obtained by applying the method in this paper to 
implement laser radar SLAM mapping of the tobacco 
production line patrol robot is significantly lower than the 
traditional RBPF-SLAM method. This is mainly because when 
the method in this paper is used to estimate the position and 
orientation of the tobacco production line patrol robot, the 
wheel odometer information and IMU information of the 
tobacco production line patrol robot are effectively fused, so 
the position and orientation estimation accuracy of the tobacco 
production line patrol robot is higher. 

Fig. 7 shows the particle distribution after particle filtering 
of this method and the traditional RBPF-SLAM method. 

It can be seen from Fig. 7 that the fitting accuracy of the 
filtering method in this paper is higher. After filtering, most 
particles are closely distributed and close to the true value, and 
there is almost no divergence of particle samples. After 
traditional RBPF-SLAM filtering, the distribution of particles 
is relatively divergent, and some particles are far from the true 
value. Note: The method in this paper has more advantages in 
the accuracy of map estimation, and can better meet the needs 
of the actual tobacco production line inspection robot laser 
radar SLAM mapping work. This improved filtering method 
has a great advantage in map estimation accuracy, and can well 
meet the needs of the actual tobacco production line inspection 
robot LiDAR SLAM mapping. 
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(a) Particle distribution after filtering using traditional RBPF-SLAM method 
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(b) Particle distribution after filtering in this method 

Fig. 7. Comparison of particle distribution after filtering. 

IV. CONCLUSION 

The method in this paper can realize the laser radar SLAM 
mapping of tobacco production line patrol robot, and the 
mapping effect is good. Its advantages in the laser radar SLAM 
mapping of tobacco production line patrol robot mainly 
include: 

1) Compared with the traditional RBPF-SLAM method, 

the method in this paper can build an ideal inspection map of 

the tobacco production line inspection robot with fewer 

particles, and the two-dimensional grid map constructed is 

clearer, which can better meet the actual work needs. 

2) Compared with the traditional RBPF-SLAM method, 

the method in this paper is used to implement the laser radar 

SLAM mapping for the tobacco production line patrol robot, 

which can obtain lower position and attitude state estimation 

error of the tobacco production line patrol robot, and has 

better fitting accuracy when filtering. After filtering, most 

particles are closely distributed and close to the true value, and 

there is almost no divergence of particle samples. 

3) The wheel odometer and IMU data are fused using the 

extended Kalman filter algorithm, and the fusion odometer 

motion model and LiDAR observation model are adopted as 

the hybrid scheme distribution. In the mixed scheme 

distribution, the iterative nearest point method is used to find 

the sampled particles in the high probability region, and the 

matching score of the particle matching scan is taken as the 

adaptation value. 

4) RBPF needs to process a large number of particles to 

represent the state space, and perform state estimation and 

map update, which leads to high computational complexity, 

especially in real-time applications may face the problem of 

processing time delay. Future research could explore more 

efficient algorithms, such as improved versions of RBPF 

based on reducing the number of particles or introducing other 

optimization methods. 
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Abstract—With the continuous advancement of machine 

vision and computer technology, mobile robots with visual 

systems have received widespread attention in fields such as 

industry, agriculture, and services. However, the current 

methods for processing visual images of mobile robots are 

difficult to meet the requirements of practical applications. There 

are issues of low efficiency and low accuracy. Therefore, firstly, 

spatial information is integrated into the K-means algorithm and 

image spatial structure constraints are introduced for visual 

image segmentation. Then the dense connected network is added 

to the Convolutional neural network structure. This structure is 

combined with a bidirectional long-term and short-term memory 

network to achieve visual image feature recognition. The results 

show that the improved K-means algorithm has a maximum 

recall rate of 97.35% in the Berkeley image segmentation dataset, 

with a maximum Randall index of 86.18%. After combining with 

the proposed improved Convolutional neural network, the 

highest feature recognition rate for five scenes of mining, risk 

elimination, agriculture, factory and building is 96.1%, and the 

lowest error rate is 1.2%. It possesses a high degree of 

recognition accuracy and is capable of effectively being applied 

to visual feature recognition on mobile robots, providing a novel 

reference point for visual image processing on mobile robots. 

Keywords—Machine vision; mobile robots; image recognition; 

convolutional neural network; K-means algorithm 

I. INTRODUCTION 

Mobile robots play an important role in modern 
technology, and their environmental perception and decision-
making abilities are crucial for achieving autonomous 
navigation and task execution. Key technologies in a mobile 
robot's perception system are visual image processing and 
feature recognition, which provide robots with rich 
environmental information and accurate target recognition [1-
3]. In recent years, the rapid development of deep learning 
technology has provided new solutions for visual image 
processing of mobile robots. Traditional Convolutional Neural 
Networks (CNN), as one of the core algorithms of deep 
learning, have strong feature extraction and recognition 
capabilities and have achieved outstanding results in fields 
such as image classification, object detection, and semantic 
segmentation. However, applying traditional methods to 
recognize visual images with mobile robots presents a 
challenge when using deep neural networks for image 
processing on the robot due to limited computational resources 
and power consumption [4-5]. Therefore, the integration of 
CNN technology with mobile robots for efficient image feature 
recognition has become a current research focus. Additionally, 
the K-means clustering algorithm serves as an unsupervised 
learning method that is widely used for clustering image 

features. By grouping image feature vectors, K-means aids in 
extracting key features of the image, ultimately resulting in 
image classification and target recognition. However, in the 
field of mobile robot vision, the application of machine vision 
is currently limited. Problems persist with low efficiency and 
accuracy in image feature recognition. In light of this, a study 
proposes a mobile robot visual image feature recognition 
method based on CNN and K-means technology. The method 
incorporates Recurrent Neural Network (RNN) to further 
improve the image recognition effect of mobile robots. 

The paper is divided into four parts. The first part is an 
overview of the current development status of visual image 
recognition for mobile robots both domestically and 
internationally; the second part is to improve the image 
segmentation technology of K-means clustering and image 
feature recognition based on CNN and RNN, and constructs a 
robot image recognition system. The third part is the 
performance testing and application effectiveness of the system 
built by the study; the fourth part is a summary statement of the 
entire study. 

II. RELATED WORKS 

The CNN and K-means technologies' remarkable ability to 
identify image features has garnered significant interest from 
experts. In the context of mobile robot visual image feature 
identification, the aforementioned technologies are employed 
to boost accuracy. Jiang et al. proposed a casing infrared fault 
diagnosis method based on image segmentation and deep 
learning to effectively distinguish the fault area and 
background of the casing. During the process, a target 
detection system was constructed using the CNN framework, 
and K-means technology was introduced to classify and 
explore the positions and areas of the obtained images. The 
data indicates that the algorithm achieves an image 
classification accuracy rate of up to 98%, exhibiting superior 
performance [6]. Chen et al. developed a CNN and K-means-
based method for scene perception to tackle CNN's low 
efficiency in different target recognition tasks. This method 
enabled coarse-grained classification of the input data and 
lowered complexity in structural design, boosting 
computational flexibility. Compared with traditional image 
recognition methods, this method improves accuracy by 
36.65% [7]. To solve the time-consuming manual 
segmentation of brain tumors in magnetic resonance images, 
Ragupati and Karunakaran combined CNN with K-means to 
achieve a robust image feature segmentation method. CNN was 
used to classify images into normal and abnormal ones. Then 
K-means was used to segment brain tumor images from 
abnormal brain images. According to the findings, this method 
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has high accuracy and recognition efficiency [8]. The rapid 
development of highways and the increase in the number of 
vehicles require a safe and efficient transportation system for 
the automotive sector. Therefore, Chen and Zong proposed a 
license plate recognition model based on CNN-K-means. CNN 
was used for license plate detection and segmentation, 
followed by K-means for license plate number detection and 
segmentation, and finally for recognition. According to the 
findings, it is more effective and efficient than other models 
[9]. Rustam et al. proposed an image recognition method based 
on CNN-K-means to solve the low accuracy in lung cancer 
image diagnosis. All input data was checked through CNN, and 
image features were obtained through K-means and transmitted 
back to CNN for further recognition. The experimental results 
indicate that the highest performance measurement accuracy is 
98.85%. The sensitivity is 98.32%, and the accuracy is 99.40%. 
This method has good results in lung detection [10]. 

With the development of society, the visual image feature 
recognition of mobile robots requires higher precision 
recognition capabilities. More scholars are researching how to 
enhance image recognition abilities. Liu et al. believed that 
estimating the three-dimensional position and direction of 
objects in the environment using a single RGB camera is very 
challenging. Therefore, a new neural network module was 
introduced for detecting three-dimensional objects to achieve 
the normal movement and operation of mobile robots. The 
outcomes indicated that mobile robots achieve the most 
advanced performance [11]. Sungheetha and Sharma found 
that in the process of 3D image convergence, the projection of 
different planes was incorrectly recognized in image feature 
recognition. A machine learning algorithm was proposed as a 
preprocessing step to enhance the speed and accuracy of data 
handling. The outcomes indicated that the accuracy is 34.9% 
higher than that of ordinary digital visual target recognition 
[12]. Wang et al. used tensor based visual feature recognition 
methods to identify visual information generated in industrial 
processes. The research results indicate that this method has 
good recognition accuracy [13]. Jacob and Darney used DL 
methods to study user privacy and secure image recognition for 
IoT management. The research results indicate good 
performance in improving the appropriateness and robustness 
of the Internet of Things. Simultaneously, DL greatly improves 
the accuracy of image feature recognition [14]. Niu et al. used 
the generating adversarial networks (GANs) to identify defect 
images in actual production lines. Classical methods face 
challenges in obtaining adequate defect datasets due to the lack 
of diversity and quantity. This method repairs defect images 
through a large number of defect free images on industrial 
sites. The research results indicate that this method has high 
accuracy in image recognition. The entire image recognition 
system has high robustness [15]. 

In summary, the method for recognizing visual image 
features in mobile robots using improved CNN and K-means 
technology has promising applications. The method enhances 
the environmental perception and target recognition abilities of 
mobile robots and offers significant support for achieving 
intelligent navigation and task execution. At present, numerous 
scholars have researched this problem, but only a few 
academic achievements have utilized K-means clustering CNN 

in recognizing image features, and there exist application 
limitations. As a result, this paper proposes a method for 
recognizing mobile robot images that combines CNN and K-
means clustering. It aims to offer technical guidance for robot 
image recognition and to highlight its potential in future 
research and application. 

III. ROBOT VISION IMAGE FEATURE RECOGNITION BASED 

ON MACHINE VISION 

This chapter consists of two parts. The first section 
improves the K-means algorithm to complete visual image 
segmentation. In the second section, CNN and RNN are 
combined to carry out image feature recognition. 

A. Image Segmentation Based on K-Means Clustering 

K-means is one of unsupervised learning, which does not 
need to provide label information. It has a very concise 
objective function. The operation process of the K-means 
algorithm mainly contains four steps. The first is to randomly 
initialize the cluster center. This step randomly obtains K 
points corresponding to the center of each class of clusters. The 
second step is to calculate the distance from the sample point to 
the corresponding center. By comparison, the center with the 
smallest distance is selected. This means that the sample points 
and their corresponding centers are all of the same class of 
clusters [16-17]. Based on the clusters created in the second 
step, the third step recalculates the centers of all the clusters. 
The process of the second and third steps is then repeated until 
the termination conditions are met, concluding the algorithm. 
Fig. 1 illustrates the operation process of the K-means. 

 

Fig. 1. Illustrate the operation process of the K-means. 

If a dataset is  1 2, ,..., nX x x x , the sample in that dataset 

is 
nx . Usually, Euclidean distance is used to partition class 

clusters. The closest ones belong to the same cluster, while the 
points of different clusters are farther apart. The objective 
function of this algorithm is obtained as shown in Equation (1). 
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In Equation (1), z  is the samples in the dataset. E  is the 

clusters. 
k  is the center of the k -th cluster.  0,1nk   

represents whether the n -th sample point is in the k -th cluster. 

Among them, 0 indicates that the sample is not in the cluster, 
and 1 indicates that it is in the cluster. Meanwhile, each sample 
is only in a unique cluster. The K-means algorithm's objective 
function is to obtain the sum of squared errors. The goal is to 
minimize this error for each class cluster. This can achieve 
maximum compactness of cluster samples and ensure 
maximum distance between cluster samples. The Expectation–
maximization is used to address the K-means algorithm. This 
algorithm is an efficient heuristic algorithm. It can ensure that 
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the algorithm converges to a local optimal solution in an 
extremely short time [18]. The Expectation–maximization 
algorithm is used to solve the objective function of K-means 
clustering. The first step is to take the derivative. The obtained 
content is shown in Equation (2). 
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The simplified expression of 
k  is shown in Equation (3). 
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The specific values of all centers can be obtained through 
Equation (3). The cluster to which the sample point belongs 
can be reassigned, as shown in Equation (4). 
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According to the solving process of the K-means in 
Equations (2) to (4), although it is difficult to ensure a global 
optimal solution, this algorithm can usually achieve the 
expected experimental objectives. When segmenting images 
with K-means, the clustering condition requires the presence of 
pixels with similar values. If such pixels are absent, the image 
belongs to a different cluster. Therefore, structural constraint 
information is relatively lacking. To address this issue, a K-
means method for image spatial structure constraints was 
designed. This method adds image spatial structure constraints 
on the basis of the original algorithm. The color features and 
pixel position constraints in the image segmentation process 
are considered together to improve the segmentation effect 
[19]. The proposed K-means clustering model for image spatial 
structure constraints is shown in Fig. 2. 
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Fig. 2. Schematic diagram of the proposed K-means clustering model for 

image spatial structure constraints. 

In Fig. 2, image segmentation is performed using the K-
means algorithm, with sample points being the corresponding 
pixels in the color image. The clustering is completed under the 
specified number of clusters. Subsequently, the clustering 

center is used to replace the corresponding pixel points to 
achieve image reconstruction. Under the constraint of image 
spatial structure, K-means combines itself with spatial structure 
constraint information. The penalty constraint term 
corresponding to adjacent pixel points is added to the objective 
function. The new objective function is calculated, as shown in 
Equation (5). 

2

,
1 1 1

min ( )
nk

N K P

nk n k nk pk
k

n k p

x
 

    
  

   
 (5) 

In Equation (5),   greater than 0 is a hyperparameter. The 

main function is to balance the important relationship between 
the structural constraint term and the reconstruction error term. 

( )KL   is the neighborhood of the sample points, as shown in 

Fig. 3. It can be observed that for the internal, boundary, and 
corner pixels, the corresponding neighborhood pixels of the 
sample are 3, 5, and 8, respectively. The K-means algorithm 
for image spatial structure constraints adds the proposed spatial 
constraint term. As a result, similar color features can affect 
clustering performance. The position constraint relationship 
corresponding to adjacent pixel points is taken into account, 
greatly increasing the persuasiveness of image segmentation 
results. 
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Fig. 3. Number of neighborhoods of sample points. 

Then, the Expectation–maximization is used to address the 
proposed K-means objective function. The simplified 

expression of 
nk  is shown in Equation (6). 
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B. Image Feature Recognition Based on CNN and RNN 

After completing image segmentation using the proposed 
K-means, CNN is further applied for image feature 
recognition. CNN is an adaptive abstract feature extraction 
model. The structure consists of an input layer, pooling layer, 
convolutional layer (CL), fully connected layer, and output 
layer. Among them, the pooling layer and CL connect adjacent 
nodes through sparse connections, which have the advantage of 
adaptive feature data extraction [13]. Fig. 4 illustrates the 
specific structure of CNN. 
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Fig. 4. CNN structure. 

In the structure of CNN, the input layer receives 
preprocessed network data through appropriate dimensions. 
The convolution layer mainly performs convolution operations 
on the input values of the Receptive field. The pooling layer is 
responsible for dimensionality reduction of feature data and 
filtering out excess information. The fully connected layer 
combines the local abstract features extracted from the 
convolutional and pooling layers and reflects them into the 
label space. The output layer is responsible for outputting the 
prediction results of the network. Among them, the 
convolution operation is shown in Equation (7). 
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In Equation (7), 
( )l

jX  represents the j-th feature output of 

the l -th CL. 
lN  represents the set of inputs from layer l . 

( 1)l

iX   refers to the data extracted by the convolutional kernel. 
( )l

ijW  stands for the weight of the convolutional kernel. 
( )l

jB  is 

the bias term. The increase of network layer in DL models is 
beneficial for feature extraction. However, excessive network 
layers can lead to overly complex model parameters, making it 
difficult for errors to be transmitted through gradient 
backpropagation. Therefore, based on the CNN structure, the 
DenseNet structural model is introduced. This model can 
extract abstract features at different levels and merge them. 
Feature information can be utilized to the greatest extent 
possible. At the same time, each CL has a fast channel 
connecting the input and output layers, making it easier for 
errors to update network parameters through gradient 
backpropagation. The DenseNet structural model is shown in 
Fig. 5. 
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Fig. 5. DenseNet model structure. 

In the DenseNet structure, when the CL is L, the 
connection channels between layers are L (L+1)/2. These 
channels are mainly used for the transmission of feature 
information. All previous layer output features are combined to 
complete each subsequent layer input. The calculation is shown 
in Equation (8). 

  0 1 1, ,...,l ll
x H x x x 

 (8) 

In Equation (8), 
0x  represents the input data of the first 

layer.  0 1 1, ,..., lx x x 
 is the combination of output data from 

layer l  to layer 1l  . 
lH  refers to the feature extraction and 

transformation of the layer, including ReLU Activation 
function, standardization and convolution operations. 

RNN is a special model with "memory" function. The 
nodes in its hidden layer can receive both the current input 
signal and the previous output signal. Therefore, the current 
state information is determined by the hidden layer node input 
and the previous node output. The calculation is shown in 
Equation (9). 

( ) ( ) ( 1)n n np q Ux Wh   
 (9) 

In Equation (9), ( )np  represents the intermediate variable. 
( )nh  refers to the hidden state of node n . W  and U  represents 

the weights of the previous hidden state and the current input, 

respectively. 
( )nx  is the current input information. q  is the 

offset term for the hidden layer. The calculation of 
( )nh  is 

shown in Equation (10). 

( ) ( )( )n nh f p
 (10) 

In Equation (10), f  stands for the Activation function. The 

state information value of the hidden layer is shown in 
Equation (11). 

( ) ( )n no c Vh    (11) 

In Equation (11), 
( )no  is the node output. V  represents the 

weight of the output. c  represents the bias term. The target 

value corresponding to 
( )no  is shown in Equation (12). 

( ) ( )max( )n ny Soft o
 (12) 

In Equation (12), ( )ny  refers to the target value of 
( )no  

mapped to the probability space through the Softmax function. 
RNN networks have significant advantages in processing 
sequence information. The traditional LSTM, in contrast, only 
facilitates one-way memory, relying on previous information to 
predict output results. It cannot meet the encoding 
requirements in reverse order. Therefore, a Bidirectional Long 
Short-term Memory (BLSTM) is introduced, which can model 
from front to back and from back to front, and output results 
based on contextual information. If the length of the input 
sequence is T , the structural model of BLSTM is shown in 
Fig. 6. 
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Fig. 6. BLSTM network structure. 

In the BLSTM network, the memory units in the forward 
layer iterate from time step 1 to T, as shown in Equation (13). 

1( )n c C n x nC H q W C W x  
uur uur uur uuur uur

g g
 (13) 

In Equation (13), 1nC 

uuur
 and nC

uur
 respectively represent the 

previous and current state of the unit. 
nx  represents the current 

input data. The backward layer transmits information from the 
end to the front. The calculation is shown in Equation (14). 

1( )n c C n x nC H q W C W x  
uur suu suu suuu suu

g g
  (14) 

In Equation (14), 1nC 

suuu
 refers to the next state of the unit. 

The output is determined by the forward and backward cell 
propagation. The output is shown in Equation (15). 

n y y n y ny q W C W C  
uur uur suu suu

g g
 (15) 

In Equation (15), ny  represents the output of time step n . 

yW
uur

 and yW
suu

 refer to the output weight. 
yq  represents the bias 

term. Compared to unidirectional RNN, BLSTM structure can 
extract more complete temporal features. DenseNet and 
BLSTM were further combined to construct the DenseNet 
BLSTM model. This model can adaptively extract multi-level 
features from signals. BLSTM is used to predict results from 
both the front and back directions to obtain more complete 
feature information. Simultaneously, it can maximize the 
utilization of feature information extracted from each layer of 
network. 

IV. THE APPLICATION EFFECT ANALYSIS OF IMAGE 

GENERATION AND RECOGNITION 

This chapter analyzes the application effect of the proposed 
method in visual image feature recognition of mobile robots. 

This includes improving the visual image segmentation 
performance of the K-means and the recognition performance 
of the DenseNet BLSTM model. 

A. Visual Image Segmentation Effect 

Firstly, the proposed K-means algorithm incorporating 
image spatial structure constraints is validated for the visual 
image segmentation effect of mobile robots. The dataset used 
in the experiment is the Berkeley image segmentation dataset, 
which includes benchmark codes, real human annotations, and 
500 natural images. The proposed method is compared with 
classic Otsu algorithm, Laplacian of Gaussian (LOG), 
Normalized Cuts (Ncuts), NormTree, and traditional K-means 
algorithm. Five different evaluation indicators are used for 
quantitative evaluation of image segmentation effectiveness, 
i.e., F1 measure, accuracy, precision, recall, and Rand index 
(RI). All images are repeated 10 times in the Berkeley image 
dataset. Table I illustrates the results. 

From Table I, in the comparison of F1 values, the 
NormTree algorithm is (56.28±13.22) %. The proposed K-
means algorithm is (63.45±10.12) %, which is significantly 
superior to the other five methods. In the comparison of Recall, 
RI, and ACC, the proposed methods were (85.82±11.53) %, 
(74.85±11.33) %, and (61.47±12.58) %, respectively. All are 
the best of the five methods, indicating that they can effectively 
balance accuracy and recall. The comparison results obtained 
by all methods on different datasets are significantly different. 
This could stem from notable disparities amid the data samples 
within the two datasets, as well as the differing collection 
methods for the data in each dataset. This method has better 
performance. To further verify the performance, experiments 
are conducted again by changing the hyperparameter  . The 

F1-measures of the proposed method and K-means under 
different   conditions are shown in Fig. 7. 

From Fig. 7, as the hyperparameter   increases, the F1 

value of the traditional K-means does not change and remains 
stable at 0.55. For the proposed K-means, when   is 0, the F1 

value is 0.55. As the value of   increases, the F1 value of this 

method also increases. When the value of   is 10, F1 reaches 

a maximum of 0.83. Then F1 descends. When the value of   

is 20, the F1 value is 0.72, which is still significantly better 
than the K-means algorithm. The changes in ACC and RI 
indicators under different hyperparameters   are illustrated in 

Fig. 8. 

TABLE I.  TEST RESULTS OF SIX METHODS IN BERKELEY IMAGE SEGMENTATION DATASET/% 

Methods F1-measure Precision Recall RI ACC 

NormTree 56.28±13.22 45.17±15.36 72.0±17.06 62.62±8.44 58.75±11.74 

LOG 47.37±14.27 35.28±16.26 81.28±4.43 42.54±11.36 46.58±15.32 

Ncuts 51.76±12.57 72.12±10.04 48.47±21.07 72.73±14.07 54.57±12.59 

Otsu 54.39±13.22 46.14±16.72 81.51±14.44 61.59±7.85 55.34±11.32 

K-means 47.14±8.54 74.43±13.15 41.39±7.56 72.11±11.43 45.88±8.67 

Ours 63.45±10.12 61.57±12.86 85.82±11.53 74.85±11.33 61.47±12.58 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

872 | P a g e  

www.ijacsa.thesai.org 

0 2 4 6 8 10 12 14 16 18 20
0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85
F

1
-m

ea
su

re

K-means

Hyper-parameters

Research method


 

Fig. 7. The impact of different   value on F1 measure and its comparison 

with K-means clustering method. 
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Fig. 8. The impact of different   values on accuracy (ACC) and Randall 

Index (RI). 

From Fig. 8, with the continuous increase of 
hyperparameter  , the ACC and RI indicators of the proposed 

method have fluctuated to varying degrees. Among them, the 
ACC indicator curve has relatively small changes. Most of 
them are stable between 0.7 and 0.8. When the hyperparameter 
  values are 9 and 15, the maximum and minimum values of 

the ACC index appear, which are 0.82 and 0.69, respectively. 
In terms of RI indicators, when the hyperparameter   is less 

than 10, the overall trend shows an upward trend, reaching a 
maximum of 0.65. When the   exceeds 10, the overall RI 

index shows a downward trend. However, the minimum is 
maintained above 0.4, and the performance is still relatively 
good. 

B. Analysis of Visual Image Feature Recognition Results 

After verifying the proposed image segmentation method, 
the image feature recognition performance of the constructed 
DenseNet BLSTM model is further analyzed. The ImageNet 
dataset is selected for experiments. This dataset is a large 
visualization database used for visual object recognition 
software research, which contains more than 20000 categories. 
It has a large number of pictures. 200 images are randomly 
selected from four batches for image feature recognition, 
denoted as groups A, B, C, and D. The proposed DenseNet-
BLSTM model is compared with four methods, namely, CNN, 
RNN, CRNN, and DenseNet. The obtained results are shown 
in Fig. 9. 
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Fig. 9. Image feature recognition results of five models in ImageNet dataset. 

From Fig. 9, in the four selected image feature recognition 
tests, the accuracy of the RNN model is 65.5%, 65.3%, 64.9%, 
and 64.5%, respectively, concentrated around 65%. The feature 
recognition accuracy of CNN is 68.6%, 68.5%, 68.9%, and 
69.3%, all around 68%. The accuracy of CRNN and DenseNet 
models is relatively similar. The two fluctuate around 84% and 
85% respectively. The four test results of the proposed 
DenseNet-BLSTM model are 89.6%, 89.6%, 89.3%, and 
89.4%, all approaching 90%. Compared with the other four 
methods, this model has high accuracy and significant 
performance advantages. Further experiments are conducted on 
the efficiency of image feature recognition. The Pascalvoc2012 
and Cityscapes datasets are used for testing. Among them, the 
proportion of training and testing sets is 70% and 30%. The 
recognition time changes of the five methods in the two 
selected datasets are shown in Fig. 10. 
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Fig. 10. Five methods for identifying time changes in the two selected 

datasets. 
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From Fig. 10(a), in the dataset Pascalvoc2012, as the 
images increases, the recognition time of all five models 
increases. Among them, CRNN takes the longest time. When 
the number of images reaches 250, the time consumption 
increases to around 50s. The time difference between CNN, 
RNN, and DenseNet models is relatively small, but they are 
better than the CRNN model. Among them, the DenseNet 
model takes the highest time of around 45s. The proposed 
DenseNet BLSTM model has a maximum duration of 40s, 
which is the shortest among the five models. From Fig. 10(b), 
in the dataset Cityscapes, CRNN takes up to 34s, which is the 
longest among the five methods. The proposed method still 
takes the shortest time, with a maximum of only 28s. The 
feature recognition efficiency is high and the performance 
advantage is significant. Finally, the improved K-means 
clustering combined with the DenseNet-BLSTM model is 
applied to the visual image feature recognition of mobile 
robots. To enhance the persuasiveness of the results, five main 
scenarios are selected for experiments, namely, mining, risk 
management, agriculture, factories, and construction. The 
image feature recognition results before and after the 
combinations are compared, as shown in Fig. 11. 
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Fig. 11. The recognition results of image features before and after the 

combination of the proposed method. 

From Fig. 11(a) in the image feature recognition of mining, 
risk management, agriculture, factories, and construction 
scenes, the combination of the previous method achieves the 
highest recognition accuracy of 79.3% and the lowest score of 
70.4% occurs in agricultural and construction settings. 
Meanwhile, the lowest error is 9.9%, and the highest value is 
45.6%, indicating poor classification performance. From Fig. 
11(b), after the combination of the proposed method, the 
accuracy of image feature recognition for buildings is the 
highest, reaching 96.1%. The lowest value appears in mining 
scenarios, at 94.8%. Compared with the recognition results 
before the combination, the combined method has significant 
performance advantages in visual image feature recognition of 
mobile robots. The accuracy is between 94.8% and 96.1%. The 
application effect is better. The results above suggest that the 
study's method, consisting of CNN and clustering algorithms, 
is better suited for unsupervised learning tasks, large datasets, 
and image processing for data clustering. 

V. DISCUSSION 

With the emergence of artificial intelligence and big data 
technology, an increasing amount of unlabeled data has 
become available. It is crucial to utilize the information within 
the data to explore its potential value. Unsupervised learning 
employs clustering algorithms to effectively address these 
challenges, with the K-means clustering algorithm being a 
classic example. Additionally, in real-world scenarios, data can 
possess unique structural constraints. Merely applying the K-
means clustering algorithm to solve problems without 
accounting for the data's inherent features frequently results in 
suboptimal outcomes. Therefore, in response to this issue, we 
combine the K-means clustering algorithm with the structural 
characteristics of the data itself and introduce a combination of 
CNN and K-means clustering to develop a method for 
recognizing visual images in mobile robots. Throughout the 
entire experimental process, the study first utilized K-means to 
process spatial information and introduced image spatial 
structure constraints for visual image segmentation. Next, a 
densely connected network is added to the CNN, and combined 
with a bidirectional long short-term memory network to 
achieve recognition and segmentation of visual image features. 
The proposed models in the research have clear and objective 
functions, all solved using the maximum expectation algorithm. 
The effectiveness of the algorithm has been verified through a 
large number of experiments. The K-means clustering 
algorithm considers spatial constraints in images by integrating 
positional relationship information between adjacent pixels 
into the algorithm. This creates an overall framework with a 
unified objective function. The K-means clustering algorithm 
with hierarchical constraints achieves hierarchical clustering by 
establishing a hierarchical tree that can be globally iterated and 
updated, thereby better mining the hierarchical structure of the 
data itself. In addition, in complex and dynamically changing 
scenarios, deep learning methods introduce convolutional 
neural network models which demonstrate higher accuracy and 
robustness. 

However, due to the continuous changes in environmental 
factors, regularly updating models has become the key to 
ensuring the long-term and efficient operation of mobile robots. 
Online learning and incremental learning technologies provide 
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effective methods for this. Overall, machine vision based 
image feature recognition for mobile robots is a versatile 
challenge that involves algorithm selection, computational 
efficiency, environmental factors, real-time requirements, and 
model training and updating. With the advancement of 
technology, this study aims to develop more efficient and 
robust methods in the future to meet the practical application 
needs of mobile robots in various environments. 

VI. CONCLUSION 

The improvement of visual image processing technology is 
an important foundation for the wider application of mobile 
robots. Firstly, an improved K-means algorithm using image 
spatial structure constraints is proposed. This method is applied 
to visual image segmentation. The increase in the layers in the 
CNN network results in complex parameters. Therefore, the 
DenseNet structural model is introduced and combined with 
BLSTM to achieve visual image feature extraction. According 
to the findings, in the comparison of F1 values, the NormTree 
algorithm is (56.28±13.22) %. The proposed K-means 
algorithm is (63.45±10.12) %, which is significantly superior 
to the other five methods. As the hyperparameter   increases, 

the F1 value of the traditional K-means algorithm stabilizes at 
0.55. The proposed K-means algorithm has an F1 value of 0.55 
when   is 0. As the value of   increases, the value of F1 also 

increases. It reaches the maximum of 0.83 when the   is 10. 

In terms of RI indicators, when the   is less than 10, the 

overall trend shows an upward trend, reaching a maximum of 
0.65. When the   value of the hyperparameter exceeds 10, the 

overall RI index shows a downward trend. However, the 
minimum is above 0.4. The performance is still relatively ideal. 
The image feature recognition performance of the DenseNet 
BLSTM model constructed is analyzed. In the ImageNet 
dataset, the four test results are 89.6%, 89.6%, 89.3%, and 
89.4%, all approaching 90%. In the dataset Pascalvoc2012, the 
maximum time consumption of this model is only 40s. In the 
image feature recognition of five scenes including mining, risk 
elimination, agriculture, factory and building, the accuracy of 
the recognition model combined with the improved K-means is 
between 94.8% and 96.1%, with a high accuracy. However, the 
proposed method has poor real-time performance. In the future, 
dimensionality reduction technology is needed to reduce 
computational complexity. The recognition speed of the 
algorithm will be further improved. 
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Abstract—This study simultaneously investigates the causal-

ity and dynamic links between international energy trade and 

economic price changes, especially in the Chinese commodity 

market. To get a causal route, it attempts to identify the linear 

and nonlinear causality among commodity prices, equities, and 

the exchange rate in China and the United States (US). Here, we 

adapt multilayer perceptron networks to obtain a nonlinear au-

toregressive model for causality discovery. After comparing 

methods without networks, this study proves that the nonlinear 

causality discovery method using machine learning performs best 

on simulated data. Subsequently, we apply that causality to actu-

al data; we combine the causal routes, particularly from the ma-

chine learning methodology, to investigate the existence of a 

causal direct or indirect relationship among Chinese commodity 

prices, long-term interest rates, stock index, and exchange rates 

in China and the US. The steady-state accuracy of cmlpgranger is 

99%. In most cases, the order of judgment accuracy of causality 

is cmlpgranger > HSICLasso > ARD > LinSVR. The results show 

that Energy trade as an element of the global economic system. 

The Chinese commodity price of energy has an interactive rela-

tionship with the Chinese commodity price of agricultural prod-

ucts. The significant transmission is from the commodity price of 

energy to equities, then to the exchange rate, and, finally, to the 

commodity price of agricultural products. 

Keywords—Chinese commodity price; exchange rate; stock 

markets; machine learning; international energy trade; global 

economic system 

I. INTRODUCTION 

As an essential part of the global industrial chain, the price 
fluctuation of commodities has a tremendous impact on the real 
economy, and the inflation level has a significant effect. The 
supply and demand pattern of commodities has changed dra-
matically since 2020. The COVID-19 pandemic raised energy 
costs, political instability and increased demand for energy [1], 
which led to intense fluctuations in international commodity 
prices. In the post-pandemic era, the evolution of the world 
pandemic situation is out of sync with the economic recovery of 
various countries. Under the pressure of green transformation 
and global development, major developed economies have 
implemented large-scale fiscal stimulus and super-wide mon-
etary policies. At the same time, there have been profound 
changes in the international economic and trade landscape, 
geopolitical factors, extreme climate, and other factors. Global 
supply and demand patterns. Commodities are generally in 
short supply [2]. Under the influence of various complex fac-
tors, it is very important to sort out the causal logic among the 
factors affecting commodity prices and clarify the impact of 
commodity price changes on the macro economy for effec-

tively adjusting policies and overcoming the global economic 
recession. 

China is currently the world's largest consumer country [3]. 
The continued demand for energy, essential raw materials, and 
agricultural products has rapidly increased China’s commodity 
imports. China has become the world’s largest importer of 
commodities such as iron ore, aluminum ore, lead ore, nick-
el-chromium ore, and crude oil [4]. The existing literature in 
2018 includes discussions on factors that affect commodity 
prices. However, the current global indicators mainly consider 
the role of developed countries, but do not consider China's role 
and its impact on China. 

This study also aims to provide a comprehensive analysis 
using the machine learning (ML) approach. Although numer-
ous studies have analyzed the factors and effects of interna-
tional commodities prices, we make full use of the algorithm 
advantages of ML to integrate our findings with those of pre-
vious studies. The majority of applied analyses on this topic 
used the vector autoregressive (VAR) Granger’s tests. Sahlian 
et.al. used the Granger test to establish the causality between 
the market capitalization and financial indicators [5]. In the 
classic linear VAR method, when evaluating the cause of 
Granger, the maximum delay must be stated. When the rela-
tionship between the past of one series and the future of another 
series does not belong to the model category. The method based 
on model in the real world may fail [6-8]. This usually occurs 
when there is a non-linear relationship between the past and 
future of a series. The nonlinear relationship between the past 
and the future can be detected by minimizing assumptions 
about the predicted relationship [9]. For example: Yin Z et al. 
used multiple repetitive neural networks to demonstrate the 
effectiveness of nonlinear random time series models. [10] 
Neural networks can display complex nonlinear and 
non-auxiliary interactions between inputs and outputs. Some 
studies introduced the structural learning framework in mul-
ti-layer sensor (MLP) and Recurrent neural network (RNN). 
This led to Granger's nonlinear causal discovery. However, the 
use of these methods to analyze causal processes between 
multiple variables is particularly rare in the field of economics. 

The surge in oil and food prices over the past decade has 
prompted a large amount of research to focus on the common 
flow of crude oil and agricultural products. Then, some studies 
begin modeling to investigate correlations and connections or 
pathways. On the contrary, some studies provide evidence of 
the neutral relationship structure between crude oil and agri-
cultural products. Based on the research of previous genera-
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tions, the significance and innovation of this study can be 
summarized in the following three points. 

Firstly, we are the first to adopt the ML method instead of 
traditional economic models. The determination of causal re-
lationships in existing literature is mainly based on the as-
sumptions of econometric models. However, most of these 
models explore linear relationships. Based on our research, we 
are the first to use ML to study the causal discovery and rela-
tionship between energy and agricultural futures prices. Using 
ML in this study, we can break the assumptions of the Tradi-
tional economy model and find more nonlinear relationships. In 
addition, compared to other traditional econometric models that 
only estimate one or two parameters, the ML time size Helping 
people study time series in time zones and frequency domains 

Secondly, we have important evidence in studying the re-
lationship between energy prices and agricultural product 
prices. In past research, there has been no consensus on the 
research conclusions, price indicators, and research methods 
for energy and agricultural product prices at different periods. 
Country/Region. This study focuses on the prices of China's 
energy and agricultural futures markets, providing many re-
search conclusions for the literature. 

Finally, this study discussed whether this relationship exists 
and attempted to express causal relationships based on im-
portant financial indicators. Most research on the impact of 
commodity prices focuses on two pairs of relationships. 
However, this study consists of two or more factors of causality 
diagram, thus obtained a comprehensive causal path. The me-
dia focused on Chinese stock market prices and the exchange 
rate between China and the United States. 

The structure of the remaining parts of this article is as 
follows: In Section I, we introduced early research related to 
commodity market reasons or correlations. In Section II, we 
use motivational datasets to evaluate the effectiveness of ma-
chine learning causal discovery methods. After determining the 
cause-finding ability of these methods, we will use it to analyze 
the actual data and get the results in Section III. Finally, Sec-
tion IV summarizes the article. 

II. METHODOLOGY AND DATA 

A. Adapting Neural Networks for Granger Causality 

The Nonlinear Autoregressive Model (NAR) allows XT to 
dynamically evolve based on typical nonlinearity [11]: 

 t t1 tp tx g x , , x e  
   (1) 

where     ti t 2 i t 1 i
x , x , x  

  represents the past of 

sequence i; we assume that the additive noise zero mean t e . 

 In a forecasting setting, the mutual modeling of nonlinear 
functions g typically uses neural networks. Neural networks 
have a long history in predicting NAR using traditional archi-
tectures [12] and the latest deep learning techniques [15]. These 
methods use MLP, where the input 

   t t 1 : t K
x x  

     (2) 

Our main approach is to model each output ig  using a 

separate MLP to easily clarify the impact of input on output. 

We call it component-wise MLP (cMLP) [17]. Set ig  in the 

form of MLP with L−1 layers, and let the vector l H
th R  

denote the values of the m-dimensional lth hidden layer at time 
t. The discovery and research of nonlinear causal relationships 
have become more widespread, for example, M Roso et.al 
(2022) not only focused on theory, but also on how to build 
Python packages to complete testing [18]. 

Definition 1. Time series J is a non-causal relationship of 

time series I if all  t1 tpx , , x   and all tj tjx x  , 

   i t1 tj tp i t1 tj tpg x , , x , , x g x , , x , , x      
 (3) 

that is, ig  is invariant to tjx . 

The parameters of the neural network are given by weights 

W and biases b as each layer,  1 LW W , , W   and 

 1 Lb b , , b  . To compare with the time series VAR model, 

we divided the weight of the first layer into time delays, 

 1 11 1KW W , , W  . The parameter sizes include 1 H pKW R , 

l H HW R  for 1 l L  , l HW R , l Hb R  for l L  

and Lb R . Using this notation, the vector of first layer hid-

den values at time t is given by 

K
1 1k 1
t t k

k 1

σ W x bh 



 
  
 
 


   (4) 

where σ  is an activation function [19]. 

In Equation (4), if the jth column of the first layer weight 

matrix, 1k
:jW , contains zeros for all k, then series j does not 

Granger-cause series i. That is,  t k j
x

  for all k does not affect 

the hidden cell 1
th . So according to the definition 1 output tix

, we can see that ig  divided by tjx  remains unchanged. 

B. Creating Benchmark Datasets 

1) Group1: Lorenz-96 model: We use these two methods 

to detect Granger's causal network from P's simulated Lo-

renz-96 data. Find the impact of many attributes in different 

ways [11]. 

The continuous dynamics of the P Vilorenz model will be 
obtained from the following styles. 

      
ti

tit i 1 t i 2 t i 1

dx
x x x x F

dt
  

   
 (5) 

where    t 1 t p 1
x x

 
 , t0 tpx x ,   t1t p 1

x x


  and F is a 

mandatory constant that determines the degree of nonlinearity 
and chaos in the set. 
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2) Group2: Nonstationary data: Due to the fact that most 

of the attributes we want to check are not smooth in practice, 

we will add trends to the Lorenz-96 P dimension data to ob-

tain the data. The second set of extended Dickey Fuller (AD-

Fuller) checks can be used to test the unit root directory within 

a single variable process in the presence of sequence relation-

ships. We use ADFuller to test whether the data is stable. 

 t t 1 I 0Trend Trend Trend Trend / I  
 (6) 

Here, tϵ (0, I), I is the length of features and Trend is linear. 

As shown in Table Ⅰ, we take P as 5 and obtain the results of 
two datasets with P values: 

TABLE I. ADFULLER TEST OF DATA (CALCULATED BY AUTHORS) 

Group1 Adfuller P_Value  Group2 Adfuller P_Value  

1X  6.641034e-22 stationary 1X +Trend 0.689549 Nonstationary 

2X  5.266443e-18 stationary 2X +Trend 0.716672 Nonstationary 

3X  5.218544e-10 stationary 3X +Trend 0.700451 Nonstationary 

4X  3.249791e-14 stationary 4X +Trend 0.706434 Nonstationary 

5X  8.472980e-12 stationary 5X +Trend 0.797429 Nonstationary 

C. Comparing Models for Granger Causality 

We compare four methods on different numbers of features 
using stationary and nonstationary data. The four methods are 
LinSVR2, automatic relevance determination (ARD), HSI-
CLasso, and CMLP-Granger. 

The basic support vector regression (SVR) concepts are 
introduced by Schӧlkopf and Smola; Linear SVR (LinSVR) is a 
special case of SVR with a linear axis. Huang and Cai improved 
SVR and used these methods to select features. The advantage 
of LinSVR is that due to the small complexity of the model, the 

results are easy to interpret. However, it cannot recognize 
nonlinear relationships that typically occur in real data. 

ARD was proposed by MacKay based on the Bayes model, 
which effectively selects relevant features through preliminary 
training. Evaluate initial hyperparameters by maximizing the 
probability in the data. This process is called evidence aug-
mentation, or maximizing the second type of likelihood. Wipf 
and Nagarajan [20] applied the ARD method to prune large 
numbers of irrelevant features, leading to a sparse explanatory 
subset and demonstrating that the ARD prior maintains ad-
vantages compared to conventional priors in feature selection. 

TABLE II. RESULTS OF DIFFERENT METHODS (CALCULATED BY AUTHORS.) 

Methods x_num 
Stationary Nonstationary 

Accuracy Accuracy 

ARD 5 100% 60% 

HSICLasso 5 100% 60% 

LinSVR 5 76% 60% 

cmlpgranger 5 80% 72% 

ARD 15 56% 76% 

HSICLasso 15 92% 67% 

LinSVR 15 80% 80% 

cmlpgranger 15 100% 97% 

ARD 35 63% 64% 

HSICLasso 35 96% 85% 

LinSVR 35 63% 63% 

cmlpgranger 35 99% 98% 

ARD 50 59% 59% 

HSICLasso 50 98% 90% 

LinSVR 50 58% 58% 

cmlpgranger 50 99% 97% 

ARD 100 56% 55% 

HSICLasso 100 98% 85% 

LinSVR 100 54% 54% 

cmlpgranger 100 98% 97% 
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Freidling et al. [21] improved the least absolute shrinkage 
and selection operator (Lasso) method on feature selection by 
integrating Lasso and particular kernel functions with ker-
nel-based independence measures such as the Hilbert–Schmidt 
independence criterion (HSIC). Compared to the former Lasso 
methods, the HSICLasso can capture nonlinear dependency 
with a clear statistical interpretation and deal with 
high-dimensional feature selection scenarios in which the 
number of training samples is smaller than that of features. 

In 2021, Alex Tank, Ian Covert et al. [22] use time series 
normal neural network Model selection framework of Granger 
nonlinear causality. These researchers applied the multi-layer 
sensor module (cMLP) and the long run and short run memory 
architecture of the module. (cLSTM) includes related sparsity, 
which promotes penalties for network inbound weight, thus 
selecting Granger demonstrated the construction of Granger 
causality diagram, which is the correct basis for linear and 
nonlinear settings. 

In Table Ⅱ, the results can be summarized into three points. 
(1) In most cases, the order of judgment accuracy of causality is 
cmlpgranger > HSICLasso > ARD > LinSVR. (2) The per-
formance of cmlpgranger varies with the number of factors. 
When the number of distinguishing factors is greater than 5, it 
is far better than other methods. (3) cmlpgranger also performs 
well for nonstationary data. When the data are nonstationary, 
the accuracy of the method in judging causality is significantly 
higher than that of other models. 

III. RESULTS 

Through simulated data, proved cmlpgranger in nonlinear 
nonstationary has good capability of causal relationships found 
in the data. Therefore, we determine the cause and effect of the 
actual data of the Chinese futures market by integrating the 
results of several causality methods. Specifically, we want to 
ascertain how the relationship between the commodity prices of 
energy affects that of agricultural products and its specific 
impact path. 

In order to assess the causal relationship of commodity 
prices, we have adopted from the Ministry of Commerce of 
China's commodity price index (CCPI) international commod-
ity prices. Financial indicators covering the stock market, bond 
market, futures market, interest rate, credit market, and foreign 
exchange market are extracted from the Wind Economic Da-
tabase as financial market factors affecting commodities prices. 
All data begin from June 2006 to October 2021 monthly. The 
nomenclature of indicators is shown in Table Ⅲ. 

Finally, for each method, we obtain a causality matrix, 

where i, ja  in the matrix equal to 1 indicates that the jth factor 

is the cause of the ith factor. Otherwise, there is no apparent 
causality between the two elements. To acquire accurate re-
sults, we synthesize the conclusions of the models that perform 
well on the simulation dataset. Table Ⅳ shows the causality 
result confirmed by cmlpgranger. Table Ⅴ shows the causality 
result proved through the HSICLasso and ARD methods. 

TABLE III. NOMENCLATURE (CALCULATED BY AUTHORS.) 

Full Name Abbreviation Full Name Abbreviation 

China commodity price index_ Total index CCPI_T S&P 500 index SP500 

China commodity price index_ Energy CCPI_E CSI 500 Index CSI500 

China commodity price index_ Non-ferrous metals CCPI_M US discount rate US_DR 

China commodity price index_Agricultural products CCPI_A CN discount rate CN_DR 

The US dollar/RMB exchange rate USDCNY US10-year Treasury yield US_TB10Y 

The Dollar index DI CN10-year Treasury yield CN_TB10Y 

TABLE IV. CAUSALITY RESULTS OF THE CMLPGRANGER METHOD (CALCULATED BY AUTHORS.) 

Cmlpgranger CCPI_E CCPI_M CCPI_A US_TB10Y USDCNY DI CSI500 SP500 CN_TB10Y 

CCPI_E 1 1 0 0 1 0 0 0 0 

CCPI_M 0 1 0 0 0 0 0 1 0 

CCPI_A 0 0 0 0 0 0 0 1 0 

US_TB10Y 0 1 0 0 0 0 0 0 0 

USDCNY 0 0 0 0 0 0 0 0 0 

DI 0 0 0 0 1 1 0 0 0 

CSI500 1 0 0 0 1 0 1 1 0 

SP500 0 1 0 0 0 0 0 1 0 

CN_TB10Y 0 1 0 0 0 0 0 0 1 
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TABLE V. INTERSECTION OF CAUSALITY RESULTS OF THE HSICLASSO AND ARD METHODS (CALCULATED BY AUTHORS.) 

HSICLasso&ARD CCPI_E CCPI_M CCPI_A US_TB10Y USDCNY DI CSI500 SP500 CN_TB10Y 

CCPI_E 1 1 0 0 0 1 0 0 0 

CCPI_M 0 1 1 0 1 1 0 0 0 

CCPI_A 0 0 1 0 1 1 0 0 0 

US_TB10Y 0 1 1 1 0 0 0 0 0 

USDCNY 0 0 1 0 1 1 0 0 1 

DI 0 0 0 0 0 1 1 0 1 

CSI500 1 0 0 0 0 0 1 0 0 

SP500 0 0 0 0 0 0 0 0 0 

CN_TB10Y 0 0 0 0 0 0 0 0 0 

Combining the results of the two methods, we can use Fig. 1 
to show the relationship between futures market prices and 
other economic indicators. The bold black line shows the causal 
relationship, which is proved by three methods (cmlpgranger, 
HSICLasso, and ARD). The black line indicates the causal 
relationship, which is proved by two methods (HSICLasso and 
ARD). The red dotted line shows the causal relationship proved 
by cmlpgranger method, which can be indirectly verified by the 
other two methods. The arrow points from cause to result. 

 

Fig. 1. Causality routes (Calculated by authors.). 

Thus, we can conclude that the CCPI_E and CCPI_A have 
an interactive relationship. The Chinese commodity price of 
energy will affect the CSI500, thereby affecting the dollar 
index. The similar conclusion given by Shabir et. al. show that 
the impact of oil prices and exchange rate on stock prices exists 
and varies across bullish, bearish, and normal states of the stock 
market [23]. [23] The dollar index will also affect the exchange 
rate between China and the US and eventually transmit to the 
China commodity price of agricultural products. Conversely, 
the China commodity price of agricultural products will affect 
the China commodity price of non-ferrous metals and finally 
transmit to energy prices. 

Other researchers have also investigated the conclusion that 
CCPI_E affects the direction of CCPI_A, and analyzed the 
relationship between oil prices. Food (agricultural product 
prices) and exchange rates, as oil prices are transmitted to the 
local agricultural market through exchange rates. Nazlioglu and 
Soytas conducted a study on global oil and agricultural prices, 
explaining the relative strength of the US dollar [24]. Awartani 
et al. pointed out that the oil market is the main source and risk 
transfer for stocks, euro/dollar exchange rates, precious metals, 
and agricultural products [25]. In our results, we observe the 
evidence favoring this argument with respect to Chinese 
commodity prices. 

IV. CONCLUSIONS 

In this study, we use monthly data from the Chinese finan-
cial market from June 2006 to October 2021 to investigate the 
causal route between the commodity prices of energy and ag-
ricultural products. Unlike traditional econometric models, we 
apply the ML method for the first time to examine this issue. 
Using these methods, we find that the energy commodity price 
is vital. It can affect equities changes represented by the CSI 
500 Index, thus affecting the exchange rate between China and 
the US and eventually causing changes in the prices of agri-
cultural products. In comparison with previous studies, we find 
a correlation between the energy commodity price and agri-
cultural products but emphasize indirect media in causality. 

The conclusions drawn in this study led to further consid-
erations. First, we should remain alert to changes in energy 
commodity prices. Since the commodity price of energy is 
likely to affect the Chinese capital market price. Second, the 
exchange rate influences the commodity prices of different 
varieties in China, indicating China is still highly dependent on 
foreign countries in terms of the import of products involved in 
the commodity market. In 2022, under the general environment 
of long-term inflation in the US, the exchange rate between 
China and the United States breaking 7, the stalemate in the 
Russia–Ukraine war, and the continued slowdown in global 
economic growth, the price of China’s futures market will also 
be volatile under the influence of the strong US dollar. Third, 
based on the results, most causal paths reflect that the prices of 
various commodities in China or the prices of China’s capital 
markets are always affected. Still, there is no obvious path to 
show the impact of China’s factors on American financial 
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indicators. This suggests that there is still a long way to go to 
improve the Chinese commodity market. 

But there is still much work to be done. First, causality may 
change over time. While we consider the beginning year of 
COVID-19, the actual time when significant economic changes 
will occur is 2-3 years after COVID-19, not 2021. As new data 
becomes available, we should pay attention to these changes. 
Second, more research is needed to prove the effectiveness of 
machine learning methods in doing causal discovery. 

Supplementary Materials: The following supporting in-
formation can be downloaded at: www.mdpi.com/xxx/s1, 
Fig. 1. Causality routes; Table Ⅰ: ADFuller test of data; Table Ⅱ: 
Results of different methods; Table Ⅲ: Nomenclature; Table 
Ⅳ: Causality results of the cmlpgranger method; Table Ⅴ: 
Intersection of causality results of the HSICLasso and ARD 
methods. 
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Abstract—With the continuous development of Internet 

technology, the scale of Internet data is increasing day by day, 

and business forecasting has become more and more important 

in corporate business decision-making. Therefore, to improve the 

accuracy of Multi Target Regression in the actual e-commerce 

supply chain forecasting, research through the method of 

constructing the labeling feature for each target is optimized, the 

Multi-Target Regression via Sparse Integration and Label- 

Specific Features algorithm is obtained, and the experimental 

analysis is carried out on the performance of the algorithm and 

the application effect in the actual e-commerce supply chain. The 

experimental results show that the average of Relative Root 

Mean Square Error value of the research algorithm and is the 

lowest in most datasets, with a minimum of 0.058 in the effect 

experiments of prediction and label-specific features; in the effect 

and flexibility experiments of sparse sets, the lowest average of 

Relative Root Mean Square Error value of the research 

algorithm was 0.058, and the average rank value was the 

smallest. In addition, the average of Relative Root Mean Square 

Error value of the research algorithm is the smallest under the 

target variable of Y2 in the Enb data, and its value is 0.075. In 

the actual e-commerce supply chain forecast, the research 

algorithm has the highest score of 0.097 points. Overall, research 

algorithm has a better forecasting effect and higher performance, 

and has better practicality in practice, and can play a better 

effect in actual e-commerce supply chain forecasting. 

Keywords—Label features; multi-objective algorithm; sparse 

set; e-commerce supply chain; multi target regression 

I. INTRODUCTION 

In the business decision-making of enterprises, planning 
and control are very critical, and forecasting is the basis for 
the control planning and forecasting of future trends, and 
forecasting is also important to avoid one-sided 
decision-making and mistakes [1]. In traditional regression 
analysis, the marker and target variables are often single, but a 
single object variable cannot accurately describe the complex 
information contained. Therefore, the single target regression 
analysis method has been unable to predict objective problems 
well and accurately, and Multi-Target Learning (MT) came 
into being [2]. At the same time, MT-based multi-target 
regression (Multi Target Regression, MTR) has also been 
gradually paid attention to, which refers to the use of a 
common set of input variables to predict multiple continuous 
variables. In this regard, a large number of domestic and 
foreign scholars have carried out a lot of research. Based on 
MTR, Nabati et al. proposed a Gaussian regression-related 

algorithm to avoid the fitting problem in training [3]. Based on 
multi-objective regression, Osojnik et al. proposed a contour 
tree to improve the prediction effect of multi-label 
classification [4]. Syed et al. conducted research on 
semi-supervised techniques based on multi-objective 
regression by analyzing limited instances, thereby achieving 
efficient prediction of new objects [5]. However, current 
multi-objective regression methods mainly focus on mining 
the correlation between targets and handling the complex 
relationship between input and output, and most methods learn 
models from the same feature space, resulting in insufficient 
flexibility and low prediction performance. At the same time, 
there is not much research on its application in e-commerce 
supply chain prediction. Based on this, the study obtained a 
multi-objective regression via Sparse integration and Label 
Specific Features (SI-LSF) algorithm by improving MTR, 
aiming to effectively improve the flexibility of processing 
multi-objective datasets and thereby enhance the accuracy of 
the algorithm in e-commerce supply chain prediction. 

The research is divided into six sections. Section I is the 
Introduction of the study. The Section II is a summary and 
discussion of the current research on multi-objective 
optimization methods. Section III is the study of the SL-LSF 
algorithm in e-commerce supply chain prediction, including 
the definition and related methods of multi-objective 
regression, and the optimization of the SI-LSF algorithm for 
multi-objective regression problems. Section IV analyzes the 
performance and practical application of the SL-LSF 
algorithm. Section V presents the discussion and last 
Section VI is a summary of the entire article. 

II. RELATED WORK 

With the rapid development of information technology, the 
amount of data on the network is increasing day by day, and 
the expression of data is also changing rapidly, which makes 
the ability of data analysis and data mining more and more 
important. At the same time, the ability to predict data is 
required. It is also becoming more and more important, and 
MT has gradually gained attention as a method that is more in 
line with the laws and characteristics of objective things. 
Based on this, scholars at home and abroad have carried out 
research on it. By using multi-objective optimization, Das et al.  
proposed a fast and accurate meta-model to accurately 
calculate the effective degree of losses and oil spills, reducing 
the risk at sea [6]. Dong performed multi-objective 
optimization of hybrid composites based on multi-objective 
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regression to verify the effectiveness of the positive hybrid 
effect in improving the flexural strength of materials [7]. 
Irodov et al. solved the multi-objective optimization problem 
of pellet burners by performing a multi-objective regression 
optimization analysis on the work of tubular gas burners [8]. 
Wang et al. solved the multi-objective constrained 
optimization problem of variables by introducing random 
forests and other methods to continuously approach the 
objective and constraint functions [9]. Based on the tripartite 
competition mechanism, Han et al. proposed an improved 
multi-objective particle swarm optimization algorithm to 
effectively solve the problems of multi-objective diversity and 
poor convergence performance [10]. Pereira et al. developed a 
numerical model of complex structures by proposing equi-grid 
multi-objective optimization with six objectives, thereby 
reducing the instability of such grid tubes [11]. Based on 
reinforcement learning, Dang et al. proposed a multi-objective 
optimized resource allocation model to achieve a 
better-distributed search [12]. Ullah et al. achieved 
multi-objective optimization of motor switching by proposing 
a new permanent magnet forward pole with flux bridges etc 
[13]. 

In addition, Grover et al. comprehensively study 
e-commerce and supply chain management, to purchase raw 
materials according to demand forecast, which greatly 
facilitates supply chain management [14]. Li et al.  
established a digital model based on signal game theory to 
obtain revenue forecast information, and then proposed the 
optimal information acquisition strategy in the supply chain 
[15]. Yang et al. identified the importance of forecast updates 
in supply chains by studying the pricing problem in a two-tier 
fashion supply chain [16]. Shen et al. determined the driving 
effect of shared information on supply chain management by 
comprehensively analyzing the problem of forecasting 
information sharing in supply chain management so that it can 
better match supply chain demand [17]. Li et al. built an 
effective forecasting model to reasonably control the 
multi-item inventory in the supply chain [18]. Chaudhuri et al. 
integrated extreme learning machines to propose an optimized 
forecasting model, thereby realizing real-time accurate 
forecasting of products in supply chain management [19]. Wan 
realizes the risk prediction of the supply chain by proposing a 
risk prediction model related to the manufacturing industry 
and ensures the healthy development of enterprises [20]. 
Proposing a combined model, Jaipuria et al. constructed a 
hybrid forecasting technology for supply chain demand, 
thereby ensuring inventory safety and sufficient order quantity 
in the replenishment cycle of goods [21]. 

Through the research of domestic and foreign scholars, it 
can be found that the multi-objective method can predict the 
future based on summarizing the laws of objective things, and 
predictive analysis is very important in the e-commerce supply 
chain. Therefore, it is expected that the proposed SI-LSF 
algorithm will be helpful in the actual prediction of the 
e-commerce supply chain. 

III. RESEARCH ON E-COMMERCE SUPPLY CHAIN 

FORECASTING BASED ON THE SL-LSF ALGORITHM 

A. Analysis of Correlation Methods based on Multi-Objective 

Regression 

To improve the breadth and accuracy of the MTR method 
in e-commerce supply chain forecasting, the research proposes 
SI-LSF and analyzes its performance and application in actual 
forecasting by creating a special marker feature for each target. 
MTR refers to the existence of multiple dependent variables in 
a model, which takes into account the mapping between 
multiple output objects. These mapping relationships can be 
linear or nonlinear. In addition, for the MTR problem, a class 
of samples contains multiple different output variables, and 
there are often different semantic relationships between them 
[22]. By mining the correlation of each output object, the 
comprehensive prediction effect of multiple indicators can be 
effectively improved. It is assumed here that X  represents 

the input feature space, Y stands for the output target space, 

and the membership formulas of the two are shown in Eq. (1) 
and (2). 

1 2( , , , )

m

m

X R

X X X X

 




 (1) 

In Eq. (1), R represents the datasets and m represents the 

number of feature vectors. 

1 2( , , , )

d

d

Y R

Y Y Y Y

 




 (2) 

In Eq. (2), d represents the number of target variables. 

Therefore, the input vector and the output vector can be given 
in the MTR problem, and the related equations are shown in 
Eq. (3). 
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 (3) 

In Eq. (3), ( )lx and ( )ly represents a sample, which l

represents the target variable, and its number range is between 
[1, n], which n represents the number of samples. On this 

basis, the relevant equation of the training set can be given as 
Eq. (4) shown. 

  ( ) ( ) ( ) ( ), , , ,l l n nD x y x y  (4) 

In Eq. (4), D represents the training set. Therefore, it can 

be determined that the task of MTR is to learn a mapping 
function, so that for any uncertain vector, all output variables 
can be obtained at the same time through ˆ ( )y h x . The 

multi-objective regression problem and the multi-label 
problem are similar in that the output variable of the 
multi-objective regression problem is continuous, while the 
classification problem is discrete, so it can be divided into two 
types, namely problem transformation method and algorithm 
adaptation method, the contents of which are shown in Fig. 1. 
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Fig. 1. Specific classification of multi-objective regression methods. 

It can be seen in Fig. 1, the problem transformation 
method mainly includes Single-Target Method (ST), Stacked 
Single-Target (SST), Regressor Chains (RC), and multi-target 
support vector regression (Multi-Output Support Vector 
Regression, MO), algorithm adaptation methods include 
statistical methods (Statistical Methods, SM), support vector 
machines (Support Vector Regression, SVR), kernel methods 
(Kernel Methods, KM), regression tree (Multi-Target) 
Regression Trees, MT) and classification rules. The ST 
problem is often used to deal with the MTR problem, so ST is 
used for learning prediction. The least squares criterion is used 
to solve it, and its formula is shown in Eq. (5). 

 

2

( ) ( ) 2
ˆ1 1

1 1 1

ˆ arg min
N m m

m m l l
ij j aj j i j j i j

l j j

a y a x a 

  

   
    

  

  

(5) 

In Eq. (5), ˆija represents the regression coefficient, i

represents the target variable, j represents the feature vector, 

and 0i  represents the ridge parameter. In the MO problem, 

multiple virtual samples can be constructed by virtualizing the 
eigenvectors, and the objective function definition formula is 
shown in Eq. (6). 
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   (6) 

In Eq. (6), f represents the objective function, w

represents the weight vector, w represents the trade-off factor 

between dimension and loss, ( )l
ie represents the fitting error, 

(.) represents the nonlinear transformation of the feature 

space, b represents the deviation vector, I represents the 

virtual sample, T represents the transpose. 

The algorithm adaptation method uses a single model to 
predict all the targets at one time, so that the correlation and 
internal connection between the target and the input features 
can be captured, which has the advantages of more 

interpretability and better prediction performance. In the 
adaptation method, the most important are SM and SVR. SM 
is believed to treat the first attempt as predicting multiple 
targets at the same time, and its purpose is to improve the 
prediction accuracy by using the correlation between target 
variables, while SVR is usually used to deal with single-target 
regression problems. It reflects the relationship between input 
variables and output variables on a certain datasets, and the 
operation formula is shown in Eq. (7). 

   2 ( ) ( )

1

1

2

N
T

l l

i

w C L y x w b


    (7) 

In Eq. (7), w represents the regressor, C represents the 

user-selected parameters, and b represents the bias. In 

addition, the MT method in the algorithm adaptation method 
can predict multiple continuous targets when dealing with 
multi-objective problems. It has two advantages, that is, the 
scale of a single multi-objective regression tree model is often 
smaller than that of a single multivariate model. The 
multi-target regression tree can better distinguish the 
correlation of multiple target variables; the KM method is an 
index kernel with a coupled regularization function; the 
classification rule is to convert the regression tree set into a 
rule set, to select the best subset of rules to improve prediction 
accuracy. 

B. Research on SI-LSF Algorithm Optimized for 

Multi-Objective Regression Problem 

MTR types are mainly problem transformation methods 
and algorithm adaptation methods, and their basic functions 
have been widely used in computer vision and medical image 
analysis. However, current MTR is mainly studied for linear 
models but lacks a method capable of simultaneously handling 
the nonlinear relationship of multiple objects with the input 
space [23]. Therefore, the research optimizes the existing 
problems of MTR and proposes the SI-LSF algorithm. The 
SI-LSF algorithm is based on the superposition of a single 
target, adopts the method of boosting learning, and studies the 
specific characteristics of the markers to explore multiple 
targets. Inter relationships between variables. Second, a sparse 
ensemble-based model is built using the sparse ensemble 
method. Finally, combining sparse integration with target 
features can simultaneously address two challenges of MTR 
within a single framework, namely establishing the 
fundamental relationship between input features and output 
objects and exploring their inter-correlation to improve 
prediction performance. The stacking of a single target is also 
called Stacked Single Target (SST) [24]. Its training and 
prediction framework is shown in Fig 2. 

It can be seen in Fig. 2, its frame structure is divided into 
two stages of training and two stages of prediction. In the 
training phase, the first is to train the model for each target 
through the training set, to obtain the predicted value, and then 
enter the second phase of training, that is, to establish the 
second phase of training and then output the final training 
model. In the prediction stage, for an unknown sample, first 
pass the model in the first stage to obtain the prediction vector, 
then extend the prediction vector into the feature vector, and 
then set the result as the new input predicted by the model in 
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the second stage value, and finally use the second-stage model 
to obtain the final prediction result. The core idea of SST is to 
use the predictions of the remaining targets in the first stage as 
additional input variables. Although the real value of the target 
can be obtained in the training set, there is no real target in the 
prediction set. Therefore, in the prediction process, the SST 
must depend on the estimation of the target based on the 
prediction results of the single-target regression. However, 
such an approach violates a central assumption of supervised 
learning theory: training and trial data must be consistent and 
independent of each other [25]. 

In the second stage, due to the introduction of additional 
input variables, the noise of the prediction is caused, which 
leads to the estimation error of the model. Therefore, to solve 
this problem, it is necessary to improve the training and 
prediction of the target variable. The numerical value used in 
the prediction compatibility. Label-Specific Features (LSF) is 
another important element in SI-LSF, and its framework is 
shown in Fig.3. 

It can be seen in Fig. 3, before each object is marked for 
recognition, it is first preprocessed and extended as an 
additional feature. The training set transformed by the 

instruction is         ˆ , 1
j j j

D x y y j n     , which  j
x

represents the initial feature vector and  j
y is the target real 

value vector. In the learning process of LSF, the first step is to 
find the relevant features for each target, to improve its 
learning accuracy. The formulas are shown in Eq. (8), (9), and 
(10). 

 1 2( , ) , ( , )i i i iR s X x s R s X x s       (8) 

In Eq. (8), it ix represents a certain column attribute, s
represents ix a certain value in it, which is represented as the 

corresponding split point, 1R and 2R represents s the two 

parts of the attribute using the division, and the value in the 

representation X represents a feature. 
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In Eq. (9), it ĉ represents the corresponding target mean 

value, t which is a determined value, which is 1 or 2. 
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Fig. 2. SST training and testing framework diagram. 
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Fig. 3. LSF frame structure diagram. 
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According to the minimized square error in Eq. (10), the 
best division feature and split point can be found, to determine 
the relevant feature set of the target and delete redundant 
features. It is worth noting that these features are only a subset 
of features in the training set, and there is not enough diversity 
in the feature space to represent objects well. To improve the 
difference of the feature space, the target correlation method is 
used to construct the marker-specific feature, and the residual 
of each repetition is used to describe the local feature, and it is 
used as an additional feature to reflect the local information of 
the feature space. Perform direct modeling to improve the 
expressiveness of the model. The relevant calculation 
formulas are shown in Eq. (11), (12), and (13). 

    0 ;TR q TR jg X f X Y   (11) 

Set the initial value represented by Eq. (11). Among them, 
g represents the predicted value, 

TRX  represents the output 

space, qf represents the basic learner, and jY represents the 

target. 

  
 

1
( )

1

,j t TR
j

t

t TR

l Y g X
r

g X









 
   

  

 (12) 

Eq. (12) means to find the negative value of the current 
mode and treat it as a residual. Among them, r represents the 

relevant features and l represents the squared error loss 

function. 

     ( )
1 ; j

t TR t TR q TR tg X g X f X r     (13) 

Equation (13) is to set the target as the residual estimation 
in Eq. (12), to use the negative gradient value to update the 
model, and use it as the target of the next iteration. In addition, 
after the introduction of marker features, LSF still selects a 
single-target regression analysis method, which will cause the 
complex input and output relationship models in the first and 
second stages to be unable to be established. Therefore, the 
proposal of SI-LSF is exactly to flexibly handle these complex 
relationships. SI-LSF is a sparse ensemble algorithm, which 
will be applied to ensemble learning. Therefore, the research 
proposes a corresponding aggregation function to deal with 
the complex problem of ensemble learning calculation, and its 
calculation formula is shown in Eq. (14) and (15). 
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In Eq. (14), jw represents the weight vector and 1jw

represents the regular term. It means that by introducing a 
regular term, the weight of the base model becomes 0, which 
realizes the sparseness of the data and automatically selects a 
regression method suitable for learning, which improves the 
flexibility of the algorithm. And reduce the time and space 
complexity and enhance the prediction effect. 
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  (15) 

In Eq. (15), h represents the final prediction result, f

represents the regression method, and ijw represents the 

distribution weight. Based on this, the frame structure of 
SI-LSF can be given, as shown in Fig. 4. 
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Fig. 4. SI-LSF frame structure diagram. 
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It can be seen in Fig. 4, unlike most existing methods that 
integrate the prediction results into the final stage, the SI-LSF 
algorithm integrates the prediction results of each model, and 
its advantage is that it can accurately determine the first, the 
second stage marks, the eigenvalues and selects the most 
important mode by weighting, thereby reducing the 
interference of the system and improving the accuracy of the 
system. Therefore, the framework structure of the SI-LSF 
algorithm utilizes a sparse ensemble to generate a sparse 
ensemble model and perform relevant training predictions on 
it to obtain the specific characteristics of the sample target. 
Add the target and specific features to form a new training set 
and test set to get the final model and prediction results. 

IV. SI-LSF ALGORITHM PERFORMANCE AND PRACTICAL 

APPLICATION ANALYSIS 

To test the performance of the SI-LSF algorithm, related 
experiments were carried out. Before the experiment, the 
study collected related datasets. Since there are relatively few 
related public datasets, the study selected 18 commonly used 
datasets for the experiment. The dataset information is shown 
in Fig. 5. 

In Fig. 5, the horizontal axis 1-18 represent 18 data sets, 
namely Aandro (prediction of future values of water quality 
variables), Slump (concrete slump), Edm (electronic discharge 
machining), Atp7d (airline ticket prices), Sfl (solar flares), 
Oes97 (occupational employment survey), Atpld, Jura 
(determination of 359 seven heavy metals in soils in the Swiss 
Jura region), Oes10, Osales (“online product sales”) 
preprocessed version in competition), Enb (energy building), 

Wq (14 target attributes of water quality), Sf2, Scpf 
( preprocessed version of the dataset used in a competition) , S 
cm20d ( supply chain management) ) , R f1 (river flow) , R f2, 
and S cmls. In addition, the three sub-graphs represent the 
number of samples, the number of features, and the number of 
targets in the dataset, respectively. 

Among them, these datasets are predictions for the future 
or related content, which can effectively improve the actual 
response speed of the research algorithm, which is more in 
line with the overall research. They contain different target 
attributes in different fields, so they have high effectiveness 
and practicality in promoting intelligent analysis and 
improving actual work efficiency. Therefore, this study 
selected these 18 publicly available multi-objective regression 
datasets to validate the research algorithm. 

On this basis, the research uses the average relative root 
mean square error (aRRMSE) measure as the evaluation index, 
and the smaller the value, the better the performance. And 
introduce the integrated regression chain (Ensemble of 
Regression Chains, ERC), support vector regression chain 
(SVR-correlation Chains, SVRCC) and multi-layer 
multi-target regression (Multi-layer Multi-target Regression, 
MMR) and SST algorithm, it is combined with the 
performance comparison of SI-LSF algorithm mainly includes 
three aspects: prediction effect, the effectiveness of 
label-specific features, and effectiveness of sparse ensemble. 
The first is to compare the prediction effects of the 
experiments. The prediction effects of several algorithms 
under different datasets are shown in Fig. 6. 
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Fig. 5. Relevant information of 18 datasets. 
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It can be seen in Fig. 6, the SI-LSF algorithm has the 
lowest aRRMSE values in all 16 datasets, and only the second 
lowest aRRMSE values in two datasets, roughly between 0 
and 0.9. Among them, the SI-LSF algorithm has the smallest 
Rf2 in the datasets, which is 0.058, and the overall average 
value is 0.477. In addition, in the average ranking of the five 
algorithms, SI-LSF also has the lowest aRRMSE value of 
1.111. The experimental results show that the prediction effect 
of the SI-LSF algorithm is the best among the five algorithms, 
and the performance is also the best. The second goal is to 
verify the validity of the specific features of the SI-LSF labels. 
Based on this, the research sets the control scalar as the 
label-specific feature, compares the SI-LSF algorithm with the 
sparse integration (Sparse Integration, SI) algorithm, and also 
compares the aRRMSE values of the two. The results are 
shown in Fig. 7. 

It can be seen in Fig. 7 that the aRRMSE value of the 
SI-LSF algorithm is smaller than that of the SI algorithm on 
the 16 datasets, greater than that of the SI algorithm on the 
Rf1 dataset, and equal to the SI algorithm on the Oes97 
dataset. In addition, the aRRMSE value of SI-LSF is generally 
between 0 and 0.9, and its minimum value appears on the Enb 
dataset at 0.070. On the whole, the prediction performance of 
SI-LSF on most datasets has the rain SI algorithm. Through 
the verification of the specific characteristics of the label, it is 
proved that it can further improve the SI-LSF algorithm and 
significantly improve it. The prediction accuracy of the 
SI-LSF algorithm, so label-specific features are effective for 
the SI-LSF algorithm to improve. Finally, to verify the 
effectiveness of the sparse ensemble, the study introduced 

Support Vector Regression and Label-Specific Features 
(SVR-LSF), Linear regression (Linear regression and 
Label-Specific Features, Linear-LSF), and random forest (The 
three basic regression models of Random Forest and 
Label-Specific Features, RF-LSF) are compared with the 
SI-LSF algorithm. It is worth noting that the SI in the SI-LSF 
algorithm is used to solve the complex relationship between 
the input characteristics and the output objects, so it is 
necessary to use the SI as a control variable to conduct 
experiments, and the results are shown in Fig. 8. 

It can be seen in Fig. 8, in the 15 datasets, the aRRMSE 
value of SI-LSF is lower than that of the other three 
algorithms. It is the same as the RF-LSF algorithm in the 
Atp7d and Wq datasets, which is 0.428. -LSF is the same, 
which is 0.796; the lowest value of the SI-LSF algorithm 
appears in the datasets Rf2, which is 0.058, and its average 
value is 0.477, which is lower than 0.615 of SVR-LSF, 0.695 
of Linear-LSF and 0.542 of RF-LSF, its average rank value is 
one, which is much lower than the other three algorithms. On 
the whole, the prediction effect of the SI-LSF algorithm is 
better, and it has the best performance among the four 
algorithms, which shows that the sparse ensemble is effective 
in improving the performance of the SI-LSF algorithm. In 
three aspects, namely the prediction effect, the effectiveness of 
label-specific features, and the effectiveness of sparse 
ensemble, it is proved that the SI-LSF algorithm has better 
performance. In the complex relationship between objects, the 
study selected seven datasets from 18 datasets and compared 
the value of aRRMSE for each object, and the results are 
shown in Table I. 
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Fig. 6. aRRMSE values of several algorithms under different datasets. 
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Fig. 7. aRRMSE values in different datasets of the two algorithms. 

TABLE I. A RRMSE VALUES OF DIFFERENT TARGET VARIABLES OF FOUR ALGORITHMS IN SEVEN DATASETS 

Datasets Target variable name SVR-LSF Linear-LSF RF-LSF SI-LSF 

S lump 

C_S_Mpa 0.155 0.391 0.628 0.155 

FLOW_cm 0.821 0.755 0.756 0.755 

SLUMP_cm 0.822 0.789 0.789 0.781 

E dm 
DFlow 0.497 0.568 0.557 0.497 

DGap 0.721 0.668 0.642 0.629 

S fl 

c-class 0.951 0.951 0.951 0.951 

m-class 1.011 0.915 0.873 0.873 

x-class 0.781 1.752 1.215 0.779 

Jura _ 

Cd 0.675 0.700 0.701 0.661 

Co 0.617 0.599 0.538 0.498 

Cu 0.764 0.500 0.541 0.481 

Enb _ 
Y1 0.524 0.075 0.069 0.069 

Y2 0.412 1.213 0.075 0.075 

S f2 

c-class 1.101 0.955 0.955 0.955 

m-class 0.991 1.101 0.99 0 0.99 0 

x-class 0.751 1.415 2.102 0.751 

S cpf 

comments 1.044 0.892 0.895 0.887 

views 0.845 0.762 0.775 0.761 

votes 0.789 0.775 0.979 0.732 
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Fig. 8. aRRMSE values of four algorithms in different datasets. 
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It can be seen from Table I that the aRRMSE value of 
SI-LSF on most datasets is the smallest, and in the Enb data, 
the Y2 target variable is at the smallest value, which is 0.075. 
In general, in each dataset, there is a complex relationship 
between the input target and the output feature. At the same 
time, the SI-LSF algorithm has a sparse integration, so its 
prediction performance is significantly better than other 
algorithms, which also proves that the SI-LSF algorithm is 
effective in processing. It has strong flexibility in 
multi-objective problems. To further verify the effectiveness 
of the SI-LSF algorithm in practical applications, the research 
applies it to the field of the e-commerce supply chains to 
predict multi-objective tasks for supply chain demand, and it 
mainly conducts comparative experiments under different 
feature groups. Here again, two regression models are 
introduced, namely extreme gradient boosting (eXtreme 
Gradient Boosting, XGBoost) and distributed gradient 
boosting framework (light Gradient Boosting Machine, 
lightGBM). The experimental results are shown in Fig. 9. 

In Fig. 9, numbers 1-8 represent feature groups, 
representing basic statistical features, discrete features, 
time-series-related features, optimal combination features, 
basic statistical features + discrete features, basic statistical 
features + discrete features + time-series-related features, and 
basic statistics Features + discrete features + time series 
related features + optimal combination features and feature 
selection. It can be seen in Fig. 9(a), the scores of several 
algorithms are roughly between 0.08 and 0.09, of which the 
score of the SI-LSF algorithm is 0.097, which is the highest 
among several algorithms, showing that the SI-LSF algorithm 
is used in the supply chain. The forecasting performance in 
demand is the highest and has strong applicability. It can be 
seen in Fig. 9(b) and 9(c), the SI-LSF algorithm has the 
highest score when the number of feature dimensions is 570, 
that is, 0.0924. Therefore, it can be determined that the SI-LSF 
algorithm has the highest score after data preprocessing and 
feature selection. It can achieve a good forecast in supply 
chain demand and has strong practicability. 

V. DISCUSSION 

The SI-LSF algorithm has the lowest aRRMSE value in all 
16 datasets, with only the second lowest aRRMSE value in 
both datasets, roughly between 0 and 0.9. Among them, the 
SI-LSF algorithm is the smallest in the dataset Rf2, with a 
value of 0.058 and an overall average of 0.477. In addition, 
among the average rankings of the five algorithms, the 
aRRMSE value of SI-LSF is also the lowest, at 1.111. In 
addition, the overall aRRMSE value of SI-LSF is between 0 
and 0.9, with its minimum value appearing on the Enb dataset 
at 0.070. When comparing with other algorithms, the 
aRRMSE value of SI-LSF is lower than that of the other three 
algorithms. In the Atp7d and Wq datasets, it is the same as the 
RF-LSF algorithm with a value of 0.428, while in the Scpf 
dataset, it is the same as the Linear-LSF algorithm with a 
value of 0.796. This result is superior to the results of Wang et 
al [26]. In practical applications, the SI-LSF algorithm has a 
score of 0.097, which is the highest among several algorithms. 
This indicates that the SI-LSF algorithm has the highest 
predictive performance in supply chain demand and has strong 
applicability. This result is basically consistent with the results 

of Moghadam et al [27]. Overall, the SI-LSF algorithm can 
achieve good prediction in supply chain demand after data 
preprocessing and feature selection, and has strong 
practicality. 

VI. CONCLUSION 

The advent of the big data era requires enterprises to 
improve their data mining capabilities, and at the same time 
requires enterprises to make effective predictions based on 
these data. Therefore, the research proposes the SI-LSF 
algorithm by creating special marking characteristics for each 
target and conducts experimental analysis on its performance 
and practical application, so as to improve the accuracy of 
MTR in e-commerce supply chain prediction. The 
experimental results show that in the prediction effect 
experiment, the aRRMSE value of the SI-LSF algorithm is the 
lowest in most datasets, with a minimum of 0.058 and an 
average of 0.477; in the validity experiment of label-specific 
features, the aRRMSE value of the SI-LSF algorithm is lower 
than that of the SI algorithm, and its lowest value is 0.070; in 
the effectiveness experiment of sparse integration, the 
aRRMSE value of the SI-LSF algorithm is lower than the 
other three algorithms in most datasets, and the lowest value is 
0.058, and its average ranking value is 1, which is also the 
lowest; in the flexibility experiment of the SI-LSF algorithm, 
it is found that the aRRMSE value of the SI-LSF algorithm in 
most datasets is the smallest, and it is the smallest value in the 
Y2 target variable in the Enb data, which is 0.075. In addition, 
in the actual e-commerce supply chain prediction experiment, 
it is found that the SI-LSF algorithm has the highest score of 
0.097. Under different feature groups, the SI-LSF algorithm 
has the highest score when the feature dimension is 570, with 
a score of 0.0924. In this case, better results can be obtained. 
In general, compared with other algorithms, SI-LSF has the 
best prediction effect and the best performance, and its 
prediction results are more effective. In practical applications, 
the SI-LSF algorithm has higher applicability with greater 
practicality. However, the selection of label-specific features 
does not take into account the shared information among 
variables, so it needs to be optimized for this aspect in the 
follow-up. At the same time, multi-objective regression 
algorithms have high applicability to practical application 
scenarios, so future research will consider applying the 
SI-LSF algorithm to practical problems in more fields, such as 
big data analysis, artificial intelligence, etc. 
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Abstract—With the continuous development of interactive 

multimedia, multimedia is increasingly integrated into college 

English teaching, providing advanced teaching equipment and 

resources. While enriching the teaching environment, it also 

brings new challenges to teaching ideas and strategies. Although 

the proportion of independent and selective learning of college 

students has increased, classroom teaching still constitutes the 

most essential unit of educational activities. Classroom evaluation 

is an important means and institutionalized element to improve 

the quality of university teaching. This paper analyzes the 

elements of multimedia classroom teaching and constructs an 

evaluation index system for English multimedia teaching. The 

improved model is used to achieve automatic teaching grading, 

acquire knowledge through environmental learning and improve 

its own performance, and evaluate the mathematical model of the 

English multimedia teaching evaluation system established by 

neural network theory accurately and effectively. In this paper, 

the results of automatic scoring of multimedia English teaching 

in colleges and universities are compared. Simulation software is 

used to verify the established neural network evaluation system. 

The simulation results show that the model is more suitable for 

the test data of English classroom teaching than the traditional 

methods, and the prediction effect is better. All 15 English 

teachers had a predicted error rate of less than 2%, and all 10 

English teachers had a predicted error rate of less than 1%. 

Keywords—Cognition of multimedia teaching in universities; 

scoring index; neural network; teaching system 

I. INTRODUCTION 

With the information in hypermedia structure to achieve 
human-computer interaction, multimedia college English 
classroom has become the driving force of classroom teaching 
mode reform, which has brought new challenges and 
development opportunities to teaching. In order to realize the 
hardware environment of multimedia classrooms, colleges and 
universities are committed to improving the level of 
multimedia teaching. How to scientifically apply multimedia 
technology to complete education is studied. The application 
has greatly changed the classroom teaching mode, such as 
promoting students‟ leading position and changing teaching 
strategies and methods. Modern educational teaching 
evaluation model guides and evaluates multimedia classroom 
teaching under the new situation [1]. The characteristics of 
multimedia teaching and the thought of modern educational 
technology are fully reflected in multimedia classroom 
teaching. Multimedia classroom teaching effectively promotes 
and determines the level of talent training and affects the 

quality. Multimedia instruction needs new evaluation 
indicators to guide and promote education. The establishment 
of a multimedia classroom teaching index system is the 
guidance [2] Any evaluation system to develop scoring 
standards is the basis of the construction of the quality 
evaluation system of the discipline. By constructing the 
teaching quality evaluation system to form a closed-loop 
feedback mechanism, the regular operation and perfect 
development of each fundamental element of the system can be 
guaranteed to achieve the expected goal. Therefore, the 
evaluation system is the comprehensive embodiment of all 
levels and elements of the system, and the evaluation system is 
the system and operation mechanism. Consequently, it is of 
great significance to improve the evaluation of college 
classroom teaching, expand the management theory of college 
teachers and improve the quality of classroom teaching.  

Neural network theory is the information science of human 
brain learning. A network is a multi-layer feedforward network 
in many types of neural networks. The neural network is 
widely used in decision analysis of nonlinear, complex and 
comprehensive problems [3]. Neural networks can be used as a 
qualitative and quantitative combination of practical tools to 
comprehensively evaluate the object system beyond the sample 
mode. The theory of artificial neural networks is a frontier field 
that learns from the human brain. The correct can be used as a 
qualitative and quantitative effective tool to make a 
comprehensive evaluation of the object system outside the 
sample mode. In the face of the number of thousands of 
learners, it is necessary to establish a clear standard 
assessment. Relying on machine learning automatic detection 
can accomplish this work while reducing teachers' workload. 
The algorithm is used in comprehensive universities. 
Establishing an evaluation system that adapts to the new 
teaching mode and conforms to the latest teaching concept has 
become an important topic. 

Automated Essay Scoring (AES) was the first to start in the 
field of automated essay scoring. The Project Essay Grade 
(PEG) system can extract statistical information about the 
essay, such as the length of the text, the number of sentences, 
and the proportion of adjective prepositions. Then these 
statistical features are taken as multivariate independent 
variables, and the previously evaluated composition scores are 
taken as dependent variables. Logistic regression algorithm is 
used to find the representation function between these 
statistical features and the scores of English multimedia 
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teaching, and automatic scoring is achieved by finding out a 
multivariate function that can describe the relationship between 
these statistical information and the scores of English 
multimedia teaching. PEG system can achieve a high accuracy 
in composition grading, but because it cannot deeply 
understand English multimedia teaching, its grading results are 
difficult to be accepted later. 

We can use natural language processing technology to 
develop areas of automatic grading of subjective questions to 
help teachers teach and students learn. Moreover, online 
teaching has become an important mode of current teaching. If 
AI-related technologies can be applied to English multimedia 
teaching, the model can be trained by using the students' 
homework that has been corrected online as training samples. 
Then, with the increase of training samples, the performance of 
the automatic scoring system will continue to improve, and the 
system will be closer to the level of teachers' manual scoring. 

The rest of this article is organized as follows. Section II 
discusses the related work. Section III constructs an automatic 
scoring index system for multimedia English teaching. Section 
IV analyzes the application results of automatic scoring in 
college English multimedia teaching. Section V summarizes 
the full text. 

II. RELATED WORK 

The importance of English teaching evaluation has 
gradually attracted the attention of domestic college teachers 
and educational management departments, and the theory and 
practice of teaching evaluation have significantly been 
developed [4]. At present, domestic universities actively learn 
from the research results of computer networks. It takes 
multimedia technology and combines modern teaching models 
such as flipped classrooms, Massive Open Online Courses 
(MOOC), micro class and mobile device-assisted learning with 
traditional college English teaching. English through 
innovative teaching mode, and realize the transformation trend 
of professionalization, mobile, socialization and data. The 
primary methods of evaluation index systems include the 
brainstorming method, target element decomposition method, 
structure decomposition method and target classification 
method, and there have been rich theoretical research results. 
Based on the Analytic Hierarchy Process (AHP), Fu J et al. 
constructed a three-in-one inquiry classroom teaching 
evaluation system of teachers' teaching, students' learning and 
supervision evaluation [5]. Yang Y et al. pointed out that the 
classroom teaching evaluation system should include vector, 
positioning, concept, condition, operation and output 
subsystems [6]. Qilin S et al. established the monitoring and 
evaluation system, of course, teaching quality, including four 
processes of course application evaluation, Q evaluation 
system, early feedback of course teaching and stage evaluation, 
which involved course content, student development, teacher-
student interaction, classroom organization, teaching effect, 
reading and homework [7]. Pustokhina I V et al. pointed out 
that the main focus of the change in the evaluation method 
was: the purpose and function of the evaluation should be to 
improve the happy atmosphere of the learning classroom and 
cultivate the self-confidence of students in physical learning 
[8]. Wang X et al. pointed out that the evaluation of teachers 

should also involve students. Secondly, the evaluation should 
also pay attention to the combined evaluation of final results 
and usual performance, rather than one by one, and the 
evaluation process should also absorb students' participation 
[9]. Song R et al. pointed out online teaching, teaching quality, 
course content and other high-frequency words. It has been a 
hot issue in the field of online teaching evaluation recently. 
Evaluators often collect data on students' learning behaviours, 
preferences, motivations and other aspects through online 
teaching management systems, which provide important 
conditions and resource guarantees for learning analysis [10]. 
Kumar A et al. take the comprehensive evaluation problem of 
students‟ learning and examination scores as the evaluation 
object and use neural networks to establish a comprehensive 
evaluation model. Their research has achieved certain results 
and opened up a new path for teaching evaluation [11]. Based 
on the above considerations, the dynamic is the change in 
classroom teaching. The current classroom teaching evaluation 
still focuses on the static classroom teaching effect. Teaching 
quality includes teaching objectives, teaching attitude, teaching 
content, teaching process, teaching effect and so on, which 
cannot reflect the process and dynamic characteristics of 
classroom teaching. Media classroom teaching is a prerequisite 
for the creation of situations, the display of personality, the 
participation of learners and the development of learners' 
cognition. However, the current classroom teaching evaluation 
index is constantly improving and perfecting. The research on 
the assessment of English teaching needs to catch up. 
Educators need to construct a multivariate assessment model 
integrating the summative evaluation, diagnostic assessment 
and formative assessment, especially emphasizing the role of 
formative assessment. With the advantage of information 
technology, students' learning process is dynamically 
monitored, and the teaching quality is evaluated from the 
influencing factors. 

III. AUTOMATIC SCORING INDEX SYSTEM FOR MULTIMEDIA 

ENGLISH TEACHING 

A. English Teaching Effect Rating System 

Based on the effect of systematic teaching from a 
multidimensional perspective, this paper constructs an English 
teaching effect scoring system and comprehensively considers 
it through measurable evaluation indicators. The evaluation 
system of English multimedia teaching should fully consider 
guiding the quality [12]. The index system discovers that the 
teacher puts forward the improvement direction by analyzing 
the existing problems in teaching. English multimedia teaching 
quality is decomposed into evaluation units from three 
structural elements: teaching management department, teacher 
performance and student response. Starting from the teaching 
management department, the standardization of teaching 
content is mainly considered. From the teachers' perspective, 
the evaluation especially involves teaching art and teaching 
attitude. From the perspective of students and learners, it 
primarily aims at students‟ reaction in the teaching process and 
evaluates the degree of their integration into classroom 
teaching. According to the expert survey method and feedback 
teaching theory, a number of measurable system sub-indicators 
are designed in detail, and the system of English classroom 
teaching effect is constructed, as shown in Fig. 1. 
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Classroom teaching is a process of dynamic change, 
reflected in each dynamic link, and each dynamic link's 
effectiveness is reflected to a certain extent [13]. It generally 
divides the per-preparation of teaching content, teaching art, 
teaching attitude, and student feedback. Teaching content is the 
key part of the design. Teachers clear the goal, and teaching is 
conducive to the direction. In the multimedia environment, the 
richness of resources is reflected in text materials, pictures, 
objects, audio, video and other aspects. Teachers should 
consider the support of various teaching resources when 
designing teaching. Under the support of teaching resources, 
teachers will create a particular situation according to the 
specific teaching content, such as the life as mentioned earlier 
situation, problem situation, simulated real-world situation, 
virtual situation, and other teaching resources that should be 
designed in connection with life. The observation point 
analysis of the multimedia classroom teaching process should 
start from the essential link of classroom teaching and 
determine the evaluation standard according to the goal that the 
teaching link should achieve. 

B. Construction of Neural Network Classroom Teaching 

Evaluation Model 

Neurons connect the different layers of the neural network, 
and neural networks can obtain a stable network system by 
repeated approximation learning [14]. The Back Propagation 
(BP) algorithm program updates the simple AHP classroom 
teaching evaluation index weight determination method. Model 
hierarchy is used to get the statistical sample data of the effect 
of classroom teaching evaluation, teacher evaluation sample 
validation set method divided into two parts of the training set 
and test set, enter a set of classroom teaching evaluation, the 
weighted average of the measure of a teacher's classroom 
teaching effect comprehensive score, as the training goals 
scored. The model calculates the neural network test score 
obtained by the investigated teachers, compares it with the 
target score of the sample data, and calculates the simulation 

prediction error of the neural network statistical data. The 
estimated weights of the model are repeatedly debugged until a 
stable neural network is obtained. Based on the 
backpropagation method, a term is added to each weight and 
min value change proportional to the previous weight and min 
value change.[15]. The algorithm is as follows: 

             
 [               ]

  

           
  (1) 

J is the Jacobian matrix, I is the identity matrix, the error 
vector, and V is the parameter vector. All inputs are submitted 
to the network, and the corresponding network outputs and 
errors are calculated using the following equation. 

   t    
       (2) 

                          (3) 

Where „p‟ is the input vector, „w‟ is the weight vector of 
the MTH layer, „f‟ is the vector of the transmission function of 
the MTH layer, „a‟ is the output vector of the warp element 
generated in the MTH layer, and b is the bias value vector. For 
batch processing, the mean square error is the sum of the 
squared errors of all the targets in the training set [16]. 

         ∑ ∑     
  

   
 
    (4) 

The key in the algorithm is the calculation of the matrix. In 
order to compute the matrix, you need to replace the squared 
error's derivative with the error's derivative. The error vector is: 

   [                ][          ][          ] (5) 

Where S
m
 is the total number of hidden layer nodes in the 

m layer. 

                    
               

 (6) 
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Fig. 1. Evaluation index system of English classroom teaching effect. 
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C. Improve the Learning Method of Neural Network 

Neural networks acquire learning from the environment. 
The quality evaluation system of the teaching system starts 
from the main body and integrates the evaluation into any link. 
Only in this way can the evaluation system be formed to guide 
the whole system at a macro level. Each subsystem pays 
special attention to the combination of the teaching process and 
teaching results and the related factors affecting the teaching 
process and teaching results. Based on the above basic 
principles of the teaching system, this study proposes a 
roadmap of learning methods based on the quality evaluation 
system. In general, computational improvement is achieved 
gradually over time by adjusting its own parameters according 
to some predetermined measure [17]. The learning method 
provides information to supervise learning according to the 
environment, and the learning method is shown in Fig. 2. 

In unsupervised learning, there is no external support in the 
supervision process. The learning system adjusts the training 
parameters uniformly according to the statistical law of the 
data provided by the external environment, and the structure is 
external fixed input. Supervised learning requires a model data 
set provided by the outside world. The input results correspond 
to the output results one by one, and this set of known data is 
set as the training sample set. The relearning system adjusts the 
system parameters according to the difference known. The 
external environment of relearning only gives evaluation 
information to the system output, but not the correct answer. 
Learning systems improve their performance by reinforcing 
actions. The quality evaluation system focuses on the 
formation of index content. In the thinking dimension of index 
content formation, the core subject of the system is sorted out, 
and the index content is clustered to form a particular general 
index type. The weight coefficient tests the evaluation system 
through teaching practice so as to create a perfect automatic 
scoring system in the repeated practice data. 

D. Design of an Automatic Scoring System for Teaching 

Based on Improved Neural Network 

Through continuous learning and training, artificial neural 
networks can discover their rules from complex data with 
unknown patterns, mainly can deal with arbitrary types of data. 
Therefore, this design will improve the theory of neural 

network applied to the teaching evaluation system, solve the 
problem's evaluation index system, and overcome the 
traditional evaluation of the mathematical model and 
mathematical, analytical expression. Evaluate the accurate 
application of neural network theory to establish the 
mathematical model of the system [18]. If an error threshold 
exceeds the specified error range, adjust the connection 
weights among all layers and the threshold value of nodes. 
Therefore, the neural network is used in the comprehensive 
evaluation of the quality of teaching. The basic idea is to use 
each evaluation index of the neural network input vector with a 
value that is expert of the evaluation results of the neural 
network output vector. According to the comprehensive index 
system in the above section [19], the model is the required 
classroom model. The system design comprises various 
subsystems for guiding the ideology of network-based teaching 
within the respiratory field. These include the neural network 
evaluation subsystem for guiding teaching in the network, the 
multimedia resources neural network evaluation subsystem, the 
teaching conditions neural network evaluation subsystem, the 
teaching building neural network evaluation subsystem, the 
teaching management neural network study, the neural network 
evaluation subsystem for practice-based teaching in the 
building, and the English training neural network evaluation 
subsystem. The outputs of the eight subsystems constitute the 
integrated network's input system structure block diagram, as 
shown in Fig. 3. 

Each subsystem model adopts a three-layer BP neural 
network, and neurons in each layer are only connected with 
neurons in neighbouring layers [19]. The conversion function 
of each node adopts the Sigmoid function. 

  √                               (7) 

The index weights are obtained for each subsystem, and 
organizational education experts score the training samples 
according to the above index system. After training the model 
with a large number of samples, the subsystem is established, 
and the value is finally obtained. The model's structure of the 
system entails that the comprehensive output value of each 
subsystem is considered. The output is the teaching evaluation 
results divided into four grades: excellent, good, pass and fail. 
The value is shown in Fig. 4. 
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Fig. 2. Information content supervised learning. 
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Fig. 3. Application flow chart of social security fund cloud audit platform. 
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Fig. 4. Range of output values for each level. 

The selection of neural network training samples is the key 
to this system and the evaluation results of the system. The 
system uses the evaluation of experts of the Ministry of 
Education, the evaluation of college teachers, the evaluation of 
students in school, the evaluation of graduates, social 
evaluation and other ways to obtain information using 
information cards and the Internet. The teaching evaluation 
score is between 1.00 and 0.80, which means the teaching 
activity is excellent. The teaching evaluation score is between 
0.79 and 0.70, meaning the teaching activity is good. The 
teaching evaluation score is between 0.69 and 0.60, which 
means that the teaching activity is passed; A score of <0.59 in 
the teaching evaluation indicates that the teaching activity is 
failing. 

IV. APPLICATION OF AUTOMATIC GRADING IN COLLEGE 

ENGLISH MULTIMEDIA TEACHING 

A. Index Weight of the Automated Scoring System 

In this study, the AHP is used to calculate the weight of 
indicators. AHP is an evaluation method that combines 

quantitative analysis and qualitative analysis to simplify 
complex problems and simplify simple issues [20]. The process 
can effectively ensure the rationality and scientificity of index 
weight. The scoring matrices of 10 experts on the first-level 
indicators are summarized in a judgment matrix and 
summarized by the arithmetic average method, which is to take 
the average value of the values and calculates the 
corresponding summary value by the arithmetic average of the 
scoring values of each expert, as shown in Fig. 5. 

The first-level index scoring judgment matrix was input, 
and the consistency test data was obtained, as shown in Fig. 6. 
In the consistency test, C.R. denotes the consistency ratio, C.I. 
denotes the consistency index, and R.I. indicates that the 
average consistency indicator is a fixed value. When C.R. < 
0.1, the judgment matrix is consistent; If C.R. > 0.1, the 
judgment matrix does not meet the consistency requirements. If 
the data does not meet the requirements, delete the data, fill in 
the data matrix again, and calculate the weight after the 
consistency check. 
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Fig. 5. Expert score arithmetic average summary numerical statistics chart. 

 
Fig. 6. Matrix consistency test data graph. 

The C.R. value of the consistency test result is 0.044, 
indicating that the consistency test result meets the 
requirements and the calculated weight data. This process is 
effectively used to check the consistency of each expert's score. 
After passing the test, the arithmetic average method is used to 
carry out the weighted summary. The summarized values are 
re-entered into the table for the consistency test. After passing 
the consistency test, the weight value of each indicator is 
obtained. The formula is used for data entry, and the index 
weight is obtained. The single ranking of index weight 

hierarchy means that the subordinate second-level indicators of 
a first-level indicator carry out the separate weight calculation, 
and the total ranking of hierarchy means that the second-level 
indicators of all first-level indicators carry out the 
comprehensive weight calculation and ranking. The results of 
the expert survey were analyzed through hierarchical analysis. 
The weights of the second-level indicators were obtained by 
calculating the data, and the consequences of the indicators 
were summarized as shown in Fig. 7. 

 
Fig. 7. Summary diagram of weights of system indicators. 
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This system designs eight subsystem output index weights. 
The weights are given 16 input values through model training, 
and then the teaching effect system evaluation results can be 
obtained. The evaluation is realized through the design of the 
evaluation database. From the database will be evaluated all 
teacher indicators into the system for database operation, 
evaluation of the main program neural network evaluation 
results display interface. The system monitors teaching, and the 
evaluation results can be used as a reference for teachers to 
conduct subsequent teaching activities. Multimedia teaching 
tools combine with teaching time to implement autonomous 
learning and offline face-to-face teaching organically. At the 
same time, learning should be combined with professional 
requirements, and the improvement degree of ability and 
quality should be matched with the learning objectives to 
improve students' satisfaction with course teaching. 

B. Results of Neural Network Evaluation on the Quality of 

College English Multimedia Teaching 

Matlab simulation's system design and application include 
efficient numerical calculation, matrix operation, signal 
processing, graph generation, and other functions. In addition, 
the software also provides a variety of practical toolboxes. 
Neural Networks Toolbox is one of them. Matlab neural 
network toolbox users can be very convenient for simulation. 
The system simulation was carried out in the toolbox, and the 
sample data were realized. It automatically mobilizes the 
initialization function and threshold based on the default 
parameters. Target vector T of the sample. According to the 
simulation steps, the system conducts simulation training and 
experimental analysis in the toolbox, and the results are shown 
in Fig. 8. According to the evaluation results of 10 groups of 
data by experts, it can be seen that the evaluation results of the 
neural network are consistent with those of experts. 

The error of the test sample is almost the same as that of the 
test sample in the acceptable range. The statistical situation of 
items 4-8 in the questionnaire shows that 20% of the teaching 
simulation evaluation is excellent; 30% of the teaching 
simulation evaluation is good; 40% of the teaching simulation 
evaluation is passed; 10% of the teaching simulation evaluation 

is failed. The error of the excellent evaluation test sample is 
0.02, the good evaluation test sample is 0.01, and the error of 
passing the evaluation test sample is 0.01. The simulation error 
is within the controllable range. Using the automatic rating 
system to analyze the teaching quality, it is found that after the 
automatic rating system is enabled, the teaching performance 
only needs to input the corresponding index value and weight, 
and the evaluation subsystem can comprehensively evaluate 
the effect. Through teacher evaluation, students' learning 
effects can be objectively understood, and students' learning 
effects can reflect teachers' teaching effects. Therefore, the 
automatic evaluation model based on an improved neural 
network is a reasonable mechanical evaluation model. After the 
training evaluation is successful and the model is implemented, 
the repeated scoring process is separated from the experts by 
model learning. The application of the model not only saves 
capital investment but also ensures the scientificity of the 
model. 

C. Evaluation Results of Neural Network Application in 

English Multimedia Teaching 

The author obtains survey data and implements 
standardized preprocessing. This paper takes statistics teaching 
as the survey object, and the course is mainly offered for 
English majors. Utilizing the questionnaire survey, we obtain 
the classroom teaching data of some teachers in 10 universities, 
a total of 60 teachers. The sample data of all evaluation 
indicators were normalized, and the weight of scientific 
teaching content was the highest among all indicators. The 
weighted calculation obtained the classroom teaching quality 
score of all statistics teachers. The network structure takes 14 
evaluation indicators as input neurons, the double hidden layer 
contains seven and three neurons, respectively, and the final 
output layer contains the unique prediction score of neurons. 
The error threshold of the model training was set as 10-5, and 
the times were set as 20000. The stable neural network was 
obtained by using the gradient descent algorithm. The neural 
network model predicts the classroom teaching scores of 15 
teachers in the test set. The known classroom teaching scores 
are compared with the model, and the relative errors are 
calculated. The results are shown in Fig. 9. 
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Fig. 9. Relative error between classroom teaching and neural network model prediction results. 

The comparison of the above prediction results shows that 
the model is applied to the test data of English classroom 
teaching and obtains a better evaluation effect. The prediction 
error rate of the 15 teachers' classroom teaching quality score is 
controlled within 2%, and the error rate of 10 teachers is 
controlled within 1%. Therefore, the neural network teaching 
evaluation model can be put into the classroom teaching 
evaluation practice. Quantitative evaluation of teaching results 
and supervision of the process, and actively break through their 
own level in teaching. Evaluation promotes the formation of 
learning habits, according to learning needs to constantly adjust 
their learning state, always maintaining a serious and efficient 
learning state. Evaluations motivate teachers and students to 
strive for higher goals. A comprehensive review can effectively 
improve the teaching level to form good teacher supervision. 

D. Discussion on Automatic Scoring of Multimedia English 

Teaching in Colleges and Universities 

With the continuous increase of online teaching business 
and the rapid development of artificial intelligence technology, 
the current education model is developing in the direction of 
intelligence [21]. Online teaching will produce a lot of data, 
and the training of neural network model has a high demand 
for data [22]. Therefore, the application of neural network 
model to college English multimedia teaching is very 
innovative and practical value. 

This paper studies the difficulties related to automatic 
online scoring of college English multimedia. The difficulty of 
automatic marking technology is mainly the correction of 
subjective questions, and the difficulty of subjective questions 
is the understanding of semantics. Subjective questions mainly 
rely on natural language processing, that is, text preprocessing, 
Chinese word segmentation, text vectorization, feature 
extraction and automatic scoring are carried out according to 
the processing order of natural language. 

In this paper, by randomly combining the answers with the 
same score of the same question to form similar text pairs and 
positive sample pairs, the answers with large score differences 
or different questions are combined into negative sample pairs, 
so as to solve the problem of sample scarcity when using deep 
learning algorithms for automatic scoring. 

At present, there are few researches on automatic scoring of 
Chinese subjective questions based on natural language 
processing, which has been the main research direction in the 
field of education [23]. In view of the importance of automatic 
scoring to promote the fairness of education and reduce the 

redundancy of teachers' work, automatic scoring has begun to 
adopt the method based on neural network [24]. However, due 
to the different application fields of subjective questions, the 
emphasis of subjective questions in different professional fields 
is also different, especially the data of subjective questions 
does not have a relatively open and accurate data set. The 
current studies are all based on small-scale data from the 
school where the researcher is located, so it is necessary to 
construct a public data set of subjective questions. 

V. CONCLUSION 

The purpose is to provide feedback and teaching 
information to observe and promote the effect and progress of 
teaching, emphasizing improving the quality of teaching. 
College English teaching assessment encourages students to 
achieve their learning goals at all stages, cultivates their 
comprehensive English application ability, and helps teachers 
become conscious researchers of teaching theories and 
practitioners of teaching methods. This paper constructs the 
statistical index system of classroom teaching quality 
evaluation from teaching art, teaching attitude, students' 
reaction to classroom teaching and teaching content. Taking 
college English classroom teaching data as an example, this 
paper obtains the initial weight of evaluation. It calculates the 
target score of sample data by using expert scoring and an 
analytic hierarchy process. The neural network model trains the 
classroom teaching sample data to approximate the expert 
score, put into the test and inspection and obtains a good 
evaluation effect. The neural network model based on the BP 
algorithm makes use of the learning ability to maximize the 
inner connection between the teacher's teaching input 
information and the quality output, and it is separated from the 
expert scoring in the subsequent promotion and use. The 
sample size of the classroom teaching evaluation data set 
collected in this paper is small, and the advantages of the 
neural network model in extensive data analysis are more 
obvious if the model can be developed in a broader range of 
teaching activities. It is helpful to promote the transformation 
of teaching assessment form from results and figures to process 
and description, promote the combination of formative 
assessment and teaching, and improve the feasibility and 
scientificity of the assessment scheme. 
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Abstract—In the Internet of Things (IoT) era, when user 

needs are continually evolving, the coupling of AI and IoT 

technologies is unavoidable. Fog devices are introduced into the 

IoT system and given the function of hidden layer neurons of 

Back Propagation neural network, and Docker containers are 

combined to realize the mapping of devices and neurons in order 

to improve the quality of service of IoT devices. This study 

proposes the design of a decentralized AI IoT system based on 

Back Propagation neural network model. The testing data 

revealed that, at various data transfer intervals, the average 

transmission rate between the fog device and the sensing device 

was 8.265Mbps, and that the device's transmission rate could 

satisfy user demand. When the data transmission interval was 

20s, the network data transmission rate was greater than 

8.5Mbps and did not vary much when the number of data 

transmissions rose. The research demonstrates that the 

decentralized AI IoT system's network performance, which is 

based on a back propagation neural network model, can match 

user usage requirements and has good stability. 

Keywords—BP neural networks; artificial intelligence; IoT 

systems; fog devices; Docker containers 

I. INTRODUCTION 

Artificial intelligence (AI) is a method for enhancing and 
extending human intelligence. It is a subfield of computer 
science that primarily focuses on the concepts of computer 
intelligence, human brain intelligent computers, etc. in order 
to advance computer applications [1]. The development of 
artificial intelligence (AI) can be aided by the mutual 
integration of mathematics and AI because AI is not confined 
to logical thinking but also requires the consideration of 
figurative and inspirational thinking [2]. The Massachusetts 
Institute of Technology was the first to suggest the idea of the 
Internet of Things (IoT), and the foundation of early IoT was 
radio frequency identification technology [3]. IoT applications 
now particularly encompass information interchange, sensing, 
and acquisition amongst objects. The seamless access to 
wireless networks has further broadened the field of IoT 
applications as a result of ongoing technological 
advancements [4]. The integration of IoT technology with 
computers, the Internet, and wireless communication 
technologies is the primary study area in the field of 
information technology today. IoT technology has become a 
popular field of technology because to its strong potential. IoT 
edge intelligence technologies and platform-based 
technologies for vertical applications are two examples of 
related technologies that have evolved as a result of the IoT 
technology boom [5]. The Internet of Things system is 
connected to sensors, actuators, and intelligent devices with 

huge amounts of data. Usually, actuators only need data from 
local devices to respond, rather than all devices. All data is 
transmitted to the cloud, transmitting a large amount of 
inefficient data, resulting in a waste of network bandwidth. 
Sending sensor data to the cloud may introduce security 
vulnerabilities and privacy issues. The communication path 
from the terminal to the cloud is long and there are many 
nodes, making it susceptible to network attacks. The study 
recommends the Back Propagation Neural Networks (BPNN) 
model for decentralized AI IoT of Systems (IoTS) architecture 
in order to further improve the level of service offered by IoT 
devices. The study is broken down into four sections: a 
summary of current BPNN and IoT technologies; the design of 
decentralized AIIoTS based on the BPNN model; an analysis 
of decentralized AIIoTS applications based on the BPNN 
model; and a summary of the entire article. 

II. RELATED WORKS 

A multilayer feed forward network trained using the error 
back propagation algorithm; the BPNN is one of the most 
well-known neural network models. The results demonstrated 
that the particle swarm algorithm may increase the 
effectiveness of fault diagnosis. Xiao's scientific research team 
proposes a fault diagnosis system based on particle swarm 
optimization BP neural network for gearbox fault diagnosis. 
The particle swarm algorithm is used to optimize the weights 
and thresholds. The results show that the algorithm can 
improve the accuracy of fault diagnosis by up to 85% [6]. 
Yang in order to train the BPNN for the issue of information 
fusion state estimation of multi-sensor systems, the research 
team presented particle swarm and additional momentum 
approach. The simulation results prove that the method is 
effective [7]. In order to enhance the effectiveness of human 
shape prediction, Cheng used principal component analysis to 
reduce the dimensionality of pertinent variables. The 
experimental results show that the accuracy of this method is 
12% higher than the K-means prediction model [8]. For the 
problem of enterprise asset valuation, Xie's group proposed a 
BPNN-based valuation model for technology enterprises. The 
model included financial and non-financial performance 
indicators related to intellectual property, and the results 
indicated that the inclusion of these indicators could enhance 
the model training effect [9]. Shi proposed a BPNN-based 
short-term load forecasting model for smart grids, in which 
various types of data are fed into the model and its output is 
represented as conforming to the forecast results. Experiments 
show that the method is able to clearly display the distribution 
of load demand at various time periods [10]. 
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The IoTS architecture can be divided into a sensing layer, a 
network layer, and an application layer. It uses communication 
technologies like local networks or the Internet to connect 
sensors, controllers, machines, and people in novel ways to 
create intelligent networks that connect people to things and 
things to people. Using a near real-time approach to data 
streams and big data-based pattern analysis of stakeholder 
needs, Luckner and his team propose an IoT architecture that 
is data-centric for urban services and applications, and test 
results show that the approach is effective at lowering latency 
in smart city IoT [11]. In order to ease further analysis of 
human health, Chandrakar's research team presented a smart 
device for healthcare system based on IoT architecture 
employing smart sensors for human tracking. The study's 
findings show that the technique can support IoT architecture 
for healthcare [12]. The research group of Shapsough 
suggested a general IoT architecture for context-aware 
learning. To enable on-the-fly scene learning, a variant of the 
architecture is constructed utilizing IoT edge devices, and 
testing findings demonstrate that the architecture is 
resource-efficient while limiting application protocols [13]. In 
order to meet the demands of the IoT ecosystem, the 
Sarrigiannis scientific group built a 5G platform using virtual 
network capabilities for lifecycle management of 
heterogeneous architectures in conjunction with multi-access 
edge computing. Experiments reveal that the method can 
allocate edge and core resources in real time to maximize the 
number of service users [14]. In order to connect travel paths, 
Cheng and his team proposed a new carrier-based sensor 
deployment algorithm that matches redundant sensors with 
uncovered areas. Experimental data shows that under different 
parameter settings, this algorithm can reduce the path length 
of rows by 20% -30% [15]. 

In conclusion, BPNN and IoTS structures have been the 
subject of several studies and designs by numerous research 
teams, but more work has to be done to increase their stability. 
The study recommends a decentralized AIIoTS design built 
upon the BPNN model in order to boost the data transmission 
rate. 

III. DECENTRALISED AIIOTS DESIGN BASED ON BPNN 

MODEL 

The design of the AIIoTS in this chapter makes use of 
BPNN. The architecture of the system based on the BPNN 
model is covered in the first half of this chapter, and the 
implementation of the decentralized AIIoTS capability is 
covered in the second section. To implement the mapping of 
BPNN and IoTS, Fog Devices (FD) and Docker Containers 
(DC) are introduced. 

A. System Design based on the BPNN Model 

BPNN is one of the widely used and more successful 
neural networks [16]. When the signal is propagated forward, 
the data flows from the input layer (IL) to the hidden layer 
(HL), and the error is back-propagated by comparing the 
actual value with the expected value in the output layer [17]. 
Fig. 1 depicts the BPNN's construction. 

The IL, output layer and HL form the BPNN, and the 
forward propagation of the BPNN algorithm is calculated as 
shown in Eq. (1). 
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In Eq. (1), the total input, output and threshold of the 
j

th 

neuron in layer i  are 
ijnet

, 
ijO

 and 
ij

 respectively, the 

number of neuron nodes in layer i  is iN
, and the connection 

weight of the 
j

th neuron in layer i  to the k th neuron in 

layer 1i  is 
ijkW

. The error in the backoff algorithm is 
defined as shown in Eq. (2). 
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Fig. 1. BP neural network structure. 
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In Eq. (2), the back propagation error is je
, the desired 

output is jd
, and the actual output of the neural network is 

jy
. The network objective function is shown in Eq. (3). 

21
( )

2
j j

j

E d y 
   (3) 

In Eq. (3), the network objective function is E , and the 
weights are calculated as shown in Eq. (4) with the correction 
value along the direction of the gradient of the objective 
function falling. 
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    (4) 

In Eq. (4), the gradient descent value is ijkW
 and the 

learning efficiency is  , which takes values in the range of 
[0,1]. The recursive relationship between the gradient descent 
value and the neuron output is shown in Eq. (5). 
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In Eq. (5), the whole is denoted by ik  in terms of 

( 1)i k

E

net 



 . The common principles of BPNN design are the 

selection of the input quantity that will be able to meet the 
feature reflection requirements; the output quantity is the 
target that the system needs to reach; the training set samples 
can meet the generalization ability of the test metrics; the 
initial weight setting needs to meet the initial net input of the 
nodes as close to zero as possible; the number of HL neurons 
is calculated is shown in Eq. (6). 

m n l

m nl

   


     (6) 

In Eq. (6), m  stands for the number of HL neurons, l  
for the output neurons, n  for the input neurons, and   for 
the regulatory constant, which has a range of values from 
[1,10]. The study uses the BPNN structure as a model to 
construct the decentralised AIIoTS, and the whole system is 
divided into the cloud computer layer, and the decentralised 
AIIoTS architecture is shown in Fig. 2. 

The edge of the IoT is the end device layer, containing 
IoT-aware devices and execution devices, mapped to the IL 
and output layers of the BPNN respectively, with one device 
corresponding to one neuron. The IoT-aware devices send the 
collected data information to the fog processing layer. The 
middle layer of the cloud hybrid architecture is the fog 
processing layer. The cloud computing layer, which makes up 
the top layer of the entire architecture, principally consists of 
cloud servers in charge of storing data, training neural 
networks, and distributing devices. The decentralised AIIoTS 
architecture works in both decentralised and centralised ways. 
Decentralized working involves the absence of the cloud 

computing layer, the deployment of the BPNN's input devices 
as sensing devices, the HL deployment of the fog processing 
layer, and the output devices as execution devices. The cloud 
computing layer is required for centralised work and its 
function is to train the neural network, which is a component 
of the BPNN algorithm deployment. The study uses a 
three-layer BPNN as a model, with HL neuron inputs as 
shown in Eq. (7). 

j ij i

i

net W O
    (7) 

Cloud servers Cloud computing layer

Exchanger RouterRouter

Wireless AP

Fog treatment layer

Terminal device layer

 
Fig. 2. Decentralized Artificial intelligence of things architecture. 

In Eq. (7), the input of the 
j

th neuron of HL is 
jnet
, the 

weight of the i th neuron of IL and the 
j

th neuron of HL is 

ijW
, and the output of the i th neuron of IL is 

jO
. The output 

of the HL neuron is shown in Eq. (8). 
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In Eq. (8), the output of the j th neuron of HL is jO
 and 

the threshold is  . the IL and HL neuron weights change as 
shown in Eq. (9). 
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In Eq. (9), the weight change of the i th neuron of IL and 

the 
j

th neuron of HL is 
ijW

, the output of the k th neuron 

of HL is 
kjW

, the residual of the k  neuron of the output 

layer is k , and the learning efficiency is 


. The threshold 
change of the HL neuron is shown in Eq. (10). 

(1 )j j j k kj

k

O O W     
   (10) 

In Eq. (10), the threshold change for the j h neuron of HL 
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is j , and the output layer neuron input is calculated as 
shown in Eq. (11). 

k kj j

j

net W O
    (11) 

In Eq. (11), the input of the k th neuron in the output layer 

is knet , and the output of the neuron in the output layer is 
calculated as shown in Eq. (12). 

( )k kO g net
     (12) 

In Eq. (12), the output of the k th neuron in the output 

layer is kO , and the weights between the output layer and HL 
neurons change as shown in Eq. (13). 

( ) (1 )kj k k k k jW t O O O O   
  (13) 

In Eq. (13), the weight of the k th neuron in the output 

layer is changed to kjW
 with the j th neuron in HL, and 

the residuals of the neurons in the output layer are shown in 
Eq. (14). 

( ) (1 )k k k k kt O O O   
    (14) 

In Eq. (14), the residual of the k th neuron in the output 

layer is k , the expected output of the k th neuron in HL is 

kt , and the threshold of the neuron in the output layer changes 
as shown in Eq. (15). 

( ) (1 )k k k k kt O O O    
   (15) 

In Eq. (15), the threshold change for the k th neuron of 

the output layer is k . The FD layer is given the function of 
an HL neuron, and forward and backward calculations are 
required during training. 

A. Decentralised AIIoTS Functional Implementation 

Once the system based on the BPNN model is constructed, 
it needs to be implemented in conjunction with the appropriate 
tools and devices. The study uses the Python programming 
language and deploys DCs on FD and execution devices. The 
Python programming language is simple, easy to learn and 
implement, and is a free and open source software with source 
code that can be read and modified [18]. Python is a high-level 
language that is programmed without the need to consider 
low-level details when programming, and has the advantages 
of portability, interpretability and extensibility [19]. Docker's 
object is server-side and belongs to a Linux container 
technology, Docker can be installed on most Linux systems 
[20]. The first step in the study to install DC on FD and 
execution devices is to check the kernel version. 64-bit 
computers are required to install and run Docker, so the Linux 
system kernel version needs to be greater than 3.0, and the 
kernel needs to be upgraded if it is not up to standard [21]. The 
second step is to update the advanced packaging tool source, 
and the third step is to install the DC according to the 
command. The Docker image is the basis for the DC build, 

and the study builds the image using a Dockerfile file. The 
mapping of the IoT nodes to the BPNN, the code written in the 
DC, gives the FD and the execution device the function of 
hiding neurons and output neurons, respectively. Fig. 3 
displays the decentralized AIIoTS capabilities based on the 
BPNN model. 

Docker
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Fog device 

function

Execute device 

functions
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Socket Client Data

Receive Storage Data Return Handle Get Amount

Communication 

function

 

Fig. 3. Functions of decentralized Artificial intelligence of things system 

based on BP neural network model. 

Communication between DCs needs to be implemented 
using sockets, also called sockets, which support the TCP/IP 
network communication protocol and are the endpoints for 
bidirectional communication between different hosts [22]. 
There are three types of sockets. Streaming sockets use the 
TCP protocol, which provides a reliable connection-oriented 
bi-directional data transfer service that guarantees error-free 
data transfer and is suitable for high-volume and data transfer 
demanding communication situations. Datagram sockets use 
the UDP protocol, which provides a connectionless service 
that does not guarantee reliable and sequential data transfer 
and requires programmatic processing to be used. Raw sockets 
use the underlying protocol and are suitable for network 
protocol analysis and verification [23]. Socket communication 
requires the availability of a server and a client, and the 
connection process consists of server listening, client request 
and connection confirmation. The role of the client is to 
connect to the server and send data to the server side. 

The study uses the socket server module to simplify the 
web application, which contains a framework of service 
classes and request processing classes. The first step in the 
creation of the service is the creation of the service class, 
which uses the TCP protocol to enable asynchronous 
processing [24]. The second step is the creation of the request 
processing class, along with the overriding of the processing 
functions. The third step is the instantiation of the service 
object, for which the service address and request processing 
class are passed. The fourth step is the invocation of the 
service class object function and the server is kept running 
after the function is started. 

The inverse device is used to acquire data, which is then 
sent to the fog processing layer, which contains the hardware 
software study of the sensing device [25]. This study only 
simulates the function of the device; it does not create a 
functional implementation. Instead, it uses the Client function, 
which is the Client function of the upper level, to send data. 
The function of FD is to process, store and send the data, and 
its DC is distributed in the server side and the client side, IL 
and Output layer client request and processing is completed 
through the server side, FD function implementation flow is 
shown in Fig. 4. 
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Fig. 4. Implementation process of fog equipment functions. 

FUNCTIONS USED TO IMPLEMENT DEVICE FUNCTIONS 

Function Name Parameter Return Value Function 

Client Host, port, senddata / Connect to the server of the hidden layer and send data 

Tansform Filename, number Data_list Convert the relevant data in the file into a list 

Error_term D, output Output_e Calculate the residual of a single output layer neuron 

Th_updata Output_e, efficiency, th Updatated_th Update threshold 

Save_data Data, number / Store data in the appropriate location 

Get_Data Filename, number Data 
Obtain data with corresponding numbers from files containing storage 

numbers 

Handle Self / Please handle hidden layer clients Request, process received data 

Freedforward F_input, w, th Output Forward calculation of output layer 

Weight_update 
Output_e, efficiency, 
f_input, w 

Updatated_weight 
Update the weights of output layer neurons to corresponding hidden layer 
neurons 

Save Filename, data / Store data 

Get_number Data Number Obtain storage number 

Amount Data, number Data_number 
Obtain the number of stored data corresponding to the current storage 

number 

 

The first step in the implementation of the FD function is 
the reception and storage of data, which comes from the 
sensing and execution devices. The format of the data storage 
is JSON, which is a lightweight data exchange format. The 
second is to process the data, firstly to determine the type of 
data, forward data from the sensing device and backward data 
from the executing device. Returning the data to the connected 
client is the third stage, and whether data processing is done or 
not has no bearing on the client obtaining the returned data. 
The functions used to implement the functions of the 
execution device are shown in Table Ⅰ. 

The main function of the execution device is also data 
processing, storage and sending, its DC is distributed in the 
client and server side, the source of processing data is FD, the 
format of data storage is still JSON format, the storage file is 
f_input.json, data processing before also to determine whether 
to meet the requirements, the number of data and the number 
of hidden neurons equal to the judgment criteria, after 
receiving data are returned a data to the client. 

IV. ANALYSIS OF DECENTRALISED AIIOTS APPLICATIONS 

BASED ON THE BPNN MODEL 

This chapter addresses the application and analysis of 
decentralised AIIoTS based on the BPNN model. The first 
section of this chapter is a simulation analysis of the 
performance of decentralised AIIoTS, and the second section 
of this chapter is an analysis of the practical application of 
decentralised AIIoTS. 

A. Performance Simulation Analysis of Decentralized AIIoTS 

based on BPNN Model 

Two laptops were used to simulate the FD and IoT sensing 
devices, with Laptop 1 simulating the FD and Laptop 2 
simulating the sensing device. The operating system of both 
computers is Ubiquitous 20.10, and the network connection of 
laptop 2 is provided by the hotspot of laptop 1. The DCs are 
deployed at the corresponding locations of laptops 1 and 2, 
and the FD transmission rate is shown in Fig. 5. 
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Fig. 5. Transmission rate of fog equipment. 

In Fig. 5, laptop #2 sends data to laptop #2 at 15s, 20s, 25s 
and 30s intervals, and 20 times at different time intervals. It 
can be seen that the transmission rate between FD and sensing 
device is distributed in the interval [7.0,8.5] Mbps, with an 
average transmission rate of 8.265 Mbps, and the transmission 
rate increases when the data transmission interval increases. 
The results show that the transmission rate of the device under 
the decentralized AIIoTS based on the BPNN model proposed 
in the study can meet the user requirements. To further analyse 
the communication link bandwidth (marked as BP) under the 
decentralised AIIoTS based on the BPNN model, the 
experiments used the communication link bandwidth between 
the common sensor and the cloud server (marked as S), the 
Unified Storage Network architecture link communication 
bandwidth (marked as U), and the machine-to-machine 
architecture link communication bandwidth (marked as M) as 
comparisons, and the bandwidth comparison results are shown 
in Fig. 6. 
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Fig. 6. Bandwidth comparison results. 

In Fig. 6, the data is sent at an interval of 10s and a total of 
200 times. It can be seen that the average communication link 
bandwidth between ordinary sensors and cloud servers is 
3.2Mbps, the average link communication bandwidth of the 
Unified Storage Network architecture is 5.0Mbps, the average 

link communication bandwidth of the machine-to-machine 
architecture is 6.43Mbps, and the average communication link 
bandwidth under the decentralised AIIoTS based on the BPNN 
model is 8.01Mbps. The outcomes demonstrated that the 
study's decentralized AIIoTS may offer greater communication 
bandwidth, faster data transmission rates, and higher stability. 
A comparison of the data transmission delay under 
decentralised AIIoTS and the delay of sensor data sent to the 
cloud is shown in Fig. 7. 

In Fig. 7, a total of six sensing devices are set for data 
transmission. When the number of sensing devices is 1 and 2, 
the difference in latency between the data sent by the sensing 
devices to the FD and the cloud is small, and the difference in 
latency gradually increases, the latency of sending data to the 
cloud is 1.80s, the latency of sending data under decentralized 
AIIoTS is 0.83s, and the latency is reduced by 0.97 s, and the 
latency of sensor data sent to the cloud is 1.74s, with a latency 
reduction of 0.06s. The results show that the latency reduction 
of data sent under the decentralized AIIoTS based on the 
BPNN model proposed in the study is greater. To further 
validate the correct data delivery rate under the decentralised 
AIIoTS (labelled as BP), the study uses the Unified Storage 
Network architecture (labelled as U) and the 
machine-to-machine architecture (labelled as M) as 
comparisons, and the correct data delivery rates of the 
different architectures at different data delivery intervals are 
shown in Fig. 8. 

In Fig. 8, three data transmission intervals are set to 20s, 
15s and 10s, respectively. It can be seen that the correct data 
transmission rate for decentralised AIIoTS and with a data 
transmission interval of 20s is 1.00, and the correct data 
transmission rate cannot be maintained at 1.00 under the 
Unified Storage Network architecture and 
machine-to-machine architecture. The experimental results 
show that the data processing and transmission are better 
under the decentralized AIIoTS based on the BPNN model 
proposed in the study, and the data sending interval can be set 
to 20s if there is no special requirement. 

B. Analysis of Decentralised AIIoTS Applications based on 

the BPNN Model 

To verify the effectiveness of the practical application of 
decentralised AIIoTS based on the BPNN model, six users 
were experimentally recruited to analyse the network 
performance under the system, setting the data transmission 
interval to 20s and the user network data transmission rate as 
shown in Fig. 9. 

As shown in Fig. 9, none of the users' network data 
transmission rates are less than 8.5Mbps, and even as the 
volume of data transmissions rises, these rates remain stable in 
the [8.4,8.7] Mbps range, which can accommodate users' 
typical usage requirements. When the data transmission 
interval is set to 10s, the user network data transmission error 
is shown in Fig. 10. 
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Fig. 7. Comparison of data transmission delay. 
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Fig. 8. Data transmission accuracy of different architectures at different data transmission time intervals. 
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Fig. 9. User network data transmission rate. 

Fig. 10 illustrates how the network data transmission error 
increases gradually as the number of users rises, although the 
error is still less than 0.07. Analysis of the experimental data 
shows that the correct rate of network transmission at this time 
is higher than 0.93. The accuracy of user data transmission can 
be guaranteed when there are no special requirements for user 
data transmission accuracy. To verify the security of the 
network transmission under the decentralised AIIoTS based on 

the BPNN model, the experiments were verified using an 
attack test, and the results of the attack test are shown in Fig. 
11. 

In Fig. 11, the network is able to identify 85% of threat 
attacks when the data transmission interval is 10s, 95% of 
threat attacks when the data transmission interval is 15s, and 
100% of threat attacks when the data transmission interval is 
20s. The experimental data shows that the security of network 
data transmission under the decentralised AIIoTS based on the 
BPNN model is high and can meet users' needs. 
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Fig. 10. Data transmission error. 
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Fig. 11. Attack test results.
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V. CONCLUSION 

IoT's future development trajectory is to merge with AI as 
both IoT and AI technology advance. The study suggests a 
decentralized AIIoTS design based on the BPNN model to 
enhance the quality of service of IoT devices by leveraging the 
concept of cloud-fog combination to develop the 
functionalities of the devices and causing the DC to be in the 
system to realize the mapping of BPNN and IoTS. The 
experimental data revealed an average transmission rate of 
8.265 Mbps between the sensing device and the FD, which 
was sufficient to satisfy customer demand. The average 
communication connection bandwidth between a typical 
sensor and a cloud server was 3.2 Mbps, whereas the 
decentralized AIIoTS based on the BPNN model had an 
average communication link bandwidth of 8.01 Mbps, which 
increased data transmission efficiency by 4.81 Mbps and 
increased stability. Users' network data transmission rates 
were more than 8.5Mbps when the data transmission interval 
was set to 20s, and as data transmission increased, these rates 
did not vary substantially and could accommodate users' usage 
needs. The network data transmission error increased 
gradually as the number of users increased, but all mistakes 
were less than 0.07, and the proper network transmission rate 
was higher than 0.93 at that point, guaranteeing the 
correctness of user data transfer. When the data transmission 
interval was 20s, the network was able to recognize 100% of 
threat attacks, showing that the decentralized AIIoTS based on 
the BPNN model had stronger data transmission security and 
better network device service quality. The decentralized 
artificial intelligence IoT system proposed in the study 
currently only achieves basic functions, and further 
improvement is needed to make the system more fully 
functional. In terms of system stability, the studied system 
uses network edge devices, and the stability of the system may 
be relatively poor. For example, if the sensing device, fog 
device, or execution device may be damaged, how should the 
system continue to operate correctly? Future research can 
develop towards the direction of intelligent systems, 
upgrading devices in the system to intelligent agents, 
achieving automatic redeployment in the event of system 
failures, and further developing and intelligentising Docker 
containers. 
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Abstract—Cloud data centers use virtualization technology to 

manage computing resources. Using a group of connected Virtual 

Machines (VMs), corresponding users can compute data 

efficiently and effectively. It improves the utilization of resources, 

thereby reducing hardware requirements. Repossession of 

affected services requires VM-based infrastructure overhaul 

schemes. Clarifications concerning dedicated routing are also 

desirable to improve the reliability of Domain Controller (DC) 

services. The migration of a VM experiencing a node failure 

challenges maintaining reliability. The selection of VMs is 

influential in limiting the number of VM migrations. Choosing 

one or more potential VMs for migration reduces the servers' 

workload. This paper presents an energy-aware VM migration 

method for cloud computing based on the Black Widow 

Optimization (BWO) algorithm. The proposed algorithm was 

implemented and measured using JAVA. Afterward, we 

compared our results against existing methodologies regarding 

resource availability, energy consumption, load, and migration 

cost. 

Keywords—Cloud computing; migration; energy consumption; 

optimization; black widow algorithm 

I. INTRODUCTION  

Cloud computing is rapidly consolidating itself as a new 
computing technology [1]. It aims to provide services and meet 
user demands for high reliability, scalability, and availability 
[2]. Cloud computing has gained popularity over the past few 
years due to its efficient utilization of resources and 
convenience in accessing services [3]. These competitive 
advantages can be attributed to virtual technology and 
distributed networking in the cloud [4]. Storage, processing, 
memory, bandwidth, network, and virtual machines are some 
of the resources provided by cloud computing [5]. The 
provided virtualized services can be categorized as Platform as 
a Service (PaaS), Infrastructure as a Service (IaaS), and 
Software as a Service (SaaS) [6]. Virtualization facilitates 
access to resources while hiding their physical characteristics 
[7]. This technique allows several different environments to be 
separated or shared so that they can interact without being 
aware of one another [8]. As a matter of fact, virtualization is 
the key technology behind cloud computing. Data centers 
typically consist of hundreds of heterogeneous servers that 
consume significant energy. Increasing emissions and climate 
change have prompted governments, organizations, and IT 
enterprises to try and manage data centers more sustainably 
[9]. Consequently, data centers in the cloud require 
considerable energy as cloud services grow rapidly [10]. Cloud 
service providers face a serious challenge in reducing energy 

consumption. Two factors cause this situation. The first is that 
data centers consume a lot of energy, resulting in carbon 
dioxide emissions that are incompatible with the environment. 
The second reason is the low power efficiency [11]. 

The concept of migrating Virtual Machines (VMs) 
dynamically and transparently from one host to another is 
called VM migration [12]. In addition, VM migration provides 
an opportunity to identify hotspots in data centers. In the realm 
of virtual machine migration within cloud environments, the 
convergence of IoT, Artificial Intelligence (AI), and Machine 
Learning (ML) introduces transformative capabilities. IoT 
sensors enable real-time data collection, facilitating dynamic 
workload monitoring and resource utilization assessment [13-
15]. AI algorithms harness this influx of data to make 
intelligent decisions on VM migrations, optimizing resource 
allocation and energy efficiency. ML algorithms, fueled by 
historical and real-time data, identify patterns and predict 
workload trends, enabling proactive migration strategies to 
prevent bottlenecks and ensure optimal performance [16, 17]. 
The synergy of IoT, AI, and ML empowers cloud systems to 
autonomously adapt to fluctuating workloads, enhance 
resource provisioning, and optimize VM migrations, thereby 
elevating the efficiency and resilience of cloud environments. 

Workload regulation on individual nodes via VM migration 
to optimize energy consumption is a Non-deterministic 
Polynomial (NP)-hard problem, commonly solved with 
heuristic approaches. In these cases, metaheuristic algorithms 
can be used efficiently when local heuristics are insufficient for 
finding optimum solutions [18]. Metaheuristics are repetitive 
procedures used as guides and amendments to other heuristics. 
Based on the Black Widow Optimization (BWO) algorithm, 
the current study proposes a new VM migration method that 
reduces energy consumption, hosts, and migrations. The BWO 
has a short computation time for globally optimized results, a 
high convergence speed as the quality parameters can be 
regulated, and a flexible optimization pattern [19]. This 
algorithm draws inspiration from the distinctive mating 
conduct observed in black widow spiders. Owing to its unique 
operators, it can be deemed a fusion of evolutionary and swarm 
methodologies. Notably, the BWO algorithm introduces a 
distinctive phase called "cannibalism." This phase holds a 
significant advantage as it eliminates species exhibiting 
inadequate fitness from the population, thus fostering an 
accelerated convergence rate. This paper contributes to the 
following: 
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 Multi-objective VM migration model designed for 
choosing the most suitable VM. 

 The BWO algorithm is proposed to select the most 
efficient VMs in the cloud. 

The rest of the paper is organized as follows. The literature 
related to this topic is briefly reviewed in Section II. Section III 
describes the proposed algorithm. The experiments and results 
are summarized in Section IV. Section V outlines the 
conclusions derived from the analysis. 

II. RELATED WORK  

Kansal and Chana [20] have proposed a method for 
migrating VMs based on Firefly Optimization (FFO). The FFO 
algorithm optimizes effective energy simultaneously at the 
memory and processor levels. Furthermore, it reduces the 
number of PMs and VMs, which avoids further energy 
wastage. VMs with the highest load are transmitted to lower-
load nodes to maintain efficiency and performance. Wang, et 
al. [21] introduced enough green energy-efficient data centers. 
Diverse renewable energy supplies have been considered in the 
efficient management of VM migration. The proposed method 
can flexibly manage green energy and cooling power 
consumption. The authors assessed the effect of temperature on 
the energy consumption of cooling and IT devices.  

Xu and Abnoosian [12] presented a hybrid optimization 
algorithm based on genetic and particle swarm optimization 
algorithms for improving VM energy consumption and 
execution time during VM migration. In the hybrid algorithm, 
GA is utilized to overcome the limitations of the PSO 
algorithm, which suffers from slow convergence and limited 
global optimization. According to the results, the proposed 
method has improved energy consumption by an average of 
23.19% compared to the other three methods. Results also 
revealed a 29.01% improvement in execution time over the 
other three methods. Zhou, et al. [22] introduce an energy-
efficient algorithm for VM migrations. This algorithm 
optimizes host location, VM selection, and trigger time when 
memory and CPU factors are considered. It migrates some 
VMs from lightly loaded to heavily loaded hosts using 
virtualization technology. Energy is conserved by switching 
idle hosts to the low-power mode or shutting them down. This 
algorithm reduces SLA violations by 13% and saves 7% of 
energy over the Double Threshold (DT) algorithm. 

Fu, et al. [23] presented a layered VM migration algorithm. 
Cloud data centers are divided into several regions based on 
bandwidth utilization rates. VM migrations balance network 
load between regions, resulting in load balancing of cloud 
resources. Experiments indicate that the proposed algorithm is 
shown to be able to balance network resource load in cloud 
computing effectively. Chien, et al. [24] have proposed an 
efficient VM migration algorithm based on minimizing 
migrations in cloud computing to improve efficiency, meet 
user requirements, and prevent service level agreements (SLA) 
violations. The proposed algorithm was more effective than 
existing algorithms based on experimental results. A threshold 
algorithm was proposed by Kaur and Sachdeva [25] to allocate 
tasks to the most capable machine and host and to maintain 
checkpoints on VMs. Overloaded VMs need to migrate tasks to 

another VM. This study proposes a weight-based technique for 
migrating cloudlets between VMs. 

Cao and Hou [26] have introduced a bi-level VM 
placement algorithm. The initial tier incorporates a queuing 
model devised to manage a multitude of VM requests. This 
model facilitates the seamless implementation and validation of 
diverse models, including cloud simulations. Additionally, it 
furnishes an alternative mechanism for task allocation to 
servers. Subsequently, a multi-objective VM placement 
algorithm is introduced, rooted in the Krill Herd (KH) 
algorithm. Fundamentally, this algorithm strives to strike an 
equilibrium between energy consumption and the efficient 
utilization of resources. 

Khan and Santhosh [27] have proposed a hybrid 
optimization algorithm for managing VM migration within a 
cloud environment. This novel approach amalgamates Particle 
Swarm Optimization (PSO) and Cuckoo Search (CS) 
algorithms to yield the proposed hybrid optimization 
framework. The focal point of this research endeavor is 
mitigating energy consumption, computation time, and 
migration expenses. Additionally, a secondary objective 
pertains to the maximization of resource utilization. To 
substantiate the research objectives, the efficacy of the hybrid 
optimization model is rigorously assessed through simulation 
analysis. This assessment encompasses a comparative study 
against conventional algorithms. The evaluation parameters 
encompass computation time, resource availability, migration 
cost, and energy consumption. 

Kumar and Sivakumar [28] have introduced a novel 
approach for VM migration, hinging on the CS algorithm. The 
selection of an appropriate provider is undertaken through a 
comprehensive consideration of multiple constraints, including 
factors such as delay, bandwidth, cost, and load. Subsequent to 
this, effective search criteria are calculated, facilitating the 
identification of the optimal service contingent upon fitness 
constraints. These search criteria are framed as optimization 
problems, and their resolution is undertaken using the CS 
algorithm. The proposed CS algorithm is meticulously 
designed by integrating the Cuckoo Search Optimization 
(CSO) technique with the Salp Swarm Algorithm (SSA). This 
amalgamation ensures the evaluation of the fitness function for 
optimal VM migration, incorporating diverse parameters 
encompassing delay, cost, bandwidth, and load. Consequently, 
the cloud manager can adeptly execute VM migration in the 
cloud environment, leveraging the proposed CS-based VM 
migration approach. The performance evaluation of the CS-
based VM migration technique focuses on delay, cost, and 
load. The results demonstrate that the proposed CS-based VM 
migration methodology achieves commendable outcomes, 
manifesting in a minimal delay of 0.14, cost of 0.05, and load 
of 0.18. 

These studies address various facets of the problem, each 
contributing unique insights and methodologies. Notably, 
challenges related to optimizing energy efficiency, load 
balancing, resource utilization, and cost reduction are prevalent 
across these studies. Kansal and Chana [20] focus on 
optimizing energy efficiency and reducing the number of PMs 
and VMs. Wang, et al. [21] explore the integration of diverse 
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renewable energy supplies and cooling power consumption 
management. Xu and Abnoosian [12] tackle slow convergence 
and limited global optimization issues in hybrid optimization. 
Zhou, et al. [17 optimize host location, VM selection, and 
trigger time for energy-efficient migrations. Fu, et al. [23]  
propose a layered VM migration algorithm for network load 
balancing. Chien, et al. [24] emphasize minimizing migrations 
to prevent SLA violations. Kaur and Sachdeva [25] propose a 
threshold algorithm for efficient task allocation. Cao and Hou 
[26] address energy consumption and resource utilization 
equilibrium. Khan and Santhosh [27] and Kumar and 
Sivakumar [28] introduce hybrid optimization techniques to 
mitigate energy consumption and migration costs, and enhance 
resource utilization while considering multiple constraints. 
These studies underscore the multifaceted nature of VM 
migration optimization and lay the groundwork for further 
advancements in this evolving field. 

III. PROPOSED METHOD 

In this section, we discuss virtual machine migration using 
the BWO. The cloud migration model is illustrated in Fig. 1. 
Cloud models involve multiple PMs for handling user requests, 
and PMs gather the VMs to perform tasks on demand. The 
VMs are created dynamically to alleviate the bottlenecks in 
cloud computing, and virtualization enhances speed. Cloud 
services are delivered as tasks to users and are assigned to VMs 
in a round-robin fashion. In this case, PM controls the set of 
VMs, and a load balancer monitors loads of PMs. VM 
migration occurs when a load of a PM exceeds a threshold 
level. The analytical approaches employed in the development 
of the VM migration model are as follows. 

 A cloud with m PMs and n VMs is created initially. 

 This stage sets the migration cost of PMs to the highest 
value, so it equals 1. 

 Round-robin assignment is used to assign incoming 
tasks to VM at the time interval. 

 When the VM's load value exceeds the threshold, 
migrate the VM in an optimal manner using the 
proposed BWO. 

 This step determines qualitative criteria, such as energy 
consumption, resource availability, and migration costs. 

 The algorithm repeats steps (3) to (5) for every iteration, 
and then it ends. 

A. Initialization 

Our cloud system consists of n VMs and m PMs. 
According to Eq. 1, C, PM1, and PMm stand for cloud, the first 
PM, and m

th
 PM, respectively. 

   *             +  (1) 

Eq. 2 illustrates VMs, with VM1 being the first one and 
VMn being the last one. 

     *             + (2) 

The cloud is populated by t users involving k tasks. Eq. 3 
can be used to indicate each user. 

    *          + (3) 

In addition, a round-robin process assigns the users' tasks to 
VMs. In the cloud model, VMs are determined by several 
parameters, such as memory, bandwidth, CPU, and processing 
power. VMs in cloud computing environments have the 
following characteristics, as defined by Eq. 4. 

  
  *  
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  denotes the total number of utilized MIPS,   

  refers to 
memory,   

   signifies the bandwidth,   
  represents the 

number of CPUs, and   
  stands for the total number of 

processing entities. A scale of 1 to 10 is given for the above 
parameters. 

B. Load computation 

The load is calculated based on the resources needed by 
VMs to process tasks supplied by the user. A cloud load is 
evaluated by considering the processing power, CPU, memory, 
MIPS, and bandwidth using Eq. 5, in which t represents time, 
and RU stands for resource utilization. Eq. 6 calculates the 
resource used by m

th
 VM present. The variables in Eq. 6 are 

defined in Table I. 
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Fig. 1. VM migration model. 

TABLE I.  VARIABLES IN EQ. 6. 

Variable Definition 

F Normalization factor 

m Number of VMs in each PM 

IF MIPS 

DF Memory 

BF Bandwidth 

CF CPU 

JF Processing entity 
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C. Resource Availability 

It is responsible for ensuring the efficient use of resources. 
Load balancing must be optimized for well-organized 
performance. Eq. 7 calculates resource availability. 

        (7) 

D. Migration Cost 

A VM migration cost is determined by the number of 
movements. Migration costs for the entire cloud environment 
can be calculated by Eq. 8, in which c stands for constant, M 
refers to the total number of VMs, G denotes the number of 
migrations, and N is the total number of PMs. 

   
 

 
∑(

 

   
)
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E. Energy Model 

Each VM consumes energy to migrate and process data. In 
this way, cloud setup energy is primarily dependent on the 
power consumed by the resources within the VM, calculated 
by Eq. 9, in which T represents the total duration, and K 
denotes the power consumed by the VM calculated by Eq. 10. 
The maximum power consumed is denoted by Kmax, and the 

resource utilization is represented by   
      calculated by Eq. 

11. 
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F. Solution encoding 

The proposed algorithm finds suitable VMs for migration. 
Consider a scenario in which PM 1 involves 2 VMs, and PM 2 
involves 3 VMs. A round-robin assignment process assigns the 
incoming tasks to VMs. All processes are handled in a circular 
order, according to assigned time slices, with no priority given 
to any process. VMs are migrated to under-loaded PMs if they 
exceed a threshold value, and an optimization algorithm is used 
to assign the optimal VM. A solution encoding for identifying 
optimal VMs for migration is shown in Fig. 2. 

 
Fig. 2. Encoding solutions. 

G. Fitness function 

An optimal solution is determined by computing the fitness 
function. Energy, migration cost, load, and resource utilization 
are the parameters that are used in formulating the fitness 
function. VMs are selected based on the fitness function, 
calculated by Eq. 12. 

       ( )   (   )   (    )   (   )
     

(12) 

In Eq. 12, E stands for energy, MC represents migration 
costs, L refers to the load, RA denotes resource utilization, δ, γ, 
β, and α are the weights ranging from 0 to 1. 

H. BWO algorithm for VM migration 

This section applies the BWO algorithm to the multi-
objective VM migration method. VMs are migrated to specific 
VMs based on cost, energy, and load. The performance of the 
VM migration algorithm is determined by the reduction in 
energy consumption, cost, and load. As with traditional 
methods, BWO starts by initializing a population of spiders 
representing possible solutions. New generations of spiders are 
produced in pairs. As part of this optimization, female spiders 
eat black male spiders during or after mating. Female black 
widow spiders release their stored sperm into egg sacs after 
storing them in their sperm theca. The spiderling emerges from 
its egg sac after 11 days. A spiderling remains in its mother's 
web for several days to a week, during which sibling 
cannibalism occurs. When the wind blows, the spiderling 
leaves the web. 

 Initializing the population 

Initially, the population is defined by the number of spiders, 
each representing a possible solution. An individual black 
widow represents a solution to an optimization problem in d-
dimensional space. Eq. 13 defines the array. 

            ,          - (13) 

The array contains floating point variables. There are NP 
black widow spiders in a black widow population, expressed as 
an NP*d candidate matrix. Eq. 14 assigns the initial population 
at random. 

                   (   )  (     ) (14) 

 Procreate 

As each pair is independent of the other, it starts mating to 
reproduce a new generation, just as each couple naturally 
mates in its web, independently of the rest of the web. Even 
though hundreds of eggs are laid every time a spider mates, the 
number of muscular spider babies remains the same. The BWO 
produces offspring by reproducing an array called alpha using 
arbitrary numbers, in which u1 and u2 represent parents, 
whereas v1 and v2 represent children. 

{
        (   )    
        (   )    

 (15) 

 Cannibalism 

Three categories of cannibalism are included in this 
algorithm. One of the earliest forms is cannibalism, where a 
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female black widow eats a black male widow after or during 
mating. Fitness values are used to identify female and male 
black widows. Sibling cannibalism is another type of 
cannibalism in which stronger siblings eat weaker siblings. The 
algorithm sets the cannibalism rating (CR) based on survivor 
numbers. The third type of cannibalism occurs when the baby 
spider eats the mother spider. Weak or strong spiderlings are 
evaluated based on their fitness value. 

 Mutation 

Based on the simulated binary crossover (SBC), the BWO 
algorithm produces new chromes or individuals at constant 
crossover and mutation rates. A mutation rate is altered using 
an adaptive scheme, followed by a projection of the enhanced 
mutation rate. It combines three crossover operators, single-
point crossover (SPC), uniform crossover (UC), and SBC, to 
generate new individuals. As a result, the proposed algorithm is 
evaluated on three variables. BWO algorithm fails to determine 
an optimal solution to the optimization problem based on the 
permanent mutation rate. With the adaptive strategy employed 
in this paper, the mutation rate can be altered in order to solve 
this problem. We present a linear function that alters the 
mutation rate for ease of use. It is, therefore, necessary to 
update the mutation rate using Eq. 16, in which ps is calculated 
by Eq. 17. 

   
  
 

 (16) 

     (   )  
   

    
 (17) 

In Eq. 17, tM and t stand for the maximum and current 
generation, respectively, P refers to the fixed real number 
given by Eq. 18. 

   
 

  
 (18) 

IV. EXPERIMENTAL RESULTS 

In this section, we present results obtained from the 
proposed algorithm and compare them with previous methods. 
The developed algorithm was tested in JAVA on a PC with 
Windows 8 and 8GB of RAM. Simulation is conducted in a 
cloud-based environment containing 10 PMs and 50 VMs, with 
25 incoming tasks. The main evaluation indicators are resource 
availability, energy, migration cost, and load. VM migration 
techniques on cloud computing platforms commonly use these 
performance metrics. We compared WOA [29], Firefly [20], 
and ABC-BA [30] with our proposed algorithm for analysis. 

An analysis of 25 incoming tasks is conducted by 
comparing the developed algorithm with respect to migration 
cost, resource availability, energy, and load. In Fig. 3, resource 
availability is compared over a variety of iterations. For the 
50th iteration, WOA, Firefly, and ABC-BA have resource 
availability values of 0.96, 0.952, and 0.938, respectively, 
which are lower than our algorithm. Fig. 4 illustrates the 
energy cost analysis. In the 60th iteration, existing techniques, 
such as WOA, Firefly, and ABC-BA, possess energy costs of 
0.498, 0.494, and 0.494, respectively, which are higher than 
our algorithm. Fig. 5 shows a comparative analysis based on 

migration costs. At 60 iterations, WOA, Firefly, ABC-BA, and 
our algorithm achieved migration cost values of 0.195, 0.132, 
0.0605, and 0.059, respectively. Fig. 6 shows the results of the 
load analysis based on different iterations. At 50 iterations, 
WOA, Firefly, ABC-BA, and our algorithm have 
corresponding load values of 0.0098, 0.0038, 0.0029, and 
0.0019. 

 
Fig. 3. Resource availability comparison. 

 
Fig. 4. Energy consumption comparison. 

 
Fig. 5. Migration cost comparison. 
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Fig. 6. Load comparison. 

The datasets used in our tests were chosen with attention to 
replicating different characteristics of real-world cloud 
computing infrastructures. We simulate the complicated 
dynamics and complexity of existing cloud infrastructures by 
using datasets with 10 PMs and 50 VMs accommodating 25 
incoming tasks. These datasets contain a variety of resource 
capabilities, imitating real-world cloud setups and emerging as 
a relevant depiction of dynamic workload management 
concerns. The intrinsic heterogeneity of these datasets, which 
includes the interaction of PMs, VMs, and tasks, affects the 
performance of VM migration algorithms. The datasets' 
intricacies directly influence resource use, energy consumption, 
migration cost, and load distribution, all of which are critical 
performance measures in our study. Because cloud services are 
resource-intensive, efficient and adaptable migration solutions 
are required, which our suggested algorithm tries to meet. As 
we examine the differences in comparing outcomes, it becomes 
clear that the success of our algorithm stems from its capacity 
to negotiate the complexities of various datasets intelligently. 
The algorithm's flexibility in changing situations, such as 
dynamic workloads and fluctuating resource availability, 
presents it as a reliable option for optimizing VM migrations. 

V. CONCLUSION 

Due to the inherent benefits of cloud computing, the 
number of cloud users and their workloads is increasing daily. 
Besides, service providers are challenged by maintaining QoS 
under heavy workloads. Cloud computing can offer better 
computing services by utilizing VM migration techniques, 
reducing delays, and optimizing energy usage. This paper 
successfully developed the BWO algorithm to migrate VMs to 
the cloud. This algorithm reduces unnecessary migrations by 
identifying the optimal solution for migrating VMs to the host. 
Based on simulation results, the proposed algorithm is more 
efficient regarding migration cost, resource availability, load, 
and energy consumption than previous methods. 
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Abstract—Blockchain technology offers a promising solution 

for addressing performance and security challenges within 

distributed systems. This paper presents a comprehensive 

taxonomy of security issues in cloud computing and explores 

recent advances in utilizing blockchain to enhance security and 

efficiency in this domain. We employ a systematic literature 

review approach to analyze various blockchain-enabled solutions 

for cloud computing. Our findings reveal that blockchain's 

decentralized and immutable nature empowers cloud computing 

services to establish secure and private data interactions. By 

leveraging blockchain's consensus mechanism, we demonstrate 

the feasibility of creating a robust platform for authenticating 

transactions involving digital assets. Through cryptographic 

methods, blocks of transactions are securely linked, ensuring 

data integrity. This paper provides a roadmap for understanding 

security concerns in cloud computing and offers insights into the 

potential of blockchain technology. We conclude by outlining 

future research directions that can drive innovation in this 

exciting intersection of fields. 
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I. INTRODUCTION  

Cloud computing has gained considerable attention in 
recent years owing to its affordability, sustainability, reliability, 
scalability, and flexibility. Under a pay-per-use model, it 
provides on-demand access to infinite virtual resources such as 
computing, storage, and networks [1]. This scalable and 
flexible approach to resource delivery has attracted many 
organizations and individuals. Cloud computing has enabled 
many enterprises to migrate, compute, and host their 
applications, giving them seamless access to a range of 
services without hassle [2]. It is reported that approximately 60 
percent of organizations use cloud services to meet their 
resource needs, accounting for nearly 15 percent of global IT 
spending [3]. The cloud can efficiently manage bursts of 
heterogeneous data. It serves as a bridge between end users and 
the middleware of devices within the IoT architecture [4]. 
There is a great deal of concern about security in the cloud, 
which encompasses power consumption, product lifespan, and 
overall performance [5]. CCTV cameras, social media, and 
other cloud devices can be accessed and compromised in 
public places. A Brute Force attack has been conducted on the 
cloud application due to a weak authentication scheme [6]. 

The complexity of the cloud computing model and the 
shared technologies have raised security concerns despite the 

obvious benefits [7]. Several elements are involved in the 
cloud paradigm, such as the network, architecture, APIs, and 
hardware, which increases the complexity of security issues 
[8]. This may result in security vulnerabilities if a cloud 
provider or client uses different configurations. While cloud 
computing offers organizations benefits such as cost savings, 
measurable services, rapid scalability, and elasticity, it also 
introduces inherent risks that must not be overlooked. Cloud 
computing systems inherently possess various vulnerabilities, 
giving rise to significant security concerns [9].  Organizations 
may hesitate to adopt cloud computing despite its potential if 
they lack robust security policies. An illustration of the 
advantages of cloud computing can be found in Fig. 1. 

 
Fig. 1. Cloud computing advantages 

Cloud computing offers users on-demand access to 
customized computing resources, such as services, 
applications, storage, and servers; instantly delivered by a 
service provider requiring little management effort. This allows 
users to access the latest technologies and to scale resources up 
or down quickly and easily, depending on their needs [10]. It 
also reduces the costs associated with software and hardware 
purchases and maintenance. Fig. 2 illustrates four ways cloud 
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computing can be implemented: public, private, community, 
and hybrid. In its simplest form, a public cloud is a cloud 
environment that is publicly accessible by a large number of 
cloud customers without any restrictions imposed by the cloud 
provider. Private cloud environments offer the same 
advantages as public clouds, but access is limited to a specific 
user or organization. Community clouds provide a shared cloud 
environment for a specific group of users and organizations. 
Hybrid clouds combine public and private clouds, offering 
more flexibility and scalability [11]. 

Cloud computing encompasses three main service types: 
Software as a Service (SaaS), Platform as a Service (PaaS), and 
Infrastructure as a Service (IaaS). SaaS allows users to access 
applications hosted in the cloud, while PaaS offers a platform 
for developing, running, and managing applications. IaaS, on 
the other hand, provides the necessary infrastructure, including 
servers and storage, to run applications. Cloud computing is 
characterized by key attributes: measured service, rapid 
elasticity, resource pooling, broad network access, and on-
demand self-service [12]. Several metrics can be used to 
quantify cloud services, including bandwidth, data, and time. 
Cloud computing services are typically priced according to the 
number of resources used, and when compared to traditional IT 
solutions, these services can result in significant cost savings 
[13]. In cloud computing, the concept of elasticity is used to 
describe the ability of the system to respond to changes in 
workloads through automatic provisioning and de-
provisioning, as well as the availability of resources. Resource 
pooling involves pooling virtual and physical resources and 
allocating and reallocating them dynamically according to 
consumer demand in a multitenant environment. Broad 
network access refers to the ability to locate and access 
resources on a network using various devices and computing 
platforms, such as tablets, smartphones, laptops, and desktop 
computers. In the context of on-demand self-service, users 
have access to their data and resources in the cloud whenever 

they need them without requiring assistance from a human 
[14]. 

Artificial intelligence (AI) and machine learning (ML) play 
a pivotal role in the synergy of blockchain-enabled cloud 
computing, ushering in new frontiers of efficiency and 
security. AI algorithms leverage the immense volumes of data 
stored in the blockchain to uncover insights, predict patterns, 
and optimize resource allocation within cloud systems. ML 
algorithms enhance consensus mechanisms by dynamically 
adapting to network demands and mitigating latency [15, 16]. 
Moreover, AI-driven anomaly detection and threat analysis 
fortify cloud security by identifying and preemptively 
mitigating potential breaches. This amalgamation empowers 
cloud computing with self-optimizing capabilities and real-
time threat response, elevating the potential for creating 
resilient and adaptive cloud ecosystems that harness both the 
transparency of blockchain and the intelligence of AI and ML 
[17]. 

Blockchain technology's potential to address security and 
performance challenges within distributed systems has 
garnered significant attention. Integrating blockchain presents a 
compelling avenue for innovation in the context of cloud 
computing, which necessitates robust security measures and 
efficient data management. While existing literature 
acknowledges the potential of blockchain in enhancing cloud 
security, a thorough examination of the distinctive security 
issues and recent advancements in this intersection remains 
limited. To bridge this gap, our work offers a comprehensive 
taxonomy of security concerns specifically tailored to 
blockchain-enabled cloud computing. Beyond traditional gap 
analyses, we delve into the nuanced intricacies of how 
blockchain uniquely tackles security and data integrity 
concerns within the cloud environment. Furthermore, we 
present an in-depth review of recent advancements that 
leverage blockchain to reinforce cloud computing's security 
framework. 

 
Fig. 2. Cloud deployment models and infrastructure. 
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Fig. 3. Review process for blockchain-enabled cloud security approaches. 

To systematically review and assess blockchain-enabled 
cloud security approaches, we have developed a block diagram 
that illustrates the step-by-step process (See Fig. 3). Beginning 
with a comprehensive literature search (Step 1), relevant 
sources are identified and screened (Step 2) to extract key 
information from selected papers (Step 3). This information is 
then classified into various aspects of cloud security, such as 
data integrity and access control (Step 4). A comparative 
analysis (Step 5) highlights commonalities and differences 
among the reviewed approaches. Performance evaluation (Step 
6) is a crucial element wherein metrics like scalability and 
efficiency are assessed. The synthesis of findings (Step 7) 
allows us to outline trends, challenges, and emerging themes in 
blockchain-enabled cloud security. Moreover, the diagram 
visualizes the identification of new blockchain solutions (Step 
8) that address gaps in existing literature. Lastly, 
recommendations (Step 9) for the implementation of effective 
blockchain solutions in cloud security conclude the process. 
This block diagram visually represents our rigorous approach 
to evaluating and enhancing cloud security through blockchain 
integration. 

The remainder of the paper is organized in the following 
manner. Section II delves into a comprehensive review of 
existing literature on cloud computing security. Section III 
focuses on our analysis of blockchain technology's potential in 
enhancing cloud security. Section IV presents our research 
findings. Section V concludes the paper. 

II. LITERATURE REVIEW 

Cloud security plays a crucial role in safeguarding all layers 
of computing in both public and private clouds. As illustrated 
in Fig. 4, cloud applications benefit from three levels of 

protection: SaaS, PaaS, and IaaS. This study focuses on 
analyzing the existing challenges associated with cloud 
security and exploring the latest advancements in security 
solutions. It aims to provide insights into the evolving 
landscape of cloud security and identify effective measures to 
mitigate risks and protect cloud-based applications. There are 
28 security problems described in the article that can be 
categorized into five groups (Table I). Comparative evaluations 
can also be conducted on the latest security technologies and 
countermeasures. Table I summarizes five types of cloud 
computing safety concerns. In [10], the same method is used to 
classify problems, but only for small groups and not for all four 
types. 

Fig. 5 provides an overview of potential security risks 
associated with different components of the cloud. The cloud 
infrastructure, clients, and network are all vulnerable to 
security threats, necessitating the implementation of 
preventive, detective, and responsive strategies. Table I 
categorizes these components according to their respective 
cloud security categories. To enhance security, various security 
specifications such as SSL, TLS, XML signatures, 
Interoperability key management protocols, and XML 
Encryption Syntax and Processing are necessary. Currently, 
there is a lack of widely accepted security standards specific to 
cloud computing. While safety requirements may be 
appropriately defined, compliance risks significantly impact 
several security issues. The absence of effective governance 
and evaluation of corporate standards exacerbates this problem. 
In particular, cloud clients often lack sufficient knowledge 
regarding the provider's protocols, processes, and activities, 
particularly in the areas of identity management and job 
separations. 
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Fig. 4. Cloud security aspects 

TABLE I.  A TAXONOMY OF CLOUD SECURITY ISSUES 

Group Description Issues 

Data 
It addresses data storage, privacy, and data migration issues concerning 

data security. 

Accessibility, protection, privacy, recovery, placement, data loss, and 

redundancy information 

Cloud 

infrastructure 
It focuses on specific threats related to cloud infrastructure 

QoS, server location and backup, security misconfiguration, multi-

tenancy, reliability of suppliers, and sharing of technical faults 

Access 

control 

It is concerned with authentication and connectivity issues and 

identifies concerns regarding user privacy and data storage. 

Browser protection, malicious insider, privileges of the user, and 

authentication mechanism 

Network 
It encompasses network intrusions such as link access, DDoS, DoS, 

flooding attacks, and bugs in the IP protocol. 

Installation of the right network firewalls, Internet dependence, IP 

vulnerabilities, and network security configuration 

Security 
standards 

It clarifies the requirements for cloud storage as well as preventive 

measures to prevent unauthorized access. It specifies cloud computing 

safety regulations without compromising reliability and efficiency. 

Inadequacies in security standards, legal issues, audit failures, 
enforcement risks, and trust 

 
Fig. 5. Security threats associated with cloud components. 
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The audibility of cloud computing is one of its most critical 
features. However, there is no network of audit providers for 
cloud computing services. Ensuring auditability is crucial when 
a service provider outsources a non-transparent service. It is 
essential that the entire process is auditable to maintain 
transparency and accountability. However, security standards 
and governing bodies that protect Service Level Agreements 
(SLAs) and regulatory matters are not currently incorporated 
into cloud computing practices. This absence of established 
security standards and governing bodies poses challenges in 
effectively addressing and mitigating risks associated with 
outsourced services in cloud computing environments. 
Considering the vulnerability of cloud computing to network-
related security attacks, network problems pose the greatest 
threat to cloud security. Operations in the cloud are heavily 
dependent on networking and are closely interconnected. The 
quality of service (QoS) has emerged as an unexpected 
challenge in the cloud computing landscape, as numerous 
service providers aim to offer fast and cost-effective 
performance. We consider QoS to be a critical factor that 
directly or indirectly influences security. Even a minor error in 
the configuration of one or more cloud components can have a 
profound impact on multiple services, considering that cloud 
configurations are often shared among numerous services. 
Various case studies emphasize the significance of encrypting, 
securing, managing, and ensuring timely access to data. This 
highlights the importance of addressing QoS concerns to 
ensure the overall security and effectiveness of cloud 
computing services. Several issues have been identified as 
major concerns in the literature, including data availability 
[18], data security [19], data confidentiality [20], data recovery 
[21], data localization [22], data loss [9], and data redundancy 
[23]. 

Blockchain technology refers to a network of blocks 
containing user records safeguarded using cryptography. These 
blocks are interconnected, allowing for the distribution of 
information throughout the network. The concept of 
blockchain was initially introduced in 1991 by Stuart Haber 
and W Scott Stornetta [24]. It was later implemented by an 
anonymous developer known as Satoshi Nakamoto, who used 
it in the creation of the digital currency Bitcoin. Initially 
designed for Bitcoin, blockchain technology has now found 
applications in various domains. Researchers have explored its 
potential in securing financial transactions, contracts, inter-
organizational transactions, IoT systems, banking, land 
records, and more. Bitcoin's success in maintaining distributed 
ledgers and transactions without the involvement of a central 
authority has been instrumental in advancing blockchain 
technology. While Bitcoin continues to operate on Nakamoto's 
original blockchain, other projects like Ethereum and Ripple 
have emerged, each with its own set of rules and regulations 
and a wider range of applications [25]. 

Decentralization, transparency, and immutability are three 
characteristics of blockchain. Decentralization entails that the 
blockchain distributes its contents, which means the blockchain 
does not have a single owner. Transparency indicates that 
transaction information can be viewed only by a user's public 
address.  A blockchain cannot be modified due to its 
immutability. These characteristics create an immutable and 

secure network resistant to hacking and tampering. The 
transactions stored on the blockchain cannot be reversed and 
are fully traceable. The distributed nature of the blockchain 
also allows data to be stored securely and reliably [26]. 

Fig. 6 provides an illustration of the structure of blockchain 
and its associated technologies. A block is composed of two 
main components: the header and the transactions. The header 
contains the hash value of the previous block and a unique 
nonce number. The transactions part contains information 
about all the transactions included in the block. Each block 
includes the hash value of the previous block, which is a 
combination of the previous block's hash value and the current 
block's hash value. This property ensures the immutability of 
the blockchain. If an attacker attempts to modify the hash value 
by even a single bit, it will result in a change in the hash value 
of the subsequent block. This ripple effect continues 
throughout the entire blockchain. The attacker would need to 
recalculate the hash value of all the following blocks, which is 
extremely challenging. 

Blockchain technology enables various applications in 
fields such as healthcare, finance, distribution, and more. One 
of the key features of blockchain is its ability to facilitate peer-
to-peer transactions without the need for a centralized 
authority. The foundation of blockchain technology is built 
upon principles of trust and security, which are enabled 
through cryptography. By establishing peer-to-peer 
communication within a decentralized network, blockchain 
technology allows for trust to be established among unknown 
peers. The use of public and private keys plays a crucial role in 
ensuring security within the blockchain. A public key serves as 
a shared address known to everyone in the network, similar to 
an email address. On the other hand, a private key is a unique 
address that is only accessible to the user, similar to an email 
password. 

Software programmers play a crucial role in verifying and 
validating transactions on the blockchain. To enhance and 
streamline transactions, innovative technologies have been 
incorporated into the computational elements of the 
blockchain. These transactions are recorded in a distributed 
ledger to ensure transparency and immutability. While 
blockchain technology is integral to modern digital systems, it 
does have certain limitations. The small size of blocks restricts 
the number of transactions that can occur within the network, 
leading to longer block creation times and reduced throughput. 
Fig. 7 provides an overview of the transactional flow in 
blockchain technology. Nodes serve as the foundation of 
blockchain architecture, with users or highly configured 
computers acting as nodes. Each node maintains a complete 
copy of the blockchain ledger. Miners, which are specialized 
nodes, have the capability to add new blocks to the blockchain. 
Users undergo authentication, verification, and validation 
processes by miners. Once a transaction is authenticated and 
validated by miners, the corresponding amount is deducted 
from the sender's wallet and credited to the receiver's wallet. 
The concept of a block can be likened to a container that holds 
an aggregated set of transaction details. New transactions 
initiated on the blockchain result in the creation of a new block, 
which can only be added to the blockchain after successful 
verification by miners. 
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Fig. 6. Blockchain structure. 

 
Fig. 7. Transaction flow blockchain technology. 

III. BLOCKCHAIN-ENABLED CLOUD SECURITY 

APPROACHES 

Blockchain technology and smart contracts have impacted 
a wide range of engineering and computer science disciplines. 
Cloud computing can benefit from blockchain technology by 
re-engineering the data centers. Due to its decentralized 
operating model, blockchain can potentially replace centralized 
cloud-based services. Blockchain has the potential to become a 
critical component of cloud systems due to its minimal costs 
and management overhead. It has been used in recent research 
to establish security and confidence in cloud-based 
applications. There are several challenges associated with the 
integration of blockchain technology and cloud computing: 

 Blockchain was founded on the principle of 
decentralization in contrast to the cloud, which is 
entirely managed centrally and provides minimal 
transparency and trust configurations. Since various 
legal and governmental reasons make it impossible to 

eliminate centralization, it is necessary to adopt a 
hybrid strategy whereby the cloud provider maintains 
some level of control while maintaining trust and 
transparency with the cloud users. 

 Cloud data is protected from unauthorized access, while 
blockchain data is freely accessible. Cloud services 
based on blockchain technology will be widely adopted 
due to privacy concerns. 

 Unlike cloud systems, blockchain systems are 
inherently susceptible to scaling problems. 

The integration of blockchain technology with cloud-based 
services is urgently needed despite the mentioned issues. 
However, the question remains of how to integrate blockchain 
technology with the cloud. A cloud computing business model 
is attractive because of outsourcing services, but users and 
outsourcing service providers distrust one another. Zhang, et al. 
[27] developed the BCPay framework for fair payment for 
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outsourcing services in cloud computing, which achieves 
soundness and robustness. The system is also highly efficient 
regarding transaction volume and computational costs. 
Velmurugadass, et al. [28] developed a cloud-based Software 
Defined Network (SDN) for monitoring data and evidence-
related operations. The SDN controller employs a blockchain 
system in order to protect the evidence gathered through data 
and user signatures. Using the Logical Graph of Evidence 
(LGoE), the investigator generates a report, evaluates the 
evidence, retrieves the evidence, and identifies the evidence. 
Using the evidence provided by the controller, the investigator 
can construct a Logical Graph of Evidence (LGoE). 

Wilczyński and Kołodziej [29] proposed a blockchain-
based cloud scheduler model. This model has improved the 
effectiveness of preparing schedules, and the simulator returns 
a schedule with a shorter makespan than previous individual 
scheduling methods. Using blockchain technology, Li, et al. 
[30] proposed a robust, cost-aware data caching strategy that 
minimizes the possibility of cache data tampering. To address 
trust issues between consumers, sellers, and agents, Rahman, et 
al. [31] propose a new exchange scheme combining blockchain 
with SDN to address the security risks associated with cloud 
computing. Distributed blockchain networks securely enable 
data storage and transmission, allowing scalability, flexibility, 
and privacy. Blockchain technology also ensures the security 
and privacy of data, while maintaining the system's integrity. 

In order to monitor the activities of users and 
administrators, an audit log is essential. Still, it is susceptible to 
manipulation if an attacker can access the system. Attackers 
may modify and delete log entries or even create false entries 
to cover their tracks. Managing audit logs requires the 
protection of these records from unauthorized access. Keeping 
the log in a secure location with restricted access and recording 
and monitoring all access is essential to prevent unauthorized 
access. 

Furthermore, the log should be regularly backed up and 
stored in a secure offsite location in order to detect and correct 
any modifications or deletions. Using blockchain technology, 
Ali, et al. [32] propose a Log Management System that 
addresses several limitations. Functionality and performance 
were superior to those of previous models. Xu, et al. [33] have 
introduced a blockchain-based method for managing cloudlets 
in a multi-media workflow. A multi-media application is 
enhanced using NSGA III, and an optimal scheduling decision 
is made using ELECTRE. Eltayieb, et al. [34] developed a 
cloud-based data-sharing platform based on blockchain 
technology coupled with attribute-based sign encryption. The 
proposed scheme complies with the security requirements of 
cloud computing, including confidentiality and unforgeability. 
The smart contract also eliminates the problem with traditional 
cloud servers, such as returning incorrect results. 

Awadallah and Samsudin [35] introduced a cloud relational 
database with an enhanced structure based on blockchain 
technology. The client has the ability to detect and prevent 
errors in cloud relational database manipulation by employing 
a self-verification mechanism. They proposed two systems for 
improving the mechanism's performance: an agile blockchain-
based cloud relational database and a secure blockchain-based 

cloud relational database. Byzantine fault tolerance distributes 
both systems across several cloud service providers. The SHA-
256 algorithm is also used in both systems to link records. In 
addition, blockchain-based cloud relational databases that 
operate on a proof-of-work consensus prevent data offensive 
operations. A blockchain-based cloud relational database is 
highly recommended for high throughput databases based on 
performance and security analysis. Cloud relational databases 
based on blockchain technology are recommended for 
containing sensitive data and performing poorly in terms of 
throughput. The flexibility of cloud-based relational databases 
allows users to operate them according to their specific 
requirements. 

Intrusion Detection System (IDS) has become widely 
recognized as a valuable tool for protecting networks and 
information. IDS monitors network traffic and alerts 
administrators when malicious activities or suspicious behavior 
is detected. It is used to detect and prevent any unauthorized 
access or malicious attacks.  Host IDS (HIDS) detects 
unauthorized use and abnormal and malicious activity on a 
host, whereas Network IDS (NIDS) detects network attacks 
and intrusions. Kumar and Singh [36] propose the development 
of Distributed IDS (DIDS) based on emerging and promising 
technologies like blockchain on a stable platform such as cloud 
infrastructure. 

Access control is of paramount importance in cloud 
computing, as it is where enterprises and individuals store their 
sensitive data. However, the centralized access control 
mechanism used in the cloud poses a significant security risk. 
Sensitive data stored in the cloud becomes vulnerable to 
tampering or unauthorized disclosure by hackers or even cloud 
managers. This highlights the need for robust access control 
technologies to ensure the confidentiality and integrity of data 
in the cloud environment. To address this issue, Yang, et al. 
[37] propose AuthPrivacyChain, a blockchain-based access 
control framework with privacy protection. The first step is to 
use the account address of a node in the blockchain as the 
identity and simultaneously redefine the permissions for access 
control to the cloud. They then design processes for controlling 
access, authorizing users, and revoking authorizations. Lastly, 
the researchers implement AuthPrivacyChain using the 
enterprise operation system (EOS) and evaluate its 
performance. The results demonstrate that AuthPrivacyChain 
offers robust protection against unauthorized access by hackers 
and administrators. Additionally, it ensures the preservation of 
authorized privacy, providing a comprehensive security 
solution. 

IV. DISCUSSION 

In this section, we present and analyze the findings of our 
research on blockchain-enabled cloud security solutions. Our 
investigation, encompassing a systematic literature review and 
analysis, revealed several key insights that contribute to the 
evolving understanding of this field. 

Cloud service users have high expectations from cloud 
service providers in terms of transparency, efficiency, security, 
and authentication of transactions, services, and applications. 
Trust and credibility in cloud network transactions depend on 
involving a trusted third party to verify, validate, and endorse 
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them. Incorporating business logic into the database (Ledger) 
and executing it becomes necessary for transaction validation 
and storage. Blockchain technology, with its inherent 
capabilities and potential, holds the promise of addressing 
many of the challenges faced by virtualized cloud 
infrastructures today. It offers secure, transparent, trustworthy, 
and efficient solutions for managing and registering the 
authorized identities of all stakeholders in the cloud. Its 
decentralized and distributed nature, coupled with a reliable 
management and governance system, allows for tracking, 
tracing, and effective management of cloud-related 
transactions. Additionally, blockchain can be leveraged to 
manage and store identities and services, ensuring their 
complete concealment from end users. 

Cloud infrastructures can be made more secure by 
integrating blockchain technology. Oracle Blockchain Cloud 
Service is one example of a blockchain-enabled cloud solution 
currently being implemented. A virtualized cloud environment 
can also benefit from the use of blockchain technology. All 
connected cloud devices and services can be registered and 
identified on the blockchain ledger through a set of attributes 
and complex relationships. Consequently, virtualized cloud 
supply chain networks can provide provenance at all levels. 
Cloud-enabled supply chains involve numerous stakeholders, 
ranging from cloud infrastructure facilities, vendors, suppliers, 
and service providers to distributors, shippers, installers, 
owners, repairers, and re-installers. Anonymity is a key aspect 
in large-scale cloud environments. To ensure privacy and 
prevent third-party service providers from accessing private 
information, an electronic wallet is created and installed within 
cloud systems. Furthermore, blockchain-enabled smart 
contracts play a crucial role in managing, controlling, and 
securing cloud services and devices. The previous section 
highlighted the significant features of blockchain technology 
that are particularly valuable for cloud platforms, especially in 
terms of enhancing cloud security. 

A virtualized cloud system offers anonymity for user 
information and service data, which can be strengthened by 
integrating blockchain-enabled solutions. One such solution is 
the implementation of electronic wallets within large-scale 
cloud environments, which utilize blockchain platforms to 
store users' and services' data securely. By leveraging a 
blockchain network, cloud service records can be stored, and 
the identities of cloud users and service providers can be 
authenticated and validated. This combination of virtualized 
cloud systems and blockchain technology provides an 
additional layer of security and trust in cloud-based 
transactions and interactions. Whenever a cloud service 
provider connects to a blockchain network, it will prove and 
sign its transactions cryptographically, which can be tracked 
and tracked by users or cloud service providers participating in 
the network. A blockchain-based smart contract ensures user 
and service privacy by controlling who has permission to 
update, upgrade, patch, provide new key pairs, initiate a service 
or repair request, and change ownership. The blockchain 
network provides fault tolerance and resilience to cloud users, 
as the failure of a single node will not affect the entire 
virtualized cloud infrastructure. By integrating blockchain into 
a cloud infrastructure solution, blockchain-as-a-service (BaaS) 

can be implemented. BaaS allows users to leverage the 
advantages of blockchain technology without having to build 
an entire infrastructure from scratch. It also provides a secure 
platform for cloud services, and users can manage, monitor, 
and control their data easily. Additionally, BaaS can enable 
cost and time savings for businesses. Furthermore, BaaS 
enables businesses to scale quickly and efficiently while 
providing a secure and reliable platform. 

Several key findings have emerged from our 
comprehensive exploration of blockchain-enabled cloud 
security approaches. Through a systematic review of the 
literature, we categorized and analyzed various mechanisms 
that leverage blockchain technology to enhance the security of 
cloud computing environments. Our investigation revealed that 
these mechanisms encompass data integrity verification, access 
control, consensus protocols, and auditability. These findings 
underscore the potential of blockchain technology to offer 
innovative solutions for addressing the unique security 
challenges inherent in cloud environments. Comparing our 
findings with those of previous studies, our research aligns 
with the insights presented by AlMuraytib, et al. [38]. Both 
studies highlight the potential of blockchain to enhance cloud 
security by ensuring data integrity and enhancing trust in cloud 
transactions. While we echo these sentiments, our study goes 
further by delving deeper into the distinct security challenges 
that cloud computing faces and presenting novel mechanisms 
specifically designed to tackle these issues. Our focus on 
tailoring blockchain solutions to address the intricacies of 
cloud security sets our work apart and contributes a fresh 
perspective to the field. Furthermore, our research contributes a 
domain-specific understanding of how blockchain principles 
can be adapted to meet the security demands of cloud 
computing. While existing studies primarily emphasize the 
application of general blockchain principles, our work 
recognizes the need for nuanced approaches to accommodate 
the intricacies of cloud environments. By doing so, we bridge a 
critical gap in the literature and offer a more targeted and 
effective path toward securing cloud-based systems. 

V. CONCLUSION 

This paper discussed the potential for transformation that 
arises from integrating blockchain technology with cloud 
computing, focusing on overcoming major security and 
performance challenges. The study highlighted the diverse 
benefits that this combination brings to the field of information 
technology. The initial phase of our investigation was 
identifying security concerns inherent in cloud computing. The 
need to protect data integrity arises from the vulnerability to 
data modification and compromise, hence requiring the 
development of novel solutions. Blockchain technology, 
known for its robust resistance to tampering, is a valuable 
strategic partner in this context. The originality of our study is 
in the application of blockchain technology specifically 
tailored to address security concerns in cloud computing. In 
contrast to prior research that use broad concepts, our research 
emphasizes customizing blockchain solutions to address the 
complexities of cloud computing, showcasing novel processes. 
The procedures above encompass data integrity verification, 
access control, and consensus protocols, effectively target and 
mitigate security vulnerabilities. The research findings have 
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far-reaching ramifications for both the academic community 
and several industries. By providing practitioners and 
researchers with security solutions tailored to certain domains, 
we improve the reliability of transactions conducted in cloud-
based environments. Incorporating blockchain technology 
facilitates improving data quality and dependability, which is a 
crucial need in several application fields. As we contemplate 
the future, the convergence of cloud computing and blockchain 
technology presents significant possibilities. The secure and 
efficient data storage and processing offer potential 
competitive benefits for firms. The trajectory forward 
necessitates more investigation in order to fully elucidate the 
comprehensive range of repercussions stemming from this 
fusion. This discovery signifies the advent of a hopeful era in 
which cloud computing is strengthened by the powerful 
security framework of blockchain, leading to a trajectory 
towards a digital landscape that is more safe and efficient. 
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Abstract—A supply chain that is effective and of the highest 
caliber boosts customer happiness as well as sales and earnings, 
increasing the company's competitiveness in the market. It has 
been discovered that the standard supply chain management 
technique leaves the supply chain with weak supply chain 
stability because it has a low ability to withstand the 
manufacturer's production behaviour. An enterprise supply 
chain resistance management model is built using the study's 
proposed particle swarm optimisation technique, which is based 
on a genetic algorithm with stochastic neighbourhood structure, 
to solve this issue. The suggested technique outperformed the 
other two algorithms utilised for comparison in a performance 
comparison test, with a stable particle swarm fitness value of 
0.016 after 800 iterative iterations and the fastest convergence. 
The proposed model was then empirically examined, and the 
results revealed that the production team using the model 
completed the same volume of orders in 32 days while making 
$460,000 more in profit. With scores of 4.5, 4.5, 4.3, 4.3, 4.2, and 
4.2, respectively, the team also had the lowest values of the six 
forms of employee anti-production conduct, outperforming the 
comparative management style. In summary, the study proposes 
an anti-disturbance management model for enterprise supply 
chains that can rationalise the scheduling of manufacturers' 
production behaviour and thus improve the stability of the 
supply chain. 

Keywords—Supply chain; particle swarm optimization 
algorithm; genetic algorithm; inverse production behaviour; 
neighbourhood structure 

I. INTRODUCTION 
With the development of the global economy and the 

intensification of competition, the supply chain of enterprises 
is faced with more and more disturbances and uncertainties [1]. 
These disturbances include fluctuations in market demand, 
changes in raw material prices, natural disasters, etc. which 
have a huge impact on the operation of the supply chain [2-3]. 
Therefore, enterprises need to strengthen the anti-disturbance 
ability of the supply chain to ensure the efficient operation and 
stability of the supply chain. In supply chain anti-disturbance 
management, it is an important task to optimize resource 
allocation and decision-making in the supply chain [4-5]. The 
traditional particle swarm optimization algorithm often 
ignores the nonlinear relations and complex constraints in the 
supply chain, resulting in unstable optimization results and 
difficult to be applied in practice. Therefore, a new 
optimization algorithm is needed to solve this problem. In 
order to solve this problem and improve the anti-disturbance 

ability of enterprise supply chain, this paper proposes to 
improve the particle swarm optimization algorithm by using 
genetic algorithm and random neighborhood structure, and 
build the anti-disturbance management model of enterprise 
supply chain based on the improved algorithm. It is hoped that 
this model can improve the anti-interference ability of supply 
chain, improve the stability of supply materials, and enhance 
the market competitiveness of enterprises. The research is of 
great significance for enterprises to improve supply chain 
anti-disturbance ability, improve operation efficiency and 
reduce operation cost. At the same time, the anti-disturbance 
management method of enterprise supply chain based on 
improved algorithm also has certain theoretical and practical 
value, and has certain reference significance for the 
application and promotion of optimization algorithm. The 
innovation point of the research is that, considering various 
variables and uncertainties of the supply chain, genetic 
algorithm and random neighborhood structure are used to 
improve the traditional PSO based optimization algorithm, so 
as to optimize the resource allocation and decision-making in 
the supply chain, so as to improve the robustness and 
flexibility of the supply chain. The second section of this 
research is the in-depth study of the application of particle 
swarm optimization algorithm and supply chain problems in 
recent years. The third section analyzes the problems existing 
in the classical particle swarm optimization algorithm, 
proposes to improve it by using genetic algorithm and random 
neighborhood structure, and establishes the enterprise supply 
chain anti-disturbance management model based on the 
improved algorithm. The fourth section is the performance 
comparison test of the improved algorithm proposed in the 
research, and the practical application effect analysis of the 
enterprise supply chain anti-disturbance management model. 
The fifth section is the summary and conclusion of the whole 
research. 

II. RELATED WORKS 
A particle swarm optimisation technique for 

multi-objective solutions has been researched by scientists as 
part of the ongoing advancement of science and technology, 
and it is now widely employed in many neighbourhoods. To 
solve the issues with the design of steel pipe support weighing 
structures, Zakian et al. suggested an optimisation algorithm 
merging particle swarm algorithm with grey wolf optimiser. 
The findings of the empirical investigation suggest that the 
optimisation technique can enhance the structural. The 
outcomes demonstrated that the optimisation approach might 
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enhance the pipe support structure's structural load-bearing 
and dimensional binding performance [6]. In an effort to 
address the issue that thermal coupling can lower the control 
accuracy of eccentric rotor extruders, Wen et al. proposed a 
control algorithm based on the particle swarm optimisation 
algorithm and neuron proportional integral differentiation [7]. 
After comparison tests, it was found that the algorithm can 
offset the effect of thermal coupling and improve the control 
accuracy of eccentric rotor extruders. To solve the issue that it 
is challenging to locate global peaks of PV arrays under 
shading conditions, Javed's team suggested a particle swarm 
optimisation approach in conjunction with adaptive learning. 
The results of comparative experimental study indicate that 
the algorithm outperforms conventional algorithms in terms of 
convergence speed and success rate, operating with an average 
efficiency of 99.65% [8]. To address the issue of low vehicle 
guidance accuracy in congested urban networks, Zouari's team 
suggested a hierarchical interval type 2 fuzzy logic model 
based on particle swarm optimisation. After conducting a 
simulation test and analysing the findings, Liu et al. suggested 
a node localization approach based on the combination of the 
particle swarm optimisation algorithm and the monkey 
algorithm. The results indicated that the method produced 
improved localization effects in terms of node rate and node 
density [10]. 

A solution using human capital and digital management 
was put out by Song et al. to address the issue of high retailer 
volatility in supply chain integration. According to the 
empirical analysis's findings, merchants who used this model 
had a better long-term investment mindset, which improved 
the supply chain's stability [11]. To solve the problem that 
green sensitivity has a significant impact on the stability of 
green supply chains, Long's team created an evolutionary 
game model that incorporates the green sensitivity of the 
government, businesses, and consumers. Following empirical 
analysis, the findings demonstrated that the model can 
combine the three elements to create a reasonable green 
sensitivity, upholding the stability of the green supply chain 
[12]. The outcomes of the comparison experiments 
demonstrated that this method can increase both the speed and 
security of hydrogen storage [13]. To attempt to address the 
issue of supply-demand mismatch in the supply chain for 
influenza vaccines, Lin et al. proposed a segmented linear 
function-based procurement model. After comparative 
experimental analysis, it was demonstrated that the model 
could coordinate the supply chain for influenza vaccines more 
effectively by fully taking into account the supply-demand 
relationship in the supply chain [14]. The results of a 
comparative experimental examination of a multi-stage mixed 
integer planning model revealed that it may not only lower 
logistics costs in the forest supply chain but also satisfy the 
wood demand of the sector [15]. 

In conclusion, merging supply chain research with the 
superiority of particle swarm optimisation algorithms has been 
shown in a number of localities, and it is thought that doing so 
has some research worth. Few academics have merged the two, 
thus this work uses the particle swarm optimisation algorithm 
to the creation of an anti-disturbance management model for 
company supply chains in an effort to close the gap in this 

research direction. It is believed that this research would 
increase the ability of business supply networks to withstand 
disruptions, lay the groundwork for increased business 
competitiveness, and serve the field of business supply chain 
management with research data. 

III. RESEARCH ON ANTI-INTERFERENCE MANAGEMENT 
MODEL OF ENTERPRISE SUPPLY CHAIN BASED ON IMPROVED 

PARTICLE SWARM OPTIMIZATION ALGORITHM 
It is impossible to emphasise how important the supply 

chain is to business operations, however traditional supply 
chain management is ineffective at controlling manufacturers' 
production behaviours, causing the supply chain to be 
impacted by this issue and having poor stability. This chapter 
will build an anti-disruption management model for enterprise 
supply chains based on the improved algorithm by using 
genetic algorithm and stochastic neighbourhood structure to 
address the shortcomings of the conventional particle swarm 
optimisation algorithm. 

A. Improved Particle Swarm Optimization Algorithm based 
on Genetic Algorithm and Random Neighborhood 
Structure 
Particle Swarm Optimization (PSO) is a population-based 

stochastic optimization technique that has strong adaptive and 
global convergence capabilities [16]. A particle in the PSO 
algorithm represents a process ordering in a production plant, 
i.e. a feasible solution to the production scheduling scheme. 
The particles are initialised and the equations are shown in 
Eq. (1) and (2). 

, , 1 1 . , 2 2 , ,( 1) ( ) ( ) ( )i j i j i j i j p j i jv t v t c r p x t c r p x tω    + = + − + −     (1) 

In Eq. (1), , ( 1)i jv t +  denotes the velocity of the particle 
at the moment 1t +  and t  denotes the moment t . ,i jx  
denotes the vector of real numbers and ,i jv  denotes the 
velocity vector. ,i jp  and ,g jp  both denote the current 
optimal position of the particle. ω  denotes the habituation 
factor and 1c  and 2c  both denote the learning factor. 1r  
and 2r  denote the random number between production. 

{ }, , ,( 1) ( ) ( 1), 1, 2,3,...,i j i j i jx t x t v t j n+ = + + ∈  (2) 

In Eq. (2), , ( 1)i jx t +  denotes the particle position 
iteration at this moment of 1t + . In the PSO algorithm, 
information sharing is constructed based on the best position 
of individual particles with the best position information of the 
particle population, passing the information to other particles 
in the search space. Due to the lack of information exchange 
between each particle, the optimal position of the particle 
itself changes as the search for the optimal position is 
continuously updated, and thus the optimal position of the 
particle population changes as well. Genetic algorithms are a 
method of searching for optimal solutions that mimics the 
natural evolutionary process, using processes such as 
chromosomal gene mutation and crossover [17]. The 
algorithm can optimise complex problems faster than 
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traditional optimisation algorithms, and this study will use the 
mutation and crossover processes of the algorithm to change 
the problem of untimely information interaction in the PSO 
algorithm to ensure that each particle in the PSO algorithm 
can interact with each other to achieve information sharing 
and prevent local search [18]. The mutation operation in the 
algorithm is shown in Fig. 1. 

7 3 4 1 6 9 8 5 2 10
(a) Exchange

(b) Insert

(c) Reversal

7 3 8 1 6 9 4 5 2 10

7 3 4 1 6 9 8 5 2 10

7 3 4 6 9 8 5 2 1 10

7 3 4 1 6 9 8 5 2 10

7 3 5 8 9 6 1 4 2 10  
Fig. 1. Schematic representation of the variant operation. 

As shown in Fig. 1, the mutation operation is performed 
separately for the historical best position of the particle and 
the current best position of the particle population. Different 
particles have different mutation probabilities, but the 
mutation operator is selected with the same probability, i.e. the 
selection of swap, insertion and inversion is the same. Swap 
variation involves swapping the positions of two randomly 
selected positions in the particle vector. The insertion variant 
is a random selection of two positions in a particle vector, 
which are compared in terms of their numerical size, with the 
smaller numerical particle being inserted after the larger value. 
The reversal variation involves randomly selecting two 
positions in the particle vector and reordering the other 
particles between the two positions in reverse, i.e. [4,1,6,9,8,5] 
becomes [5,8,9,6,1,4], as in Fig. 1(c). The crossover operation 
in the algorithm is shown in Fig. 2. 

9 2 7 1 6 8 3 5 10 4Best historical 
location

Best historical 
location

The current best 
position of the group

9 2 7 1 6 8 3 5 10 4

7 5 2 8 6 1 10 9 4 3

Descendant 1

Descendant 2

9 7 5 1 6 8 2 10 3 4

7 5 2 9 1 6 10 8 4 3

 
Fig. 2. Schematic diagram of the crossover operation. 

As shown in Fig. 2, the historical best positions of the 
particles after mutation and the current best positions of the 
particle population are labelled and each is used as a parent to 
perform the crossover operator. A number of n'(n'<n) positions 
are randomly selected from the particle historical best 
positions to form array 1, which is copied directly in the first 
child according to its position in the parent. The first offspring 
is directly copied in the first offspring according to its position 
in the parent, thus completing the first offspring. The second 
offspring is formed similarly. By means of mutation and 
crossover operations, it is possible to interact with the 
information between individual particles in the PSO algorithm 
and to improve the search accuracy of the PSO algorithm. 
Although the PSO algorithm is fast in global convergence, 
local convergence faces the problem of falling into local traps. 

To solve this problem, a random neighbourhood structure 
containing insertion neighbourhood, exchange neighbourhood 
and block exchange neighbourhood was studied [19]. The 
insertion operation of this neighbourhood structure is highly 
random, making the neighbourhood structure flexible and 
guiding the particles to search quickly during production 
scheduling. The swap operation is decentralised and can lead 
particles to jump out of local search. Therefore, using this 
neighbourhood to improve the PSO algorithm not only solves 
the problem of the algorithm falling into local traps, but also 
improves the speed and accuracy of the search. The search 
mechanism of the random structured neighbourhood is to 
randomly perform one or more insert neighbourhood, swap 
neighbourhood and block swap neighbourhood operations, the 
mathematical structure of which is expressed in Eq. (3). 

( )( )( )N pm best gf M C X= ⊕ ⊗  (3) 

In Eq. (3), M  denotes the step size for performing the 
neighbourhood operation; ( )best gX  denotes the current best 
position of the X  population; and pmC  denotes the 
probability of the diameter neighbourhood operation, which is 
calculated as shown in Eq. (4). 

( )
( )
( )

1 1 1 2

2 2 1 2

3 3 1 2

() ( , , )

() ( , , )

() ( , , )
pm

rand insert k k

C rand swap k k

rand blockswap B B

a b p

a b p

a b p

 ≤ ≤ ⇒
= ≤ ≤ ⇒
 ≤ ≤ ⇒

 (4) 

In Eq. (4), [ ]1 1,a b , [ ]2 2,a b  and 3 3,a b    denote three 
probability intervals respectively; ()rand  denotes a random 
distribution between (0,1); p  denotes a scheduling scheme; 
k  denotes an artifact; B  denotes a set consisting of two 
adjacent artifacts; 1 2( , , )insert k kp  denotes an insertion 
neighbourhood; 1 2( , , )swap k kp  denotes an exchange 
neighbourhood; and 1 2( , , )blockswap B Bp  denotes a block 
exchange neighbourhood. The parts of the probability region 
that overlap each other are defined as , ,COM I S BS< > , and 
when ()rand  is between , ,COM I S BS< > , then the 
operation of the random neighbourhood is pressed as 

1 2( , , )insert k kp , 1 2( , , )swap k kp , 1 2( , , )blockswap B Bp . The 
working schematic of this neighbourhood structure is shown 
in Fig. 3. 

As shown in Fig. 3(a), the position of workpiece 1 in the 
scheduling plan is randomly determined in 1 2( , , )insert k kp  
and randomly inserted after the position of workpiece 2. As 
shown in Fig. 3(b), the positions of workpiece 1 and 
workpiece 2 in the scheduling plan are randomly swapped in

1 2( , , )swap k kp . The positions of workpiece set 1 and 
workpiece set 2 are randomly swapped in 

1 2( , , )blockswap B Bp  as shown in Fig. 3(c). Combining the 
above, the PSO algorithm is improved using genetic algorithm 
with random neighbourhood structure, and the improved 
algorithm is defined as HPSO-R. 
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Fig. 3. A Schematic diagram of the domain structure. 

B. Construction of Supply Chain Anti-Disturbance 
Management Model based on Improved Particle Swarm 
Optimization Algorithm 
The supply chain is a network chain structure formed by 

the whole process of sending products from production to 
consumers. The supply chain of an enterprise is the lifeblood 
of the enterprise economy and its stable operation is very 
important for the development of the enterprise. The 
schematic diagram of the supply chain structure is shown in 
Fig. 4. 

 
Fig. 4. Supply Chain Schematic diagram. 

The stability of the enterprise supply chain is mainly 
influenced by the stability of the products produced by the 
manufacturer. The study will optimise the manufacturer's 
production management scheduling model through the 
HPSO-R algorithm to construct an anti-disturbance 
management model for the enterprise supply chain. The 
reasonableness of manufacturers' production management 
scheduling can be reflected by the counterproductive 
behaviours generated by employees [20]. Anti-production 
behaviours are divided into six categories, the first of which is 
job satisfaction, the equation for which is shown in Eq. (5). 

 (5) 

In Eq. (5), the letters , , and  stand for work 
satisfaction, rate of increase in satisfaction, and rate of drop in 
satisfaction, respectively. The equation for the second category, 
organisational justice, is given in Eq. (6). 

 (6) 

In Eq. (6), the letters , , and  stand for the 

organisational sense of justice, the rate at which it is 
increasing, and the rate at which it is decreasing. Eq. (7)'s 
equation for the third category, "sense of team climate," is 
shown. 

 (7) 

In Eq. (7),  stands for the team's overall environment, 
 for the rate at which it is improving, and signifies the rate 

at which it is deteriorating. The level of supervision, which is 
the fourth category, is determined as illustrated in Eq. (8). 

 (8) 

 represents the degree of supervision,  represents 
the degree of organisational culture building,  represents 
the number of behavioural corrections,  represents the 
perfection of the supervision mechanism, and  
represents the weighting factor in Eq. (8). Level of group 
regulation, the fifth category, has an equation that is 
represented in Eq. (9). 

 (9) 

In Eq. (9),  stands for the group normative level,  
for the rate of increase of the group normative level, and  
for the rate of fall of the group normative level. The level of 
organisational culture building, the equation for which is 
stated in Eq. (10), is the sixth category. 

 (10) 

In Eq. (10),  stands for the organisational culture's 
level of development, and  for its pace of growth. Eq. (11) 
displays the equation for determining anti-productive 
behaviours. 

 (11) 

 stands for unproductive behaviour, and 
 stands for the coefficients of each of the six 

contributing elements described above in Eq. (11). Fig. 5 
illustrates the interrelationship of the variables driving 
employee unproductive behaviour. 

 
Fig. 5. Plot of anti-productive behavior factors 
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In the manufacturer's production management scheduling 
model, the initial scheduling target is calculated as shown in 
Eq. (12). 

( ) ( ){ }0 01 1
min ,

n ns m
j j j jj j

f w C f w Cp p
= =

′ ′= ⋅ = ⋅∑ ∑  (12) 

In Eq. (12), j  denotes the workpiece; 
0

sp  is the 
supplier's initial dispatch time; 

0
mp  is the manufacturer's 

initial dispatch time; jw  and jw′  are the supplier's 
weighting factor and the manufacturer's weighting factor 
respectively; BBB and jC  are the supplier's completion time 
and the manufacturer's completion time respectively. To 
strengthen the resilience to disturbances in the supply chain, 
the study introduces disturbance management theory to 
optimise the model. Interference management models the 
optimisation of individual practical problems and disturbance 
events, e.g. in the face of machine downtime during a 
manufacturer's production process, the interference 
management scheduling objective optimisation equation is 
shown in Eq. (13). 

( ) ( ){ }
{ }

1 2 01 1

0

min ,

max ,0

n n
j j jj j

j j

f w C f w t

t C C

p p
= =

 ′ ′ ′ ′ ′ ′= ⋅ = ⋅∆

 ′ ′ ′∆ = −

∑ ∑  (13) 

In Eq. (13), ( )1f p ′  denotes the optimisation objective of 
the manufacturer's disturbance repair scheme as well as the 
initial scheduling scheme, ( )2f p ′  denotes the minimisation 

objective and jC′  denotes the manufacturer's completion 

time of the workpiece in the initial scheduling scheme. During 
the scheduling arrangement of the production product, the cost 
benefit between the supplier and the manufacturer also needs 
to be considered, i.e. the objective of maximising the benefits 
of cooperation, which is calculated as shown in equations (14) 
and (15). 

( ){ }3min m sf V Vp ′ = − ⋅  (14) 

In Eq. (14), mV  denotes the manufacturer's revenue after 
the disturbance, and sV  denotes the supplier's revenue after 
the disturbance. 

[ ] ( )
( ) ( )

1 2, , ,

, ,

s m
j j

s s
j j

j k k j

D S

S C t t j list

S C S C j k J

 ≤
 ∉ ∈


≥ ∨ ≥ ∀ ∈

 (15) 

In Eq. (15), s
jD  denotes the supplier's delivery time; m

jS  

denotes the manufacturer's processing start time; s
jC  and 

s
jC  denote the supplier's processing time and completion time 

respectively. For the above multi-objective optimisation 
problem of initial scheduling objective, disturbance 
management scheduling objective and cooperation revenue 

maximisation objective, the research proposed HPSO-R 
algorithm can be used to find the optimal solution for it. The 
workflow is shown in Fig. 6. 

Randomly generate initial population

Determine the corresponding 
workpiece of particles and sort them

Calculation of population particle 
fitness

Determine the optimal position and 
target value of the particle population

Using insert 
search

Using  swap 
search

Using  
blockswap 

search

Probability 
overlap

Algorithm termination

Determine the optimal position and 
target value of individual particles

Using PSO to update the position and 
velocity of each particle

Perform mutation crossover operation 
to update pbest and gbest

Probability judgment of random multi-
domain search

Output the optimal position and target 
value of particle population

N

Y

 
Fig. 6. Workflow of the HPSO-R algorithm. 

As shown in Fig. 6, the HPSO-R algorithm is made from 
the basic PSO algorithm, improved by variation, crossover 
operations and random neighbourhood structure in the genetic 
algorithm, and has a higher search accuracy than the 
traditional PSO algorithm, with superiority in both global 
search as well as local search. The work flow of the algorithm 
is as follows: the input data is randomly generated to generate 
the initial population, and then the fitness value of the 
population is calculated according to the corresponding 
workpiece. According to the fitness value, the optimal position 
and target value of the individual particle are determined, and 
then the optimal position and target value of the population are 
determined. After that, the position and velocity of each 
particle are updated by particle swarm optimization algorithm, 
and the optimal position and target value of individual particle 
and the optimal position and target value of group are updated 
by mutation and cross operation in genetic algorithm. The 
mutation operation of genetic algorithm is divided into three 
types, namely exchange mutation, insert mutation and reverse 
mutation, and the best position of the particle history and the 
best position of the particle population are respectively 
changed. The crossover operation is to mark the historical best 
position of the particle and the current best position of the 
particle population after the mutation operation, and perform 
the crossover operator as the parent respectively, and realize 
the transformation of the historical best position of the particle 
and the current best position of the particle population through 
genetics. Through variation and cross operation, the 
information exchange between individual particles in PSO 
algorithm can be realized, and the search accuracy of PSO 
algorithm can be improved. Then the random structure 
neighborhood is used to perform insertion neighborhood, 
exchange neighborhood, block exchange neighborhood and 
probability overlap operations. The insertion operation of the 
neighborhood structure has a strong randomness, which makes 
the neighborhood structure change flexibly, and leads the 
particle to search quickly in the production scheduling process. 
The exchange operation is decentralized and can guide the 
particles out of the local search. Using this field can not only 
avoid PSO algorithm falling into local traps, but also improve 
the search speed and accuracy of the algorithm. Finally, it is 
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judged whether the optimal position and target value of the 
particle swarm after searching meet the termination condition 
of the algorithm, and if so, the result is output. If it is not 
satisfied, the fitness value of the new population is calculated 
according to the result, and the previous steps are repeated 
until the algorithm termination condition is satisfied, and the 
optimal position and target value of the particle swarm are 
output. In summary, the improved algorithm not only has high 
speed and high accuracy, but also will not fall into the local 
optimal situation, which can strengthen the anti-interference 
ability of enterprise supply chain. 

IV. RESULTS AND DISCUSSION 
To verify the performance of the HPSO-R algorithm 

proposed in the study, this study will conduct a comparison 
test using Visual software and the PSO algorithm, Genetic 
Algorithm Trade Off Model (GA-TOM) algorithm will be 
used as the comparison algorithm. The experiment uses the 
metrics of the Overall Nondominated Vector Generation 
(ONVG), the Uniformity of Distribution of Non-inferior 
Solutions (UDNS), the Non Inferior Solution Dominance 
Ratio (NISD) and the Average Distance between the 
Non-inferior Solution and the Optimal Pareto Front (ADF) to 
evaluate the algorithm in a comprehensive manner. An 
empirical analysis of the research's proposed improved 
algorithm-based model for the anti-disturbance management 
of an enterprise's supply chain is then carried out, with 
workers divided into three groups within a small factory, using 
the HPSO-R model, the PSO model and the GA-TOM model 
in a two-month comparative trial. The models will be 
comprehensively evaluated using indicators such as product 
completion time and profit in the trial. 

A. Comparative Analysis of Performance of Improved 
Particle Swarm Optimization Algorithm 

The performance of the HPSO-R algorithm was tested for 
comparison. After 10 independent trials under the same 
conditions, the ONVG and UDNS test results of the HPSO-R 
algorithm, PSO algorithm and GA-TOM algorithm are shown 
in Fig. 7, where the larger the ONVG value the stronger the 
performance and the smaller the UDNS value the better the 
performance. 
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Fig. 7. ONVG and UDNS for the three algorithms. 

As shown in Fig. 7, the ONVG values of the HPSO-R 
algorithm are 13, 13, 13, 13, 14, 12, 12, 11, 12, 10; the ONVG 
values of the GA-TOM algorithm are 11, 10, 11, 11, 12, 10, 10, 
10, 10, 9; and the ONVG values of the PSO algorithm are 9, 8, 
9, 9, 7, 7, 9, 9, 7 The minimum UDNS values of the HPSO-R, 
GA-TOM and PSO algorithms are 1.6, 1.8 and 1.9, 
respectively, and the maximum UDNS values are 4.2, 6.8 and 
9.6. The overall UDNS values of the HPSO-R algorithm are 
smaller than those of the other two algorithms. In summary, 
the HPSO-R algorithm outperforms the other two compared 
algorithms in terms of ONVG and UDNS, two evaluation 
metrics. The ADF and NISD test results of the three 
algorithms are shown in Fig. 8, where the smaller the ADF 
value the better the performance, and the larger the NISD 
value the stronger the performance. 
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Fig. 8. A for ADF and DPNS for the three algorithms. 

As shown in Fig. 8(a), the ADF value of the HPSO-R 
algorithm is 5.6 at maximum, 2.4 at minimum and 4.1 at 
average; the ADF value of the GA-TOM algorithm is 5.8 at 
maximum, 3.1 at minimum and 4.6 at average; and the ADF 
value of the PSO algorithm is 6.6 at maximum, 4.8 at 
minimum and 5.8 at average. The ADF value of the HPSO-R 
algorithm is lower than the other two The ADF values of the 
HPSO-R algorithm are lower than the other two algorithms. 
As shown in Fig. 8(b), the NISD value of the HPSO-R 
algorithm was 0.62 at maximum, 0.11 at minimum, and 0.31 

at mean; the NISD value of the GA-TOM algorithm was 0.35 
at maximum, 0.11 at minimum, and 0.25 at mean; the NISD 
value of the PSO algorithm was 0.42 at maximum, 0.0 at 
minimum, and 0.06 at mean. The NISD value of the HPSO-R 
algorithm was higher than the other two algorithms. The NISD 
values of the HPSO-R algorithm were higher than those of the 
other two algorithms. In summary, the HPSO-R algorithm 
outperformed the comparison algorithms in terms of ADF and 
NISD. The experiment reflects the convergence speed of the 
algorithm by recording the change curve of the particle swarm 
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fitness value during the iterative operation of the algorithm. 
The smaller the swarm fitness value, the smaller the difference 
between the result and the optimal solution, and the better the 
performance of the algorithm. The curves of particle swarm 
fitness values for the three algorithms are shown in Fig. 9. 

According to Fig. 9, which compares the particle swarm 
fitness curves of the three algorithms, the PSO algorithm 
begins to stabilise at 0.029 after 200 iterations, followed by 
the GA-TOM algorithm at 0.021 after 150 iterations, and the 
HPSO-R algorithm at 0.016 after 100 iterations. The HPSO-R 
method outperforms the comparative algorithms in terms of 
performance and has the fastest convergence speed and lowest 
particle swarm fitness value. In conclusion, the study's 
evaluation metrics showed that the proposed HPSO-R 
algorithm performed better than the other two comparative 
algorithms, proving its superiority. 
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Fig. 9. The particle population fitness value curve of the three algorithms. 

B. Analysis of the Effectiveness of the Application of an 
Enterprise Supply Chain Anti-Disturbance Management 
Model 
In the experiments on the practical application of the 

anti-disturbance management model of the enterprise supply 
chain proposed by the study, three groups of employees using 
the HPSO-R model, the PSO model and the GA-TOM model 
were assigned the same number of orders, and the 
experimental results on the order completion time as well as 
the overall profit are shown in Fig. 10. 

From Fig. 10(a), it can be seen that for the same number of 
orders, the completion time was 59 days for the group using 

the PSO model, 43 days for the group using the GA-TOM 
model and 32 days for the group using the HPSO-R model. 
From Fig. 10(b), it can be seen that the profits of these three 
groups using the PSO model, the GA-TOM model and the 
HPSO-R model after completing the same number of orders 
are $340,000, $380,000 and $460,000 respectively. The group 
using the HPSO-R model had the shortest time to complete 
orders and the highest profit, all better than the comparison 
model. As the value of employee-generated counterproductive 
behaviour can reflect the rationality of a manufacturer's 
production management scheduling, the six types of 
counterproductive behaviour of employees within the three 
groups using the model were recorded and their experimental 
results are shown in Fig. 11. 

As it can be seen from Fig. 11, all three groups of 
employees reached their highest values of counterproductive 
behaviour at around day 20 of the trial. The highest values for 
the six categories of counterproductive behaviour were 7.1, 
7.0, 6.8, 6.7, 6.4 and 6.1 in the group using the PSO model; 
5.6, 5.5, 5.3, 5.2, 5.1 and 5.0 in the group using the GA-TOM 
model; and The HPSO-R model group had the lowest 
production behaviour values, indicating that the group had the 
most rational production management scheduling. A sample of 
completed goods from each group was checked and the pass 
rate of goods was counted, while manufacturers were invited 
to rate the perception of using the three models out of 10. The 
results of the experiment are shown in Fig. 12. 

As it can be seen from Fig. 12(a), at one month into the 
trial, the commodity pass rate was 65% with a manufacturer 
rating of 6.3 in the PSO model group, 75% with a 
manufacturer rating of 7.1 in the GA-TOM model group, and 
83% with a manufacturer rating of 8.2 in the HPSO-R model 
group. As it can be seen from Fig. 12(b), at two months into 
the trial, the PSO model group had a commodity qualification 
rate of 66% and a manufacturer rating of 6.6, the GA-TOM 
model group had a commodity qualification rate of 78% and a 
manufacturer rating of 7.9, and the HPSO-R model group had 
a commodity qualification rate of 92% and a manufacturer 
rating of 9.1. Combining the above experimental results, it can 
be seen that the anti-disturbance management model of the 
enterprise supply chain based on the HPSO-R algorithm 
proposed in the study is better than the comparison model 
when applied in practice. 
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Fig. 12. Pass rate of goods and manufacturer score. 

C. Comparative Analysis of Improved Algorithm Performance 
is discussed 
In the comparative test of the performance of the improved 

algorithm, ONVG, UDNS, NISD, ADF and the particle swarm 
fitness value of the algorithm are proposed as evaluation 
indexes. Among them, ONVG, UDNS, NISD and ADF are all 
evaluation indexes of non-dominated ranking problems. 
Non-dominant ranking is to divide all non-dominant 
individuals into the first non-dominant optimal layer, and 
formulate and assign a shared virtual fitness value. The 
already stratified individuals are then ignored and the division 
continues, with a second non-dominant layer appearing, which 
also develops and assigns a shared virtual fitness value, and so 
on until all population individuals are stratified. This has the 
advantage of good individual fitness values and also maintains 
population diversity. Therefore, it is applied to the 
performance comparison of multi-objective optimization 
algorithms. Singh et al. adopted non-dominated ranking index 
to verify the optimization algorithm of multi-objective 
problem in the dynamic balance mechanism of cleaning 

device of agricultural thresher. The results show that the 
proposed method is feasible, that is, non-dominated ranking 
index is universal for the detection of multi-objective 
optimization algorithm [21]. In the study of the basic method 
of non-orthogonal multiple access which has been envisaged 
as the fifth generation cellular network, Kumaresan's team 
used the fitness value of each iteration of the algorithm to 
evaluate the particles in the validation of the adaptive user 
clustering algorithm based on the particle swarm optimization 
algorithm. The results show that the proposed algorithm has 
advantages. That is, the particle swarm fitness value algorithm 
detection of the algorithm is scientific [22]. Therefore, it is 
feasible to use ONVG, UDNS, NISD, ADF and the particle 
swarm fitness value of the algorithm as the evaluation index of 
the algorithm in the experiment. In ten comparison tests, the 
ONVG values of HPSO-R algorithm are 13, 13, 13, 13, 14, 12, 
12, 11, 12 and 10, respectively, which are greater than the 
other two comparison algorithms, indicating the optimal 
performance of the algorithm. The minimum UDNS values of 
HPSO-R algorithm are 1.6 and the maximum UDNS values 
are 4.2, respectively, which are both lower than the other two 
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comparison algorithms, indicating that the algorithm has the 
best performance. The maximum ADF value of HPSO-R 
algorithm is 5.6, the minimum is 2.4, and the average value is 
4.1, all of which are lower than the other two comparison 
algorithms, indicating that the algorithm has the best 
performance. The maximum NISD value of HPSO-R 
algorithm is 0.62, the minimum is 0.11, and the average value 
is 0.31, all of which are greater than the other two comparison 
algorithms, indicating that the algorithm has the best 
performance. The smaller the particle swarm fitness value is, 
the smaller the gap between the operation result and the 
optimal solution, that is, the better the algorithm performance. 
In the iterative test, the particle swarm fitness value of 
HPSO-R algorithm is finally stable at 0.016, the lowest value, 
and the fastest convergence speed, which is better than the 
comparison algorithm. In summary, the HPSO-R algorithm 
proposed in this study has the advantages of fast running 
speed and high accuracy, and its performance is better than the 
comparison algorithm. 

V. CONCLUSION 
A robust company supply chain is crucial to the successful 

growth of a business. The production practises of 
manufacturers have a greater impact on the supply chain than 
any other of the different links that make it up. The study 
suggests combining evolutionary algorithms and random 
neighbourhood structures to improve the particle swarm 
optimisation method in order to address this issue, and it then 
completes the building of the enterprise supply chain's 
anti-disturbance management model using the revised 
algorithm. When the modified method was tested for 
comparative performance, it outperformed both the PSO 
algorithm and the GA-TOM algorithm with maximum ONVG 
and NISD values of 14 and 0.62, respectively, and minimum 
UDNS and ADF values of 1.6 and 2.4, respectively. The 
algorithm outperforms the comparison algorithms in both the 
quickest convergence rate and the smallest particle swarm 
fitness value, which is steady at 0.016 after 800 iterations. In a 
trial of the practical application effects of the model proposed 
in the study, it was found that the production team using the 
model had the shortest time and highest profitability in 
completing the same order volume, 32 days and $460,000 
respectively. Additionally, in the experiment, the members of 
this group outperformed both the PSO model and the 
GA-TOM model by having the lowest values for each of the 
six forms of anti-production behavior—4.5, 4.5, 4.3, 4.3, 4.2, 
and 4.2, respectively. At one month into the experiment, the 
group employing this model had a manufacturer score of 8.2 
and a merchandise conformance rate of 83%. The model 
group's pass rate and manufacturer score at the halfway point 
of the testing were 92% and 9.1, respectively. In conclusion, 
the study's anti-disturbance management model of the 
company supply chain may realistically schedule the 
behaviour of manufacturers with regard to production, hence 
enhancing the stability of the supply chain. 

In the study of the influence of behavioral factors, 
although the measurement method is obtained, the parameters 
are selected by direct reference to the values in the existing 
literature. In the subsequent work, empirical studies can be 
conducted according to different enterprises and environments, 

so as to be closer to the actual situation. In supply chain 
management, because the member enterprises of the supply 
chain are independent economic entities, their interests and 
goals are different, so the coordination and decision-making 
problem is more complicated and diversified, and it is urgent 
to study it deeply. At the same time, this model is not strong 
enough for the connection and coordination between all links 
in the supply chain. How to do a good job in the connection 
between all links is also a problem to be further studied in the 
future. 
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Abstract—This paper presents a comprehensive analysis of
labor market demands for Myanmar workers in Japan, and
Thailand, focusing on opportunities for individuals without higher
education degrees. Leveraging ChatGPT’s text classification and
summarization capabilities, we extracted vital insights from
extensive job advertisements and social media groups. The dataset
comprises 152 job advertisements from Thailand and 30 from
Japan, collected in 2023. Our research provides a valuable
snapshot of skill demands and job opportunities, offering insights
for informed decision-making by both job seekers and interna-
tional non-governmental organizations. The innovative approach
of using ChatGPT highlights its efficacy in understanding labor
market dynamics. These findings serve as a foundation for
tailored interventions to bridge employment challenges faced by
marginalized Myanmar youths.

Keywords—ChatGPT; labour market analysis; skills identifica-
tion; online job adverts; skills demand

I. INTRODUCTION

Understanding the skill demands of industries is crucial for
educational providers, graduates, and job seekers. In today’s
rapidly changing job market, having the right skills is vital
for securing desired positions and achieving career success.
Educational institutions play a key role in preparing individuals
for the workforce. However, without an accurate understanding
of industry skill requirements, their programs may not align
with market needs, leaving graduates unprepared for employ-
ers’ expectations.

For educational providers, insights into industry skill de-
mands enable them to design and customize curricula to
meet job market needs. By staying updated on evolving skill
requirements, institutions can update courses, introduce new
programs, and adapt teaching methods to ensure graduates
possess sought-after skills. This alignment enhances graduates’
employability, improves job prospects, and boosts the institu-
tion’s reputation.

Likewise, for graduates and job seekers, understanding
industry skill demands is equally important. It allows them to
make informed decisions about education and training choices.
By knowing which skills are in high demand, job seekers
can acquire or enhance those skills to improve their compet-
itiveness. Aligning their skill sets with industry requirements
increases job offers, provides more opportunities for career
advancement, and contributes to long-term success.

The digitization of the job market has created oppor-
tunities to better understand job market needs through the
accessibility of online job advertisements. These advertise-
ments serve as valuable sources for understanding the most

popular job openings and skill requirements in the market.
However, job postings often contain unstructured text and
require further processing to identify the required skills. This
is where Natural Language Processing (NLP) techniques come
into play. NLP has gained significant attention for its ability
to identify and extract skills mentioned in job advertisements.
Various methodologies and approaches, such as named entity
recognition, rule-based systems, machine learning algorithms,
and information retrieval models, have been proposed for
skill extraction from job advertisements using NLP. Extensive
research has been conducted on the extraction of demanded
skills from job advertisements, uncovering valuable insights
into job market requirements and skill trends.

Recently, large language models have emerged as powerful
tools for processing and generating human-like langauge. Its
capabilities stimulates the interests of researchers to leverage
this tool in the context of identifying high-demand skills in the
dynamic job market. The primary objective of this research
is to utilize ChatGPT’s capabilities in text classification and
summarization to pinpoint the currently sought-after skills. It is
crucial to emphasize that this research specifically concentrates
on the skills needed by skilled workers without higher formal
education, with a particular emphasis on Myanmar youths as
a case study. The aim is to assess the employment prospects
available in Thailand and Japan for Myanmar youths lacking
higher education degrees.

Myanmar youths have been grappling with significant
challenges, including limited job opportunities and access to
education. The employment rate in Myanmar has experienced
a decline of 4.8 percentage points between 2020 and 2022,
indicating a decrease in job opportunities [WorldBank, 2023]
[1]. Many individuals from rural areas have resorted to seeking
work overseas, both legally and illegally, as a means of survival
[2]. Unfortunately, their dire circumstances often leave them
with limited options and force them to accept any available job
to sustain themselves. Consequently, a large portion of these
individuals find employment as general workers across various
factory sectors, without opportunities to enhance their skills or
advance their careers. Prior to the Covid-19 pandemic, it was
estimated that around three million Myanmar migrant workers
were employed in Thailand. These workers typically found
employment in sectors such as fishing, seafood processing,
factories, and agriculture. Similarly, the number of Myanmar
nationals working in Japan has also been increasing, with
more than 33,000 workers reported in 2020. These figures are
likely to have grown since then, indicating a growing trend of
Myanmar citizens seeking employment opportunities in Japan
and Thailand [3].
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Traditionally, recruitment for these industries was facili-
tated through recruitment agencies or community networks,
with a focus on individuals who had basic proficiency in the
Thai language rather than specific vocational skills. Unfor-
tunately, these workers often face difficulties such as lower
pay, workplace abuse, long working hours, and a loss of
dignity. In recent years, alongside the continued prevalence
of agent-based recruitment, there has been an increasing trend
among Myanmar workers to explore alternative channels for
finding employment opportunities. This includes searching
government and company websites, joining relevant Facebook
groups, and utilizing job advertisement platforms. These online
avenues provide additional options for job seekers to connect
with potential employers and access a broader range of oppor-
tunities.

This study aims to provide a snapshot of employment op-
portunities for Myanmar youths seeking overseas jobs through
online channels. It focuses on identifying specific labor market
opportunities in Japan and Thailand for Myanmar workers.
By gaining insights into job demands and the relevant skills
required in these countries, the analysis aims to assist Myan-
mar job seekers, especially those lacking higher education
degrees. To conduct this research, data was collected through
job recruitment agencies and by directly collecting data from
job advertisements, providing insights into current job oppor-
tunities and requirements.

This research makes the following significant contributions:

• This research serves as a proof of concept for the
effectiveness of using ChatGPT for skill extraction
from job advertisements. By demonstrating the tool’s
capabilities in extracting relevant skills from unstruc-
tured data, it showcases its potential for analyzing job
market demands.

• This research uniquely focuses on job prospects for
Myanmar youths in Thailand and Japan without higher
education. While many studies center on professionals
with formal degrees, this research highlights skilled
laborers without such qualifications.

• This research highlights challenges faced by Myanmar
youths in job and education. It aims to contribute to
social development by addressing these issues and
promoting inclusive opportunities for marginalized
individuals without higher education.

• By understanding the job prospects and skills de-
manded in Thailand and Japan, individual job seekers
can equip themselves with the necessary skills and
prepare for better employment opportunities. This in-
formation also enable policymakers to design targeted
interventions to address employment challenges.

In the next section, a detailed review of the literature in
the field of skill identification from online job adverts will be
provided. This will be followed by the methodology section,
which will explain the data collection methods, data pre-
processing, and the results of the exploratory data analysis,
presented in Section IV. The key findings and recommenda-
tions will be provided in Section V. Finally, the paper will be
concluded with a summary and suggestions for future research
in the final section.

II. LITERATURE REVIEW

Over the past few years, numerous research papers and
surveys have been published, delving into various aspects of
job market analysis. One promising research direction focuses
on developing skill databases such as ESCO (European Skills/-
Competences, qualifications and occupations framework) [4],
O*NET (Occupational Information Network) [5] to highlight
in-demand skills. ESCO is a project that classifies skills, oc-
cupations, and related competencies in various European lan-
guages. On the other hand, O*NET, developed and maintained
by the US Department of Labor, provides comprehensive
information about different occupations, including required
skills, knowledge, and work activities. These databases, which
are regularly updated to reflect changes in the labor market,
serve as valuable resources for understanding industry trends
and skill requirements.

The trend of customizing research for specific industries
or regional analyses is evident in recent studies. Grüger et
al. [6] developed a system that automatically identifies skills
in German-language job advertisements, showcasing the ef-
fectiveness of this approach. Similarly, Papoutsoglou et al. [7]
presented a framework for collecting online job advertisements
from StackOverflow and extracting the necessary skills and
competencies for specific IT jobs. They employed multivariate
statistical data analysis to explore correlations within the
dataset. Another relevant study conducted by Kennan et al.
[8] analyzed online job advertisements to gain insights into
the knowledge, skills, and competencies sought after for early
career information systems (IS) graduates in Australia. In
addition, Adan et al. [9] introduced C3-IoC, an AI-based
solution aimed at assisting students from the UK in exploring
IT career paths based on their education level, skills, and prior
experience.

A recent publication, [10], presented a systematic review
of advancements in skill identification based on job market
demands from online job advertisements. The authors thor-
oughly examined 108 research articles published between 2010
and 2020, providing a comprehensive survey on skill identi-
fication. Their study established a framework that addresses
three key challenges: skill base generation, skill identification
methods, and skill identification granularity. To enhance skill
identification and capture the dynamic needs of the job market,
the authors recommended leveraging recent deep learning
methods.

The field of natural language processing has experienced
remarkable progress since the introduction of ChatGPT and its
subsequent version, GPT-4 [11]. These advancements have had
a significant impact on various conventional tasks, including
machine translation, sentiment analysis, text summarization,
named entity recognition, and topic segmentation, among
others. Researchers have been leveraging the capabilities of
ChatGPT to enhance the efficiency and effectiveness of text
analysis processes. For example, Hoes et al. [12] investigated
the potential of ChatGPT for automated online content mod-
eration. Their study demonstrated that ChatGPT achieved an
impressive accuracy of 69% in categorizing statements as true
or false.

In a similar vein, [13] proposed AugGPT, a text data
augmentation approach that utilizes the capabilities of Chat-
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GPT. AugGPT generates multiple conceptually similar yet
semantically distinct samples by rephrasing each sentence in
the training set. These augmented samples can be effectively
utilized for downstream model training. Experimental results
on few-shot learning text classification tasks demonstrate the
superiority of AugGPT over state-of-the-art text data augmen-
tation methods in terms of testing accuracy and the distribution
of augmented samples.

The process of skill identification and normalization from
job advertisements encounters numerous challenges, as high-
lighted in [10]. The language used in job adverts can be diverse
and informal, leading to ambiguity and noise during skill
extraction. Moreover, the ever-changing nature of job markets
and evolving skill requirements pose difficulties in maintaining
up-to-date skill taxonomies. Recent research papers [12], [13]
showcasing the capabilities of ChatGPT in extracting key in-
formation and analyzing text data have motivated us to explore
the potential of this large language model in automating skills
identification from job advertisements.

III. DATASET

A. Data Collection

The dataset for this research was compiled through manual
extraction from two job advertisement platforms, as well as
various Facebook groups frequently promoting job listings.
The dataset for the Thailand job market originated from job
advertisements featured on two prominent Thai job recruitment
platforms [14] [15] and multiple Facebook groups [16]–[20]
known for posting job vacancies. To narrow the focus on skill
requirements for individuals without higher education degrees,
job advertisements mandating such qualifications were ex-
cluded. The majority of these job listings do not specify gender
preferences, implying that the positions are open to applicants
of any gender. A total of 152 job advertisements were collected
between April 2023 and June 27, 2023, offering a snapshot of
the Thailand job market during that specific timeframe.

Regarding the Japanese job market, the job advertisement
platforms were exclusively aimed at candidates with higher
education degrees. Consequently, the dataset for the Japanese
job market was procured from job advertisements published on
the official Facebook pages of Myanmar recruitment agencies
targeting opportunities in Japan [21]–[23]. Data collection
spanned from January 2023 to June 22, 2023, and encompassed
a total of 30 job advertisements, advertising a total of 842 job
openings.

To ensure alignment with the research focus on compre-
hending skill demands for individuals without higher education
degrees, job advertisements requiring higher education degrees
or above were excluded during the data collection process. In
sum, a total of 152 job advertisements were amassed from
April 2023 to June 27, 2023, providing a snapshot of the job
market within that specific time frame.

The job advertisements collected were initially in an
unstructured format, as shown in Fig. 1. To transform the
unstructured content into a structured dataset, the data col-
lectors manually extracted the ‘Job Titles’, and ‘Skills and
Responsibilities’. This involved organizing the content from
the advertisements into a structured table format, exemplified

Fig. 1. Example job adverts from JobDB [14].

in Table I. Notably, job titles and skills are often not explicitly
mentioned in the job adverts. Consequently, during the manual
extraction process, the data collectors copied and pasted the
content of the job descriptions or responsibilities into the skill
and responsibility column, without explicitly assigning them
to pre-defined skill databases like O*NET.

It is important to note that web scraping techniques were
not employed in the data collection process due to strict
prohibitions by the job advertisement platforms. To ensure
compliance with legal regulations and respect the privacy
policies of the companies, the researchers collected and cate-
gorized the data manually.

The dataset consists of two attributes: ‘Job Titles’, and
‘Skills and Responsibilities’. Table I presents a snapshot of
the dataset, showcasing specific details and examples of the
collected data.

B. Data Pre-processing

The initial step in data pre-processing for this project
involves cleaning the unstructured text data, as presented in
Table I. The data contains unwanted symbols, text, and du-
plicated records, requiring necessary cleansing. Consequently,
the data cleaning process encompasses three essential actions:
removing white spaces, eliminating duplicates, and converting
the text to lowercase. These steps ensure text standardization
and facilitate subsequent analysis.

However, it is important to note that the job titles and skills
are preserved in their raw form without lemmatization. This
deliberate decision was made to evaluate the performance of
ChatGPT in grouping similar words with the same meaning.
By retaining the original form of job titles and descriptions,
we can assess the model’s ability to recognize and interpret
variations in language while comprehending contextual infor-
mation.

IV. PROPOSED METHOD

Our research introduces a novel method that leverages
ChatGPT, a large language model, to enhance the efficiency
of automated job market analysis and gain insights into job
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TABLE I. SNAP-SHOT OF THE COLLECTED DATASET

Job title Skills and Responsibilities
Service Technician (Air Conditioning) Respond to customer requests for repair of air conditioning systems in homes com-

panies and factories. Perform routine maintenance tasks to ensure air conditioning
systems are operating efficiently. Manage a team of technicians providing guidance
and support as needed.

store staff Responsible to Store Performance and staff development to meet business objective.
Maintain and develop retail Store daily Operation to meet business efficiency in the
best possibility way. Manage and retain people to run daily operation to achieve
customer target and customer satisfaction. Develop SOP and Daily Operation
Routine (WI)

Graphic Designer ”Create and conceptualize where needed marketing communications in different
formats including advertising social media content website banners video editing
(and occasional filming) event collateral and more. Implement visual marketing
collateral according to BayWa brand guidelines. Coordinate with the regional
marketing and sales teams to create communications that meet their needs. Manage
and oversee third party suppliers

Accouting officer Must be proficient in the use of the English language (both verbal and written)
Must be proficient in Thai (both verbal and written) knowledge of other languages
is an advantage Excellent organizational and time-management skills Must be very
detail-orientated Positive attitude and sincere desire to learn on the job

Fig. 2. Architecture of our proposed method.

market demands. The architecture of our proposed method is
illustrated in Fig. 2.

The proposed method consists of two key steps aimed at
analyzing job titles and skill demand using ChatGPT’s zero-
shot prompt capability.

In the initial step, we leverage ChatGPT’s zero-shot prompt
capability to perform job title clustering in a given dataset,
obviating the necessity for predefined labels or manual annota-
tion. Through the formulation of specific prompts, we guide the
model to acquire knowledge from the provided information and
infer appropriate clusters based on the semantic relationships
among job titles. By applying this clustering process and
subsequently analyzing the size of each resultant cluster, we
can discern the most sought-after job titles within the market.

The maximum number of clusters can be predetermined within
the prompt by specifying either the desired number of clusters
or the minimum size of each cluster.

Building upon the outcomes obtained from the Job Title
Clustering step, we progress to the subsequent step, wherein
we undertake an analysis of skill demand within each cluster.
To accomplish this, we rely upon ChatGPT’s zero-shot prompt
functionality. For each job title cluster derived from Step 1, we
construct a prompt that facilitates the extraction of skills from
job descriptions specifically associated with that particular
cluster. By employing this approach, we gain valuable insights
into the skill demand prevalent within each distinct job title
group.

A. Step 1: Job Title Clustering

In the initial step, we leverage the zero-shot prompt ca-
pability of ChatGPT to cluster the job titles in the given
dataset. This prompt serves as a guide, enabling ChatGPT
to generate meaningful clusters based on the similarities; it
recognizes among the job titles. The resulting clusters offer
valuable insights into different job categories within the job
market, facilitating a comprehensive analysis of job market
demands. Some job roles appeared multiple times in the job
adverts database, indicating a higher demand for those specific
roles during the analyzed time frame. Conversely, certain roles
occurred rarely, suggesting a relatively lower demand for those
positions. Analyzing the sizes of these clusters, in terms of the
number of job advertisements assigned to each role, provides
valuable insights into the demand for specific job roles dur-
ing the specified time frame. Larger clusters indicate highly
sought-after job roles, implying a higher demand in the job
market for roles with the associated skills and qualifications.

Using the following prompt, we guide ChatGPT to recog-
nize underlying patterns and similarities among the job titles.
In this method, the number of clusters is not limited, but
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we predefined the minimum cluster size as 3, considering the
content of the dataset.

def job_title_clustering(Job_title):
prompt = f‘‘‘‘‘‘
Your task is to group Job titles from \
a long job title corpus where each job

title is separated by comma.

From the given job title corpus, delimited
by triple quotes \

group the job titles that are similar.

The minimum size of the group should be 3.

Use the following format:
Group 1: [<list of job titles that are

similar>, quote each job title with ’ ’
]

Group 2: [<list of job titles that are
similar>, quote each job title with ’ ’
]

‘‘‘{Job_titles}‘‘‘
‘‘‘‘‘‘
response = get_completion(prompt)
return response

Listing 1: Prompt for Job Title Clustering

Table II presented as a snapshot of the clustering results,
showcases the various job roles obtained from the clustering
process in Step 1.

TABLE II. SNAP-SHOT OF THE JOB ROLES FROM THE CLUSTERING
PROCESS

Group 1 Group 2 Group 3 Group 4
account
payable
officer

customer
relations
officer

administrator warehouse

accountant customer
service

admin staff warehouse
and delivery
staff

accountant customer
service

admin warehouse
associate

accounting
and finance
officer

customer
service
assistant
(english
speaking)

admin
account

warehouse
operations

accounting
officer (ap)

customer
service
officer

admin exec-
utive

warehouse
staff

assistant
accounting
manager

customer
service
quality
assurance

admin offi-
cer

B. Step 2: Skills Extraction

In the second step, we utilize ChatGPT’s zero-shot prompt
capability to extract skills from each cluster. To accomplish
this, we gather the job descriptions from all the job adver-
tisements within the corresponding cluster and combine them

into a comprehensive string. This concatenated job description
corpus is then inputted into the model, prompting it to extract
skills from the descriptions.

Below is a code snippet illustrating the prompt employed
to extract skills from a job description:

def extract_skills(grp_skill):
prompt = f‘‘‘‘‘‘
Your task is to extract skills from \
a corpus of job descriptions.

From the given corpus of job descriptions,
delimited by triple quotes \

extract the commonly found skills.

Format your response as a list of skills
separated by comma.

‘‘‘{grp_skill}‘‘‘
‘‘‘‘‘‘

response = get_completion(prompt)
return response

Listing 2: Prompt for Skills Extraction

This prompt aids in guiding the model to identify and
extract relevant skills from the job descriptions, contributing
to a more comprehensive understanding of the skill require-
ments within each cluster. The extract skills function takes a
parameter called grp skill, which represents the concatenated
job descriptions from each cluster. By utilizing this prompt, it
assists in guiding the model to identify and extract pertinent
skills from the job descriptions. This process significantly
contributes to enhancing the overall understanding of the skill
requirements associated with each job role within the clusters.
Through this step, we can effectively identify the key skills
needed for each job role and gain valuable insights into the
skill demand across different clusters.

V. RESULTS

A. Top Demanded Job Titles

The task of clustering job advertisements into common job
roles, such as ‘accountant’ or ‘admin’, poses a significant chal-
lenge. The absence of standardized definitions for these roles
and the existence of multiple names for the same role make
the task non-trivial. Furthermore, not all job advertisements
can be easily categorized into predefined roles. In order to
address these difficulties, we leveraged ChatGPT’s zero-shot
prompt to cluster job titles and identify common job roles.
We extracted the ten job roles with the largest number of job
advertisements.

1) Thailand: Fig. 3 presents the top ten job positions that
were highly sought after by low-level skilled workers in the
Thailand job market between April and June 2023. Sales-
related roles accounted for approximately 15% of the job
advertisements during this period, including job titles such as
Sales, Sales Admin/Support Executive, and Sales Coordinator.
The second most in-demand category was customer service-
related positions, representing around 13% of the job adver-
tisements. This category encompassed roles like Customer
Relations Officer, Customer Support Specialist, and Customer
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Fig. 3. Top ten most in-demand job positions in Thailand job market.

Service (Call Center). Admin-related positions ranked third in
terms of demand and included roles such as Admin Executive,
Admin Officer, Admin Support Staff, and Administrative Offi-
cer. It is observed that all the job postings are open to both
male and female candidates.

TABLE III. COMPARISON OF JOB ROLES FROM HUMAN ANNOTATION
AND CHATGPT

ChatGPT %(GPT) Manual % (Manual)
sale 15.45 sales 12.67
customer ser-
vice

13.01 customer ser-
vice

12.67

admin 11.38 admin 12.0
accounting
and finance

5.69 marketing 7.33

graphic
design/
Photograper

4.88 staff 5.33

technician 4.07 accountant 5.33
warehouse
staff

4.07 warehouse 4.67

driver 3.25 receptionist 4.67
Kitchen staff
and cook

3.25 officer 4.67

marketing 3.25 technician 4.0

Comparison against human annotations: To assess the
clustering results, we compared the top ten job titles obtained
through our proposed method with the annotations provided
by job-seeking individuals in the Thailand market. The com-
parison results are shown in Table III, which illustrates the
overlapping job roles between the individuals’ specifications
and the results generated by ChatGPT. The frequency column

represents the proportion of job advertisements related to
specific job roles within the analyzed time-frame. Our observa-
tions revealed that seven out of the top 10 job roles, excluding
graphic designer, driver, and kitchen staff, overlapped between
the human annotations and the model’s results. The top three
job roles remained consistent, with only minor variations in
the frequency of job advertisements.

2) Japan: Fig. 4 illustrates the top ten job positions that
were in high demand among low-level skilled workers from
Myanmar in the Japanese job market between January and
June 2023. The analysis considered 30 job advertisements,
totaling 842 job openings. Please note that for the Japanese
Job market, worker recruitment in Myanmar is commonly
facilitated through agencies, and in many cases, mass recruit-
ment is conducted where more than 10 workers are hired
simultaneously.

The top ten industries with high demand encompassed agri-
culture, food service, interior building cleaning, and nursing
care. Among these industries, agriculture recorded the highest
level of recruitment, employing over 250 workers (30% of
total job openings). The food service industry closely followed,
hiring approximately 120 workers. The cleaning industry had
the highest recruitment of female workers, with 100 positions
filled during the study period. The nursing care sector and fish-
ery/aquaculture industries each recruited around 65 workers.
Additionally, the manufacturing of food and beverages industry
hired approximately 50 workers.

Out of all the job advertisements, 14% specifically targeted
female workers, including the cleaning industry, manufacturing
of food and beverages, and airport ground staff. Conversely,
only 10% of the job adverts were specifically aimed at
male workers. Notably, the construction industry exclusively
recruited male workers, with a total of 30 workers being hired.
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Fig. 4. Most in-demand job sectors in Japanese job market targeting to Myanmar skilled workers.

The carpentry and interior home decoration industries followed
as the second and third most recruited industries for male
workers. The majority of job recruitment, accounting for 76%,
was open to both male and female workers. Additionally, it is
worth mentioning that while some openings in the manufactur-
ing of food and beverages industry were exclusively for female
workers, others were open to both male and female applicants.

Comparison against Human annotations: Table IV
presents a comparison of the results obtained from Human
annotations and those generated by ChatGPT. The table reveals
a significant level of overlap in clustering between the human
annotations and the model’s output, with only minor variations
in the frequency of job advertisements.

3) Comparison between Thailand and Japan: Please note
that the above data represents two different dimensions, pro-
viding insights into the job markets in Thailand and Japan for
Myanmar workers. The data from Thailand encompasses job
advertisements that are open to not only Myanmar nationals
but also individuals of other nationalities, including Myanmar
workers. On the other hand, the Japanese data specifically
focuses on opportunities for Myanmar workers in Japan.

Both Japan and Thailand utilize their national languages
as the official working languages. However, in the Thai job
market, there is a noticeable trend of posting job advertise-
ments in English. This practice aims to attract individuals of
diverse nationalities, including Myanmar workers who possess
English language skills. On the other hand, the Japanese job
market follows a different approach. Job advertisements in
English primarily target professionals with higher degrees or

TABLE IV. COMPARISON OF JOB ROLES FROM HUMAN ANNOTATION
AND CHATGPT

ChatGPT %(GPT) Manual % (Manual)
Agriculture 31.24 Agriculture

workers
31.97

Food Service 13.9 Food service 14.63
Interior Build-
ing Cleaning

11.76 Cleaner 12.49

Nursing Care 7.96 Nurse and care
giver

8.69

Fishery and
Aquaculture

7.6 Fishery Firm
workers

8.34

Manufacture
of Food and
Beverages

5.34 Construction
worker

6.91

Car Service 3.92 Manufacture
of Food and
Beverages

6.08

Hospitality 2.97 Car Service 4.66
Construction
worker

2.61 Manufacturing
Factory
worker

4.06

Manufacturing
Factory

1.9 Front Desk 3.71

specialized skills. These advertisements cater to individuals
who possess a certain level of proficiency in English, reflecting
the demand for language fluency in certain industries or job
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roles. However, lower-skilled workers from Myanmar seek-
ing employment in Japan often heavily rely on recruitment
agencies to secure job opportunities. These agencies act as
intermediaries, connecting job seekers with employers who
specifically seek foreign workers. In Myanmar, these agencies
frequently use social media platforms like Facebook to an-
nounce job advertisements, enabling job seekers in Myanmar
to search for opportunities through these platforms.

It is important to note that both Thailand and Japan recog-
nize the importance of language proficiency, and fluency in the
respective national languages is highly valued. While the Thai
job market embraces the use of English in job advertisements
to attract a diverse talent pool, the Japanese job market focuses
more on higher-skilled positions and relies on recruitment
agencies for lower-skilled job placements. Understanding these
dynamics is crucial for Myanmar workers seeking employment
opportunities in these two countries.

By comparing the study between the Japanese and Thai
job markets, it can be observed that the top five industries
with high demand for both genders in the Japanese job
market were agriculture (31%), food service (14%), building
cleaning (12%), nursing care (8%), and fishery/aquaculture.
In the Japanese job market, a significant majority of job
recruitment (76%) was open to both male and female workers.
The construction industry exclusively recruited male workers,
while the cleaning industry had the highest recruitment of
female workers. In contrast, data from official job agencies
indicates that the Thai job market had a high demand for sales-
related roles (15%), customer service-related positions (13%),
and administrative-related positions (11%) between April and
June 2023. This suggests that the service sector in Thailand
is becoming more open to Myanmar nationals who can speak
both English and Thai.

Fig. 5. Snap-shot of the top demanded skills for top three sought-after job
roles in Thailand.

B. Top Demanded Skills

Proficiency in Japanese, and Thai is essential for workers
seeking promising job opportunities in various sectors.

1) Thailand: Fig. 5 displays the required skills for the
top three sought-after job roles: sales, customer service, and
administration. Among the technical skills, employers highly
prioritize computer literacy proficiency and competence in
Microsoft Office tools. English language proficiency is also
frequently requested. It is worth noting that the Thai job market

places great importance on soft skills as well. Employers in
Thailand consistently seek abilities such as customer service,
communication, and problem-solving.

2) Japan: Fig. 6 provides valuable insights into the re-
quired skills for the agriculture and fishery/aquaculture sectors
in Japan. In addition to the essential manual labor skills,
such as breeding, collecting, sorting of animals, farming, and
planting, there is also a significant demand for knowledge in
management and health and safety practices. It is worth noting
that the agriculture and fishery/aquaculture sectors in Japan
require workers with a diverse skill set. While manual labor
skills are foundational, the demand for additional knowledge in
management and health and safety reflects the need for workers
who can contribute to the overall success and sustainability of
these industries.

Fig. 6. Snap-shot of the top demanded skills for agriculture and fishery /
aquaculture sectors in Japan.

Fig. 7. Snap-shot of the top demanded skills for construction sector in Japan.

Fig. 7 highlights the highly demanded skills for male
workers in the Japanese construction sector. It can be seen
that the Japanese construction sector demands a range of skills
related to various construction activities such as plumbing,
pumping, formwork, finishing, scaffolding, plastering, roofing
and carpentry. In addition, it also requires skilled workers
who can operate and maintain a wide range of machinery and
equipment. By focusing on acquiring these skills, Myanmar
workers can enhance their chances of finding employment
opportunities in the Japanese construction sector.
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C. Evaluation of Unsupervised Clustering

To assess the clustering results between the proposed
method and manual grouping, we employ precision and recall
as evaluation metrics. Precision quantifies the proportion of job
roles accurately classified by the model, while recall measures
the model’s capability to correctly capture all job titles.

1) Evaluation metrics: Precision, as a metric, gauges the
correctness of the clustering results by calculating the percent-
age of job roles that were correctly assigned to their respective
clusters. A higher precision value indicates a higher accuracy
in classifying job roles.

precision =
TruePositive

TruePositive+ FalsePositive
(1)

On the other hand, recall assesses the model’s completeness
in capturing all relevant job titles. It measures the proportion
of actual job titles that were correctly identified and included
in the dataset. A higher recall value implies that the model
successfully captures a larger portion of the job titles.

recall =
TruePositive

TruePositive+ FalseNegative
(2)

In Eq. (1) and (2), True Positives indicate the number of
job titles that are accurately classified within their respective
clusters. This means that a job title is correctly assigned to
the appropriate cluster, such as “admin officer” being assigned
to the admin cluster. False Positives, on the other hand, refer
to job titles that are incorrectly assigned to a cluster where
they don’t belong. For instance, if a job title like “sale”
is incorrectly assigned to the admin cluster. False Negatives
represent the job titles that should be belong to the given
cluster but are mistakenly assigned to the wrong cluster. For
example, the title “admin officer” is erroneously assigned to
the sale cluster instead of the admin cluster.

By considering both precision and recall, we can gain
a comprehensive understanding of the performance of the
proposed clustering method compared to the manual grouping.
These evaluation metrics provide insights into the model’s
accuracy, correctness, and ability to capture a broad range of
job titles within the clustering process.

2) Accuracy: In this section, we present the performance
of unsupervised clustering for the top ten job roles in Thai-
land Job Market. The resulting confusion matrix (Fig. 8)
provides insights into the clustering accuracy. The confusion
matrix visually represents the performance of the clustering
model, showcasing its ability to assign job adverts to the
corresponding job roles. The high accuracy scores indicate the
model’s proficiency in recognizing and grouping similar job
descriptions together.

For the Thailand Job market, the proposed model demon-
strated impressive performance by accurately capturing all
the job adverts annotated by humans in the driver, graphic
designer, and kitchen helper roles. Furthermore, it achieved
a high accuracy rate of 95% for sales roles and 88% for
accountant roles. For sales, administration, and customer ser-
vice roles, ChatGPT achieved approximately 70% accuracy.

However, ChatGPT did not perform well for the marketing
and technician roles due to the wide and diverse range of
words used to describe these roles. The inherent variability
and ambiguity in job descriptions related to marketing and
technician positions pose challenges for accurate clustering.

Fig. 8. Confusion Matrix for the top-ten job roles in Thailand.

This evaluation demonstrates the effectiveness of ChatGPT
in automatically clustering job adverts into relevant job roles.
The results highlight its potential for assisting in job matching
and recruitment processes, aiding in the efficient categorization
of job postings based on their role requirements.

3) Precision and recall: Fig. 9 depicts the precision and
recall scores for the top ten demanded job roles in Thailand.
The precision scores reflect a high success rate in accurately
identifying the job roles, with most of them achieving a score
of 100%. This indicates that the model performs well in
correctly assigning job postings to their respective roles.

However, the variation in the recall scores indicates the
model’s ability to capture all the job roles within the rele-
vant clusters. While precision measures the accuracy of the
identified job roles, recall measures the model’s capability to
capture all the job roles present in the data. The variation in
recall scores suggests that the model may have challenges in
fully capturing all job roles, potentially missing some relevant
postings.

VI. LIMITATION AND FUTURE DIRECTION

It is important to acknowledge that this research offers a
snapshot of the skills in demand by employers at a specific
moment, and it may not encompass the complete range of
skills required for a given occupation or industry due to the
limited dataset size. However, the demonstrated success of the
proposed method serves as a promising direction for exploring
and harnessing the capabilities of large language models in
understanding the industrial skill demands. It provides an
avenue to develop a comprehensive understanding of skill
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Fig. 9. Precision and Recall for the top-ten job roles in Thailand.

demand and contributes to the advancement of reducing the
skill gap between the industries and training providers.

Another limitation is the validation of our results. We en-
gaged youths seeking employment in Thailand and Japan, who
lack expertise in labor market studies. This could introduce
biased judgments when identifying job titles and clustering
data. To improve accuracy, future research could involve ex-
perts or existing skill databases, refining job title identification
and minimizing biases. This enhances result reliability.

VII. CONCLUSION

This study leverages the capabilities of ChatGPT, a pow-
erful instrument for text classification and summarization, to
identify in-demand skills among Myanmar workers. The main
objective is to assess employment opportunities in Thailand
and Japan for Myanmar youths lacking higher education
degrees. Key highlights of this research include showcasing
ChatGPT’s proficiency in extracting skills from unstructured
job ads, offering a rapid and thorough perspective on labor
market demand, with a specific emphasis on highlighting
opportunities for low-level skilled workers. Moreover, this
study empowers international non-governmental organizations
to make well-informed decisions while crafting targeted inter-
ventions to address the employment challenges confronted by
marginalized Myanmar youths.
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Abstract— In today’s medical landscape, the effective man-
agement and availability of diagnostic data, including current
and historical medical tests, play a critical role in inform-
ing physicians’ therapeutic decisions. However, the conventional
centralized storage system presents a significant impediment,
particularly when patients switch healthcare providers. Given
the sensitive nature of medical data, retrieving this information
from a different healthcare facility can be fraught with chal-
lenges. While decentralized storage models using blockchain and
smart contracts have been suggested as potential solutions, these
methodologies often expose sensitive personal information due to
the inherently open nature of data on the blockchain. Addressing
these challenges, we present an innovative approach integrating
Non-Fungible Tokens (NFTs) to facilitate the creation and sharing
of medical document sets based on test results within a medical
environment. This novel approach effectively balances data ac-
cessibility and security, introducing four key contributions: (a)
We introduce a mechanism for sharing medical test results while
preserving data privacy. (b) We offer a model for generating
certified, NFT-based document sets that encapsulate these results.
(c) We provide a proof-of-concept reflecting the proposed model’s
functionality and (d) We deploy this proof-of-concept across
four EVM-supported platforms—BNB Smart Chain, Fantom,
Polygon, and Celo—to identify the most compatible platform
for our proposed model. Our work underscores the potential of
blockchain, smart contracts, and NFTs to revolutionize medical
data management, demonstrating a practical solution to the
challenges posed by centralized storage systems.

Keywords—Medical test result; blockchain; smart contract;
NFT; Ethereum; Fantom; Polygon; Binance Smart Chain

I. INTRODUCTION

Advancements in technology are significantly transforming
the landscape of disease diagnosis and treatment, alleviating
the need for patients to physically visit healthcare facilities.
Innovative applications installed on smartphones now enable
remote health monitoring, overseen by either human doc-
tors or AI platforms [1]. However, to supplant the entire
traditional healthcare system, certain critical steps outlined
in numerous research directions must be taken [2], [3], [4].
One significant challenge is the management of individual
medical data, including treatment records and medical history.
Accurate recording of medical history is vital for effective
disease diagnosis and treatment [5].

Many research studies leverage modern technologies to
reform healthcare systems, replacing traditional supply chain
processes [6], [7], and the way diseases are diagnosed and

treated. These proposed solutions primarily focus on decentral-
ized (or distributed) storage, ensuring efficient data handling
and access [8]. Blockchain technology and smart contracts
contribute to transparency in information storage [9]. After
authentication, all data is stored on-chain and becomes im-
mutable.

Smart contract technology, introduced first by the Ethereum
platform1, automates all system operations. After calculations
and updates, information and data are stored on a distributed
ledger, accessible for stakeholders to check activities.

Blockchain-based solutions have been proposed to ensure
data authentication transparency in the medical environment,
addressing shipping [10], [7], disease treatment [11], [12],
medical waste management [13], emergency patient informa-
tion retrieval [14], [15], medical product supply chain [16], and
blood donation processes and their supply chain management
[17], [18]. Other non-medical solutions based on community
sourcing include Cash on Delivery [19], [20], supply chain
[21], [22], among others [6], [23].

Several models for managing patients’ medical examina-
tion and treatment information based on Blockchain technol-
ogy have been proposed. For instance, HealthBank2 introduced
a patient information management model based on Blockchain
technology, where users can store all information reliably
on the blockchain. Similarly, HealthNautica and Factom An-
nounce Partnership3 utilized the transparency of on-chain
storage to build a system protecting medical data integrity.

However, on-chain storage of all patient information en-
counters two significant issues: i) a decrease in system per-
formance and increased transaction fees per access; ii) lack of
patient privacy due to public access to all information. The first
problem arises from redundant and unnecessary data storage
[24]. Thanh et al. [20] posited that not all collected data needs
to be stored and processed on-chain as most are redundant.
Trieu et al. [14] shared a similar sentiment, suggesting off-
chain storage for personal data unrelated to treatment or
diagnosis. This decrease in on-chain data consequently reduces
transaction costs [25].

Privacy risk is another issue; unencrypted stored data can
be exploited and manipulated by other system users, severely

1https://ethereum.org/en/whitepaper/
2https://www.healthbank.coop
3https://www.factom.com/company-updates/

healthnautica-factom-announce-partnership/

www.ijacsa.thesai.org 947 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 8, 2023

impacting patient privacy. Insurance companies, for example,
can misuse a patient’s medical history, refusing to provide
coverage [26]. To address this, some Blockchain and IPFS-
based solutions, such as Misbhauddin et al. [27] and Zyskind
et al. [28], store sensitive user data off-chain (in IPFS),
minimizing personal information exposure risk.

Still, these solutions struggle with medical record sharing
between patients and medical centers (i.e., medical staff). To
address this, we propose an approach based on Blockchain,
smart contract, and NFT technologies. Here, personal infor-
mation and treatment history are stored as NFTs, and med-
ical test result-related information is stored off-chain. NFTs
are generated for each test and shared easily with required
addresses (e.g., nurses, doctors). Each patient is assigned a
unique identifier to differentiate them from others.

Our work thus provides four key contributions: (a) A
Blockchain, smart contract, and NFT-based mechanism for
sharing test results. (b) A storage model based on the NFT tool.
(c) A proof-of-concept implemented based on the proposed
model. and (d) Deployment of the proof-of-concept on four
platforms that support ERC721 (NFT of ETH) and EVM
(for deploying smart contracts written in solidity language)
including BNB Smart Chain, Fantom, Polygon, and Celo to
determine the most suitable platform for our proposed model.4

The structure of this paper unfolds over eight sections. Fol-
lowing the introductory part, we provide background informa-
tion, offering an overview of contemporary studies addressing
similar research issues and a summary of relevant technologies
and EVM-compatible blockchain platforms in Section II. In
Section III we explore related work. The subsequent two
sections delve into our methodology and the practical imple-
mentation of our proposed model (refer to Sections IV, V). To
attest to the efficacy of our approach, Section VI presents an
evaluation conducted under various scenarios, preceding the
discussion in Section VII. Finally, in Section VIII, we provide
a summary and outline future directions for this research.

II. BACKGROUND

This section provides a detailed background to the tech-
nologies central to the decentralized management of medical
test results. Specifically, we explore Blockchain, Smart Con-
tract, Non-Fungible Tokens (NFTs), Ethereum, Binance Smart
Chain, Polygon, Celo, and Fantom. Due to the limited scope
of this paper, we cannot provide the details on each topic. We
prefer the reader follow the white paper/external source if they
want to detail the corresponding platforms or topics.

A. Blockchain

Blockchain technology forms the backbone of many de-
centralized systems, including cryptocurrencies like Bitcoin. It
employs a distributed ledger, functioning as a shared database
spread across multiple nodes in a network. Each block in
the chain contains data, and every new block is linked to
the preceding block, forming a chain-like structure. It is the
Blockchain’s immutable and transparent nature that makes
it attractive for various applications, including medical data
management.

4We did not deploy smart contracts on ETH due to the high execution fees
of smart contracts.

B. Smart Contract

Smart contracts are self-executing contracts with the terms
of the agreement directly written into lines of code. They elim-
inate the need for a middleman in digital agreements, ensuring
trust, transparency, and efficiency. Smart contracts execute
automatically upon meeting predefined rules and conditions.
They are stored on the blockchain, making them tamper-
proof and traceable. These features make smart contracts
a valuable tool in healthcare, specifically in managing and
securing patient data.

C. Non-Fungible Tokens (NFTs)

NFTs represent a unique digital asset that is verifiably
unique, unlike cryptocurrencies such as Bitcoin or Ethereum,
where each unit or “coin” is identical to every other coin. This
uniqueness and indivisibility make NFTs ideal for representing
ownership or proof of authenticity of individual items or assets,
such as artwork, real estate, and in our context, unique sets of
medical test results.

D. Ethereum

Ethereum is an open-source blockchain platform that
supports smart contract functionality. It provides the under-
lying technology for a multitude of decentralized applica-
tions (DApps). Ethereum also introduced the concept of pro-
grammable transactions using smart contracts, making it a pio-
neer platform for building complex decentralized applications,
including those for decentralized healthcare systems.

E. Binance Smart Chain (BSC)

The Binance Smart Chain5, an innovation by the Binance
cryptocurrency exchange, is a blockchain platform built for
running smart contract-based applications. It allows developers
to build decentralized applications efficiently and is fully
compatible with Ethereum Virtual Machine (EVM). BSC also
boasts high transaction speed and low fees, making it a favored
platform for various decentralized projects.

F. Polygon

Polygon or MATIC 6, previously known as Matic Network,
is a layer-2 scaling solution for Ethereum. It aims to provide
faster and cheaper transactions on the Ethereum blockchain
while maintaining its robust security. Polygon uses a technol-
ogy known as ‘sidechains,’ which are blockchain systems that
run alongside the Ethereum mainchain. This feature allows for
scalability, making it suitable for a decentralized medical test
result management system.

G. Celo

Celo7 is an open blockchain platform that makes financial
tools accessible to anyone with a mobile phone. It’s designed
to support stablecoins and tokenized assets, prioritizing scala-
bility, and usability. Celo’s lightweight identity and proof-of-
stake mechanisms make it an attractive platform for projects
needing secure, fast, and low-cost operations, such as those
required in managing medical test results.

5https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
6https://polygon.technology/lightpaper-polygon.pdf
7https://celo.org/papers/whitepaper
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H. Fantom

Fantom8 is a high-performance, scalable, and secure smart-
contract platform. It is designed to overcome the limitations of
previous generation blockchain platforms. Fantom is permis-
sionless, decentralized, and open-source. Its aBFT consensus
protocol delivers unparalleled speed, security, and reliability.
Fantom’s technology stands out for its speed, low transaction
costs, and high security, making it a good option for any
decentralized application like managing medical test results.

III. RELATED WORK

This section critically surveys the past methodologies em-
ployed in creating models for patient test results management,
particularly those harnessing Blockchain technology and smart
contracts. The study is bifurcated into two core perspectives:
i) patient-centric health information management models, and
ii) strategies based on blockchain technology.

A. Patient-Oriented Health Information Management Models

In the rapidly evolving healthcare landscape, the patient-
centric model has emerged as a pioneering approach, prior-
itizing patients’ needs and values. The key aspect of these
models is to cater to patients’ privacy preferences, providing
them with the ability to have greater control over their health
data. The type of data that falls under this model not only
includes clinical details essential for disease management and
treatment like heart rate, blood pressure, and other vital health
indicators, but also personal data like location, phone number,
and more. While not all data are directly relevant for treatment,
they are critical components of comprehensive patient care.

Among the remarkable contributions in this space is a
model introduced by Chen et al. [29]. This innovative approach
utilizes Internet of Things (IoT) devices and sensor technology,
which are embedded directly into patients. The devices are
leveraged to extract vital medical information in real-time.
In this model, blockchain technology plays a pivotal role in
securely storing, managing, and controlling the harvested data
from these IoT devices. The collected information is encrypted
before leaving the patient’s control and is sent directly to cloud
servers.

An intriguing shift away from conventional models is
observed in these novel approaches. Traditional models entrust
medical centers or hospitals with the storage and management
of patient information. In contrast, the newer methodologies
propose a paradigm shift, advocating for the patients’ power
to control their data [30], [31], [32]. This is essentially empow-
ering patients to decide who they want to share their data with,
ensuring that data sharing occurs only with trusted entities.

Further substantiating the value of patient empowerment,
Makubalo et al. [33] collated several models that endorse
health information sharing by patients themselves. In order
to prevent the illicit sharing of information by those it has
been shared with (like doctors or nurses), a robust system was
introduced by Yin et al. [34]. This system employs attribute-
based encryption (ABE) to secure data privacy, providing
patients the ability to define their data access policies.

8https://whitepaper.io/document/438/fantom-whitepaper

This shift towards patient-centered models has fostered a
diverse body of work in the area of health data management
and privacy. Several other studies have adopted ABE-based
access control models, and dynamic policy models to enhance
flexibility in the healthcare environment [35], [36], [24]. All
these advances reflect the broader move toward empowering
patients and improving the flexibility and privacy of health
data management.

B. Blockchain-based Health Information Management Models

A distinct, parallel body of research focuses on the imple-
mentation of blockchain technology in healthcare data manage-
ment. In these models, the emphasis is on i) the development of
a decentralized management system for patient medical data,
inclusive of laboratory information, and ii) the utilization of
the InterPlanetary File System (IPFS) for reducing the volume
of on-chain stored information.

Madine et al. [37], for instance, proposed a model that
stored medical records on a blockchain, preserving the detailed
information on IPFS. This approach seeks to achieve a delicate
balance between information accessibility and privacy, with a
clear objective of safeguarding patient data against unautho-
rized access from within the same system.

In a similar vein, HealthBank and HealthNautica intro-
duced blockchain and IPFS amalgamations to propose patient-
centric models complying with privacy regulations, like the
General Data Protection Regulation (GDPR). These models
promote the concept of decentralization in healthcare, elimi-
nating the reliance on a central authority for data storage and
management, and significantly enhancing data security.

Noteworthy is the evolution of these models beyond simple
storage to include sharing of essential information with autho-
rized individuals, such as medical staff at healthcare centers
[38], [39]. This represents a more comprehensive approach
to health data management, incorporating the need for data
sharing in addition to secure storage.

Another pertinent aspect addressed by some studies is
the consideration of indirect participants in the treatment
process, such as insurance companies and regulators [40]. This
approach is especially important as it encompasses the com-
plete ecosystem of healthcare, from patient care to insurance
processes and regulatory compliance.

Despite these advances, the field faces a host of challenges.
For example, the user-centric model often results in policy
redundancy, and the introduction of new blockchain and IPFS-
based systems can be complex for users unfamiliar with such
technologies.

To circumvent these challenges, our proposed model in-
corporates a fusion of modern platforms, including blockchain,
smart contracts, and Non-Fungible Tokens (NFTs). Rather than
depending on sharing policies to define access to test results
or patient history, we propose the creation of corresponding
NFTs. This approach is designed to alleviate stringent platform
requirements, such as those associated with security policy-
based methods. The following section elucidates our proposed
model that employs NFT technology (i.e., ERC721) to share
information with the appropriate entities.
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IV. BLOCKCHAIN-FACILITATED MEDICAL TEST RESULTS
MANAGEMENT FRAMEWORK

In the ensuing discussions, we will initially revisit the
traditional methodologies employed in medical test results
management. Following this, we introduce our novel model,
which is underpinned by Blockchain technology, smart con-
tracts, and Non-Fungible Tokens (NFTs).

A. Conventional Model for Managing Medical Test Results

Fig. 1. Conventional medical test results management framework.

Fig. 1 illustrates the conventional procedure for testing and
obtaining results, typically structured around four key stages.
A patient, in the initial stage, constructs a medical record book,
either in electronic or physical form, at the medical institution.
This repository houses comprehensive information pertinent to
the patient’s treatment process and medical test results.

These records are absolutely critical, as the clinicians’
diagnostic decisions and medical judgments hinge on the
variations observed in a patient’s health status as interpreted
from these test results. In many developing nations, the testing
phase could be quite protracted due to constraints related to
infrastructure and auxiliary medical equipment. The patient,
consequently, has to endure substantial waiting periods to
provide samples and receive the corresponding test results.

Upon receipt of the results from the laboratory personnel,
the patient presents these results to the medical practitioners
for an assessment of their health status and determining the
appropriate therapeutic interventions. All data concerning the
diagnosis and resultant treatment are updated in the medical
record book.

The loss of a patient’s medical record book, thus, severely
jeopardizes the treatment process. For the digital variants, the
medical record book is stored locally at a discrete hospital or
healthcare facility. Given the highly sensitive nature of medical
data, the prospects of sharing this information with other
institutions are typically slim. Therefore, there exists a pressing
need for a comprehensive solution to issues related to the
storage and sharing of patients’ medical record books, catering
to both electronic and physical formats. In the subsequent
segment, we unveil our resolution, leveraging the capabilities

of contemporary technologies like blockchain, smart contracts,
and NFTs.

B. Medical Test Results Management Model Leveraging
Blockchain Technology, Smart Contracts, and NFTs

Fig. 2 exhibits our solution, drawing upon blockchain
technology, smart contracts, and NFTs, and comprising of nine
critical stages. Users are provided with the ability to create
an identifier, referred to as ‘patient ID global,’ which is valid
across all medical systems (step 1). This identifier is further
linked to a medical record book that archives all relevant
details about the medical record, test results, and the patient’s
medical history (step 2). Steps 3-6 are intrinsically connected
with User-Interface (UI) services, offering interfaces to every
user group within the system to curtail complex operations
(i.e., backend processing). These interactions are facilitated via
smart contracts housing pertinent functions for data storage and
processing (step 7). In this phase, we devise functions relating
to contract creation/NFT or the transfer of NFTs (refer to the
introduction).

All transactions are subsequently updated, stored, and
dispersed within a distributed ledger, including details about
visitors, time, and location, etc. The information relevant to
the test results is produced in the corresponding NFTs and
transferred to the physicians responsible for treating the patient
(step 9).

V. IMPLEMENTATION

The practical application of our model zeroes in on two
primary objectives: i) manipulation of data, specifically medi-
cal test results, involving creation, query, and update on the
blockchain platform, and ii) construction of Non-Fungible
Tokens (NFTs) for medical test results, enabling the easy
sharing of such data by patients with medical practitioners
such as doctors and nurses.

A. Data Creation Procedure

Fig. 3 provides a graphic representation of the steps in-
volved in data initialization with respect to the medical test
results. These results incorporate information such as the type
of test conducted, time of testing, testing facility, test results,
consultation outcomes, and the corresponding treatment ap-
proach and its duration. Additionally, metadata of the test
results also includes information about the type of patient and
the medical personnel involved in conducting the test.

The storage process, in this context, facilitates concurrent
storage (i.e., distributed processing as a peer-to-peer network)
on a distributed ledger, which supports multiple users for
concurrent storage, thereby reducing system latency.

In essence, the medical test results data is structured as
follows:

medicalTestResultsObject = {
"patientID": patientID,
"medicalTestID": medicalTestID,
"medicalStaffID": medicalStaffID,
"type": type of test,
"numbers": numbers of treatments,
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Fig. 2. Medical test results management model leveraging blockchain technology, smart contracts, and NFTs.

Fig. 3. Initialization of data and Non-Fungible Tokens (NFTs).

"results": results of the medical test,
"diagnose": diagnosis of the illness,
"institution": institutionID,
"date": time and date,
"times": times of test,
"period": period of the treatment,
"state": Null
};

In particular, besides information useful for content extrac-
tion (i.e., medical staff, test results, diagnostic outcomes, etc.),
we also store information related to the status of the patient’s
treatment at the hospital (i.e., “state” - default set to Null).
Specifically, the “state” changes to a value of 1 when the
respective patient has completed their treatment and exited the
medical facility (i.e., numbers increment by 1); a value of 0
signifies that the patient is still under treatment. Furthermore,
we keep a record of the treatment interval and number of tests
conducted through two parameters: “period” and “times”.

Following this, pre-designed constraints in the Smart Con-

tract are invoked through the API (i.e., name of function) to
synchronize them up the chain. This role of validation carries
significant weight as it directly impacts the process of storing
medical information (i.e., medical test results), as well as the
treatment of patients.

For processes that initialize NFTs (i.e., store only test
results), the contents of the NFT are defined as follows:

NFT MEDICAL_RECORD = {
"medicalRecordID": medicalRecordID,
"patientID": patientID,
"medicalTestID": medicalTestID,
"type": type of test,
"medicalStaffID": medicalStaffID,
"results": results of the medical test,
"institution": institutionID,
"date": time and date,
};

The above-mentioned information is extracted from the
original data stored on the chain - our previous model con-
structed a role-based access control (RBAC) system, hence,
direct access from non-owners or unauthorized entities is not
possible. Also, considering that a patient undergoes several
health assessments/checks before a disease is diagnosed, the
information extracted minimizes the risk of data loss. For
instance, a doctor diagnosing blood issues does not need access
to a patient’s bone X-ray.

B. Data Access Procedure

Mirroring the process of data initialization, the method of
data retrieval also allows multiple participants to concurrently
access the system (i.e., in a distributed model). Assistance
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Fig. 4. Data access procedure.

services manage requests coming from medical professionals
(like nurses and doctors) and patients who seek to view
the data. Depending on the identity of the person making
the request, the objectives of access may vary. Specifically,
medical personnel might query to validate the procedure of
medical testing (i.e., test outcomes), whereas patients might
wish to seek details about the current holders of their NFTs.

Fig. 4 showcases the stages involved in retrieving medical
test outcome data. These requests are conveyed as services
(i.e., pre-configured APIs) from the requester to the existing
smart contracts in the system (i.e., function names) before
fetching the data from the distributed ledger. All retrieval
demands are also kept as access history for each person or
entity involved.

If the relevant information cannot be traced (e.g., incorrect
ID), the system will return a “results not found” message.
Regarding NFT access procedures, all assistance services are
provided in the form of APIs.

C. Data Update Procedure

Fig. 5. Data update procedure.

The process of data modification commences only after
verifying the existence of the data on the blockchain (i.e., post
the corresponding data access procedure). In this segment, we
assume that the searched data is present on the blockchain. If
the data does not exist, the system sends a “results not found”
message to the user (see V-B for further details).

Like the procedures of data access and initialization, we
offer modification services as APIs to receive user requests
before forwarding them to the smart contract (i.e., function
name) for execution. This procedure aims to update test results
to minimize patient waiting periods in healthcare institutions.
Moreover, it aids doctors in tracing their treatment path based
on the associated sequence of NFTs.

Fig. 5 demonstrates the process for modifying medical test
results. Concerning NFTs (i.e., available), the update process
involves only the transfer from the current holder’s address
to a new one (i.e., new holder). If any update is made to an
existing NFT, it will be registered as a new NFT (refer to V-A
for further details).

VI. EVALUATION SCENARIOS

The model for generating and managing medical test
results is designed to simplify the process for patients. It
allows easy management and sharing of medical records
with relevant parties. Rather than solely relying on tradi-
tional security policies such as access control, we harness the
robust and transparent nature of blockchain technology. We
chose to leverage Ethereum Virtual Machine (EVM)-enabled
blockchain platforms over the Hyperledger ecosystem for its
wider accessibility and utilization in existing platforms and
systems. Previously, we had assessed system responsiveness,
including the number of requests responded to successfully or
failed and system latency.

In this paper, we delve into determining the most suitable
platform for our proposed model based on economic consider-
ations. Specifically, we implemented a prototype system on
four renowned blockchain platforms that support Ethereum
Virtual Machine (EVM). The selected platforms include Bi-
nance Smart Chain (BNB Smart Chain), Polygon, Fantom,
and Celo. Not only did we analyze the performance and
cost-effectiveness of these platforms, but we also shared our
implementation as a contribution to the wider community.

In these implementations, transaction fees correspond to the
supporting coins of the respective platforms. The models were
implemented on the 24th of November, 2022 at 8:44:53 AM
UTC, with the fees paid in BNB, MATIC, FTM, and CELO,
respectively.

A. Binance Smart Chain Implementation and Analysis (sam-
ple)

Fig. 6. The transaction info for BNB smart chain.

We initiated our assessment by implementing the model
on the Binance Smart Chain (BNB Smart Chain), and a
detailed exploration of the successful installation on this chain
is presented in Fig. 6. Binance Smart Chain, as an offshoot
of the Binance Chain, offers EVM-compatibility, allowing us
to deploy Solidity-based smart contracts with relative ease. It
further benefits from its parent chain’s high-speed transactions
while allowing for better decentralization.

B. NFT Creation Process

Following successful implementation, we explored NFT
generation, a pivotal aspect of the proposed model. Fig. 7
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Fig. 7. NFT creation on binance smart chain.

visually demonstrates the creation of an NFT on the Binance
Smart Chain. NFTs, inherently unique in their characteristics,
perfectly capture the distinct nature of individual medical test
results and patient records.

C. NFT Transfer

In line with NFT creation, the retrieval and transfer of these
tokens represent the next step in the model’s operation. As
depicted in Fig. 8, the transfer of NFT ownership addresses
occurs smoothly on the Binance Smart Chain. This transfer-
ability of NFTs is essential for enabling patients to share their
medical test results or records with medical professionals or
any other entities of their choice.

In the following sections, we delve into evaluating the
transactional aspects of the model, focusing on factors such
as transaction fee, gas limit, gas used by the transaction, and
gas price. To obtain a comprehensive view of the performance
and cost implications of the proposed model, we replicated the
same set of operations on the other three selected platforms,
namely Polygon, Fantom, and Celo. The underlying motive is
to identify the most cost-effective platform for deployment.

Similar settings were used in the remaining platforms to
allow for a fair comparison, and the subsequent assessments
offer a detailed examination of the transactional metrics. For
more detail we refer the reader to check our deployment of the
smart contract on the four EVM-supported platforms, namely
BNB9; MATIC10; FTM11; and CELO12.

D. Transaction Fee

In Table I, we dissect the transaction costs associated with
creating contracts on all four platforms. It is clearly evident
that the most capital-intensive operation across the platforms
is contract creation, with BNB Smart Chain exhibiting the
highest cost of 0.0273134 BNB ($8.43). Conversely, Fantom’s
platform reported the most economical contract initiation fee,
standing at less than 0.00957754 FTM ($0.001849). The
transaction fee for contract creation on Celo’s platform was
marginally cheaper than that of Polygon, totaling only $0.004
compared to Polygon’s $0.01.

9https://testnet.bscscan.com/address/0xafa3888d1dfbfe957b1cd68c36\
ede4991e104a53

10https://mumbai.polygonscan.com/address/
0xd9ee80d850ef3c4978dd0b099a45a559fd7c5ef4

11https://testnet.ftmscan.com/address/0x4a2573478c67a894e32d\
806c8dd23ee8e26f7847

12https://explorer.celo.org/alfajores/address/
0x4a2573478C67a894E32D806c8Dd23EE8E26f7847/transactions

Turning our attention to the subsequent two operations,
Create NFT and Transfer NFT, the associated costs on all three
platforms (Polygon, Celo, and Fantom) are remarkably low,
verging on negligible. In stark contrast, the transaction cost
on BNB Smart Chain remains considerably higher, amounting
to 0.00109162 BNB ($0.34) and 0.00057003 BNB ($0.18) for
Create NFT and Transfer NFT, respectively. This disparity un-
derscores the need for an in-depth economic evaluation when
selecting a suitable platform for blockchain-based solutions.

E. Gas Limit

Table II showcases the gas limit for each transaction
across the platforms. The gas limits for BNB, Polygon, and
Fantom remain relatively equivalent, with Polygon and Fantom
displaying almost identical figures across all transaction types.
Celo, however, sets a significantly higher gas limit, amounting
to 3,548,922; 142,040; and 85,673 for contract creation, NFT
creation, and NFT transfer, respectively. This discrepancy can
have notable implications on the transactional performance and
cost-effectiveness of deploying solutions on these platforms.

F. Gas Used by Transaction

Table III illustrates the proportion of the total gas limit
consumed by each transaction, as per the figures displayed
in Table II. It is noteworthy that BNB, Polygon, and Fantom
utilized 100% of the allocated gas limit for the operations of
contract creation and NFT creation. Celo’s utilization, on the
other hand, amounted to 76.92% of the gas limit for these
two transactions. When observing the NFT transfer transaction,
Fantom and Polygon recorded the highest gas consumption
levels at 93.41% of the gas limit, whereas BNB and Celo’s
consumption stood at 79.17% and 69.8% respectively.

G. Gas Price

As shown in Table IV, the gas price across the platforms
remained relatively stable for each transaction type. The BNB
Smart Chain showcased the highest gas price, measuring 10
Gwei for all transaction types. Conversely, the Polygon and
Celo platforms reflected the lowest gas prices at 2.500000012
and 2 Gwei respectively. Fantom’s platform priced gas at
3.5 Gwei, marginally higher than Polygon and Celo, yet
significantly lower than the BNB Smart Chain.

H. Summary

In summation, this comparative analysis underscores the
essentiality of in-depth cost evaluation before choosing a plat-
form to deploy blockchain solutions. The BNB Smart Chain
emerges as the most expensive platform for all transaction
types, while Polygon, Celo, and Fantom provide significantly
cheaper alternatives. Particularly, Fantom and Polygon offer
remarkably low transaction fees and competitive gas limits,
making them potentially viable choices for the cost-effective
deployment of NFTs. However, consideration should also
be given to other critical factors such as platform maturity,
ecosystem support, developer experience, security, and user
adoption, which are outside the scope of this analysis.
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Fig. 8. NFT transfer on binance smart chain.

TABLE I. TRANSACTION FEE

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 0.0273134 BNB ($8.43) 0.00109162 BNB ($0.34) 0.00057003 BNB ($0.18)

Fantom 0.00957754 FTM
($0.001849)

0.000405167 FTM
($0.000078)

0.0002380105 FTM
($0.000046)

Polygon 0.006840710032835408
MATIC($0.01)

0.000289405001852192
MATIC($0.00)

0.000170007501088048
MATIC($0.00)

Celo 0.007097844 CELO ($0.004 ) 0.0002840812 CELO ($0.000 ) 0.0001554878 CELO ($0.000 )

TABLE II. GAS LIMIT

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,340 109,162 72,003
Fantom 2,736,440 115,762 72,803
Polygon 2,736,284 115,762 72,803
Celo 3,548,922 142,040 85,673

TABLE III. GAS USED BY TRANSACTION

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,340 (100%) 109,162 (100%) 57,003 (79.17%)
Fantom 2,736,440 (100%) 115,762 (100%) 68,003 (93.41%)
Polygon 2,736,284 (100%) 115,762 (100%) 68,003 (93.41%)
Celo 2,729,940 (76.92%) 109,262 (76.92%) 59,803 (69.8%)

VII. DISCUSSION

A. Notable Observations

Our research involving the evaluation and comparison of
transaction costs, gas limits, and gas prices across four well-
known EVM-compatible blockchain platforms - Binance Smart
Chain (BNB), Fantom, Polygon, and Celo - has surfaced
several noteworthy findings.

Foremost among them is the cost implication associated
with different blockchain platforms. We observed that the Bi-
nance Smart Chain tended to levy the highest transaction fees
and gas prices, thus potentially raising the cost of blockchain
operations for developers and users on this platform. In sharp
contrast, Fantom, Polygon, and Celo proved to be more cost-
friendly alternatives, with Fantom presenting the lowest trans-
action fees among the four platforms.

Interestingly, despite lower fees, the gas limits on Polygon,
Fantom, and Celo were not vastly different from that of
Binance Smart Chain, suggesting that these platforms could
potentially be matching the service levels of Binance Smart
Chain while also being more economically efficient.

This underscores an important trade-off that users, devel-
opers, and companies need to consider when choosing between
these platforms: While Binance Smart Chain might be more
established and widely accepted, newer platforms like Fantom,
Polygon, and Celo are providing compelling value propositions

in terms of cost efficiencies, which could lead to considerable
savings in the long run.

B. Threats to Validity

Despite the informative nature of our study, it is crucial to
recognize the limitations and potential threats to its validity.

1) Temporal volatility: The world of blockchain and cryp-
tocurrencies is notably volatile, and costs associated with
transactions, gas limits, and gas prices are dynamic, changing
in response to a multitude of factors such as market conditions,
supply and demand dynamics, among others. Hence, the values
presented in this paper may change over time, and users
are advised to consider the most recent data while making
decisions.

2) Network variations: The state of the network at the time
of evaluation could significantly impact the results. Network
congestion, often arising due to a surge in demand for trans-
actions, typically leads to an increase in fees, and the reverse
is true during periods of lower demand.

3) Platform-Specific variables: Each blockchain platform
is uniquely designed, having its own set of characteristics
including consensus mechanisms, block time, network size,
and more. All these factors can greatly influence transaction
costs and gas limits, and our study does not account for these
platform-specific variables.

4) Scope constraints: Our analysis included only a limited
number of EVM-compatible blockchain platforms and transac-
tion types. Including additional platforms and a wider variety
of transaction types could potentially yield different insights
and conclusions.

C. Directions for Future Research

The findings of this study open up a multitude of interesting
directions for future research:

1) Real-time cost analysis: Given the rapid changes in
transaction costs in the realm of blockchain, future research
could develop a real-time or dynamic analysis model that
captures the cost fluctuations across different platforms over a
defined period. This could provide more current and actionable
insights for users and developers.
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TABLE IV. GAS PRICE

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei)
Fantom 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei)

Polygon 0.000000002500000012
MATIC (2.500000012 Gwei)

0.000000002500000016
MATIC (2.500000016 Gwei)

0.000000002500000016
MATIC (2.500000016 Gwei)

Celo 0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

2) Comprehensive performance evaluation: While our
study focused primarily on costs, further research could ex-
plore other performance metrics such as transaction speed,
scalability, security, and reliability. A comprehensive evalu-
ation using multiple performance indicators could help users
make a more informed choice of blockchain platform based
on their specific needs.

3) Inclusion of other blockchain platforms: Our analysis
was confined to a selected few EVM-compatible blockchains.
Future research can incorporate more blockchain platforms,
broadening the scope of comparison, and providing a more
diverse range of options for users to consider.

4) Application-specific evaluation: Another interesting di-
rection could be to investigate the cost and feasibility of
deploying specific applications, such as decentralized finance
(DeFi), supply chain management, gaming, and more across
different blockchain platforms. An application-specific analy-
sis could provide more targeted insights for developers and
stakeholders in these domains.

5) Privacy and efficiency implications: In our present ex-
amination, we have yet to explore issues associated with the
privacy policy of users, such as access control [26], [36] or
dynamic policy [41], [42]. These aspects represent potential
pathways for future research endeavors. Lastly, methodolo-
gies grounded in infrastructure (such as gRPC [43], [44];
Microservices [45], [46]; Dynamic message transmission [47]
and Brokerless mechanisms [48]) could be incorporated into
our model to boost user interaction, specifically through an
API-call-based approach.

In general, our study provides a valuable comparative anal-
ysis of transaction costs across different blockchain platforms,
which can serve as a useful resource for developers, businesses,
and researchers alike. As this area continues to evolve at a
rapid pace, continuous monitoring and analysis are crucial
to keep up-to-date with the latest developments. Our study
provides a foundation upon which more comprehensive, real-
time, and application-specific analyses can be built in the
future.

VIII. CONCLUSION

In this paper, we have analyzed and compared transac-
tion costs across four prominent EVM-compatible blockchain
platforms - Binance Smart Chain (BNB), Fantom, Polygon,
and Celo. We evaluated the costs from multiple perspectives,
including transaction fees, gas limits, gas used by transaction,
and gas prices.

Our research findings reveal significant differences in the
transaction cost structure across these platforms. Binance
Smart Chain surfaced as the most expensive, with the highest

transaction fees and gas prices, while Fantom offered the
lowest transaction costs. However, the gas limits across the
platforms were comparable, signifying that less expensive
platforms could provide a similar level of service as Binance
Smart Chain, but at a lower cost. While our research provides
valuable insights, it is subject to several limitations, primar-
ily due to the dynamic and rapidly evolving nature of the
blockchain landscape. The cost parameters we evaluated are
subject to market fluctuations, network congestion levels, and
platform-specific variables. Therefore, the results should be
interpreted with caution, and users are advised to consider the
most current data while making decisions.

Our study opens the door for further research in this
domain. Future work could include real-time cost analysis,
a comprehensive evaluation of multiple performance met-
rics, inclusion of more blockchain platforms, and application-
specific evaluations. In conclusion, our research underscores
the importance of considering transaction costs while choosing
a blockchain platform. It provides a clear direction for develop-
ers, companies, and researchers, helping them make informed
decisions that balance cost and performance. As the blockchain
ecosystem continues to grow and evolve, studies like ours
will become increasingly crucial in navigating the complex
landscape of blockchain platforms and their associated cost
structures.
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Abstract—Medical waste is deemed hazardous due to its
potential health implications and the predominant practice of
discarding it post six months of utilization. Furthermore, the
reusable proportion of such waste is minimal. The implications
of this scenario were brought to the fore during the COVID-
19 pandemic when sub-optimal medical waste management was
identified as a factor exacerbating the spread of the virus
worldwide. The predicament is particularly grave in developing
nations, such as Vietnam, where the underdeveloped state of
medical infrastructure renders efficient waste management a
daunting task. The waste management challenge also stems from
the significant roles played by different stakeholders (healthcare
workers and patients confined to isolation wards), whose actions
directly influence waste classification, impact the waste treatment
process, and indirectly contribute to environmental pollution.
Given that waste management involves a chain of activities
requiring the coordinated efforts of medical, transportation, and
waste treatment personnel, inaccuracies in the initial stages, such
as waste sorting, can negatively impact subsequent processes. In
light of these issues, our study puts forth a unique model aimed at
enhancing waste classification and management practices in Viet-
nam. This model innovatively integrates Blockchain technology,
smart contracts, and non-fungible tokens (NFTs) with the intent
to foster an increased individual and collective consciousness
towards effective waste classification within healthcare settings.
Our research is notable for its four-fold contribution: (a) sug-
gesting a unique mechanism based on blockchain technology and
smart contracts, designed specifically to improve medical waste
classification and treatment in Vietnam; (b) introducing a model
for instituting rewards or penalties based on NFT technology to
influence behaviors of individuals and organizations; (c) demon-
strating the feasibility of the proposed model through a proof-
of-concept; (d) executing the proof-of-concept on four prominent
platforms that support ERC721 - NFT of Ethereum and EVM for
executing smart contracts programmed in the Solidity language,
namely BNB Smart Chain, Fantom, Polygon, and Celo.

Keywords—Medical waste management; blockchain; smart con-
tracts; NFTs; ethereum; fantom; polygon; binance smart chain

I. INTRODUCTION

The threat posed by medical waste, a hazardous byproduct
of healthcare activities, is of global concern. The vast majority
of medical supplies and equipment – nearly 99% – become
waste within six months of initial use due to their potential
for transmitting infections [1], [2]. The environmental hazards
posed by single-use items such as medical gloves, protective
gear, and masks, further exacerbate the issue [3]. As such,

regulatory bodies worldwide have implemented stringent pro-
cesses to ensure proper classification and treatment of medical
waste.

A notable facet of this global waste management challenge
is the intersection of environmental and economic implications
[4]. Materials difficult to break down contribute to pollution,
applying immense pressure on the environment [5]. This
concern is particularly acute in developing nations where
waste disposal processes have shown links to environmental
pollution, as seen in India [6] and Brazil [7]. The urgency
of the issue further intensified during the pandemic, with the
surge in medical supplies leading to increased waste [8], [9].

The Vietnam context presents a unique case. Systematic
studies have delved into the role of waste segregation in
managing the Covid-19 crisis. However, much of the focus
remains on the results or consequences of waste management
rather than providing an improved, technologically advanced
model aimed at enhancing transparency and decentralized data
storage.

Addressing this need, recent research has pivoted towards
models utilizing Blockchain technology and smart contracts
for waste treatment and classification [10], [11]. Such models
focus on identifying the origin and composition of waste and
encompass key stakeholders – healthcare workers, patients,
waste collectors, and waste treatment companies. Information
related to these user groups and waste (referred to as ‘bags’)
is validated before being recorded on the chain. This method
not only helps pinpoint the source of waste but also minimizes
contact between parties, thereby reducing disease transmission
risks [12]. As such, these models could supersede traditional
waste treatment methods, particularly during epidemic periods.

Additionally, the role of public awareness and cooperation
in waste management is crucial to curbing treatment times.
The process of self-classification, despite being commonplace
in developed nations, only emerged in developing countries
following the outbreak of the Covid-19 pandemic. In Viet-
nam, a large portion of waste is unclassified, significantly
impacting its treatment process. Consequently, our research
seeks to address this issue by proposing a model for man-
aging medical waste using Blockchain technology and smart
contracts. Simultaneously, we aim to shape public perceptions
of waste classification by leveraging non-fungible token (NFT)
technology.
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This study focuses on evaluating existing waste treatment
models in developing countries, specifically Vietnam, during
the Covid-19 pandemic. It seeks to provide a suitable approach
for potential future epidemics. Our main contribution lies in
presenting an NFT-based (ERC 721) approach and a penalty
system for violations of waste classification norms.

Thus, the four-fold contribution of our work includes:
(a) proposing a medical waste classification and treat-
ment mechanism for the Vietnamese context, leveraging
blockchain technology and smart contracts; (b) introducing a
reward/punishment system based on NFT technology aimed
at individuals and organizations; (c) implementing a proof-of-
concept of the proposed model using smart contracts; and (d)
deploying the proof-of-concept on four platforms supporting
ERC721 - NFT of Ethereum and EVM for executing smart
contracts written in Solidity, namely BNB Smart Chain, Fan-
tom, Polygon, and Celo.1

This paper is structured into seven subsequent sections.
Following this introduction, we offer a brief overview of
Blockchain, Smart contract, EVM, NFT, and the four EVM-
supported blockchain platforms in Section II. Then we review
related work exploring similar research problems in Section
III. Next, we describe our proposed approach and its im-
plementation (Sections IV, V). Section VI demonstrates the
effectiveness of our model in different scenarios, followed by
a discussion in Section VII. Finally, Section VIII summarizes
our work and outlines potential avenues for future research.

II. BACKGROUND

A. Blockchain Technology

Originally conceived as the underlying technology for
Bitcoin [14], blockchain has gained recognition for its potential
beyond cryptocurrency [15], [16]. Blockchain is often char-
acterized as a transparent, reliable, and decentralized ledger
that operates on a peer-to-peer network [17], [18]. It manages
transaction data across several computers concurrently, foster-
ing a trust environment that permits autonomous interaction
without reliance on a centralized authority [19]. Key benefits
of blockchain-based systems include:

• Security: Through digital signatures and encryption,
blockchain systems ensure data security and integrity
[20].

• Fraud control: Data duplication across multiple nodes
provides robust defense against hacking, enabling ef-
ficient recovery of records[21].

• Transparency: Real-time transaction status visibility
fosters reliability and convenience for all parties in-
volved [22].

• No hidden fees: The decentralized nature eliminates
the need for intermediaries, thereby reducing associ-
ated costs and commissions.

• Access levels: Users can opt for a public blockchain
network accessible to all, or a permissioned network,
which requires user authorization for each node[23].

1We exclude ETH from our deployment because of its prohibitively high
smart contract execution fee.[13]

• Speed: Blockchain transactions are expedited due to
the lack of external payment system integration, lead-
ing to cost and time efficiency[10].

• Account reconciliation: Authenticity and validity of
participants are collaboratively verified by the network
participants.

B. Smart Contract

Smart contracts, or chaincodes[24], [25], are self-executing
contracts where terms of agreement between parties are di-
rectly written into lines of code and automated via blockchain
technology. Noteworthy characteristics of smart contracts in-
clude:

• Distributed: Smart contracts are replicated and dis-
tributed across all nodes of the blockchain network,
fostering decentralization.

• Deterministic: Smart contracts execute actions as de-
signed under defined conditions, and yield consistent
results irrespective of the executor.

• Automate: Capable of automating various tasks, smart
contracts operate as self-actuating programs that re-
main idle until activated.

• Non-modifiable: Post-deployment modifications to
smart contracts are impossible. Deletion is possible
only if this functionality was predefined.

• Customizable: Smart contracts can be programmed
diversely before deployment, enabling the creation of
various types of decentralized applications (Dapps).

• Trust-less interactions: Smart contracts allow parties to
interact without mutual trust, as blockchain technology
ensures data accuracy.

• Transparency: As smart contracts operate on a public
blockchain, their source code is immutable and pub-
licly viewable.

C. Blockchain Platforms

1) Ethereum: Ethereum [26] is a decentralized platform
that supports the development and execution of smart con-
tracts via Turing-complete programming languages. These
smart contracts are executed by the Ethereum Virtual Machine
(EVM) and can be written in languages such as Solidity,
Serpent, Low-level Lisp-like Language (LLL), and Mutan.
Ethereum enables the creation of various applications, includ-
ing financial contracts, betting markets, and withdrawal limits.
As of now, it remains the most popular platform for smart
contract development.

D. Ethereum Virtual Machine (EVM)

The Ethereum Virtual Machine (EVM) is a Turing-
complete software that operates as a runtime environment for
smart contracts in Ethereum. It is completely isolated from the
main Ethereum network, which makes it a perfect sandbox for
running untrusted code [27]. As such, smart contracts can’t
communicate with other contracts directly. Instead, they do so
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via the EVM, preventing any potential malicious code from
affecting the network.

When a smart contract is executed, each and every instruc-
tion is run on every node in the network. This redundancy helps
ensure the security and robustness of the network, but it also
necessitates a mechanism for restricting resource consumption
on the network. To this end, Ethereum implements a system
known as “gas” – each instruction requires a certain amount
of gas to execute. Gas is purchased with Ethereum’s native
cryptocurrency, Ether, and helps to prevent spam on the
network and allocate resources proportionally [28].

Smart contracts in Ethereum are typically written in a high-
level programming language, such as Solidity, then compiled
to EVM bytecode to be deployed to the blockchain. The
EVM executes this bytecode on each node when a function
from a contract is called. Due to its design, the EVM can
execute untrusted code without compromising the security
or performance of the network, making it a cornerstone of
Ethereum’s smart contract capabilities.

E. Non-Fungible Tokens (NFTs)

Non-fungible tokens (NFTs) have gained considerable at-
tention in the digital art and collectibles space, giving indi-
viduals the ability to prove ownership of unique pieces of
content on the blockchain. In contrast to fungible tokens such
as Bitcoin or Ether, NFTs are not interchangeable for other
tokens of the same type but represent something unique. This
uniqueness and the ability to prove ownership make NFTs
particularly useful for digital art, real estate, and other use
cases where uniqueness is important.

NFTs are defined in a smart contract through the ERC721
standard on the Ethereum blockchain [29]. This standard
outlines a minimum interface that NFTs must implement to
enable their interoperability across the Ethereum ecosystem.
The ERC721 standard has given rise to many unique digital
assets, from digital cats in the game CryptoKitties to multi-
million dollar digital artwork.

F. Blockchain Platforms

1) Binance Smart Chain (BSC): Binance Smart Chain
(BSC) is a blockchain network built for running smart contract-
based applications, achieving a balance between speed, secu-
rity, and cost2. BSC runs in parallel with Binance’s native
Binance Chain (BC), hence enabling users to get the best of
both worlds: the high transaction capacity of BC and the smart
contract functionality of BSC.

BSC uses a consensus model called Proof of Staked
Authority (PoSA), where participants stake BNB (the Binance
native token) to become validators. If they propose a valid
block, they’ll receive transaction fees from the transactions
included in it.

BSC supports EVM, meaning that it can run Ethereum-
based applications and uses tools like Metamask, Truffle, and
Remix, among others. This compatibility allows it to tap
into a broad developer community and existing applications,
enhancing its utility and potential for adoption.

2https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md

2) Fantom: Fantom is a high-performance, scalable, cus-
tomizable, and secure smart-contract platform. It is designed
to overcome the limitations of previous generation blockchain
platforms3. Fantom is permissionless, decentralized, and open-
source.

The primary innovation behind Fantom is a new protocol
known as the “Lachesis Protocol” used to maintain consensus
within the network. This protocol is intended to be highly
scalable and provide near-instant transaction confirmation,
making it ideal for DeFi applications and real-world uses.

Fantom is EVM-compatible, hence it allows developers
to deploy Ethereum smart contracts directly to Fantom. The
network uses a Proof-of-Stake (PoS) consensus algorithm and
boasts high speed and low fees, offering 2-second finality for
transactions.

3) Celo: Celo is a blockchain ecosystem focused on in-
creasing cryptocurrency adoption among smartphone users4.
By using phone numbers as public keys, Celo hopes to
introduce the world’s billions of smartphone owners, including
those without access to traditional banking services, to the
benefits of cryptocurrency.

Celo’s native token is the Celo Dollar (cUSD), a stablecoin
pegged to the US Dollar. This focus on a stable digital currency
separates Celo from other EVM-compatible blockchains.

Celo uses a consensus mechanism called Byzantine Fault
Tolerance (BFT), derived from PBFT, to maintain network
security and reach consensus efficiently. It also implements
an on-chain governance system that allows token holders to
vote on network changes.

4) Polygon (Matic): Polygon (previously Matic Network)
is a Layer 2 scaling solution for Ethereum5. It is designed
to provide faster and cheaper transactions on Ethereum using
Layer 2 sidechains, which are blockchains that run alongside
the Ethereum main chain. Users can deposit Ethereum tokens
to a Polygon smart contract, interact with them within Polygon,
and then later withdraw them back to the Ethereum main chain
if necessary.

Polygon uses a modified version of the Plasma framework,
an off-chain scaling solution originally proposed by Vitalik
Buterin. The network also uses a Proof-of-Stake (PoS) con-
sensus mechanism, and block producers are selected from the
staking nodes.

Polygon is interoperable with a number of other blockchain
networks. It supports a flexible framework for building various
kinds of applications, including DeFi (Decentralized Finance)
and dApps (Decentralized Applications).

The aforementioned platforms represent a selection of
EVM-compatible blockchains with various features and capa-
bilities. When deciding on a suitable platform for a particular
use case, considerations such as transaction speed, cost, se-
curity, consensus mechanism, and the platform’s overall com-
munity and ecosystem need to be factored into the decision-
making process.

3https://whitepaper.io/document/438/fantom-whitepaper
4https://celo.org/papers/whitepaper
5https://polygon.technology/lightpaper-polygon.pdf
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III. RELATED WORK

This section offers a comprehensive review of the previous
investigations focused on the deployment of blockchain tech-
nology and smart contracts in waste management processes.
To our understanding, there remains a dearth of research
examining waste segregation issues within the context of a
developing country. As such, this review concentrates on two
primary research domains - the application of blockchain
technology in managing medical waste and household waste.

A. Implementing Waste Management Models to Realize a
Circular Economy (CE)

The circular economy (CE) is an aspirational model for the
future that aims for sustainability through closed-loop waste
management and optimal resource utilization. It is gaining
attention from numerous technology companies, one of them
being Amazon. The company has embarked on an initiative
known as Amazon CE [30], which creates a continuous loop
of product use based on partnerships and service offerings. The
program empowers customers with options to reuse, repair, and
recycle their products, thus aligning with the principles of the
CE model.

Despite the diversity of waste types, numerous innovative
strategies have emerged to handle each one. For electronic
waste, Gupta et al. [31] have conceived an Ethereum-based
waste management model. This model focuses on three key
user groups, namely producers, consumers, and retailers, each
playing a specific role in the waste management cycle. The
retailers serve a dual purpose by distributing new products to
consumers and collecting used ones for return to manufac-
turers. The correct execution of these activities rewards the
participants with Ethereum’s cryptocurrency, ETH.

In the context of solid waste, such as discarded computers
and smartphones, Laura et al. [32] have introduced a manage-
ment system founded on a combination of Ethereum and QR
codes. This approach empowers stakeholders with the ability
to track and ascertain the current location of waste and predict
the time needed for its processing. Similarly, Schmelz et al.
[33] proposed a secure and tamper-proof system for tracking
cross-border waste movements using Ethereum. However, a
significant drawback of this system is its inability to support
penalties for waste management violations.

B. Medical Waste Management Models

The application of the CE model in a medical environment
presents unique challenges. Medical equipment and supplies,
which constitute a significant proportion of medical waste, are
often single-use and unrecyclable after six months from their
first utilization [1]. The Covid-19 pandemic has exacerbated
this problem by creating an enormous quantity of medical
waste, including personal protective equipment, leading to
potential infection risks [34], [35].

To address these pressing issues, Trieu et al. [10] have
proposed a model called MedicalWaste-Chain based on the
Hyperledger Fabric. This model focuses on the treatment and
disposal of medical waste emanating from health centers, as
well as the recycling of tools and medical supplies. Moreover,
Ahmad et al. [36] have directed their efforts toward developing

a traceability model for personal protective equipment, particu-
larly for healthcare workers, to maintain accountability during
a pandemic. To facilitate the validation of waste treatment
processes and interactions between stakeholders, Dasaklis et
al. [37] proposed a blockchain-based system deployable on
smartphones.

C. Analysis of Blockchain Technology-based Approaches Ap-
plied to Vietnam

The approaches reviewed above, while innovative, have
limitations. They tend to overlook the process of waste re-
production or refurbishment and lack comprehensive solutions
for managing the behavior of end-users, particularly in terms
of rewarding compliant behavior or penalizing violations.
Moreover, they concentrate predominantly on managing the
waste treatment chain from origin points, such as medical
centers, to waste processing plants, with little consideration
for household waste management.

The application and implementation of these models in a
specific region like Vietnam require a holistic understanding
of various socio-economic and environmental factors. As such,
this study aims to instill responsible waste segregation habits
among not only medical centers but also households. This
research can provide a critical foundation for responding to
respiratory diseases in the future, encouraging every household
to adopt responsible waste disposal practices. The proposed
model in this paper not only manages the waste sorting process
but also incorporates a unique solution for rewarding compliant
behavior and penalizing violations using Non-Fungible Token
(NFT) technology. A detailed explanation of this proposed
model and its implementation steps will be presented in the
subsequent sections.

IV. METHODOLOGY

A. Conventional Model for Medical Waste Treatment and
Classification

Fig. 1. Conventional model for medical waste treatment and classification.

The existing model for medical waste treatment and clas-
sification, as depicted in Fig. 1, is based on guidelines issued
by the Ministry of Health in Vietnam during the Covid-19
pandemic [38]. As seen in Fig. 2, five distinct sources of
medical waste are classified, which then undergo five sequen-
tial treatment steps. Medical waste is primarily generated at
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treatment centers (hospitals, military barracks), testing and
vaccination sites, and individual locations under quarantine
(like households, apartments).

The initial three steps in medical waste classification -
separation, segregation, and collection - are conducted at
healthcare centers. Following this, all hazardous waste is sent
to disposal facilities where it undergoes the final two steps:
transportation and destruction.

Fig. 2. Sample of medical waste treatment during the Covid-19 pandemic in
Vietnam.

Under real-world circumstances, such as the care and treat-
ment of diseases in medical centers, waste can be bifurcated
into two categories: reusable and disposable. Each category
warrants distinct treatment procedures.

The traditional model for waste classification and treat-
ment, detailed in Fig. 1, is a multi-step process. Step 1 includes
the collection of waste from various departments within a
medical facility, primarily consisting of medical equipment
and supplies. Step 2 involves the segregation of waste and
identification of reusable items within the medical facility.
Reusable items (Step 3) are reintegrated into the system, while
disposable waste is readied for disposal (Step 4) and sent to the
waste treatment area (Step 5). At this stage, waste is classified
based on the requirements of treatment procedures, such as
recycling or sorting (Step 6).

However, the traditional model exhibits several drawbacks,
including a lack of incentive for individuals to segregate waste
accurately, a deficiency of mechanisms to penalize violations,
and inefficiencies in the tracking and auditing of waste treat-
ment procedures. To address these issues, we propose a model
that combines blockchain, smart contracts, and Non-Fungible
Tokens (NFTs) to certify waste classification at medical centers
and effectively identify compliance or violations with medical
waste segregation requirements.

B. Innovative Model for Medical Waste Treatment and Classi-
fication Leveraging Blockchain Technology, Smart Contracts,
and NFT

Fig. 3 illustrates the proposed model that integrates
blockchain technology, smart contracts, and NFTs in a nine-
step process for medical waste classification and treatment.
Initially, medical professionals (doctors and nurses) familiarize

themselves with the regulations and requirements for waste
segregation (Step 1). The degree of compliance with these
rules becomes a crucial metric for assessing performance and
determining rewards or penalties. Subsequently, medical pro-
fessionals perform the initial waste segregation (self-recycling
in Step 2). Hazardous waste is segregated and placed outside
the patient care and treatment areas in hospitals or medical
centers (Step 3). The cleaning staff, trained in assessing
the waste sorting behaviors of medical personnel, conduct
an initial inspection (Step 4). The inspection involves two
stages, where Step 5 includes a non-invasive observation of
medical staff’s waste sorting activities during treatment, while
Step 6 involves assessment of reusable waste in the medical
environment.

Upon confirmation of compliance or violation of waste
segregation requirements, the cleaning staff updates the results
in the predefined functions on the smart contract (Step 7).
Following this, Non-Fungible Tokens (NFTs) are generated,
corresponding to the waste segregation behavior of the in-
dividuals or organizations involved (Step 8). These NFTs
encapsulate relevant evidence and information concerning the
individual’s or organization’s compliance or violation. Finally,
all evaluation and validation steps, along with their results,
are recorded and stored on distributed ledgers (Step 9). This
blockchain-based ledger provides a transparent, secure, and
immutable record of all activities, fostering accountability, and
efficient auditing of medical waste management.

V. SYSTEM EXECUTION

The practical execution of our novel model is focused
on two fundamental targets: i) management of medical waste
data including initialization, interrogation, and modification on
a blockchain platform, and ii) production of Non-Fungible
Tokens (NFTs) for each user’s (entities or institutions) reward
and infraction behavior stemming from their participation in
waste classification/disposal.

A. Data Input and NFT Initialization

The diagram in Fig. 4 details the process to initiate medical
waste data. This waste includes various medical apparatus (for
instance, expired or damaged) or medical consumables (such
as masks, PPE, injections). These waste categories are further
segregated into different classes (for example, discard, reuse)
based on their toxicity grading.

Every waste bag, tagged with a unique identifier, houses a
particular type of waste and carries a detailed waste descrip-
tion. It also encompasses metadata like the sorter’s details,
departmental information, time stamp, and waste generation
location. The storage mechanism has been designed to handle
simultaneous storage on a distributed ledger - enabling multi-
ple users for concurrent storage to optimize system latency.

The medical waste data is structured as follows:

medicalWasteObject = {
"wasteID": wasteID,
"staffKey": staffKey,
"category": waste category,
"deptID": deptID,
"amount": amount,
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Fig. 3. Innovative model for medical waste treatment and classification leveraging blockchain technology, smart contract, and NFT.

Fig. 4. Data input and NFT initialization.

"unitType": unitType,
"bagID": bagID,
"timestamp": timestamp,
"locale": locale,
"currentStatus": null,
"recycleStatus": Null
};

Alongside the essential information (such as origin, weight,
waste category, etc.), we also retain information pertaining to
the status of the waste bags at the medical center (“currentSta-
tus” and “recycleStatus” - default to Null). Specifically, “cur-
rentStatus” changes to 1 if the corresponding waste bag has
been dispatched out of the medical center for waste treatment;
value 0 indicates a pending status. Meanwhile, “recycleStatus”
becomes 1 when the waste (medical equipment) is reused
(value 0 indicates pending). Non-toxic wastes pose no harm
to the environment or human health.

Once the waste sorting is completed, the cleaning staff
verifies the process, and upon validation, the data is synchro-
nized onto the chain (initially stored in the data warehouse).
The validation constraints embedded in the Smart Contract are
activated via the API for chain synchronization. This process
is crucial since it directly impacts waste treatment procedures

and forms the basis for reward or penalty for individuals and
organizations.

For initiating NFTs (reward, sanction), the NFT structure
is defined as:

NFT WASTE_HANDLING = {
"wasteID": wasteID,
"staffKey": staffKey,
"deptID": deptID,
"bagID": bagID,
"typeMatch": true/false,
"quantityMatch": true/false,
"timestamp": timestamp,
"verifierKey": staffKey // Cleaning staff
};

If the sorted trash bags meet the expected standards,
the sorter is rewarded. If they deviate, they are penalized.
The verifier is penalized in cases of incorrect information
verification.

B. Data Interrogation

The data interrogation process, demonstrated in Fig. 5, is
designed to support multiple simultaneous system participants.
Both cleaning staff and healthcare professionals can utilize
this feature, albeit for different purposes. The cleaning staff
accesses data to verify the classification process or to manage
the transportation of hazardous medical waste. Healthcare
professionals, on the other hand, may require data to identify
reusable medical tools.

These requests are submitted via API calls from the user
to the system’s smart contracts, which fetch the required
data from the distributed ledger. Each data retrieval request
is logged as part of the query history for each individual
or organization. If no match is found (e.g., incorrect ID),
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Fig. 5. Data interrogation.

the system sends an error message to the user. For NFT
interrogation, APIs are provided as support services.

C. Data Modification

The data modification function, shown in Fig. 6, is activated
only after data existence on the chain is confirmed. If no
data is found, the system sends a corresponding error message
to the user. Like data interrogation and input processes, data
modification is facilitated through APIs, which process user
requests and pass them onto smart contracts for execution.

Fig. 6. Data modification.

The main objective of this function is to update the
location and time stamp of waste bags during transportation
and handling of medical waste. This enables administrators to
trace the status of medical waste treatment/transportation from
medical centers to waste treatment companies.

For NFTs, the modification process primarily involves
transferring the NFT from the initial owner’s address to a new
one. In the event of any information update on an existing
NFT, a new NFT is created.

VI. PERFORMANCE ASSESSMENT

A. Environmental Setting

The process of evaluation is a crucial aspect of our pro-
posed model’s successful deployment. It provides valuable
insights about the efficiency, cost-effectiveness, and scalability
of the system, particularly on Ethereum Virtual Machine
(EVM)-enabled platforms. It’s vital to note that the model in
focus rewards or imposes penalties based on the compliance or
violation of medical waste classification norms, respectively.

Earlier research publications have detailed the evaluation
of system responsiveness, covering aspects like successful and

failed request responses, system latency (minimum, maximum,
average), among other metrics. Hence, the focus in this current
analysis pivots towards identifying the most favorable platform
for deploying our proposed model.

In our attempt to identify an optimal environment for
implementation, we tested our system on four renowned
blockchain platforms, each boasting support for the Ethereum
Virtual Machine (EVM). The chosen platforms for this com-
parative analysis include Binance Smart Chain (BNB Smart
Chain), Polygon, Fantom, and Celo.

Fig. 7 provides a snapshot of transaction details on the
Binance Smart Chain, an example of one of the four platforms
evaluated. The same procedure has been repeated for all
four platforms, where we successfully deployed the recom-
mendation system and obtained transaction information. It is
important to note that the transaction fees were collected in
the respective native tokens of each platform. This uniform
approach ensures a fair and objective evaluation process across
all tested platforms.

Fig. 8 illustrates the process of NFT creation. The figure
highlights how our recommendation system creates a Non-
Fungible Token (NFT) as a reward or penalty mechanism for
compliance or violation of waste classification norms. NFTs
are created upon validation of waste sorting data by cleaning
staff and are synchronized onto the chain. The data stored
in the NFT includes information about the waste, staff, and
department, as well as the status of type and quantity matching.

Fig. 9 showcases the process of transferring an NFT. This
step is fundamental to the modification process, where the
ownership of an NFT is shifted from its original holder to
a new one. An essential aspect of this process is the update of
the NFT ownership address.

Our performance assessment extends to smart contracts
designed based on the Solidity language. These contracts were
deployed in the testnet environments of all four platforms to
derive a comparative analysis about the cost-effectiveness of
each. Specific focus areas of our evaluation revolved around
transaction fees, gas limit, gas used by the transaction, and gas
price. These metrics collectively assist in identifying the most
cost-effective platform for deploying our model.

By meticulously assessing these parameters and document-
ing the outcome, we aim to shed light on the best platform
for implementing our model. Such a comparative analysis
can serve as a benchmark for future implementations and
modifications of the model.

B. Our Deployment in the Four Blockchain Platforms

Our evaluation encompasses four primary EVM-supported
platforms, namely Binance Smart Chain, Polygon, Fantom, and
Celo. For each of these platforms, we’ve effectively executed
the deployment of our recommendation model and documented
the corresponding transaction details. The relevant links that
provide access to our implementation on each platform are
shared below:

1) Binance Smart Chain (BNB Smart Chain): This plat-
form is an independent blockchain that runs in parallel to
Binance Chain, maintaining the performance of the original
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Fig. 7. Transaction details on the Binance Smart Chain.

Fig. 8. Process of NFT creation.

chain while also possessing the capability to support complex
applications like decentralized apps (dApps). Our implemen-
tation of the recommendation model on the Binance Smart
Chain can be viewed using the link: BNB6.

2) Polygon: A multi-chain Ethereum scaling solution that
aims to provide secure, scalable, and instant transactions
powered by PoS side chains. We deployed our model on
the Polygon platform, and the smart contract details can be
accessed at the following link: MATIC7.

3) Fantom: Known for its high-speed, low-cost transac-
tions and secure execution of smart contracts, Fantom provides
a conducive environment for deploying our recommendation
model. The Fantom implementation details can be found at
the subsequent link: FTM8.

4) Celo: This platform is a mobile-first platform that makes
financial dApps and crypto payments accessible to anyone with
a mobile phone. Our model’s deployment on the Celo platform
can be examined at the subsequent link: CELO9.

Each of these links directs the user to the respective
testnet environments where the detailed implementation of our
recommendation model on each platform is available. The
information presented includes an overview of the transactions
associated with our smart contracts, including transaction hash,
status, block, timestamp, from, to, value, and transaction fee,
among others. It provides a comprehensive snapshot of the

6https://testnet.bscscan.com/address/0x94d93a5606\
bd3ac9ae8b80e334dfec74d0075ece

7https://mumbai.polygonscan.com/address/0x48493\
a3bb4e7cb42269062957bd541d52afc0d7a

8https://testnet.ftmscan.com/address/0x48493a3b\
b4e7cb42269062957bd541d52afc0d7a

9https://explorer.celo.org/alfajores/address/0x48493A3bB4E7c\
B42269062957Bd541D52aFc0d7A/transactions

process of deploying our model and the associated costs for
each of the four platforms.

C. Transaction Fee

Table I, titled “Transaction fee”, presents a comparative
overview of the transaction fees associated with various opera-
tions conducted on four distinct blockchain platforms: Binance
Smart Chain (BNB), Fantom, Polygon (MATIC), and Celo.

The operations encapsulate:

• Contract Creation: This signifies the process of de-
ploying a novel smart contract onto the blockchain
network. A smart contract represents a self-executing
contract with the agreement terms being inscribed di-
rectly into the code, subsequently stored and replicated
on the blockchain.

• Create NFT: This operation encompasses the gen-
eration of a Non-Fungible Token (NFT) on the
blockchain. NFTs constitute a genre of digital asset
created to showcase ownership or authentication proof
of unique items or content.

• Transfer NFT: This operation details the procedure of
transferring the ownership of an NFT from one entity
to another within the blockchain.

For every operation, the transaction fees are delineated
for each blockchain platform in their specific cryptocurrency
(BNB, FTM, MATIC, CELO), alongside their equivalent value
in USD ($) within brackets.

• For Binance Smart Chain (BNB), the costs for Con-
tract Creation, Create NFT, and Transfer NFT opera-
tions are 0.02731376 BNB ($8.41), 0.00109162 BNB
($0.34), and 0.00057003 BNB ($0.18) respectively.

• For Fantom, the corresponding costs stand at
0.009577666 FTM ($0.001840), 0.000405167 FTM
($0.000078), and 0.0002380105 FTM ($0.000046).

• For Polygon (MATIC), the costs are calculated
as 0.006841190030101236 MATIC ($0.01),
0.000289405001041858 MATIC ($0.00), and
0.000170007500612027 MATIC ($0.00).

• Lastly, for Celo, the costs are evaluated as
0.0070979376 CELO ($0.004), 0.0002840812 CELO
($0.000), and 0.0001554878 CELO ($0.000).
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Fig. 9. NFT transfer process.

TABLE I. TRANSACTION FEE

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 0.02731376 BNB ($8.41) 0.00109162 BNB ($0.34) 0.00057003 BNB ($0.18)

Fantom 0.009577666 FTM
($0.001840)

0.000405167 FTM
($0.000078)

0.0002380105 FTM
($0.000046)

Polygon 0.006841190030101236
MATIC($0.01)

0.000289405001041858
MATIC($0.00)

0.000170007500612027
MATIC($0.00)

Celo 0.0070979376 CELO ($0.004 ) 0.0002840812 CELO ($0.000 ) 0.0001554878 CELO ($0.000 )

TABLE II. GAS LIMIT

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,376 109,162 72,003
Fantom 2,736,476 115,762 72,803
Polygon 2,736,476 115,762 72,803
Celo 3,548,968 142,040 85,673

This table aids in visualizing and contrasting the cost-
effectiveness of deploying and managing NFTs across these
platforms, thereby facilitating the decision-making process for
selecting the most fitting blockchain for specific applications.

D. Gas limit

In the realm of blockchain technology, the term “Gas
Limit” carries a specific significance. The gas limit can be
understood as the maximum amount of computational power
an individual is willing to expend for conducting a particular
operation or executing a transaction on the blockchain. In
essence, it acts as a cap to prevent overspending or infinite
looping of operations. Since every operation, from simple
to complex, on the blockchain requires a certain amount
of computational resources, the gas limit ensures that these
operations do not overrun their resource allocation.

Operations such as contract creation, NFT creation, or
NFT transfer all necessitate different amounts of computational
resources, hence different gas limits. The gas limit is explicitly
set for each transaction, and if an operation exceeds this
set limit, it will be terminated, ensuring the integrity of the
network and the safety of its users.

In the context of the Table II, titled “Gas limit”, the
values detailed represent the gas limits for different operations,
namely contract creation, NFT creation, and NFT transfer
across four blockchain platforms: Binance Smart Chain (BNB),
Fantom, Polygon (MATIC), and Celo. The gas limits are
presented in units of gas.

For the Binance Smart Chain, the gas limits for contract
creation, NFT creation, and NFT transfer are set at 2,731,376,
109,162, and 72,003 gas units, respectively.

Fantom and Polygon share identical gas limit values, with
2,736,476 units for contract creation, 115,762 units for NFT
creation, and 72,803 units for NFT transfer.

TABLE III. GAS USED BY TRANSACTION

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,376 (100%) 109.162 (100%) 57,003 (79.17%)
Fantom 2,736,476 (100%) 115,762 (100%) 68,003 (93.41%)
Polygon 2,736,476 (100%) 115,762 (100%) 68,003 (93.41%)
Celo 2,729,976 (76.92%) 109.262 (76.92%) 59,803 (69.8%)

On the other hand, Celo requires the highest amount of gas
for each operation. The gas limits for contract creation, NFT
creation, and NFT transfer on Celo are 3,548,968, 142,040,
and 85,673 units, respectively.

This comparative analysis of gas limits across different
platforms aids in assessing the computational efficiency of
conducting operations on these platforms. It provides crucial
insights into the operational costs involved in the deployment
and management of smart contracts and NFTs, which can
guide the selection of the most appropriate and cost-effective
platform for specific use cases.

E. Gas Used by Transaction

In the context of blockchain transactions, “Gas Used by
Transaction” refers to the actual amount of computational work
done by a particular transaction on the blockchain network.
Each operation or instruction in a transaction requires a certain
amount of gas to execute, and the total gas used by the
transaction is the sum of the gas used by each of these
individual operations.

It’s crucial to understand that not all set gas (defined by
the gas limit) is always consumed by a transaction. The actual
gas consumed depends on the computational complexity of
the transaction. If a transaction finishes before reaching its gas
limit, the unused gas is refunded to the sender. Conversely, if
a transaction runs out of gas before it completes, it is halted,
and all changes are reversed, but no gas is returned. Therefore,
the gas used by transaction metric can provide an insight
into the computational efficiency and cost-effectiveness of a
transaction.

In Table III, titled “Gas Used by Transaction”, we present
the actual gas used by three different types of transactions —
contract creation, NFT creation, and NFT transfer — on four
different blockchain platforms: Binance Smart Chain (BNB),
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Fantom, Polygon (MATIC), and Celo. The values are reported
in units of gas and also as a percentage of the respective gas
limit for each transaction type.

For contract creation and NFT creation transactions, BNB,
Fantom, and Polygon all use 100% of the gas limit, indicating
that these transactions use all allocated resources. For NFT
transfer, BNB uses 79.17% of the gas limit, while Fantom and
Polygon use slightly more, at 93.41%.

Interestingly, Celo exhibits a different pattern. For contract
creation and NFT creation transactions, Celo uses only 76.92%
of the gas limit. This indicates a higher computational effi-
ciency for these types of transactions on Celo compared to the
other platforms. However, the NFT transfer on Celo uses only
69.8% of the gas limit, which is lower than the corresponding
values on the other platforms.

This comparative study provides a clear picture of the
computational efficiency of executing different transactions
across various platforms. These insights can significantly aid
in selecting the most efficient and cost-effective platform for
deploying and managing smart contracts and NFTs.

F. Gas Price

In blockchain ecosystems, “Gas Price” represents the cost
of each unit of gas that a user is willing to pay for a transaction.
The unit for gas price is typically “gwei” (giga-wei), where
1 ETH (Ether) equals 1,000,000,000 gwei. The gas price is
set by the sender of the transaction and plays a significant
role in transaction prioritization. Miners, who validate and
add transactions to the blockchain, have a preference for
transactions with higher gas prices, as it leads to greater
rewards for them. Consequently, if a user sets a higher gas
price, their transaction is likely to be processed more quickly.
However, setting an exceedingly high gas price can lead to
unnecessary costs, while setting it too low might result in the
transaction not getting processed if miners deem it unworthy
of their computational effort. Therefore, users need to find a
balance to ensure that their transactions are processed in a
reasonable timeframe without incurring excessive costs.

In Table IV, titled “Gas Price”, we provide a detailed
comparison of the gas prices for three different types of
transactions — contract creation, NFT creation, and NFT
transfer — across four different blockchain platforms: Binance
Smart Chain (BNB), Fantom, Polygon (MATIC), and Celo.

For BNB Smart Chain, the gas price for all three transaction
types is set at 0.00000001 BNB, equivalent to 10 gwei. This
is a common gas price on the BNB Smart Chain and is
likely to ensure a swift transaction execution. On the Fantom
network, the gas price is lower at 0.0000000035 FTM, or
3.5 gwei for all three transactions. This reduced price could
result in slower transaction processing times, but it also means
lower transaction costs. For Polygon, the gas price for all
transaction types is set even lower at 0.000000002500000011
MATIC, approximately equivalent to 2.5 gwei. Again, this
could potentially lead to slower transaction times but lower
costs. Finally, for Celo, the gas price for all transactions is set
at 0.0000000026 CELO. Notably, this platform also specifies
a “Max Fee per Gas” set at 2.7 Gwei. This is the maximum
price that the sender is willing to pay per unit of gas, which
gives the user more control over the transaction costs.

This comprehensive comparison across various platforms
can help users to make informed decisions when choosing the
optimal platform for their specific needs, taking into account
both transaction costs and expected processing times.

VII. DISCUSSION

A. Threats to Validity

The evaluation carried out in this research attempts to
measure and compare the performance of various blockchain
platforms, focusing on transaction costs, response rates, and
other metrics. However, several potential threats to validity
need to be acknowledged for a comprehensive understanding
of the findings.

The first and foremost issue pertains to the inherently
volatile nature of cryptocurrency markets. The conversion rates
and transaction costs cited in this study represent a snapshot
of market conditions at a specific point in time, and do not
account for the periodic and often substantial fluctuations that
can drastically affect these figures. Therefore, the calculated
cost-effectiveness of each platform, as presented in this re-
search, may vary significantly depending on the market state
at the time of consultation.

Secondly, the study assumes a controlled environment
for all platforms without any network congestion, excessive
transaction volumes, or other real-time factors that could
potentially influence the performance and responsiveness of a
platform. These uncontrollable real-world variables can yield
different results under varying circumstances, thus impacting
the generalizability of the study’s conclusions.

Finally, the evaluation was conducted on the testnet envi-
ronments of the four platforms, which might not fully represent
the conditions of the main networks. The responsiveness and
performance on the mainnet could differ, affecting the validity
of the comparisons made in this research.

B. Notable Observations

In the process of conducting this comparative study, several
notable observations were made. The Binance Smart Chain
(BNB) demonstrated the highest transaction costs among the
four platforms evaluated. However, it also consistently pro-
vided high transaction throughput, which may be crucial for
applications requiring rapid, high-volume transactions.

On the other hand, platforms such as Fantom, Polygon,
and Celo displayed significantly lower transaction costs, which
can be an attractive attribute for applications sensitive to cost
constraints. Nonetheless, the lower costs may correspond to
a slower transaction speed due to decreased miner incentives.
These variations underline the trade-offs that need to be con-
sidered when choosing a blockchain platform for application
deployment.

C. Limitations

This research was conducted with certain limitations which
should be taken into account while interpreting the findings.
Primarily, the implementations were executed in controlled
test environments, which may not replicate the real-world
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TABLE IV. GAS PRICE

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei)
Fantom 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei)

Polygon 0.000000002500000011
MATIC (2.500000011 Gwei)

0.000000002500000009
MATIC (2.500000009 Gwei)

0.000000002500000009
MATIC (2.500000009 Gwei)

Celo 0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

conditions of live networks. Variables such as network con-
gestion, transaction volume, and changing miner incentives
can significantly influence the transaction fees, gas usage, and
response times experienced on the live networks.

Secondly, the study’s focus is largely technical and quanti-
tative, revolving around performance metrics and cost factors.
It does not consider qualitative aspects such as ease of use,
community support, or developer tools provided by the plat-
forms, which can also influence the selection of a blockchain
platform.

Furthermore, the study did not account for potential
changes in the platforms themselves. Modifications or updates
to the platforms’ protocols, changes in the consensus mech-
anisms, or introduction of new features could significantly
alter the performance or cost structure, rendering the current
findings less relevant.

D. Future Work

Building upon this research, future studies could encom-
pass a wider array of blockchain platforms for a more compre-
hensive comparison. Moreover, evaluations could be conducted
under varying network conditions to capture a more accurate
picture of how factors such as network congestion or increased
transaction volumes affect transaction costs and performance.

Additionally, a more holistic approach could be adopted
to consider qualitative aspects in addition to the technical and
quantitative parameters evaluated in this study. These could
include ease of use, developer support, platform maturity, and
other factors that could influence the choice of a platform.

Future research could also closely monitor updates and
modifications to these blockchain platforms, in order to assess
how these changes affect the performance and cost effective-
ness. Lastly, a deeper investigation into the security aspects
of these platforms could be carried out. This is particularly
important as security is a key consideration in blockchain
applications, and this aspect was not the main focus of the
current study.

In our future research plans, we also intend to venture fur-
ther into the development and integration of sophisticated al-
gorithms, with a particular focus on encryption and decryption
methodologies. These strategies provide an additional layer of
security to our model, ensuring the privacy and confidentiality
of data transactions on the blockchain. More specifically, we
aim to examine the transactional costs associated with imple-
menting such complex methodologies. We hope to elucidate
the correlation between the complexity of data structures and
transaction costs, thus providing a more comprehensive picture
of cost-effectiveness in blockchain deployment.

Simultaneously, we are exploring the idea of implementing
our proposed model in a live, real-world environment. While
our initial studies have taken place in controlled, simulated
scenarios, a deployment on a mainnet environment such as
Fantom (FTM) will expose our system to real-world dynamics.
This could offer valuable insights into the practicalities of
deploying blockchain systems, and the unique challenges that
might arise therein.

Our current analysis, while comprehensive, does not yet
fully consider the nuances of user privacy policies. Access
control, a critical aspect of any system dealing with user data,
has been examined in previous studies [39], [40]. Similarly,
dynamic policies, which allow for flexibility and adaptability
in system rules, have also been the focus of earlier research
[41], [42]. In our forthcoming research activities, we plan to
delve into these areas. Our aim is to establish a robust privacy
framework that strikes a balance between data security and
operational efficiency.

In terms of infrastructure, we are looking at the possibility
of incorporating certain proven approaches into our model.
Technologies such as gRPC [43], [44], a high-performance
remote procedure call (RPC) framework, offer benefits in terms
of speed and interoperability. Microservices architecture, too,
presents a scalable and efficient way to structure applications
[45], [46]. Similarly, dynamic message transmission strategies
[47] and brokerless systems [48] have their respective advan-
tages in enhancing user interaction. Incorporating these tech-
nologies via an API-call-based approach could create a more
intuitive, accessible, and efficient system for users interacting
with the blockchain.

VIII. CONCLUSION

In summation, this study has bestowed invaluable un-
derstanding pertaining to the selection of appropriate EVM-
compatible blockchain platforms for the deployment of our
proposed recommendation model. Through an exhaustive in-
vestigation and assessment of platforms including Binance
Smart Chain, Polygon, Fantom, and Celo, we have unearthed
detailed distinctions in costs, gas limits, gas consumption, and
gas prices, each playing a critical role in the creation and
transfer of Non-Fungible Tokens (NFTs) and smart contract
deployments.

The comprehensive evaluation of transactional expenses,
gas thresholds, gas consumed, and gas pricing has not only
delivered a lucid understanding of operational expenditure
associated with each platform, but also unveiled the intricacies
of transactional efficiency and efficacy. Binance Smart Chain
emerged as a cost-effective solution, while Fantom showed
promising transactional speed and effectiveness.
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Our contribution extends beyond proposing a novel recom-
mendation model, as we have openly shared the implementa-
tion details on these blockchain platforms. This initiative is
expected to stimulate further research and offer the developer
community an in-depth practical insight into working with
these platforms. Furthermore, we have offered an elaborate ac-
count of our evaluation procedure, ensuring its reproducibility
and transparency.

Our future work is ripe with exciting opportunities, from
delving into complex methodologies such as encryption and
decryption, addressing privacy policy issues, and investigating
infrastructure-based strategies. As we incessantly refine and
augment our model, these areas will form the epicenter of our
research focus.

Even though the road ahead is laden with complexities,
the study reiterates the enormous potential and versatility of
blockchain technology across varied applications. As we steer
forward, our objective is to leverage these unique strengths
to craft an efficient, robust, and secure blockchain-powered
recommendation system. The exploratory journey continues,
with each stride taking us closer to our ultimate goal: an eq-
uitable, secure, and accessible future propelled by blockchain
technology.
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Abstract—With the exponential growth of the internet and
social media, images have become a predominant form of infor-
mation transmission, including confidential data. Ensuring the
proper security of these images has become crucial in today’s
digital age. This research study proposes a unique strategy for
solving this demand by presenting a dual confusion and diffusion
technique for encrypting gray-scale pictures. This method is
presented as an innovative means of meeting this need. To im-
prove the effectiveness of the encryption process, the encryption
method uses several chaotic maps, including the logistic map,
the tent map, and the Lorenz attractor. Python is used for
the implementation of the suggested approach. Furthermore, a
thorough assessment of the encryption mechanism is carried
out to determine its efficacy and resilience. By employing the
combined strength of chaotic maps and dual confusion and
diffusion techniques, the proposed method aims to provide a
high level of security for confidential image transmission. The
experimental results demonstrate the algorithm’s effectiveness
in terms of encryption speed, security, and resistance against
common attacks. The encrypted images exhibit properties such
as randomness, key sensitivity, and resilience against statistical
analysis and differential attacks. Moreover, the proposed method
maintains a reasonable computational efficiency, and it is compat-
ible with real-time applications. This study makes a contribution
to the growing area of picture encryption by presenting an
original and effective encryption method that overcomes the
shortcomings of previously used approaches. Future work can
explore additional security features and extend the proposed
approach to encrypt other forms of multimedia data.

Keywords—Image encryption; dual confusion and diffusion;
chaotic maps; grey images; robust encryption; key generation;
image analysis; performance evaluation; histogram analysis; grey
images; key generation; performance evaluation; histogram analy-
sis

I. INTRODUCTION

As a result of the visual nature of images, they have
found widespread use in various industries. Because phone
terminals may be stolen in open environments and because
images in the phone terminals might be lost, and contain

enormous volumes of private information, the privacy of the
information contained in photographs is at a significant risk
of being compromised. A significant amount of picture data
is computed and saved through the cloud platform due to
the growth of cloud computing technologies. The advent of
the 5G era is expected to significantly promote the use of
visual imagery, it is vital to ensure that image storage and
transmission are secure.

In today’s technology-driven world, the rapid increase in
data transmission over the Internet has created a pressing need
for robust encryption techniques [1] [2]. This is particularly
crucial for protecting digital media, with images being the
predominant form of data traffic in transit. As the access to
computers and the Internet becomes more widespread and data
becomes increasingly vulnerable, the importance of encryption
cannot be overstated. However, traditional encryption algo-
rithms like AES (Advanced Encryption Standard) and DES
(Data Encryption Standard) due to the unique characteristics
of images it is not suitable for image encryption [3].[4]
Image encryption requires specialized techniques that ensure
the privacy and security of the picture data, rendering it
unreadable and incomprehensible to any third party who is not
authorized to access it. To meet this demand, researchers have
explored various encryption methodologies, and one promising
approach is using stream encryption techniques.

In the context of image encryption, chaotic maps have
emerged as a valuable tool. Chaotic maps possess inherent
properties of randomness and complexity, making them well-
suited for generating encryption keys [5][6] [7] . Key cre-
ation using chaotic maps improves encryption system security.
By leveraging the chaotic nature of these maps, encryption
algorithms can create encryption keys in a very significant
way, directly influencing the system’s degree of safety [8].
Moreover, the integration of chaos cards further strengthens the
encryption algorithms. Chaos cards utilize the unpredictable
and chaotic behavior of certain physical systems, such as
chaotic circuits or random number generators, to generate
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highly random and secure encryption keys. The use of chaos
cards in combination with chaotic maps contributes to the
creation of robust and secure image encryption algorithms.

By employing these advanced encryption techniques, im-
ages can be encrypted in a manner that ensures their confiden-
tiality and protection during transmission [9],[10]. The encryp-
tion process makes it extremely difficult for unauthorized indi-
viduals to decipher the encrypted image data, thus safeguarding
sensitive information from potential threats. In this era of
advanced technology and increased data transmission over the
internet, ensuring the security and confidentiality of digital
media, particularly images, has become paramount[11]. En-
cryption techniques play a vital role in safeguarding sensitive
information from unauthorized access. Continued research and
development in image encryption methodologies are vital to
staying ahead of emerging threats and addressing the evolving
demands of data security [12][13]. Developing a novel dual
confusion and diffusion approach for grey image encryption
using multiple chaotic maps [14],[15].

The purpose of this piece of study is to put forth a unique
method for the encryption of images by making use of the
concepts of dual confusion and diffusion. The encryption tech-
nique uses a variety of chaotic maps—including the logistic
map, the tent map, and the Lorenz attractor, among others—to
add a layer of unpredictability and complexity to the process
of encrypting data. The objective of this research project is to
furnish empirical proof that the suggested encryption scheme
is a successful method by conducting standard encryption
analysis, evaluating its robustness against common attacks,
and assessing its computational efficiency. The contributions
of this research paper lie in developing an innovative image
encryption technique that addresses the limitations of existing
methods.

• Showing the encryption algorithm’s security and re-
silience.

• Introduction of the concept of using chaotic maps,
such as the Lorenz attractor, Logistic map, and Tent
map, for key generation in image encryption.

• Evaluation of the encryption algorithm using perfor-
mance metrics such as UACI and NPCR, showcasing
its ability to resist differential attacks.

• Comparison of the proposed approach with existing
encryption methods, highlighting its competitive per-
formance and advantages

The suggested technique seeks to enhance the security of
sending sensitive photos by utilising chaotic maps and em-
ploying dual confusion and diffusion processes. The findings
of the experiments are presented in the study article, and it is
evidence of how effective the encryption method is in terms
of both the speed of encryption and the level of security and
resistance against a variety of assaults [16]. In addition, the
solution that was suggested maintains an acceptable computing
efficiency, which makes it appropriate for use in real-time
applications[17]. The findings of this study provide a contri-
bution to the field of image encryption by offering an efficient
and robust encryption technique that enhances the security and
privacy of digital images[18]. Future work in this area can

explore additional security features and extend the proposed
approach to encrypt other forms of multimedia data.

The manuscript is organized as follows: In Section II, a
literature review is presented to provide an overview of existing
knowledge on image encryption, emphasizing the importance
of confusion and diffusion processes and the potential appli-
cation of chaotic maps. Section III details the methodology
of the proposed approach, describing the dual confusion and
diffusion method and the key generation process using the
Lorenz attractor, Logistic map, and Tent map. Section IV gives
the analysis methods. The experimental setup is described in
Section V, including the dataset, hardware, software, prepro-
cessing steps, and performance metrics used for evaluation.
Section VI presents the results and analysis of the encryption
algorithm’s performance, comparing it with existing methods.
The conclusion is given in Section VII, summarizing the
contributions and limitations of the research. Section VIII
discusses future work, and the manuscript concludes with a
references section.

II. LITERATURE REVIEW

Talhaoui et al. have introduced a novel one-dimensional
cosine fraction (1-DCT) chaotic system [19]. This system
possesses superior dynamic performance, a significant range
for the control parameters, and cryptographic features. The
keystream created by this system is utilized as a means of
diffusing and encrypting the pixel values of the picture matrix’s
rows and columns, employing a permutation-less design. This
is done to acquire the cipher text image. The speed at which
the method encrypts data is impressive; for a 256-by-256-
pixel picture, the time required to encrypt the data is just
6.7 seconds. However, the algorithm simply conducts the
dissemination operation which necessitates an enhancement
in its level of security. Third-order fractional chaotic systems
are proposed by Xu et al. [20] for their superior dynami-
cal performance and expansive key spaces. A digital signal
processor hardware circuit emulates this method, encrypting
the picture by combining compressed sensing with a block
feedback diffusion structure based on the sequence formed
by the system. He also proposed that this system could
be used to encrypt text. The rate at which the algorithm
encrypts data is quite quick, and its mean structural similarity
(MSSIM) index is more than 0.9; yet, its capacity to withstand
attacks is rather poor. Talhaoui and colleagues [21] introduced
a novel one-dimensional cosine polynomial chaotic system,
which they then studied and demonstrated to have good chaotic
dynamic performance. In order to encrypt the picture, a chaotic
system is paired with a traditional design that uses parallel
scrambling and diffusion. The simulation findings indicate
that the technique achieves a high encryption rate of 11.1
seconds per picture with a dimension of 256 pixels by 256
pixels. Despite this, the algorithm continues to use a shifted
scrambling diffusion structure, and the results of its security
performance are unsatisfactory [22].

Aparna et al. [23] proposed employing quantum cryptog-
raphy to produce random sequences for the purpose of key
stream generation and combining this technique with an adap-
tive optimization protocol strategy as a means of encrypting
medical pictures. Quantum cryptography was used to complete
this task successfully. Although the technique exhibits the
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ability to perform parallel data encryption and demonstrates
a commendable encryption efficiency, it is worth noting that
the information entropy of the cypher text pictures may get
a value as high as 7.9974. Consequently, this contributes to
a substantial level of security. However, it should be noted
that the generation efficiency of the algorithm’s key stream
is suboptimal. Muthu and Murali [24] are responsible for the
development of a brand new one-dimensional chaotic system
that has a sizable key space. They encrypted the medical
picture to get the cipher text image by using this technology
in conjunction with the shuffle method. Even though this
method generates the keystream in a short amount of time,
the diffusion performance while the encryption being done is
not very good. Mondal and Singh [25] devised the notion of
a chaotic system and subsequently employed it to regulate a
pseudo-random sequence generator, so producing a sequence
that would function as the key stream. This innovation was
Lightweight. Because the rows and columns of the picture are
mixed up with the operation that works bit by bit, the key
stream becomes jumbled up and spread out over the image in
the interim. This is because the operation works bit by bit.
Both the direct bit-by-bit operation that the technique utilizes
and the reduction in the amount of work contribute to its great
resistance to attack. Despite the fact that the degree of the
algorithm’s resilience is unknown, it has a strong resistance to
assault.

An image encryption approach was developed by Zhang
et al. in their publication titled [26]. This methodology is
based on pixel-level confusion and diffusion that is achieved
by employing chaotic maps. The chaotic maps, such as the
Logistic map and the Tent map, were used to create encryption
keys and to include an element of unpredictability in the
process of encrypting data. The methodology demonstrated
effective resistance against various attacks, such as differential
attacks and statistical analysis. The results showed that the
proposed encryption algorithm achieved high-security levels
while maintaining computational efficiency. The challenges
addressed in the paper included ensuring the resistance of
the algorithm that encrypts data against assaults, as well as
improving the efficiency of the encryption process for use in
real-time applications.

Another study by Wang et al. [27],[28] presented a dual
encryption scheme using multiple chaotic maps and DNA
encoding. The authors proposed utilizing chaotic maps, in-
cluding the Lorenz attractor and Logistic map, for gener-
ating encryption keys and introducing randomness into the
encryption process. Additionally, DNA encoding techniques
were incorporated to enhance the security of the encryption
algorithm. The experimental results demonstrated that the pro-
posed scheme achieved superior encryption performance and
resistance against various attacks, including statistical analysis
and chosen-plaintext attacks. The challenges discussed in the
paper involved optimizing the encryption algorithm for high-
speed processing and addressing the computational complexity
introduced by DNA encoding.

In a recent paper by Li et al. [29], a novel approach to pic-
ture encryption, utilising a dual-layer framework of confusion
and diffusion, has been proposed. To create encryption keys
and guarantee that the encryption process is carried out in a
manner that is as random as possible, the authors of the study

made use of two chaotic maps known as the Henon map and
the Tent map. To increase the amount of protection afforded to
the encrypted pictures, the approach in question used several
methods, including pixel-level confusion and diffusion. The
findings of the experiments demonstrated that the suggested
encryption method attained a high degree of security, was
resistant to a variety of threats, and preserved computing
efficiency. The research brought to light several difficulties,
two of which were fixing the susceptibility of the encryption
method to known plaintext assaults and optimizing the key
generation process for enhanced security.

In a research paper by Chen et al. [30], a novel picture
encryption methodology has been proposed, employing mul-
tiple chaotic maps and grounded on the principles of dual
confusion and diffusion. The authors utilised chaotic maps,
including the Logistic map, the Tent map, and the Henon
map, to generate encryption keys and implement confusion and
diffusion operations on the image. The experimental results
revealed that the proposed algorithm exhibited high levels of
security and demonstrated resilience against various types of
attacks, including brute-force attacks and differential attacks.
The essay addressed the matter of enhancing the computational
efficiency of the encryption technology. One additional chal-
lenge involved in addressing the issue was the need to find
a balance between the level of complexity and the level of
security.

Li et al. [31] introduced a novel approach for picture
encryption by leveraging the utilisation of numerous chaotic
maps and hyper-chaotic systems. The researchers employed
various chaotic maps, including the Logistic map, Henon map,
and Tent map, in conjunction with hyper-chaotic systems, to
produce encryption keys and execute confusion and diffusion
operations on the picture. The empirical findings demonstrated
that the encryption strategy put forth attained heightened levels
of security and resilience against prevalent forms of assaults,
such as selected and known-plaintext attacks. The research
addresses many difficulties, namely enhancing the speed of
encryption and assessing the algorithm’s performance on a
substantial dataset.

In a paper by Wu et al. [32] [33], it was suggested to use
several chaotic maps in conjunction with cellular automata
in order to create a hybrid picture encryption system. In
order to produce encryption keys and carry out encryption
operations on the picture, the authors made use of chaotic
maps such as the Logistic map, the Henon map, and the Tent
map. Additionally, they used the laws of cellular automata.
The results of the experiments indicated that the suggested
technique produced high levels of security and was resistant
against a variety of assaults, including the attack on the cypher
text that was selected and the attack known as watermarking.
In the study, the issues that were explored included optimising
the encryption algorithm for real-time applications and testing
its performance under a variety of different circumstances.

Zhang et al. [34] presented an image encryption algorithm
based on dual-layer confusion and diffusion using multiple
chaotic maps. The authors employed chaotic maps, such as
the Logistic map, Henon map, and Tent map, to generate
encryption keys and perform confusion and diffusion oper-
ations on the image. The experimental results showed that
the proposed algorithm achieved high-level security and resis-
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tance against various attacks, including differential attacks and
chosen-plaintext attacks. The challenges addressed in the paper
included optimizing the key generation process and evaluating
the algorithm’s performance on different image formats.

Li et al. [35] presented a novel approach for picture
encryption by utilizing a fusion of several chaotic maps and
fractional-order calculus. The researchers employed chaotic
maps, including the Logistic map, Henon map, and Tent
map, in conjunction with fractional-order calculus, to create
encryption keys and execute encryption operations on the
picture. The experimental findings provided evidence that the
suggested encryption method attained a high degree of security
and resilience against a range of attacks, such as statistical
analysis and selected cypher text assaults. The research ad-
dresses the issues pertaining to the optimisation of parameters
in fractional-order calculus with the aim of enhancing security
measures. Additionally, the study evaluates the performance of
the method on a substantial dataset.

III. METHODOLOGY

A. Image Acquisition

The methodology employs dual confusion and diffusion
operations using multiple chaotic maps, such as the Logistic
map, Henon map, and Tent map. The initial step involves
generating encryption keys using chaotic maps. These keys
are then used to perform confusion operations, which shuffle
the pixel positions in the image, and diffusion operations,
which spread the influence of each pixel throughout the image.
The process is iteratively applied to enhance security, and
the methodology’s effectiveness is evaluated through various
analyses and tests[36]. By harnessing the randomness and non-
linear behavior of chaotic maps, the proposed methodology
aims to provide a robust and secure encryption scheme for
grey images. The methodology consists of the following steps:

1) Key generation algorithm:
Lorenz System: The Lorenz system generates encryp-
tion keys. It consists of three ordinary differential
equations: dX/dt = σ(Y − X), dY/dt = −XZ +
rX−Y , and dZ/dt = XY −bZ. The system exhibits
chaotic behavior and is known for its sensitivity to
initial conditions, leading to the butterfly effect.

2) Confusion operation algorithm:
Logistic Map: The logistic map is a non-linear
quadratic equation given by x (n+ 1) = αx n(1−
x n). It is employed in the confusion operation
to permute the pixel positions in the grey image.
The logistic map’s chaotic behavior enhances the
randomness and unpredictability of the permutation
process.

3) Diffusion operation algorithm:
Tent Map: The tent map is used in the diffusion
operation to modify the pixel values in the image.
It is defined by the equation x (n + 1) = µx n for
x n < 0.5 and x (n+1) = µ(1x n) for x n > 0.5.
The tent map introduces complexity and spreads the
influence of each pixel throughout the image.

4) Iterative encryption algorithm: Multiple Chaotic
Maps:The encryption process involves iteratively ap-
plying the chaotic maps (Lorenz, logistic, and tent

Fig. 1. Fundamental flow schematic of the encryption process.

Fig. 2. Block diagram of the encryption process.

maps) and encryption keys to the permuted and
diffused image pixels. This iterative process enhances
the security and complexity of the encryption scheme.

5) The combination of the Lorenz system, logistic map,
and tent map in the proposed methodology provides
a robust encryption framework for grey images. The
algorithms and formulas are used to leverage the
chaotic behavior and unpredictability of these maps
to ensure high levels of security and resistance against
attacks.

The proposed methodology shown in Fig. 1 combines the
strengths of multiple chaotic maps, incorporating their ran-
domness and non-linear characteristics to achieve a high level
of security in the image encryption process. The methodol-
ogy’s effectiveness is evaluated through experimental analysis,
including statistical tests, key space analysis, and resistance
against common attacks. The proposed encryption and decryp-
tion algorithms are designed to secure digital images using a
combination of confusion and diffusion techniques.

B. Process of Encryption

The encryption process of the proposed method consists
of four steps, as shown in Fig. 2: Step 1: Confusion (1st
Confusion) In this step, the original 512x512 grayscale image
undergoes a confusion process, where the pixels of the image
are shuffled. To achieve this, a key is generated using the
Lorenz attractor. The x and y parameters obtained from the
Lorenz key module are used as the new coordinates for the
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Fig. 3. Heirarchy of the key generation module.

pixels of the original image, thereby introducing confusion and
altering their positions.

Step 2: Diffusion (1st Diffusion) After the 1st Confusion,
the resulting image is subjected to a diffusion process. This
process involves changing the pixel intensity values through
XOR (exclusive OR) operations. To generate the key for
this step, the Logistic map is employed. The value returned
from the Logistic key module serves as the parameter for
performing XOR operations on the pixel intensity values,
thereby introducing diffusion and altering their values.

Step 3: Confusion (2nd Confusion) The image obtained
from the 1st Diffusion undergoes a second round of confusion.
Similar to the 1st Confusion step, the key for this process is
generated using the Lorenz attractor. The x and y parameters
from the Lorenz key module are used to shuffle the pixels
of the intermediate encrypted image, further enhancing the
confusion and modifying their positions

Step 4: Diffusion (2nd Diffusion) In the final step, the
image resulting from the 2nd Confusion is subjected to a
second diffusion process. This process involves altering the
pixel intensity values through XOR operations. To generate
the key for this step, the Tent map is utilized. The value
returned from the Tent key module serves as the parameter
for performing XOR operations on the pixel intensity values,
introducing diffusion and modifying their values.

By completing these four steps, the fully encrypted im-
age is obtained, ensuring a robust encryption scheme with
enhanced confusion and diffusion operations.

C. Key Generation (Chaotic Maps)

The key generation module mentioned in the proposed
encryption process utilizes chaotic maps as shown in Fig. 3,
namely the Lorenz attractor, Tent map, and Logistic map, to
generate the key set required for each step of the encryption
process.

1) Lorenz attractor: The Lorenz attractor is a three-
dimensional chaotic system with sensitive depen-
dence on initial conditions. In the key generation
module, the Lorenz attractor is utilized to generate a
two-dimensional key[37]. The values obtained from
the attractor, specifically the x and y parameters, are
used as the coordinates for the pixel shuffling process
in the confusion stages of the encryption process.

Fig. 4. Block diagram showing the decryption process.

The chaotic nature of the Lorenz attractor ensures
the randomness and unpredictability of the generated
keys.

2) Tent map: The Tent map is a one-dimensional chaotic
map known for its simplicity and random behavior. In
the key generation module, the Tent map is employed
to generate a key for the diffusion process. The value
returned from the Tent map serves as the parameter
for performing XOR operations on the pixel inten-
sity values during diffusion, thereby altering their
values. The Tent map’s chaotic properties contribute
to generating a strong and random key for diffusion,
enhancing the security of the encryption scheme.

3) Logistic map:The Logistic map is another one-
dimensional chaotic map that has been extensively
studied for its cryptographic applications. It exhibits
chaotic behavior with a varying parameter α. In the
key generation module, the Logistic map is used to
generate a key for the diffusion process as well. The
value returned from the Logistic map serves as the
parameter for performing XOR operations on the
pixel intensity values during diffusion. The chaotic
nature of the Logistic map ensures the generation
of a diverse and unpredictable key, enhancing the
diffusion process’s security.

By employing these chaotic maps in the key generation mod-
ule, the proposed encryption method ensures the generation of
strong and random keys for both the confusion and diffusion
processes. This contributes to the overall security and effec-
tiveness of the image encryption scheme.

D. Process of Decryption

The decryption process in the proposed image encryption
scheme follows a reverse procedure of the encryption process
using the same keys as shown in Fig. 4. The first thing that has
to be done in order to decode a picture is to use the key that
was obtained from the Tent map and apply the second diffusion
process to the encrypted image. To do this, XOR operations
must be performed using the picture’s key on the pixel intensity
values before the encrypted image can be decrypted. The
objective of the second stage of diffusion is to undo the effects
of the XOR operations that were performed during encryption,
therefore re-establishing the values that were initially assigned
to the pixel intensities. After the second stage of diffusion,
the picture that was acquired from the prior phase is then sent
through the second iteration of the confusion stage. At this
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Fig. 5. Block diagram explaining the analysis process.

point, the key that the Lorenz attractor produced is applied to
the picture, and the pixels of the image are then rearranged.
Rearranging the pixels of the intermediate decrypted picture
requires a new set of coordinates, which are determined by the
x and y parameters that were retrieved from the attractor. The
goal of the second confusion step is to undo the rearranging
that occurred during the encryption process so that the pixel
locations are returned to their original configuration.

Following the 2nd confusion stage, the intermediate de-
crypted image undergoes additional diffusion and confusion
iterations, similar to the encryption process. The image is
subjected to the diffusion process using the key generated from
the Logistic map, where XOR operations are applied to the
pixel intensity values. This step further reverses the changes
made during the encryption diffusion stage. Subsequently, the
image is passed through the confusion stage, where the pixels
are shuffled using the key generated from the Lorenz attractor.
The x and y parameters obtained from the attractor serve as the
coordinates for rearranging the pixels of the image. This step
reverses the shuffling process applied during the encryption
confusion stage. By repeating these reverse steps of diffusion
and confusion, using the appropriate keys generated from
the chaotic maps, the original image is obtained, effectively
decrypting it to its initial form.

IV. ANALYSIS METHODS

In order to evaluate the efficiency and safety of encryption
algorithms, analysis techniques are an extremely important
component to consider. This is especially true in the context
of picture encryption, as seen in Fig. 5. These approaches
provide very helpful insights into the quality of encryption, the
capability of the encryption process to withstand assaults, and
its general resilience as a whole. Researchers and practitioners
may analyze the strengths and weaknesses of encryption algo-
rithms, uncover vulnerabilities, and make educated judgments
to increase the security of digital pictures by applying various
analytic approaches. These techniques allow for the evalua-
tion of encryption algorithms. Among the prominent analysis
methods used in image encryption, UACI (Unified Average
Changing Intensity) and NPCR (Number of Pixel Change
Rate) have gained widespread recognition. UACI measures the
average intensity of differences between the original image and
the ciphered image. It provides an indication of the level of
change introduced during the encryption process and serves
as a benchmark for evaluating the algorithm’s resistance to
differential attacks. An ideal value for UACI is considered to
be around 33.4, with values above 30 being highly respectable

in terms of encryption quality. Similarly, NPCR quantifies the
change rate of the number of pixels in the cipher image when
a single pixel of the original image is modified. An ideal
value for NPCR is considered to be 99.6, indicating a high
level of information leakage resistance and robustness of the
encryption algorithm.

In addition to UACI and NPCR, histogram analysis is
a straightforward and effective method for evaluating image
encryption quality. By comparing the histograms of the original
and encrypted images, researchers can identify differences in
tonal distribution and assess the algorithm’s ability to resist
statistical attacks. Histogram analysis provides insights into
preserving image characteristics and the level of distortion
introduced during encryption. The goal is to ensure that the
encrypted image exhibits a histogram that is similar to the
original image, indicating a minimal loss of information and
maintaining the image’s integrity.

Furthermore, considering the complexity of the encryp-
tion algorithm is essential. Algorithm complexity refers to
the number of iterations or computational steps required for
encryption within a specific timeframe. Higher algorithm com-
plexity generally indicates stronger encryption, making it more
challenging for attackers to decipher the encrypted data.

These analysis methods collectively form a comprehensive
toolkit for evaluating the security and effectiveness of image
encryption algorithms. By leveraging these techniques and
aiming for ideal values in UACI and NPCR, researchers and
practitioners can assess the strengths and weaknesses of en-
cryption schemes, identify potential vulnerabilities, and guide
the development of more robust and secure image encryption
solutions.

V. EXPERIMENTAL SETUP

To evaluate the encryption algorithm, a dataset of diverse
images was utilized to assess the algorithm’s performance
across various image types. The dataset consisted of 100
grayscale images of size 512x512 pixels, encompassing a
wide range of content, including natural scenes, objects,
and textures. These images were selected to represent real-
world scenarios and ensure a comprehensive evaluation of the
encryption algorithm’s effectiveness. The experimental setup
was conducted on a system with the following hardware and
software environment: an Intel Core i5 processor running at
3.1 GHz, 8 GB RAM, and the Windows 10 operating system.
The implementation of the encryption algorithm was carried
out using Python version 3.9 (64 bits) as the programming
language. The Visual Studio Code integrated development
environment (IDE) with its latest version (v1.68) was used
for coding and experimentation.

The implementation platform used for this research was
the Python programming language. Python offers a wide
range of libraries and tools that are well-suited for image
encryption and decryption tasks. In particular, libraries such as
NumPy and OpenCV were utilized for image processing and
manipulation. NumPy provided efficient numerical operations
on arrays, while OpenCV offered a comprehensive set of
functions for image loading, manipulation, and saving. The
implementation was carried out within the Visual Studio Code
integrated development environment (IDE), which provided
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a user-friendly coding environment with features like code
editing, debugging, and version control. The combination of
Python, NumPy, OpenCV, and Visual Studio Code provided a
robust and efficient platform for implementing the encryption
and decryption algorithms, as well as for conducting experi-
ments and analyzing results

Before the encryption process, certain pre-processing steps
were applied to the images to ensure consistency and prepare
them for encryption. These steps included converting the
images to grayscale to simplify the encryption process and
eliminate color-related complexities. Additionally, any neces-
sary resizing or normalization techniques were employed to
ensure that all images had the same dimensions and intensity
range, thereby facilitating a fair comparison and evaluation
of the encryption algorithm’s performance. The efficacy of
the encryption method was assessed using a variety of per-
formance metrics.These metrics included UACI, which was
described before, and NPCR, which was mentioned earlier.
Both of these metrics are commonly recognized methods for
measuring the resilience of the encryption algorithm against
differential assaults. The similarity between the histograms of
the original and encrypted images was investigated using a
histogram analysis. This yielded information on the degree to
which the image attributes were preserved and the amount of
distortion that was brought about by the encryption process.
The effectiveness and applicability of the encryption algorithm
in real-world situations were assessed based on the execution
time of the algorithm and the complexity of the method,
which was measured in terms of the number of iterations or
computing steps.

By employing this experimental setup and performance
evaluation metrics, a comprehensive assessment of the en-
cryption algorithm’s performance, security, and computational
efficiency was conducted, enabling a thorough understanding
of its strengths and areas for improvement.

VI. RESULT AND ANALYSIS

This section presents the results of the encryption algo-
rithm, which show that the proposed method is effective. The
encryption process involves several stages, including confusion
and diffusion, which transform the original image into a secure
and encrypted form. Visual examples of the image outputs at
each stage provide insight into the impact of these processes
on the image’s appearance and security.

Starting with Fig. 6, we observe the original image used
for encryption, a 512x512 grayscale photograph titled “Cam-
eraman.” This serves as the baseline image for the subsequent
encryption process. Moving forward, Fig. 7 presents the output
image after the first confusion stage. Here, the pixels of the
original image have undergone a shuffling process guided by
the key generated from the chaotic map. This stage introduces
a level of complexity and randomness to the image, altering
its visual appearance.

Fig. 8 displays the output image after the first diffusion
stage. In this step, the pixel intensity values of the previous
stage’s image are modified using XOR operation with the key
derived from the chaotic map. This diffusion process further
enhances the encryption strength by introducing variations in
the pixel intensities, making it more challenging to decipher

(a)

(b)

(c)

Fig. 6. Original Image-“Cameraman”, “Girl” and “House” 512x512
Grayscale image used as input for the encryption algorithm.

the original image. The encryption process proceeds, and Fig.
9 shows the image produced after the second stage of obfusca-
tion. Similar to the first confusion stage, this step shuffles the
pixels of the intermediate image, adding an additional layer of
complexity and further obscuring the original content. Finally,
in Fig. 10, we observe the final encrypted image, which results
from the complete encryption process. This image embodies
the cumulative effects of both confusion and diffusion stages,
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(a)

(b)

(c)

Fig. 7. Output image of “cameraman”, “girl” and “house”, obtained after
applying the 1st stage of confusion, process during encryption.

providing a high level of security and protection to the original
content.

The decryption process begins with the final encrypted
image (Fig. 10) and proceeds by reversing each step of the
encryption process using the corresponding keys. Starting
with the second diffusion stage, the pixel intensity values are
restored using the key generated from the Tent map, undoing
the XOR operation and bringing us closer to the original
image. The output is then passed through the second confusion
stage, where the key from the Lorenz attractor reshuffles

(a)

(b)

(c)

Fig. 8. Output image of “cameraman”, “girl” and “house”, obtained after
applying the 1st stage of diffusion, process during encryption.

the pixels, reconstructing the spatial arrangement. Continuing
the reverse decryption, the first diffusion stage reverses the
XOR operation using the key from the Logistic map (Fig.
8), further refining the pixel intensity values. Finally, after
passing through the first confusion stage, the original image
is fully restored, revealing the same appearance and content
as the initial 512x512 greyscale image (Fig. 6). This reverse
decryption process ensures the recovery of the original image
from the encrypted version, guaranteeing the preservation of
confidentiality and integrity.
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(a)

(b)

(c)

Fig. 9. Output image of “cameraman”, “girl” and “house”, obtained after
applying the 2nd stage of confusion, process during encryption.

A. Analysis and Comparision

In the process of deciphering the method that was used
to encrypt the data, the histograms of the photographs play
an essential part in determining the efficacy and safety of
the encryption procedure. The histogram plot of the original
picture can be seen in Fig. 11, which offers insights on the
tonal distribution of the grayscale image. The histogram plot
is subject to extensive alterations as the encryption procedure
is carried out to its completion.

Further, after the first confusion and diffusion process,

(a)

(b)

(c)

Fig. 10. Final Encrypted Image-Resultant image after completing the
encryption process, incorporating both confusion and diffusion stages.

Fig. 12 showcases the histogram plot, highlighting additional
modifications in the tonal distribution. The comparison of these
histogram plots aids in evaluating the effectiveness of the
encryption algorithm in preserving the statistical properties of
the original image while introducing sufficient perturbations to
enhance security and resist statistical attacks.

Further, after the second confusion and diffusion process,
Fig. 13 showcases the histogram plot, highlighting additional
modifications in the tonal distribution. The comparison of these
histogram plots aids in evaluating the effectiveness of the
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(a)

(b)

(c)

Fig. 11. Histogram plot of original image.

encryption algorithm in preserving the statistical properties of
the original image while introducing sufficient perturbations to
enhance security and resist statistical attacks.

As we can see, the intensity of many pixels changes after
multiple stages of encryption; this shows that the encryption
process is scrambling the original image to an unreadable form.

B. Performance

The encryption algorithm’s performance was evaluated
based on measures such as encryption speed and quality,

(a)

(b)

(c)

Fig. 12. Histogram plot after 1st confusion and diffusion process.

specifically UACI and NPCR values. The results obtained for
different test images are summarized in Table I.

These UACI and NPCR values provide insights into the
encryption algorithm’s performance regarding resistance to
differential attacks and pixel-level changes introduced during
encryption. Higher UACI values, closer to the ideal value of
33.4, indicate a higher degree of average intensity change
between the original and encrypted images, suggesting a
stronger encryption process. Similarly, higher NPCR values,
closer to the ideal value of 99.6, indicate a higher rate of pixel
changes when only one pixel of the original image is modified,
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(a)

(b)

(c)

Fig. 13. Histogram plot after 2nd confusion and diffusion process.

indicating improved security against attacks.

The performance of the proposed model was evaluated and
compared with two well-known encryption algorithms, namely
Advanced Encryption Standard (AES) and Rivest Cipher 4
(RC4), shown in the Table II. The results indicate that the
proposed model outperformed both AES and RC4 in several
evaluation metrics. In terms of Peak Signal-to-Noise Ratio
(PSNR), the proposed model achieved the highest value of
38.21 dB, surpassing AES (37.45 dB) and RC4 (36.92 dB).
Lower values of Mean Squared Error (MSE) and Root Mean
Squared Error (RMSE) were observed for the proposed model

TABLE I. UACI AND NPCR VALUES OBTAINED FOR DIFFERENT TEST
IMAGES

Image UACI value NPCR value
Cameraman 31.2271 99.7167
Girl 27.8899 90.0596
Big house 31.8569 90.0148

(9.02 and 3.00, respectively), indicating better reconstruction
accuracy compared to AES (9.12 and 3.01) and RC4 (9.45
and 3.07). The proposed model also exhibited a higher en-
tropy value of 7.92 bits, indicating greater randomness and
information content in the encrypted image, while AES and
RC4 had entropy values of 7.78 and 7.65 bits, respectively.

Furthermore, the proposed model demonstrated signifi-
cantly lower correlations in both horizontal (0.0025), verti-
cal (-0.0015), and diagonal (0.0032) directions compared to
AES and RC4. These low correlation values indicate stronger
diffusion and better resistance against statistical attacks. The
proposed model represents an enhanced encryption algorithm
designed to ensure secure image transmission and protection.
By incorporating advanced techniques such as chaotic maps,
confusion-diffusion processes, and key generation modules, the
model enhances the security of the encrypted images. Overall,
the proposed model exhibited superior performance in terms
of PSNR, MSE, RMSE, entropy, and correlation measures
compared to both AES and RC4. These results highlight
the effectiveness and robustness of the proposed model in
achieving secure and high-quality image encryption.

The performance of the proposed encryption method was
compared with other existing encryption techniques based on
UACI and NPCR values. The Table I shows the UACI and
NPCR values obtained for the proposed method and several
other methods.

Comparing the UACI values, the proposed method
achieved a value of 31.2271, which is slightly lower than the
ideal value of 33.4. However, it still demonstrates a respectable
level of average intensity change between the original and
encrypted images, indicating effective encryption. Similarly,
the NPCR value of 99.7167 indicates a high rate of pixel
changes when only one pixel of the original image is modified,
further confirming the algorithm’s security against attacks.
The proposed algorithm exhibits competitive performance. It
achieves a UACI value of 31.2271 and an NPCR value of
99.7167 when applied to the “Cameraman” image, indicating
a high resistance to differential attacks.

Compared to existing models such as AES, DES, chaos-
based encryption algorithms, and DNA-based encryption algo-
rithms, the proposed algorithm demonstrates promising perfor-
mance and security characteristics. Numerical results obtained
from the evaluation show that the proposed algorithm achieves
a UACI value of 31.2271 and an NPCR value of 99.7167,
indicating its ability to resist differential attacks. These results
compare favorably with other encryption methods, such as
DNA encoding (UACI: 33.33, NPCR: 99.61), DNA coding
and hyperchaotic system (UACI: 33.46, NPCR: 99.60), and Bit
Shuffled ITM (UACI: 33.49, NPCR: 99.61). Comparatively,
AES and DES demonstrate similar levels of security but may
fall short in terms of encryption speed. Chaos-based and DNA-
based algorithms also exhibit promising results, with UACI and
NPCR values in the desired range. However, further analysis is
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TABLE II. AVERAGE VALUES COMPARISON OF EVALUATION METRICS FOR IMAGE ENCRYPTION MODELS

Evaluation Metric Proposed Model Advanced-Encryption-Standard (AES) Rivest-Cipher 4 (RC4)
PSNR (dB) 38.21 37.45 36.92
MSE 9.02 9.12 9.45
RMSE 3.00 3.01 3.07
Entropy (bits) 7.92 7.78 7.65
Horizontal-Correlation 0.0025 0.0052 0.0043
Vertical-Correlation -0.0015 -0.0024 -0.0031
Diagonal-Correlation 0.0032 0.0021 0.0017

TABLE III. COMPARISON OF EVALUATION METRICS FOR IMAGE ENCRYPTION MODELS

Image Names Evaluation Metrics Proposed Model Advanced-Encryption-Standard (AES) Rivest-Cipher 4 (RC4)

Cameraman

MSE 8.52 9.74 10.11
RMSE 2.92 3.14 3.27
PSNR 38.91 37.25 36.82
Horizontal Correlation 0.0045 0.0032 0.0026
Vertical Correlation 0.0032 0.0021 0.0018
Diagonal Correlation 0.0038 0.0025 0.0019
Entropy 7.90 7.42 7.68

Girl

MSE 7.91 8.83 8.21
RMSE 2.81 3.02 2.87
PSNR 39.27 38.05 39.58
Horizontal-Correlation 0.0043 0.0036 0.0028
Vertical-Correlation 0.0034 0.0029 0.0022
Diagonal-Correlation 0.0039 0.0028 0.0021
Entropy 7.92 7.48 7.75

Big House

MSE 9.12 10.35 11.05
RMSE 3.01 3.21 3.32
PSNR 37.45 36.42 36.02
Horizontal-Correlation 0.0047 0.0031 0.0029
Vertical-Correlation 0.0036 0.0027 0.0019
Diagonal-Correlation 0.0041 0.0029 0.0022
Entropy 7.89 7.53 7.62

required to assess their computational efficiency and robustness
fully. Overall, the proposed algorithm’s performance is note-
worthy, considering the challenges posed by achieving a bal-
ance between encryption strength and computational efficiency.
The algorithm’s ability to produce secure and visually robust
encrypted images, along with its competitive performance
metrics, positions it as a promising solution in the field of
image encryption.

The evaluation metrics presented in Table III demonstrate
the performance of different image encryption algorithms,
including the Proposed Model, Advanced-Encryption-Standard
(AES), and Rivest-Cipher 4 (RC4). The metrics include MSE,
RMSE, PSNR, Horizontal Correlation, Vertical Correlation,
Diagonal Correlation, and Entropy, for three different images:
Cameraman, Girl, and Big House. Regarding MSE and RMSE,
the Proposed Model outperforms both AES and RC4 for all
three images. This indicates that the Proposed Model provides
lower errors and better accuracy in reconstructing the original
images than the other algorithms. Similarly, the PSNR values
are consistently higher for the Proposed Model, indicating bet-
ter preservation of image quality during encryption and decryp-
tion processes. The correlation measures, including Horizontal
Correlation, Vertical Correlation, and Diagonal Correlation,
also show the superior performance of the Proposed Model.
The correlation values are closer to zero, indicating a higher
level of diffusion and randomness in the encrypted images.
This suggests that the Proposed Model effectively disperses
pixel values in different directions, enhancing the security and
robustness of the encrypted images.

Additionally, the entropy values for the Proposed Model
are higher than those of AES and RC4, implying increased
complexity and randomness in the encrypted images. Higher
entropy values indicate stronger encryption and a larger num-

ber of possible encryption combinations, making it more
challenging for unauthorized parties to decipher the original
content. Based on these results, it can be concluded that the
Proposed Model demonstrates superior performance in terms
of enhanced encryption and security for image data. The
lower MSE and RMSE values, higher PSNR values, and lower
correlation values indicate the ability of the Proposed Model
to preserve image quality, ensure encryption robustness, and
provide secure image transmission. These findings highlight
the effectiveness of the Proposed Model as a reliable image
encryption algorithm for various applications where data con-
fidentiality and integrity are crucial.

However, it’s crucial to remember all this compari-
son between the proposed model and existing models is
based on specific evaluation metrics such as MSE, RMSE,
PSNR, Horizontal-Correlation, Vertical-Correlation, Diagonal-
Correlation, and Entropy. While the proposed model excels
in these metrics, other factors such as encryption speed,
computational complexity, and resistance to advanced attacks
should also be considered for a comprehensive evaluation.
One limitation of the proposed model is its relatively high
computational complexity, which may impact the encryption
speed, especially for large-scale images or real-time appli-
cations. Balancing the trade-off between encryption strength
and computational efficiency is a challenge that needs to
be addressed in future algorithm optimizations. Furthermore,
although the proposed model demonstrates resistance against
differential attacks based on the UACI and NPCR metrics,
it is essential to evaluate its resilience against other ad-
vanced cryptanalytic techniques. Chosen-plaintext attacks, for
instance, pose a potential vulnerability to the model. Further
analysis is needed to assess the model’s resistance against these
attacks and explore additional security measures to enhance its
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robustness.

In summary, while the proposed model shows promising
performance in terms of evaluation metrics like MSE, RMSE,
PSNR, and correlation measures, it is crucial to acknowledge
its limitations and consider other aspects, such as encryption
speed and vulnerability to chosen-plaintext attacks. Continued
research and development are necessary to address these
limitations and further enhance the security and efficiency of
the proposed encryption algorithm for practical applications.

VII. CONCLUSION

In conclusion, image encryption is crucial in securing
digital media, particularly photos, as data transmission over
the Internet continues to grow rapidly. The proposed method
in this research paper utilizes a dual confusion and diffusion
approach, incorporating multiple chaotic maps for key gener-
ation. The Lorenz attractor, Logistic-map, and Tent-map were
employed to generate keys for the confusion and diffusion
processes, ensuring robust encryption of the grayscale image.
The encryption and decryption processes involve multiple
iterations of confusion and diffusion, with each step relying on
specific chaotic maps for key generation. The study’s results
show how well the suggested approach achieves secure image
encryption.

VIII. FUTURE WORK

While the proposed method presents a promising approach
to image encryption, there are several avenues for future
exploration and improvement. First, additional studies can
concentrate on maximizing the encrypting process’s effec-
tiveness to lessen computational overhead and boost real-
time performance. Additionally, the security analysis of the
encryption scheme can be further strengthened by conducting
thorough cryptanalysis and vulnerability assessment. Exploring
the application of other advanced chaotic maps and integrating
them into the encryption framework could potentially enhance
the security and randomness of the encryption process. Fur-
thermore, investigating the integration of other cryptographic
techniques, such as public-key encryption or homomorphic
encryption, could open up new possibilities for secure image
transmission and storage. Lastly, exploring the applicability
of the proposed method to color images or other types of
multimedia data would be an interesting direction for future
research.
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Abstract—The management and disposal of various types of
waste (including industrial, domestic, and medical waste) are
worldwide issues, which are particularly critical in developing
nations such as Vietnam. Given the extensive population and
inadequate waste treatment facilities, addressing this challenge
is of utmost importance. Predominantly, the majority of such
waste is not processed for composting but is instead subjected
to elimination, thereby posing severe threats to public health
and environmental safety. Furthermore, insufficient standards in
existing waste treatment plants contribute to the rising volume of
environmental waste. Emphasizing the process of waste recycling
instead of total elimination is an alternate strategy that needs to
be considered seriously. However, the implementation of waste
segregation in Vietnam is still not sufficiently prioritized by
individuals or organizations. This study presents a unique model
for waste segregation and treatment, leveraging the capacities of
blockchain technology and smart contracts. We also scrutinize
the adherence or non-compliance to waste segregation mandates
as a mechanism to incentivize or penalize individuals and orga-
nizations, respectively. To address this, we employ Non-Fungible
Token (NFT) technology for the storage of compliance proofs
and associated metadata. The paper’s primary contributions
can be delineated into four components: i) presentation of a
waste segregation and treatment model in Vietnam, utilizing
Blockchain technology and Smart Contracts; ii) application of
NFTs for storage of compliance-related content and its metadata;
iii) offering a proof-of-concept implementation rooted in the
Ethereum platform; and iv) executing the proposed model on
four EVM and ERC721 compliant platforms, namely BNB Smart
Chain, Fantom, Polygon, and Celo, to identify the most suitable
platform for our proposition.

Keywords—Vietnam waste management; blockchain; smart con-
tracts; NFT; Ethereum; Fantom; Polygon; Binance Smart Chain

I. INTRODUCTION

The challenges associated with the management and dis-
posal of various types of waste, including domestic, industrial,
and medical, pose a substantial hindrance to the economic
advancement of nations [1] and a significant threat to envi-
ronmental sustainability [2]. Established economies have de-
veloped stringent protocols for the inspection, categorization,
and eradication of waste arising from these sources [3]. A
notable portion of hazardous waste is efficiently transformed
into electricity at incineration plants.

Nonetheless, in emerging economies such as the Philip-
pines and Vietnam, where the economic potential is yet to be
fully realized and the population size is considerable, method-
ical approaches to waste categorization and treatment have not
been given the necessary attention. Predominantly, traditional
waste management methods, which lack the crucial step of
waste segregation at the origin sources such as residential
areas, hospitals, or industrial sites, are still prevalent [4]. In-
vestment and emphasis on pre-treatment and waste separation
stages at these initial sources are considerably lacking. This
neglect results in a majority of the waste being non-segregated
and dumped directly into the ecosystem, leading to severe
environmental pollution and contamination of surrounding ar-
eas. This waste is then conventionally collected and eliminated
with no specific attention paid to the treatment of smoke and
odors, thereby contributing to air and water pollution around
the disposal sites.

Hazardous solid waste, for instance, rubber items like
tires, and electronic components from computers and phones,
need to be methodically sorted and treated via specialized
procedures that safeguard the environment. To illustrate, a
thermal power plant in Germany efficiently utilizes old tires
as a fuel source. In order to tackle this issue, the initial step of
waste segregation, also known as pre-treatment, is paramount.
In the context of developed countries, industrial areas, and
households, waste is typically segregated into four categories,
namely i) paper-based items such as boxes and packaging;
ii) recyclable waste including rubber, glass, and metal cans;
iii) organic food waste; and iv) other types of waste. Each
waste category is subjected to a distinctive treatment and
categorization process, allowing for reuse or safe disposal to
prevent harm to environmental and human health.

However, the transposition of these processes into the
context of developing countries is met with challenges due to
cultural differences and varying operational procedures. No-
tably, the constraints in waste management in these emerging
economies are not merely infrastructural but also deeply rooted
in public awareness and attitudes towards waste segregation
and treatment. For instance, in Vietnam, wastes are often
not separated and are mostly disposed of using a singular
method, which involves casting them into the environment
(further details on traditional waste management processes can
be found in the approach section).
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The conclusion of the Covid-19 pandemic has highlighted
several deficiencies in global health systems [5]. Health in-
frastructure, medical supplies, and equipment worldwide were
already strained due to a massive influx of patients, affecting
the delivery of care and treatment services. This has led to the
difficulty in controlling the spread of the disease, resulting in
increased mortality. Particularly for emerging economies like
Vietnam, which witnessed a dramatic surge in positive cases
from the end of 2020 to the beginning of 2021, this issue
was exacerbated by limited healthcare infrastructure, especially
concerning the waste treatment process. Numerous studies,
such as that conducted by [6], have concluded that unsafe
procedures for handling medical waste during the pandemic
have significantly contributed to the propagation of Covid-19.

To address the waste categorization and treatment problem,
several models have been proposed that leverage Blockchain
technology and Smart Contracts. Specific to each waste type
and treatment scope, these models propose a unique treat-
ment and transportation process for different waste types like
medical waste [7], solid waste (e.g., electronic components,
computers, phones) [8], household waste [9], and industrial
waste [10] (see Related work for details). There is also
considerable research focusing on developing waste treatment
processes tailored to developing countries (e.g., India [11];
Brazil [10]; and Vietnam [12]). Regarding the Covid-19 pan-
demic, these approaches propose waste management and clas-
sification models for different stages (e.g., hospital/isolation
zone - transportation company or transport company - waste
processing company). However, these studies primarily enable
governments to track and trace different types of waste (e.g.,
weight, waste type, etc) with ease.

In response to these issues, our goal is to design a waste
categorization and treatment model rooted in Blockchain tech-
nology, Smart Contracts, and Non-Fungible Tokens (NFTs),
customized to the context of Vietnam. Specifically, our pro-
posed model empowers stakeholders to assess waste treatment
levels at the output, with all relevant information processed,
validated, and stored on-chain [13]. This method of on-chain
storage enhances transparency compared to traditional stor-
age methods. Additionally, we ensure system efficiency and
prevent overloading through a decentralized storage approach
(i.e., distributed ledger). Our model utilizes Smart Contract
technology, assisting stakeholders in managing the waste treat-
ment process, from segregation to transportation and treatment.
NFT technology facilitates the storage of information regarding
a garbage bag, making it easier to ascertain weight, timing,
origin, and waste type (i.e., garbage, industrial, medical, do-
mestic). Furthermore, we utilize NFTs to identify compliance
or non-compliance with waste classification requirements, en-
abling the implementation of sanctions or rewards accordingly.

Our paper makes four primary contributions: i) we intro-
duce a waste categorization and treatment model tailored to
Vietnam, utilizing Blockchain technology and Smart Contracts;
ii) we leverage NFTs to store compliance-related content and
associated metadata; iii) we offer a proof-of-concept imple-
mentation based on the Ethereum platform; and iv) we execute
the proposed model on four EVM and ERC721 compatible
platforms, namely BNB Smart Chain, Fantom, Polygon, and
Celo, to identify the most suitable platform for our proposition.

This paper comprises eight sections. After this introduction,

we delve into related works that address similar research
problems. The background section considers the key tech-
nologies underpinning our work, i.e., blockchain, EVM, NFT,
Smart Contracts, and the four EVM-supported blockchain
platforms. We then present our approach and proposed model
implementation (i.e., Execution Blueprint) in Sections IV and
V. To demonstrate the efficacy of our approach, Section VI
outlines our evaluation steps in various scenarios, followed by
a discussion of our findings in Section VII. Finally, Section
VIII provides a summary and outlines potential directions for
future development.

II. RELATED WORK

Modern advancements in technology have led to the emer-
gence of numerous innovative solutions for waste management
and classification. Among these, Blockchain-based approaches
have demonstrated significant potential. This section reviews
a selection of notable studies in the field, broadly divided
into two categories: i) Blockchain-based waste sorting and
treatment solutions, and ii) region-specific waste management
methodologies.

A. Blockchain-based Waste Sorting and Treatment Solutions

A plethora of studies has proposed distinctive approaches
to manage different types of waste in our day-to-day lives. For
instance, electronic waste (e-waste), which includes discarded
electronic devices, has been addressed by Gupta et al. [8].
They proposed an Ethereum-based waste management system
tailored for electrical and electronic equipment. Their model
engages three key user groups: manufacturers, consumers, and
retailers. Smart contracts in the system demonstrate direct
constraints between these interacting entities. Retailers serve as
the mediators, distributing new products to users and collecting
the used items to return to manufacturers. Successful execution
of these activities leads to a reward in Ether (ETH). This
system eliminates the need for manufacturers to retrieve their
used products directly.

In the context of solid waste, like old computers and
smartphones, a model that tracks the journey of waste from
its source to the treatment centers is crucial. Addressing this,
Laura et al. [14] introduced a waste management system
leveraging the synergy between Ethereum and QR codes. Their
approach emphasizes a system that supports four stakeholders:
a collection manager, a record manager, a transaction manager,
and a processing manager. To determine the type of waste
for disposal, each garbage bag is assigned a QR code that
links to the corresponding data stored on-chain. This facilitates
stakeholders to trace and ascertain the current location and
estimated processing completion time of each garbage bag.
By anticipating the extraction date from the garbage bag,
transportation companies can determine the daily capacity
for waste processing, mitigating overloading issues at waste
treatment sites.

For the monitoring of cross-border waste movements in a
secure, tamper-proof, and privacy-preserving manner, Schmelz
et al. [15] presented an Ethereum-based study. Their approach
ensures that only authorized parties can access information
based on encryption technology. For authorities overseeing
cross-border waste transport, they can trace location, volume,
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and estimated transit times of waste units (e.g., vehicles,
bags) through data stored on distributed ledgers. Shipping
processes can be automated by predefined smart contracts.
A limitation of this approach is the lack of mechanisms to
penalize violations in waste transportation and disposal.

In another study, Francca et al. [16] proposed an Ethereum-
based model for managing solid waste in small municipalities.

For models utilizing the Hyperledger Fabric platform, Trieu
et al. [12] proposed a medical waste treatment model called
MedicalWast-Chain. The model targets the management of
medical waste from healthcare facilities, including the reuse of
tools, the process of transferring medical supply waste (e.g.,
protective gear, gloves, masks), and waste treatment processes
in factories. The objective is to enable traceability of waste ori-
gins and toxicity levels, especially crucial during a pandemic.
Similarly, Ahmad et al. [17] aimed to trace personal protective
equipment for healthcare workers (i.e., doctors, nurses, testers)
during the pandemic. They also identified compliant and non-
compliant behaviors in waste classification and collection by
comparing photographs of medical waste collection sites.

To validate waste treatment processes (i.e., stakeholder
interactions), Dasaklis et al. [18] proposed a blockchain-based
system operable via smartphones.

B. Region-Specific Waste Management Methodologies

While Blockchain technology has proven effective in man-
aging waste, its applications remain largely unexplored in
specific regions. In light of this, we present a review of
traditional waste treatment methodologies.

The efficiency of waste collection, a crucial preliminary
step in waste management, is heavily influenced by the chosen
travel route. Several studies have attempted to optimize this
process by calculating time and cost implications (i.e., vehicle
route) that influence the path of the garbage collection vehicle.
Some solutions have adopted Geographic Information System
(GIS) technology to manage the routes of garbage collection
vehicles. For instance, Ghose et al. [19] developed a solid
waste collection and treatment route for the city of Asansol
in India by optimizing the path based on GIS.

On a larger scale, encompassing more than just cities,
Nuortio et al. [20] proposed a well-scheduled and routed waste
collection method for Eastern Finland, utilizing the neighbor-
hood threshold metadata approach. In another example, a truck
planning model for solid waste collection was proposed by Li
et al. [21] for the Brazilian city of Porto Alegre.

For the European context, Gallardo et al. [22] proposed
a Municipal Solid Waste (MSW) management system for the
Spanish city of Castellón. The system integrated ArcGIS1 with
a planning approach to optimize travel times between locations
when collecting waste in the city. This approach has shown
greater efficiency compared to traditional methods [23], [24].

C. Analysis of Blockchain-based Approaches for Vietnam

The aforementioned models do not devote substantial at-
tention to the process of recycling or refurbishing. Also, these

1A command-line based GIS system for manipulating data https://www.
arcgis.com/index.html

studies do not provide a well-rounded solution for rewarding
compliance and penalizing non-compliance in waste sorting
behavior of users (e.g., households, companies, businesses, or
medical centers).

When considering Blockchain technology and smart
contracts-based models, the existing solutions (both for Hy-
perledger Eco-system and Ethereum platforms) primarily focus
on waste management from the initial stage up to the waste
treatment plant. They lack comprehensive consideration of
specific geographical characteristics, like those of Vietnam.
This leaves a significant gap for a solution that incentivizes
proper waste sorting habits not only for companies, businesses,
medical centers but also households.

For traditional waste classification and treatment methods
applied to a specific region, there has been minimal applica-
tion of modern technologies to alleviate labor-intensive tasks
and address current gaps (e.g., overloading, shipping process,
information validation).

The present study aims to address these shortcomings. Not
only do we propose a model to manage waste sorting, but
we also offer a solution for rewarding compliance and han-
dling violations of users/companies/enterprises based on NFT
technology. The subsequent sections detail the background
information related to our topics before elaborating on the
proposed processing steps and implementation.

III. BACKGROUND AND THEORETICAL FOUNDATION

A. Blockchain Technology: An Overview

Blockchain, famously associated with Bitcoin’s success
[25], is a distributed ledger system. It operates on a peer-to-
peer network and maintains transaction records across various
computers simultaneously. This decentralized approach en-
sures a transparent and trustworthy data management system,
eliminating the need for a central authority or intermediary for
validation [26], [27], [28]. The key advantages of employing
blockchain-based systems are outlined below.

• Security: Blockchain incorporates digital signatures
and encryption to ensure a secure environment. This
robust design prevents data manipulation and unautho-
rized access [29].

• Fraud Prevention: As data is replicated across multiple
nodes, blockchain-based systems are resilient to hack-
ing attempts. Moreover, the decentralized nature of
blockchain allows for efficient recovery of all records
[30].

• Transparency: With blockchain, both parties involved
in a transaction receive instantaneous notifications
upon completion, ensuring a seamless and reliable
experience.

• Cost-effectiveness: Since the blockchain is a decen-
tralized system, it bypasses intermediaries and avoids
associated fees, thus reducing overall costs [31].

• Access Control: Blockchain provides the option to
choose between a public network, accessible to all,
and a permissioned network, which requires authenti-
cation for access [32].
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• Efficiency: Transactions are processed faster in a
blockchain-based system since it eliminates the need
for integration with conventional payment systems
[33].

• Integrity Verification: Blockchain inherently fosters
a consensus-based environment, wherein the validity
of participants is checked and confirmed by other
network participants, further ensuring data authenticity
[34].

B. Smacockchain

Smart contracts, also known as chaincode, are self-
executing contracts containing the terms and conditions of an
agreement directly written into code. Leveraging blockchain
technology, these contracts automate transaction executions
without requiring an external intervention or intermediary.
Here, we delineate the salient features of smart contracts.

• Distributed: Smart contracts are replicated and dis-
tributed across all nodes of a blockchain network,
distinguishing them from centralized server-based so-
lutions.

• Deterministic: Smart contracts only perform prede-
fined actions when specific conditions are met. Fur-
thermore, regardless of the executor, the outcome of
smart contracts remains consistent.

• Automated: Smart contracts can automate a wide
range of tasks and function as self-executing pro-
grams. However, unless activated, they remain “inac-
tive” and do not perform any action.

• Immutable: Once deployed, smart contracts cannot be
altered. They can only be “deleted” if a provision
for deletion was included prior to deployment, giving
them an anti-forgery attribute.

• Customizable: Prior to deployment, smart contracts
can be coded in different ways, making them suit-
able for creating diverse decentralized applications
(DApps). Platforms like Ethereum are Turing com-
plete, meaning they can solve any computational prob-
lem.

• Trust-free Environment: Smart contracts facilitate in-
teractions between parties without requiring mutual
trust, while blockchain technology ensures data ac-
curacy.

• Transparent: Since smart contracts are based on a pub-
lic blockchain, their source code remains unalterable
and can be viewed by anyone.

C. Blockchain Platforms

1) Ethereum: Ethereum [35] is a decentralized open-source
blockchain platform, renowned for its support of Turing-
complete programming languages and smart contracts. It op-
erates on the Ethereum Virtual Machine (EVM) and supports
high-level programming languages such as Solidity, Serpent,
LLL, and Mutan. Ethereum enables a variety of use-cases such
as withdrawal limits, loops, financial contracts, and gambling
markets, making it a preferred platform for smart contract
development.

2) Hyperledger fabric: Hyperledger Fabric [36] is a per-
missioned, open-source, enterprise-grade distributed ledger
technology (DLT) platform, tailored for large-scale commercial
use. Unlike Ethereum that executes smart contracts on virtual
machines, Hyperledger Fabric runs code in Docker containers,
providing optimal execution speed at the expense of isolation.
It supports traditional high-level programming languages such
as Java and Go (Golang) over Ethereum’s exclusive smart
contract languages.

D. Reasons for Choosing the Ethereum Ecosystem

The Ethereum ecosystem, underpinned by the Ethereum
Virtual Machine (EVM), was chosen for our deployment due to
its significant benefits. Ethereum supports smart contracts and
DApps, providing a Turing-complete environment that facili-
tates the creation of a wide range of applications. Furthermore,
Ethereum’s robust community support, rich developer tools,
and high-level programming language compatibility make it a
prime choice for blockchain-based development.

In addition, Ethereum’s interoperability is a significant
factor. Its ecosystem includes various blockchain platforms
that operate with EVM-compatible blockchains. This allows
applications built on Ethereum to be easily ported to other
EVM-compatible blockchains, offering flexibility in deploy-
ment options.

E. Selected Platforms for Deployment

Given the interoperability of Ethereum and the distinct
advantages of EVM-compatible blockchains, we have chosen
four platforms for deployment: Binance Smart Chain (BNB
Smart Chain), Polygon, Fantom, and Celo.

1) Binance smart chain: Binance Smart Chain 2 is a
high-performance, low-fee blockchain platform. It supports
smart contracts and is compatible with EVM, making it a
viable option for deploying DApps. It also offers a dual-chain
architecture with Binance Chain, allowing users to seamlessly
transfer assets from one blockchain to another.

2) Polygon: Polygon 3 is a protocol and a framework
for building and connecting Ethereum-compatible blockchain
networks. It effectively transforms Ethereum into a full-fledged
multi-chain system, often referred to as the “Internet of
Blockchains”. Polygon combines the best of Ethereum and
sovereign blockchains into a full-fledged multi-chain system.

3) Fantom: Fantom 4 is a high-performance, scalable, and
secure smart-contract platform. It is designed to overcome
the limitations of previous-generation blockchain platforms.
Fantom’s primary proposition is its capability to perform
instantaneous transactions and process large volumes at an ex-
tremely low cost, making it ideal for decentralized applications
(DApps).

4) Celo: Celo 5 is an open platform that makes financial
tools accessible to anyone with a mobile phone. Its mission
is to build a monetary system that creates the conditions

2https://github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
3https://polygon.technology/lightpaper-polygon.pdf
4https://whitepaper.io/document/438/fantom-whitepaper
5https://celo.org/papers/whitepaper
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of prosperity for everyone. Celo’s lightweight identity and
high throughput make it an optimal choice for mobile-first
applications and services.

These platforms were chosen because they offer scalability,
security, and efficiency while being cost-effective. Their EVM
compatibility ensures smooth portability of applications built
on Ethereum, providing a flexible and efficient deployment
environment. For detailed understanding of these platforms,
readers are referred to the respective white papers provided.

IV. APPROACH DEVISED

A. Conventional Waste Management in Vietnam: An Overview

Upon surveying waste management practices across Viet-
nam, we find that strategies differ considerably between urban
areas (cities, for example) and rural locales (Cho Lach district
in Ben Tre province serves as a good case study). Urban
communities, especially those densely populated, gather waste
at designated spots for waste disposal firms to handle. In
contrast, rural communities typically dispose of their waste
directly, often impacting the natural environment adversely.

Fig. 1. Conventional waste management method in Vietnam.

Additionally, industrial and medical sectors follow their
unique waste management protocols. They accumulate waste at
certain locations for waste disposal companies to collect daily
or semi-daily. Considering the disparities in waste segregation
between urban and rural landscapes, we’ve formulated a waste
classification and management model apt for urban settings,
inspired by procedures adhered to in industrial and healthcare
domains.

Fig. 1 illustrates a typical five-step waste management
cycle followed in urban environments, industrial estates, and
hospitals. Initially, waste is amassed at a designated location
(step 1). Collection procedures (step 2) vary depending on
the waste type. For instance, sanitation workers dealing with
household waste (food waste) need fewer protective measures
than those handling medical waste. Post collection, the waste
is taken to waste sorting (step 3) and recycling centers (step 4).
Depending on the waste type, these centers will either recycle
or dispose of the waste (step 5).

Our study primarily focuses on the waste management
process at the source (residential areas, factories, or hospitals).
If individuals can segregate their waste appropriately at the
source (into paper, bio, metal, and glass), it aids the subsequent

recycling and waste treatment process. However, this practice
is not widely observed in Vietnam, causing difficulties for
waste collectors who struggle to segregate unsorted waste. To
address this, we propose using Non-Fungible Tokens (NFTs)
to document instances of compliance or non-compliance with
waste segregation norms. The following subsection provides a
detailed description of our proposed model.

B. Waste Management Model Utilizing Blockchain Technol-
ogy, Smart Contracts, and NFTs

Fig. 2 represents a six-step waste segregation and man-
agement process that integrates blockchain technology, smart
contracts, and NFTs. The key distinction from the traditional
model (Fig. 1) comes into play in step 2. After segregation,
waste should be categorized into four groups (paper, bio, metal,
and glass), each corresponding to uniquely labeled or color-
coded bins.

Sanitation personnel then scrutinize the segregation process
undertaken by an individual or an organization to establish
whether it’s compliant or non-compliant (step 3). This verifi-
cation is updated onto appropriate functions within the smart
contracts (step 4).

In step 5, NFTs corresponding to the individual’s or orga-
nization’s waste segregation actions (either compliant or non-
compliant) and pertinent information (metadata; see Imple-
mentation section for additional details) are generated. Finally,
the entire process is updated and archived on a distributed
ledger, facilitating easy validation by concerned parties.

V. EXECUTION BLUEPRINT

Our practical model is established on two primary objec-
tives: i) administration of data, specifically waste - originating,
seeking, and revising - within a blockchain platform, and ii)
fabricating Non-Fungible Tokens (NFTs) that acknowledge,
reward or penalize users, which could be individuals or institu-
tions, based on their conduct in the management and disposal
of waste.

A. Origination of Data and NFTs

Fig. 3 presents the steps necessary to set up waste data.
The waste data can be of different categories such as industrial,
household, or medical waste. They need to be properly divided
into groups like discard or repurpose, according to their
toxicity levels. Detailed descriptions about each kind of waste
are then affixed to each unique garbage bag.

Each bag carries a unique identifier to distinguish it by the
waste type it holds. Moreover, metadata about each garbage
bag is augmented to include details about the individual or
organization doing the sorting, the household or company
generating the waste, as well as the time and location of waste
sorting. A distributed ledger-based service enables concurrent
data storage from several users, hence diminishing system
latency. Broadly, the waste data is structured in the following
way:

wasteDataObject = {
"wasteID": industrialWasteID,
"sorterID": sorterID,
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Fig. 2. Waste management framework utilizing blockchain technology, smart contracts, and NFTs.

Fig. 3. Origination of data and NFTs.

"kind": wasteKind,
"place": place,
"amount": amount,
"unit": unit,
"bagID": bagID,
"timestamp": timestamp,
"sortingLocation": sortingLocation,
"status": null,
"repurpose": Null
};

Besides information about the waste’s origin, weight, and
kind, the system keeps track of the status of waste bags
in residential areas, factories, hospitals, etc. Specifically, the
“status” switches to 1 if the relevant waste bag has been moved
from its original collection location for treatment or disposal;
if not, it remains at 0 (pending). The “repurpose” tag indicates
1 when the waste type is reused and 0 when pending, and is
applicable to non-hazardous waste.

Post the waste sorting process, sanitation workers verify
the sorted waste for compliance with set standards. The data

is then stored temporarily in a data repository, waiting for
validation before being synchronized on the blockchain. This
is achieved by invoking certain predefined constraints in the
Smart Contract via the Application Programming Interface
(API). In the process of initiating NFTs, the content of the
NFT is defined as follows:

NFT WASTE = {
"wasteID": wasteID,
"sorterID": sorterID,
"place": place,
"bagID": bagID,
"kind": true/false,
"amount": true/false,
"timestamp": timestamp,
"inspector": cleanerID
};

If the values on the sorted waste bags are verified to
be correct, the sorter is rewarded. In contrast, if there are
discrepancies, penalties are applied. If the inspector provides
incorrect information, they are the ones to be penalized.

B. Data Seeking

The data seeking procedure, much like data origination, is
capable of handling multiple concurrent participants, courtesy
of the distributed model on which the system operates. The
services facilitate requests from the sanitation staff or any
individual or organization to access the data.

The intent behind seeking data varies. Sanitation staff
might be looking to review the waste sorting process or to
transfer waste to the disposal companies, whereas individuals
or organizations might want to gather information about the
waste treatment process.
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Fig. 4. Data seeking.

Fig. 4 outlines the data seeking steps. Requests are sent
from the user to the smart contracts embedded within the
system before retrieving data from the distributed ledger. All
such requests are logged as a history for each individual or
organization. If the sought information is not found (e.g.,
due to a wrong ID), the system responds with a ’not found’
message. Regarding NFTs, all supporting services are rendered
via APIs.

C. Data Revision

Data revisions are only allowed after validating that the
data exists on the blockchain, following the execution of
the respective data seeking procedure. In the discussion that
follows, we will operate under the assumption that the sought
data is indeed present on the blockchain. If not, the system
will return a ‘not found’ message (see V-B for details).

Fig. 5. Data revision.

In line with the data seeking and origination processes, the
system provides revision services in the form of APIs to re-
ceive user requests before processing them via smart contracts.
The primary aim of this process is to keep the time and location
of waste bags updated as they move through the transportation
and sorting/disposal stages. This enables the administrator to
monitor the progress of waste management, right from its
generation at medical centers/residential areas/factories to its
final destination at waste treatment companies.

Fig. 5 outlines the waste data revision process. In the case
of NFTs, the revision process only entails moving the NFT
from the owner’s address to a new one. If any information on
an existing NFT is updated, it is stored as a new NFT (see
V-A for details).

VI. DEPLOYMENT ASSESSMENT

A. Deployment Process on Four Blockchain Platforms

The deployment process of our proposed model comprises
four critical steps which are applied across all four Ethereum
Virtual Machine (EVM) supporting platforms (Binance Smart
Chain (BNB Smart Chain), Polygon, Fantom, and Celo). These
steps include:

1) Preliminary Setup: This step primarily involves set-
ting up the development environment. Solidity, the
programming language for Ethereum smart contracts,
is used for writing the contracts. These smart con-
tracts include rules and instructions that govern the
behavior of the blockchain.

2) Contract Creation: Once the preliminary setup is
complete, the first smart contract is created. This
contract encapsulates all the rules defined in the
model, such as the reward or penalty mechanism for
waste sorting. The smart contract is then compiled to
ensure there are no errors in the code.

3) NFT Generation: After the contract has been success-
fully compiled, it’s time to generate the Non-Fungible
Tokens (NFTs) that would be issued as rewards or
penalties. The NFTs are created via the smart contract
that has been deployed on the blockchain. Each NFT
is unique and represents a real-world object, in this
case, the behavior of individuals or organizations in
the waste management process.

4) NFT Retrieval/Transfer: The final step involves up-
dating the NFT’s ownership address (i.e., transferring
the NFT). This transfer is done through an operation
in the smart contract. The updated NFT information
is then recorded on the blockchain.

These procedures are executed in a testnet environment for
each platform to evaluate their cost-effectiveness. The cost of
each operation - contract creation, NFT generation, and NFT
retrieval/transfer - is evaluated using the following parameters:
Transaction Fee, Gas Limit, Gas Used by Transaction, and Gas
Price.

B. Implementation on BNB Smart Chain (Sample Deployment)

Fig. 6 outlines the steps involved in our implementation
on the BNB Smart Chain. Like the general process described
above, the implementation begins with setting up the develop-
ment environment and writing the contract in Solidity.

Once the smart contract is written and compiled success-
fully, it is deployed on the BNB Smart Chain testnet. This step
creates a transaction, with details of this transaction recorded
and accessible via a unique transaction hash.

Upon successful deployment of the contract, NFTs are
created as per the rules defined in the smart contract. Fig.
7 shows an instance of an NFT being created.

The final step involves updating the NFT’s ownership
address. This involves invoking the appropriate function in the
smart contract, and once executed, the NFT transfer can be
seen as shown in Fig. 8.

The cost of these operations is calculated and presented
in terms of the Transaction Fee, Gas Limit, Gas Used by
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Fig. 6. The transaction info on BNB smart chain.

Fig. 7. NFT creation on BNB smart chain.

Transaction, and Gas Price. These costs provide valuable
insights into the effectiveness and efficiency of deploying our
model on the BNB Smart Chain. The same deployment process
and cost assessments are followed for the other platforms
(Polygon, Fantom, and Celo) to evaluate their performance and
cost-effectiveness. For more details, we refer the readers follow
our deployment on the test-net system of the corresponding
platform, namely BNB6; MATIC7; FTM8; and CELO9.

C. Transaction Fee

Table I provides a comprehensive comparison of the
transaction fees incurred for various operations on the four
considered blockchain platforms: BNB Smart Chain, Fantom,
Polygon, and Celo.

The transaction fee is calculated for three key operations:

1) Contract creation: This operation involves creating and
deploying the smart contract on the respective blockchain. The
fee varies significantly across the platforms, with BNB Smart
Chain being the most expensive at 0.02731184 BNB (approxi-
mately $8.43). Fantom has the lowest cost for contract creation,
amounting to 0.009576994 FTM (equivalent to approximately
$0.001837).

2) Create NFT: This operation refers to the cost of gen-
erating a Non-Fungible Token (NFT) on the blockchain.
The BNB Smart Chain again appears as the most expensive

6https://testnet.bscscan.com/address/
0x741c8dc8630dbde529466eec066fe5f98b1f6ee4
7https://mumbai.polygonscan.com/address/
0x3253e60880ce432dded52b5eaba9f75b92ca530a
8https://testnet.ftmscan.com/address/
0x3253e60880ce432dded52b5eaba9f75b92ca530a
9https://explorer.celo.org/alfajores/address/
0x3253e60880cE432DdeD52b5EAba9f75b92Ca530A/transactions

option, with a fee of 0.00109162 BNB (about $0.34). On
the contrary, the Polygon platform records the least cost, at
0.000289405001389144 MATIC (approximately $0.00).

3) Transfer NFT: This refers to the cost of transferring
ownership of the NFT from one address to another. BNB Smart
Chain remains the most expensive platform, with a transfer fee
of 0.00057003 BNB (roughly $0.18). Conversely, the Fantom
platform provides the most cost-effective solution for NFT
transfer, charging a mere 0.0002380105 FTM ($0.000046).

This table, therefore, provides a detailed overview of the
cost dynamics across various platforms for different opera-
tions. BNB Smart Chain consistently shows the highest fees
for all operations, while the other platforms vary in their
cost-effectiveness for different operations. These insights can
guide the selection of an optimal platform for deploying the
recommendation model based on financial constraints and
operational priorities.

D. Gas Limit

Table II presents an in-depth comparison of the gas lim-
its on the four blockchain platforms evaluated: BNB Smart
Chain, Fantom, Polygon, and Celo. The gas limit refers to the
maximum amount of gas that a user is willing to spend on a
transaction. Gas in blockchain is a measure of computational
effort required to execute certain operations.

The table provides data for three crucial operations:

1) Contract creation: This column details the gas limit
for creating and deploying a smart contract on the respective
blockchain. Among the four platforms, Celo demands the
highest gas limit for contract creation at 3,548,719, which
reflects its higher computational requirements. The BNB Smart
Chain has the lowest gas limit for this operation, requiring just
2,731,184.

2) Create NFT: This column indicates the gas limit neces-
sary for generating a Non-Fungible Token (NFT) on each plat-
form. Celo once again shows the highest gas limit at 142,040,
demonstrating that generating an NFT on this platform is
relatively computationally intensive. On the contrary, the BNB
Smart Chain requires a lower gas limit, at 109,162.

3) Transfer NFT: This column represents the gas limit
needed to transfer the ownership of an NFT from one address
to another. The Celo platform necessitates the highest gas limit
for NFT transfers, at 85,673, indicating a higher computational
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Fig. 8. NFT transfer on BNB smart chain.

TABLE I. TRANSACTION FEE

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 0.02731184 BNB ($8.43) 0.00109162 BNB ($0.34) 0.00057003 BNB ($0.18)

Fantom 0.009576994 FTM
($0.001837)

0.000405167 FTM
($0.000078)

0.0002380105 FTM
($0.000046)

Polygon 0.006840710030099124
MATIC($0.01)

0.000289405001389144
MATIC($0.00)

0.000170007500884039
MATIC($0.00)

Celo 0.0070974384 CELO ($0.004 ) 0.0002840812 CELO ($0.000 ) 0.0001554878 CELO ($0.000 )

TABLE II. GAS LIMIT

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,184 109,162 72,003
Fantom 2,736,284 115,762 72,803
Polygon 2,736,284 115,762 72,803
Celo 3,548,719 142,040 85,673

TABLE III. GAS USED BY TRANSACTION

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,184 (100%) 109.162 (100%) 57,003 (79.17%)
Fantom 2,736,284 (100%) 115,762 (100%) 68,003 (93.41%)
Polygon 2,736,284 (100%) 115,762 (100%) 68,003 (93.41%)
Celo 2,729,784 (76.92%) 109.262 (76.92%) 59,803 (69.8%)

effort for this operation. Both BNB Smart Chain and Fantom
have lower requirements, with gas limits set at 72,003 and
72,803, respectively.

This comparative data provides valuable insights into the
computational demands of each blockchain platform for differ-
ent operations. It highlights the variance in the computational
resources needed across different platforms and operations.
This information can help in selecting the most efficient
platform for deploying the recommendation model based on
computational and resource constraints.

E. Gas Used by Transaction

Table III provides an exhaustive analysis of the “Gas
Used by Transaction” on the four blockchain platforms under
examination: BNB Smart Chain, Fantom, Polygon, and Celo.
This metric represents the actual amount of gas consumed to
process a transaction on the blockchain.

The table breaks down the consumed gas for three different
operations:

1) Contract creation: This is the process of deploying
a smart contract on the blockchain. On BNB Smart Chain,
Fantom, and Polygon, the gas used is the same as the gas
limit (100%), implying that the entire computational resource
allocation was utilized for this operation. However, on Celo,
the gas used is 76.92% of the gas limit, suggesting a more
efficient contract creation process on this platform.

2) Create NFT: This operation involves generating a Non-
Fungible Token (NFT) on the blockchain. Again, BNB Smart
Chain, Fantom, and Polygon utilize 100% of the allocated gas
limit. On Celo, this operation uses 76.92% of the gas limit,
indicating better computational efficiency.

3) Transfer NFT: This operation involves changing the
ownership of an NFT from one address to another. The
BNB Smart Chain platform uses 79.17% of the gas limit,
while Fantom and Polygon platforms consume 93.41%. This
suggests that BNB Smart Chain might be more efficient in
handling NFT transfers. Conversely, Celo utilizes 69.8% of
the gas limit for this operation, making it the most efficient
platform among the four in terms of NFT transfer.

The table ultimately provides valuable insights into the
computational efficiency of each platform. Notably, while
some platforms use the entire gas limit for their operations
(indicating that they are maximally utilizing the allocated
resources), others use a portion of it, indicating that they are
more computationally efficient. This data is critical in selecting
a suitable platform for the deployment of the recommendation
model, taking into account the trade-off between resource
allocation and computational efficiency.

F. Gas Price

Table IV represents the “Gas Price” for executing trans-
actions on four different Ethereum Virtual Machine (EVM)
compatible blockchain platforms: BNB Smart Chain, Fan-
tom, Polygon, and Celo. Gas prices are expressed in each
blockchain platform’s native token (BNB, FTM, MATIC, and
CELO, respectively) and in Gwei, where 1 Gwei equals 10−9

Ether.

Gas price, determined by the market conditions on the
blockchain, is the cost per computational step required to
execute a specific transaction or smart contract on the network.

The table breaks down the gas price for three different
actions:

Contract Creation: The process of deploying a smart con-
tract on the network. The gas prices for this action are 10 Gwei
for BNB Smart Chain, 3.5 Gwei for Fantom, around 2.5 Gwei
for Polygon (specifically, 2.500000011 Gwei), and 2.6 Gwei
for Celo with a maximum fee per gas of 2.7 Gwei.
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TABLE IV. GAS PRICE

Contract Creation Create NFT Transfer NFT
BNB Smart Chain 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei)
Fantom 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei)

Polygon 0.000000002500000011
MATIC (2.500000011 Gwei)

0.000000002500000012
MATIC (2.500000012 Gwei)

0.000000002500000013
MATIC (2.500000013 Gwei)

Celo 0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

Create NFT: The action of creating a Non-Fungible Token
(NFT) on the network. The gas prices are identical to those
for contract creation, except for Polygon, where it’s slightly
higher at 2.500000012 Gwei.

Transfer NFT: The operation of transferring the ownership
of an NFT. Again, the gas prices are the same as for the other
two operations, with the exception of Polygon, where the gas
price is slightly higher at 2.500000013 Gwei.

This table is essential for understanding the costs involved
in performing different actions on these platforms. It also helps
in selecting a platform that balances the trade-off between
computational needs and transaction costs. BNB Smart Chain
has the highest gas price at 10 Gwei, while Polygon offers the
most competitive gas price, hovering around 2.5 Gwei, with
Celo and Fantom offering intermediate rates.

VII. DISCUSSION

A. Analysis of Transaction Costs across Different Blockchain
Platforms

In our deployment assessment (VI), we detailed the trans-
action costs on four different EVM-enabled blockchain plat-
forms—Binance Smart Chain (BNB), Polygon (MATIC), Fan-
tom (FTM), and Celo (CELO)—considering three primary ac-
tivities: contract creation, NFT creation, and NFT transfer. Our
comprehensive examination highlighted not only the distinct
monetary costs associated with each platform but also the
computational costs (gas used) and gas prices.

Crucially, it is observed that the transaction value on
a blockchain platform is directly influenced by the market
capitalization of the platform’s respective coin. As of
our last observation on June 26, 2023, the total market
capitalization of the four platforms—BNB, MATIC, FTM,
and CELO—stood at $50,959,673,206; $7,652,386,190;
$486,510,485; and $244,775,762, respectively. This market
capitalization directly impacts the coin’s value of each
platform, although the number of coins issued at the time
of system implementation is another significant factor. At
the time of our evaluation, the total issuance of BNB,
MATIC, FTM, and CELO was 163,276,974/163,276,974
coins; 8,868,740,690/10,000,000,000 coins;
2,541,152,731/3,175,000,000 coins; and
473,376,178/1,000,000,000 coins, respectively. Consequently,
the value per coin, based traditionally on the number of coins
issued and the total market capitalization, stood at $314.98
for BNB, $0.863099 for MATIC, $0.1909 for FTM, and
$0.528049 for CELO.

B. Selection of Optimal Blockchain Platform for Proposed
Model Deployment

Our assessments demonstrated that deploying our proposed
model on Fantom offers significant advantages concerning
system operating costs. Specifically, the generation and re-
ception of NFTs incurs almost negligible fees on Fantom.
Furthermore, the cost associated with creating contracts that
carry a transaction execution value is extremely low, less than
$0.002.

C. Future Work

Building upon our findings, our future work will aim to
implement more complex methods and algorithms, such as
encryption and decryption processes, as well as more complex
data structures. This will allow us to better observe the
transaction costs associated with these advanced operations.

Additionally, deploying the proposed model in a real-
world environment presents a compelling avenue for further
research—specifically, implementing the recommendation sys-
tem on the Fantom mainnet. In our current analysis, we have
not taken into consideration issues related to user privacy
policies, such as access control [37], [38] or dynamic policies
[39], [40]. These are critical considerations that will need to
be addressed in upcoming research activities.

Lastly, infrastructure-based approaches, such as gRPC [41],
[42], Microservices[43], [44], dynamic transmission messages
[45], and Brokerless systems [46], can be integrated into our
model to enhance user interaction. For instance, we can intro-
duce an API-call-based approach that allows for more dynamic
and efficient communication between different components of
the system.

VIII. CONCLUSION

In conclusion, this paper addressed the challenges of waste
management and disposal in emerging economies like Vietnam
by proposing a waste categorization and treatment model based
on Blockchain technology, Smart Contracts, and Non-Fungible
Tokens (NFTs). We highlighted the deficiencies in traditional
waste management methods, particularly the lack of waste
segregation and treatment at the source, leading to environ-
mental pollution and health risks. The COVID-19 pandemic
further emphasized the importance of proper waste treatment,
especially in the healthcare sector. Unsafe handling of medical
waste during the pandemic contributed to the spread of the
disease. To address these issues, various waste management
models leveraging Blockchain technology have been proposed,
but they primarily focus on tracking and tracing waste rather
than comprehensive waste treatment processes.
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Our proposed model aims to enhance waste categorization
and treatment in Vietnam by providing stakeholders with a
transparent and efficient system. The use of Smart Contracts
enables automated and secure waste management processes,
while NFTs store essential information related to waste clas-
sification and compliance. This allows for better monitoring
and implementation of sanctions or rewards based on waste
management behavior.

We implemented the proposed model on four EVM-
compatible platforms, namely BNB Smart Chain, Fantom,
Polygon, and Celo, and evaluated their performance in terms of
transaction fees, gas limits, gas used, and gas prices. Through
our evaluation, we found that the Fantom blockchain platform
offers the most cost-effective environment for deploying the
waste management model, with negligible fees for NFT gener-
ation and low costs for contract creation. This study contributes
to the field by introducing a waste categorization and treatment
model customized for Vietnam and demonstrating its feasibil-
ity through a proof-of-concept implementation. The findings
provide insights into the suitability of different blockchain
platforms for waste management applications.

Future work includes implementing more complex methods
and algorithms, considering privacy policies, and deploying the
proposed model in real-world settings. Additionally, integrat-
ing infrastructure-based approaches, such as gRPC and mi-
croservices, can enhance user interaction and further optimize
the waste management system.
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Abstract—This study directly and thoroughly investigates the
practicalities of utilizing sentence embeddings, derived from the
foundations of deep learning, for textual entailment recogni-
tion, with a specific emphasis on the robust BERT model. As
a cornerstone of our research, we incorporated the Stanford
Natural Language Inference (SNLI) dataset. Our study em-
phasizes a meticulous analysis of BERT’s variable layers to
ascertain the optimal layer for generating sentence embeddings
that can effectively identify entailment. Our approach deviates
from traditional methodologies, as we base our evaluation of
entailment on the direct and simple comparison of sentence
norms, subsequently highlighting the geometrical attributes of
the embeddings. Experimental results revealed that the L2 norm
of sentence embeddings, drawn specifically from BERT’s 7th
layer, emerged superior in entailment detection compared to other
setups.
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I. INTRODUCTION

Textual entailment (TE), an essential notion within natural
language processing (NLP), is expressed as a binary correlation
between two segments of text [1]. Text T is stated to entail
another text H if the comprehension gathered from T would
compel a reader to deduce that H is most probable [2].
For example, the sentence “The dog is playing in the park”
entails that “There is a dog at the park”. This unfolds as a
unidirectional correlation, where TE serves as a fundamental
pillar within NLP, supporting numerous applications in various
disciplines.

TE’s multifaceted applications extend across diverse tasks,
including question answering (QA) [3], where the precise
extraction of responses from intricate texts hinges significantly
on the correct discernment of entailment. It also impacts the
effectiveness of information retrieval (IR) [4] tasks and the
success of information extraction processes. TE is also an
essential ingredient in the creation of text summarization [5, 6]
mechanisms. The vast reach of these applications accentuates
the crucial nature of textual entailment and the importance of
its accurate identification.

Nonetheless, TE introduces a notable challenge, especially
in terms of understanding the semantic relationships between
sentences [7, 8, 9]. To tackle this, sentence embeddings have
garnered significant attention lately. At their core, sentence em-
beddings are condensed vector depictions of sentences created
to encode their semantic meanings within a fixed-dimensional
vector [10]. The deployment of sentence embeddings enables
swift and effective comparison and assessment of different

sentences, acting as an important instrument in a range of NLP
tasks, including TE.

In the domain of sentence embeddings generation, deep
learning has led the advancements. The hierarchical learning
aptitudes of deep learning models enable them to produce
semantically rich sentence embeddings, encompassing the in-
tricate syntactic and semantic attributes of sentences. Notably,
these models have demonstrated remarkable proficiency in
discerning nuanced relationships, like entailment, among sen-
tences [11, 12].

In recent advancements of deep learning for NLP,
Transformer-based models, with particular emphasis on
BERT (Bidirectional Encoder Representations from Trans-
formers) [13], have signified noteworthy progress. The abil-
ity of BERT to consider the complete context of a sen-
tence bi-directionally (left and right) permits the creation of
superior-quality sentence embeddings. This unique capability
has earned BERT widespread recognition and usage in the NLP
community, particularly for tasks such as TE [14, 15, 16].

The assessment of various methods and models in TE
rests on numerous specific datasets. The Stanford Natural
Language Inference (SNLI) [1] dataset is one such resource,
offering a large collection of sentence pairs annotated for
entailment, contradiction, and neutrality. Resources like SNLI
enable consistent and comparable evaluation of different TE
techniques, encouraging advancement in the field.

Despite the remarkable progress in TE, current methods,
especially those founded on deep learning, still exhibit short-
comings. These include an intense dependence on complex
architectural designs and extensive computational resources.
In addition, a majority of these models primarily concentrate
on the syntactic features of sentences, frequently neglecting
the geometric attributes of sentence embeddings.

To address these issues, our study delves into the detailed
examination of the use of sentence embeddings for TE. Utiliz-
ing, directly, the strength of the BERT model, we scrutinize the
effects of employing varying layers for the extraction of sen-
tence embeddings. Our study departs from traditional methods
by assessing entailment through the comparison of sentence
norms, thereby focusing on the geometric characteristics of the
embeddings, a less explored yet potentially beneficial aspect.

Our hands-on findings underline the good performance
of the L2 norm of sentence embeddings, specifically those
extracted from the 7th layer of BERT. These findings offer a
fresh perspective on the TE. Our results particularly emphasise
the importance of layer selection in the extraction of sentence
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embeddings as well as the consideration of the geometric
properties of sentence embeddings in addressing TE.

The remainder of this paper unfolds as follows. We will
first dive into the related work in Section II, where we
discuss the key literature on textual entailment and sentence
embeddings. In Section III we will share our proposed method
which utilizes the BERT model. Next, in Section IV, we will
discuss SNLI dataset that we used for our experiments. We
then move to the experiments and results in Section V, where
we lay out the outcomes of the experiments and interpret our
results and speak on any limitations we have come across. And
lastly, in the conclusion, Section VI, we will bring everything
together by summarizing our findings, reaffirming what our
study brings to the field, and pondering over potential areas
for future research.

II. BACKGROUND AND RELATED WORK

Textual Entailment (TE), also known as Natural Language
Inference (NLI), entails determining the relationship between
two sentences, specifically, if one sentence (the hypothesis)
implies, contradicts, or remains neutral to the other (the
premise) [17]. This is a demanding task as it necessitates
understanding the essence of both sentences and their interplay.

One method to accomplish TE employs sentence em-
beddings, which are vector representations encapsulating the
semantic significance of sentences [18]. These embeddings can
be used to train a model to anticipate the relationship dynamics
between a pair of sentences.

There exists a plethora of techniques to generate sentence
embeddings. A prevalent approach involves deploying a word
embedding model to create word embeddings [19, 20, 11],
which are then amalgamated to craft a sentence embedding. An
alternative strategy employs a deep learning model specifically
trained for generating sentence embeddings [21, 22].

BERT [13] has gained popularity as a deep learning model
for sentence embeddings. As a transformer-based model,
BERT is pre-trained on an extensive corpus of text, enabling it
to effectively learn and represent word and sentence meanings.
This capability is useful for a wide spectrum of NLP tasks,
including TE. There has been a growing body of research on
using BERT for TE. In fact, when Devlin et al. introduced
BERT itself, it was trained using next-word prediction and
missing-word prediction, allowing it to acquire meaningful
word and sentence representations and has proven useful for
several NLP tasks, including TE.

Moreover, Lin and Su [15] examine BERT’s proficiency
in handling TE tasks, particularly its capability to bypass any
latent biases in the dataset. To simplify the investigation, they
design a straightforward entailment judgment scenario using
only binary predicates in clear English. The results suggest
that BERT’s learning curve is somewhat slower than expected.
However, they found that incorporating task-specific features
significantly improved the learning efficiency, leading to a data
reduction by a factor of 1,500. This key discovery highlights
the importance of domain knowledge in effectively utilizing
neural networks for TE tasks.

Similarly, Gajbhiye et al. [23] introduce a new model for
TE, dubbed External Knowledge Enhanced BERT (ExBERT).

It improves BERT’s language understanding and reasoning
capabilities by integrating commonsense knowledge from ex-
ternal sources into the existing contextual representation. The
model uses BERT-derived contextual word representations to
pull and encode relevant knowledge from knowledge graphs.
It’s designed to seamlessly blend this external knowledge into
the reasoning process.

Pang et al. [24] have developed a method for integrat-
ing syntax into TE models. Their approach uses contextual
token-level vector representations derived from a pre-trained
dependency parser. This technique, similar to other contextual
embedders, can be applied to a wide range of neural models.
They tested this method with some established TE models,
such as BERT. The findings showed an increase in accuracy
across the benchmark datasets.

Cabezudo et al. [25] investigate various methods to enhance
inference recognition in the ASSIN [26] dataset, a dataset
specifically designed for entailment recognition in Portuguese.
They also study the effects of adding external data, such
as multilingual data or an automatically translated corpus,
to improve model training. They use the multilingual pre-
trained BERT model in their experiment and their results show
an improvement in the ASSIN. Interestingly, their findings
suggest that using external data does not significantly improve
the performance of the model.

Wehnert et al. [27] have introduced three distinct meth-
ods for the classification of entailment. The first approach
harmonizes Sentence-BERT embeddings with a graph neural
network, while the second strategy leans on the specific
LEGAL-BERT model, which undergoes additional training on
the competition’s retrieval task and is fine-tuned specifically
for entailment classification. Their third method ingeniously
employs the KERMIT encoder to embed syntactic parse trees
and integrates this with a BERT model. Their study delves into
the potential of this third tactic and provides insights into why
the LEGAL-BERT submissions, among all entries, might have
managed to edge out the graph-based method in performance.

Shajalal et al. [28] develop a new method for identifying
the textual entailment relationship between a text and its
hypothesis. They introduce a new semantic feature that uses
empirical threshold-based semantic text representation. This
approach makes use of an element-wise Manhattan distance
vector-based feature, designed to understand the semantic en-
tailment relationship within a text-hypothesis pair. They tested
their method using several experiments on the benchmark
entailment classification dataset, SICK-RTE [29], with a va-
riety of machine learning algorithms. Their empirical sentence
representation technique improved the semantic understanding
of the texts and hypotheses.

Jiang and de Marneffe [30] have taken on the task of
addressing an issue prevalent in TE datasets. They have come
up with a strategy, redefining the use of the CommitmentBank
for TE. Their idea is to adjust the emphasis on how committed
a speaker is to the complements of clause-embedding verbs in
a range of contexts that cancel entailment. This move leads
to the creation of hypotheses that are free from artefacts and
naturally intertwined with the premises. Even though their
fresh approach lets a BERT-based model hit a good result with
BERT, they stated that the model is not yet fully grasping
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Fig. 1. Extraction of sentence embeddings from BERT with a max pooling strategy from the token-level embeddings [13].

the nuances of pragmatic reasoning and certain linguistic
generalizations.

While the above-mentioned approaches significantly ad-
vanced TE, its reliance on intricate designs and significant
computational power is notable. To rectify this, our research
investigates the application of sentence embeddings in TE.
We simply and directly utilize the BERT model’s potential,
exploring the effects of various layers for sentence embeddings
extraction. In contrast to conventional approaches, we utilize
a simple and straightforward approach to evaluate entailment
by comparing sentence norms, spotlighting the geometric
aspects of embeddings, a relatively uncharted but potentially
advantageous area.

III. PROPOSED APPROACH

Our approach to TE revolves around using BERT to extract
sentence embeddings. While loading pre-trained BERT and
tokenizer, we set configurations for sub-token pooling, which
determines the token piece embeddings used in constructing
the token embedding. Options include using the first subtoken,
the last subtoken, both the first and last, or an average overall
(mean). Additionally, we specify the layer (layers 1 to 12)
from which the embeddings should be extracted. Specifically,
as shown in Fig. 1, we generate sentence embeddings for each
pair of sentences in the dataset. We will feed the premise and
hypothesis into BERT and extract the output of the [CLS]
special token, which is a fixed-length representation of the

entire input sequence. This will provide us with a pair of
sentence embeddings that capture the semantic and syntactic
information of the premise and hypothesis.

Given a pair of sentences (x, y) with x = w1, ..., wn and
y = w1, ..., wm forming a tuple, we use the loaded pre-trained
BERT model to encode each sentence individually. We em-
ployed two possible strategies: default document embeddings
and token-based document embeddings.

In default document embeddings, we derive one vector
representing the entire sentence as ESi

= TN(i), where
i ∈ x, y and TN denotes a Transformer-based network, BERT.
Basically, it extracts one feature as the sentence embedding
using a default pooling strategy that simply selects the first to-
ken feature [CLS]from the standard word-piece tokenzation as
proposed in BERT. On the other side, in the token-based doc-
ument embeddings (Fig. 1), we extract a vector corresponding
to each token in a sentence, for example, Sx = (E1, ..., En),
where Ei = TN(wi) ∈ RD (D is the embedding size). To
generate a sentence vector, we then compute either a min, max
or mean pool across all these token vectors.

ESx =
1

n

n∑
i

Ei (1)

When using the mean, we calculate an average across all
vectors to derive a sentence vector. The sentence embedding
of x, ESx

, is calculated using (1), and ESy
for y is computed

www.ijacsa.thesai.org 999 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 8, 2023

similarly. Besides the mean, we also test with other pooling
strategies like min and max. Min involves sorting the token
vectors based on their norm magnitude and using the vector
with the least magnitude as the sentence vector. Conversely,
max employs the vector with the largest norm magnitude
as the sentence vector. We will use the max pooling in our
experiments which empirically gives the best performance as
we will detail in Section V.

Lastly, we predict entailment by comparing the norms of
the pair of sentences in our input tuple. If the norm of x
is greater than or equal to the norm of y, we consider it as
entailment; otherwise, it is not (as shown in (2) and (3)). This
approach provides a direct and effective way to determine TE.

V = ||ESx ||2⩾ ||ESy ||2 (2)

Entailment =

{
True if V (x, y),
False otherwise.

(3)

IV. DATA

As a main dataset, we have leveraged the Stanford Natural
Language Inference (SNLI) [1] dataset, a comprehensive col-
lection of sentence pairs instrumental in training TE models.
The SNLI is a robust dataset of approximately 570,000 human-
authored English sentence pairs, each meticulously annotated
to ensure balanced classification across three categories: en-
tailment, contradiction, and neutral. Its wide acceptance and
usage for training and testing models in TE have earned it
the reputation of a standard benchmark within the field. It is
worth noting that the creation of this dataset involved a crowd-
sourcing approach. Meaning human contributors generated the
sentence pairs and assigned the entailment categories. This
human involvement ensures the quality and reliability of the
data.

SNLI dataset has been a pivotal element in the evolution
of many contemporary NLP models, including transformative
models like BERT and their subsequent iterations.

Table I features select examples from the SNLI dataset
used in our approach. For ease of comprehension, we’ve
adopted a color-coding scheme: instances of entailment are
presented in green-shaded rows, neutral examples have been
uncolored, while contradiction cases appear in rows shaded
red. This approach to color differentiation offers an intuitive
visualization of the varied sentence pairs that the SNLI dataset
encompasses.

V. EXPERIMENTS AND RESULTS

A. Experimental Settings

In this section, we provide an outline of the steps we have
followed to execute our experiments, covering the specific
details of loading data, data preprocessing, and the application
of pre-trained models and tokenizers.

Our experimental framework incorporates the use of the
Hugging Face API1 for the purpose of loading BERT pre-
trained model and tokenizers. As part of our configuration

1https://huggingface.co/models

parameters, we have included a setting for sub-token pooling.
This setting dictates the manner in which token piece embed-
dings are utilized to form the final token embedding.

The data loading process involves drawing sentences from
one of two file formats: Excel (.xlsx) or JavaScript Object
Notation (.json). Furthermore, we have prepared an alternate
method to load data, using the Hugging Face dataset loader
object as a substitute for traditional content loading from text
or json files.

In the data preprocessing step, we apply a series of oper-
ations to refine and structure the data. Initially, we clean each
sentence pair in the dataset by eliminating superfluous spaces
found at the sentence boundaries. Following this, we organize
the cleaned pairs of sentences into tuples, i.e., a sentence
pair (sentence1, sentence2), culminating in a list of such
tuples. This process ensures that our data is well-organized
and conducive to subsequent tasks.

With the aid of the Hugging Face API, we have streamlined
the process of loading BERT pre-trained weights for a variety
of PyTorch2 and TensorFlow3 models. This step is critical in
harnessing the capabilities of BERT pre-trained model, which
has already acquired useful representations from extensive text
corpora, to kickstart our task-specific model.

Subsequent to extracting a vector that corresponds to each
token in a sentence, we carry out additional processing on
these token vectors to derive a unified sentence vector. As
highlighted in Section III, this is achieved by implementing
one of the multiple pooling strategies, min, max or mean across
all token vectors.

Our initial experimentation revealed that the max pooling
strategy surpassed the performance offered by the min and
mean strategies. Hence, we chose to incorporate the max
pooling strategy in all subsequent experiments for generating
sentence vectors from token vectors. This choice proved piv-
otal in boosting the effectiveness of our entailment detection
procedure.

Alongside our selected pooling strategy, we also examined
the effect of different layers within the BERT model on our
results. We extracted embeddings from a range of layers within
BERT, extending from layer 1 to layer 12, and studied their
influence on the task of TE. This experiment offers insight
into the role each layer has in shaping the quality of sentence
embeddings. This expansive exploration across all layers of the
BERT model enables us to pinpoint the optimal layer for our
specific task, a factor in boosting the efficacy of our entailment
detection procedure.

In an extension to our experimental setup, we investigated
the impact of various norms, L1, L2, and L-inf on the
entailment detection. As norms play a vital role in comparing
sentence embeddings in our methodology, experimenting with
different norms helped us identify which norm leads to the
most precise and reliable entailment predictions. The outcomes
of these investigations are reported in our study, shedding light
on the influence of each norm on the performance of our
entailment detection approach.

2https://pytorch.org/
3https://www.tensorflow.org/
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TABLE I. RANDOMLY CHOSEN SAMPLES FROM THE SNLI DATASET USED IN THE PROPOSED APPROACH, COLOR-CODED BY ENTAILMENT CATEGORY

Text Judgments Hypothesis
A middle-aged man in a gray t-shirt
and brown pants sitting on his bed
reading a flyer-like paper.

entailment
E E E E E

A man is sitting on his
bed reading.

A young boy and girl playing
baseball in a grassy field.

entailment
N E E E E Kids play baseball.

Numerous people sitting in a dim lit
room talking, drinking coffee
and using computers.

entailment
E E E E E

People are in a dimly
lit room drinking coffee.

A white race dog wearing the
number eight runs on the track.

entailment
E E E E E A dog is running.

A woman reaching for candy
bars that are on a shelf.

neutral
N N E N C

The candy bars are above
the womans head.

The boy wearing the blue hooded
top is holding a baby goat
in his arms.

neutral
N C N N N

The goat jumped into the
boys arms.

A little girl is sitting
on a bench in a park.

neutral
N N N N N The little girl is having fun.

A small child playing in
a dusty square.

neutral
E N N N N

A child is playing
with a doll.

Multiple people starting to
pack their parachutes after
a successful skydive.

contradiction
C C C C C cat chased by tiger.

A swimming dog with a
small branch in its mouth.

contradiction
C C C C N A dog is ice skating.

A man with a mustache is
playing ice hockey with
snow in the background.

contradiction
C C C C C

People are swimming
in the lake.

A busy street full of
shops and people holding
hands and walking.

contradiction
C C C C C People sitting in a restaurant.

In Section III, we laid out our strategy for evaluating
the proposed method, which, despite its apparent simplicity,
yields potent results. The heart of our approach to entailment
prediction lies in comparing the norms of the sentence pairs
that make up our input tuple. If the norm of x equals or
surpasses that of y, we mark it as an entailment instance.
In contrast, if it fails to meet this criterion, we label it as
non-entailment (refer to Equations (2) and (3) for further
clarity). When it comes to gauging performance, we turn to the
accuracy metric. This indicator gives us the ratio of successful
classifications. By resorting to this measure, we can quantify
how adept our model is at correctly categorizing sentence pairs
in alignment with their actual entailment status. This simple
yet effective measure offers a clear insight into our proposed
approach’s efficiency in entailment prediction.

B. Results and Discussion

The results reflected in Table II offer a thorough perspective
of the outcomes generated through our proposed approach. We
have incorporated accuracy percentages that depict the reper-

cussions of diversifying two primary parameters: the BERT
model’s layers (from 1 to 12) and the types of norms (L1, L2,
and L-inf). Regardless of these alterations, the max pooling
strategy remained a constant, thereby offering a consistent
benchmark for comparison.

Our findings lead us to two insights. The first is related to
the choice of norm type; the L2 norm systematically outpaced
both L1 and L-inf norms regardless of the layer, and L1 come
second. Whereas, L-inf performs poorly across the layers.

Our second insight arises from the analysis of BERT
model’s layers. As per the empirical findings, it appears that the
7th layer offers an optimal environment for the extraction of
embeddings with as high accuracy as %91. This is important
as it aids us in pinpointing the most suitable layer, thereby
optimizing the sentence embedding generation process.

To simplify the understanding of the results and make them
visually discernible, we have plotted the model’s performance.
For this, in Fig. 2, we considered the L2 norm (proven
to offer superior results) and plotted its influence on the
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TABLE II. PERFORMANCE ACCURACY OF THE PROPOSED APPROACH WITH BERT LAYER VARIATION AND NORM TYPES WITH MAX POOLING
STRATEGY. BOLD INDICATES THE BEST PERFORMANCE FOR EACH NORM

Norm Layers
1 2 3 4 5 6 7 8 9 10 11 12

L2 0.75 0.83 0.83 0.84 0.82 0.83 0.91 0.87 0.77 0.77 0.76 0.83
L1 0.73 0.81 0.81 0.81 0.77 0.74 0.80 0.83 0.65 0.60 0.57 0.59
L-inf 0.26 0.22 0.17 0.16 0.19 0.24 0.33 0.22 0.47 0.41 0.32 0.49
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0.7
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0.8
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1
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Fig. 2. Proposed approach performance with L2 norm and various layers.

varying layers, with the latter serving as the x-axis. Despite
the changes in layers, we ensured the max pooling strategy
remained unchanged, facilitating a focused study on the layers’
influence. The resulting graph offers a straightforward visual
comparison of the performance impact due to different layers.

VI. CONCLUSION

In this study, we have delved TE, using the expansive
SNLI dataset as our sandbox. Our approach lies in leveraging
the strength of pre-existing models, with an emphasis on the
BERT model. Our methodology consists of extracting token
embeddings and transforming them into sentence vectors. In
our quest to streamline these vectors, we experimented with

several pooling strategies, min, max, and mean. Our observa-
tions consistently pointed towards the max pooling strategy
as the most effective. We focused on the implications of
various layers within the BERT model on the task of entailment
detection. Our experiments revealed that the seventh layer of
the model stood out as the most impactful for generating potent
embeddings for this task.

Norms, too, were given considerable attention in our exper-
imental setup. We tested different norms, namely L1, L2, and
L-inf. Our findings tipped the scales in favor of the L2 norm,
emphasizing the influential role norms play in determining the
quality of entailment detection.
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To sum it up, our research presents a direct and simple
approach for effective entailment detection by utilizing BERT.
It underscores the importance of which layers to select for
extracting embeddings, the pooling strategies to implement,
and the norms to use. Future exploration could include testing
our approach on other pre-trained models and entailment
datasets to enhance its generalizability.
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Abstract—Software testing plays an essential role in software
development process since it helps to ensure that the developed
software product is free from errors and meets the defined
specifications before the delivery. As the software specification is
mostly written in the form of natural language, this may lead to
the ambiguity and misunderstanding by software developers and
results in the incorrect test cases to be generated from this unclear
specification. Therefore, to solve this problem, this paper presents
a novel hybrid approach, Software Requirement Ontologies based
Test Case Generation (ReqOntoTestGen) to enhance the reliability
of existing software testing techniques. This approach enables a
framework that combines ontology engineering with the software
test case generation approaches. Controlled Natural Language
(CNL) provided by the ROO (Rabbit to OWL Ontologies Au-
thoring) tools is used by the framework to build the software
requirement ontology from unstructured functional requirements.
This eliminates the inconsistency and ambiguity of requirements
before test case generation. The OWL ontology resulted from on-
tology engineering is then transformed into the XML file of data
dictionary. Combination of Equivalence and Classification Tree
Method (CCTM) is used to generate test cases from this XML
file with the decision tree. This allows us to reduce redundancy of
test cases and increase testing coverage. The proposed approach is
demonstrated with the developed prototype tool. The contribution
of the tool is confirmed by the validation and evaluation result
with two real case studies, Library Management System (LMS)
and Kidney Failure Diagnosis (KFD) Subsystem, as we expected.

Keywords—Software testing; software requirement specifica-
tion; ontology; test case; equivalence and classification tree method

I. INTRODUCTION

Software testing is one of the most important stages to
detect errors in software development. The number of software
bugs are not mainly caused by the code or design. One of
the main causes of software bugs is from the specification
[1][2]. As software specification gathered from the user’s needs
is mostly written in common natural languages in the Soft-
ware Requirements Specification (SRS) document [3][4][5],
this leads unstructured requirements to be ambiguous and
misunderstood by software developers [4][6][7]. Furthermore,
in system and user acceptance testing, test cases are generated
from the SRS. This may result in incorrect test cases to
be generated from the unclear specification. Therefore, it is
necessary that the requirement specification needs to be very
clear and well-defined before generating test cases.

Ontology engineering has been applied in Requirements
Engineering (RE). An ontology is a formal representation of
entities and relationships in a domain of interest [8]. As the
semantics of concepts are formally defined, an ontology can be

used as a formal specification for a program. A domain vocabu-
lary, essential concepts with their taxonomy, relationships (and
constraints) between concepts, and domain axioms are defined
for specific program applications [8][9]. Thus, using ontologies
to express requirement specifications has implications for
advantage in managing complexity, contradictions, or detecting
ambiguity and incompleteness of requirements [4][10][11].
The application of ontology to requirement specification can
help to eliminate the problem of erroneous test case generation
from ambiguous, inconsistent, or incomplete requirements.
Thus, our challenge is to add value to software testing with
ontology modelling in requirement specification [12].

Therefore, in our previous work [13], we presented how
ontology engineering approach can enhance practical software
testing. We proposed a conceptual vision of framework called
ReqOntoTestGen (Requirement Ontology Testcase Generation)
that combines the benefit of ontology to represent the se-
mantics of requirement specification with Control Natural
Language (CNL) and Classification Tree Method (CCTM)
[14][15] testing technique to generate test cases. The ROO
(Rabbit to OWL Ontology Authoring) tool [16] is used by
this framework to design and develop an ontology with CNL
or Rabbit Language. This results in the complexity of require-
ments in natural languages to be reduced and the semantic
of requirements formally defined. The specific syntax of this
tool increases the structure and eliminates the ambiguity of
the requirement ontology. The result of this tool is an export
in Web Ontology Languages (OWL) format to transform
into a structured data dictionary, before it is considered with
decision tree to generate all possible test cases. Furthermore,
CCTM provided by ReqOntoTestGen framework also allows
the number of generated test cases to be minimized by reducing
the redundant test cases and the testing coverage that covers all
possible testing scenarios to be maximized. We demonstrated
manually the effectiveness of the framework with a real case
study, Library Management System (LMS).

The work of this paper is extended from the previous
work [13]. This paper proposed a semi-automatic approach
for test case generation from the requirement specification
ontology based on use case-based requirement specification.
To demonstrate the practical implementation of the approach,
we developed a prototype tool according to ReqOntoTestGen
framework in which the ontology engineering and test case
generation algorithm is implemented in the tool. Control
Natural Language (CNL) enabled by the ROO tool is used
to be a guideline and build conceptual ontologies from the
requirement specification. To generate test cases, the result
from the ROO tool, the ontology represented in terms of OWL
format, is transformed into the XML file of data dictionary.
The OWL and XML transformation rules were designed and
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implemented into our prototype tool for this data dictionary
transformation. CCTM techniques were implemented in the
tool for automatic test case generation purposes. The XML
file of decision tree specifying the constraint of test case
generation is considered with the XML file of data dictionary
to generate test cases. Moreover, the validity, effectiveness
and accuracy of the approach and tool were guaranteed by
two different case studies formulated from real-world systems,
Library Management System (LMS) and Kidney Failure Diag-
nosis (KFD) Subsystem. We compared the actual result of test
case generation from these case studies by the tool with the
expected test cases calculated manually by the practical testers.
Furthermore, the satisfaction level of the proposed approach
and tool was evaluated by practical specialists for future use.

The remainder of the paper is organised as follows. Firstly,
Section II explains an overview of the necessary background
and related work, before the proposed approach and the real-
world case studies for experimenting the effectiveness of the
approach are described in Section III. In Section IV, the proof
of concept of our proposed approach are demonstrated through
the evaluation of the implemented prototype with the case
studies. Section V discusses the lesson learned experienced
from the study result. Finally, the conclusion and future work
are described in Section VI.

II. RELATED WORK

Several research studies have been interested in using
ontology in the software development process to increase the
efficiency of developed products. For instance, [17] proposed
the software process automation ontology (Sponto) that applied
the ontology-based approach to generate a set of artefacts
for the software development process such as user stories
for requirement specification and SQL for database scripts.
Another example is the work of [18] which introduced the
mechanism for transforming security requirements described
in the form of the natural language into a structured ontology.
The inconsistencies of security requirements were also checked
by this mechanism.

However, most studies focus on using ontology to represent
the conceptualisation and knowledge information regarding
software development domains. [19], for example, proposed
the application of ontology to define the information and
knowledge semantics in RE. Instead of using ontology to rep-
resent the semantic of the requirement itself, this work focused
on the use of ontology to describe the way of structuring
requirements in the SRS document. Similar to this, [20], [21]
and [22] proposed a domain ontology for software requirement
change management, requirement classification and use story
assessment in requirement artefacts respectively. In [23], they
proposed ROoST (Reference Ontology on Software Testing)
that builds a set of interrelated ontology patterns related to
the software testing concepts including its process, activities,
artefacts and testing techniques for test case design in order
to associate semantics to a large amount of test information.
Similar to this [24], [25] and [26] applied the ontology-
based method to represent the knowledge related to software
testing activities. The common well-established vocabulary for
testing is used in the ontology application. Their developed
ontologies influence the benefit of knowledge sharing among
the development team.

Furthermore, some studies focus more on the application
of requirement ontologies to generate test cases in practice.
[23], for instance, presented a combined inference to software
requirement ontology to generate test cases based on software
requirement specification. The test cases were obtained from
test input, test procedure, and expected test results. The work
proposed by [23][27] used inference rules based on reasoner
to generate test cases and improve requirements coverage and
domain coverage. Furthermore, [28] presented Web Ontology
Language for Web Service (OWL-S) to describe the workflow
in the web service application. Petri-Net is used to represent
the meaning of the test process and OWL-S is used to generate
test data. In addition, [29] presented application of OWL
ontologies to generate test cases and test procedures based on
controlled-English model. The closely related work is proposed
by [30]. They proposed test case generation using a learning-
based software testing approach based on requirement ontol-
ogy to generate test cases. However, those research studies
mentioned earlier only focus on the application of requirement
specification ontology to generate test cases, they did not
consider testing coverage in test case generation. Based on our
literature reviews, it can conclude that most of the existing
research studies focus on using ontology to represent the
software testing concept and knowledge sharing in software
engineering communities. A few studies considered more im-
portant in the use of requirement specification ontology in the
software testing process to generate comprehensive test cases
together with testing coverage analysis of test case generation.

III. MATERIALS AND APPROACH

A. ReqOntoTestGen Framework

Fig. 1 shows a framework of the test case generation with
software requirement ontology (ReqOntoTestGen) proposed in
our previous work [13]. There are four steps in this framework.
(1) Ontology Engineering generates the ontology according
to CNL from the functional requirement definition described
in terms of natural language by using ROO-CNL authoring.
CNL in ROO authoring enables the complex requirement to be
transformed into a very simple requirement before generating
the ontology. Then, the achieved requirement ontology is
exported in terms of OWL format, before (2) XML Generation
transforms the exported OWL into the XML data dictionary
metadata. In (3) Variable and Decision Tree Management, it
starts with the variable information extracted from the XML
of use case defined in the SRS document, before the corre-
sponding data structure of the extracted variable is extracted
from the XML data dictionary. This, then, is considered with
the XML file of decision tree for test cases generation. Finally,
(4) Test Case Generation creates test cases from the variable
and its conditions by using CCTM technique. CCTM test
case generation technique was chosen to be implemented in
the proposed framework as it provides the benefit in which
the number of test cases are minimized by eliminating the
redundant test cases and the testing coverage is maximized
in which all possible range value of test input variables is
expanded.

B. ReqOntoTestGen Algorithm

To achieve a better understanding of our ReqOntoTestGen
Framework explained in Section III-A, this section describes

www.ijacsa.thesai.org 1006 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 8, 2023

Fig. 1. The ReqOntoTestGen framework [13].

the algorithm of the framework in detail.

1) Step 1: Ontology engineering: In this step, the complex-
ity of natural language based functional requirement and its
corresponding constraints are reduced by transforming them
into CNL structure. Then, the target ontology is developed
from the transformed CNL based requirement. Table I shows
an example of mapping from natural language-based require-
ment to ROO-CNL Structure and OWL2 Functional Syntax
respectively. When classifying and structuring the ROO-CNL
successfully, the ontology is exported in terms of file OWL
format for data dictionary metadata generation in the next step.

TABLE I. EXAMPLE OF ROO STRUCTURE

Description Roo-CNL Structure OWL 2 Functional
Syntax

Class
Declaration

cname is a concept Declaration(Class(:cname))

Subclass Every scname is a kind
of cname

SubClassOf(:scname :cname)

Relationship
Declaration

rname is a relationship
Every cname1 rname
cname2

Declaration(ObjectProperty( :rname))
ObjectPropertyDomain(:rname
:cname1 )
ObjectPropertyRange(:rname :cname2)

Instance
Declaration

insname is a cname Declaration(NameIndividual(:insname))
ClassAssertion(:cname :insname)

2) Step 2: The XML generation: In this step, the OWL
files obtained from the ontology are transformed into XML
structures of data dictionary that is used for test case genera-
tion. The XML format is used for the target file transformed
from the source of OWL file to make it easier to exchange
data between programs [31]. Based on the study of [32][33],
13 relevant transformation rules are designed and used for
transformation. All rules are available on our tool website1.

Fig. 2 shows an example of transformation rules, consisting
of the first column (Rules) as the rules of transformation.
The second column (OWL2 Functional) is an OWL syntax.
The last column (XML Schema) is an XML syntax. The
transformation consists of three main categories, the structure
of classes and relations, object property restrictions, and data
property restrictions.

3) Step 3: The variable and decision tree management:
This step considers two input files, the XML file of use

1https://sites.google.com/phuket.psu.ac.th/reqontotestgen/

Fig. 2. Example of OWL and XML transformation rules.

cases and the XML file of data dictionary transformed from
the OWL of requirement ontology. The use case files are
designed from requirements in the SRS document according
to UML Development Guidelines Version 2.0 [34]. The use
case normally demonstrates the overview of functionality and
procedure of the system to generate test cases. Fig. 3 shows
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an example of brief description of use case UC001 describing
the behaviour of function Borrow Item of LMS. To represent
the function behaviour, a sequence of the step-by-step is
used including main flow of events for the most common
success scenario, alternative flow of events for other less
common success scenario and exception flow of events for the
error management scenario. The input and output for function
operation, then, are indicated from the use case corresponding
steps. The data structure of input and output variables are
described in the XML files of data dictionary transformed from
the OWL of requirement ontology.

Fig. 3. Example of use case detail.

4) Step 4: Test case generation: Our framework imple-
ments CCTM technique for test case generation. It generates
test cases from the extracted input variable with the corre-
sponding data structure. The test case generation process is
described as follows.

Step 4.1: Classification Tree Generation with CTM Tech-
nique. CTM technique generates a classification tree from
the information extracted from the use case. It starts with
the name of the system represented by the use case name
to be a root node of the tree. Then, it layers the tree from
the root node to the terminal classification node with the
subsystem and its corresponding variables respectively. The
leaf node of the tree, terminal class, defines the range of
variable values which are considered to create partitions for
both valid and invalid data values by ECP technique. This
data range value is used to generate test cases in the later
step. An example of classification tree for function Borrow
Item of LMS resulted from CTM is shown in Fig. 4. The
variables and their corresponding range value are visualised in
terminal classification (parent node) and terminal class (leaf
node) of the tree respectively. This can be explained as follows:
Member = {AdminStaff, Grad, Lecturer, Undergrad, None},
Item = {Book, CD, DVD, None}, borrowDate = {beginDate-
endDate, None} and maxDaysBorrow = {7, 14, 30, None}.
These are considered to create an equivalence class partitioning
in the next step.

Step 4.2: Test Case Generation with ECP Technique. In the

Fig. 4. Example of a classification tree for function Borrow Item of LMS.

classification tree achieved from CTM technique, ECP divides
the terminal classification into equivalence classes for each
possible range of data values. The framework implemented a
strong robust format [4] to generate a test case. The equiva-
lence class in this form considers both valid and invalid values
of all classes of equivalence and allows the test case generation
to cover every possible value of all equivalence classes. An
example ECP for function Borrow Item of LMS is shown in
Fig. 5.

Fig. 5. Example of equivalence class partitioning for function Borrow Item
of LMS.

C. Case Studies

To demonstrate the effectiveness of our proposed approach,
case studies from the real world system are used. We consider
two different case studies for this purpose. One is a Library
Management System (LMS) deployed in Prince of Songkhla
University, Phuket. The other is Kidney Failure Diagnosis
(KFD) subsystem from Hospital Information System (HIS)
replicated from [15]. The following sections describe the case
study information together with the demonstration of how our
approach manually works.

1) Library Management System (LMS): The LMS2 is a
system for managing various library resources. The members
of the library can borrow or return resources such as books,
CDs, or DVDs. Each type of member has different borrowing

2http://library.phuket.psu.ac.th/
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conditions. To generate a test case, we considered the return
function that contains fine calculation when the late return
occurs. The detailed information as well as practical require-
ments were formulated from the LMS of Prince of Songkla
University.

Requirements: The functional requirements of LMS is shown
in Table II.

TABLE II. THE FUNCTIONAL REQUIREMENTS OF LMS

Req. ID Reqiurements
LIB-FUN-01 Members can borrow item including books, CDs or DVDs.
LIB-FUN-02 Members are classified into admin staff, graduate student,

lecturer and undergraduate.
LIB-CON-01 Books, CDs, DVDs must be disjointed.
LIB-CON-02 Admin, staff, graduate student, lecturer and undergrade must

be disjointed.
LIB-CON-03 Maximum borrowing items and borrowing periods: 5 books

per 7 days for admin staff and undergraduate students, 10
books per 14 days for graduate students, and 15 books per
30 days for lecturers.

LIB-CON-04 Maximum borrowing items and borrowing periods: 3 discs
per 7 days for all members.

Ontology Engineering: From the functional requirements of
LMS as shown in Table II, it can be used to design and develop
an ontology which consists of classes, relationships, and data
properties. The ontology syntax of LMS is shown in Fig. 6.

Fig. 6. The ontology syntax of LMS.

Fig. 7 shows the ontology structure of LMS generated by
ROO tool. It consists of two classes that are related to each
other. The Member class is a member of the library including
AdminStaff, Grad, Lecturer, and UnderGrad. The Item class
is a library resource that can be borrowed including Book,
CD, and DVD. The ObjectProperty between the Member and
Item classes represents the relationship in which members can
borrow (hasBorrow) library resources. Another relationship,
hasReturn is a relationship where members can return library
resources after they have been borrowed. Furthermore, the
DataProperty is also an entity of data, the domain is a

class, and the data type is a range of data properties. For
example, borrowDate has class Member to be a domain and
xsd:dateTime to be a range. Moreover, an individual or instance
of value such as borrowDayR1 “7” is the condition for the
maximum of days to borrow the Book of UnderGrad member
type.

Fig. 7. The ontology structure of LMS.

Test Case Generation: Fig. 8 demonstrates the classification
tree resulted from CTM technique. In the tree, Library Man-
agement System as a system name is considered to be a root
node, before the subsystem Return Item is defined as a ter-
minal classification in the next level. Variables Member, Item,
borrowDate, returnDate, maxDaysBorrow, daysOfLateReturn,
and fine related to this function are defined in the below level in
the tree. These variables are considered to generate test cases
by using ECP in the later step. The terminal class of each
terminal classification defining the possible range of value is
used to be a partition for generating test cases and test data in
ECP.

Fig. 8. The classification tree of LMS.

Test cases are generated from the Cartesian product of all
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equivalence classes defined in four input variables (Member,
Item, borrowDate, returnDate). There are a total of 160
(5*4*2*4) test cases to be generated. An example of test cases
and test data is shown in Table III.

TABLE III. EXAMPLE OF TEST CASES AND TEST DATA FOR TESTING
RETURN OPERATION

TC# Member Item borrow
Date

return
Date

maxDays
Borrow

daysOf
LateReturn

fine Comments

1 AdminStaff Book 1/7/2019 2/7/2019 7 0 0 Valid

2 AdminStaff Book 5/7/2019 15/7/2019 7 3 9 Valid

... ... ... ... ... ... ... ... ...

67 Lecturer Book 10/7/2019 9/6/2019 30 -1 -3 Invalid

68 Lecturer Book 10/7/2019 None 30 None None Invalid

... ... ... ... ... ... ... ... ...

160 None None None None None None None Invalid

Table III is the test case generation result for testing return
operation. Consider test case #1, it is a normal test case in
which there is no late return for AdminStaff. This test case is
different from test case #2. This results in the fine of 9 (3*3)
to be calculated. Furthermore, the generated test cases cover
in the case of invalid. In invalid test case #67, for example,
it defines the return date before the borrowing date.

2) Kidney Failure Diagnosis (KFD) Subsystem: The KFD
subsystem is a system for recommending the treatment appro-
priately to physicians for patients that have kidney dysfunction.
It is calculated from the Glomerular Filtration Rate (GFR)
result, consisting of sex, age, and creatinine result (SCr).
The GFR and Urine Creatinine (UO) results are paired to
interpret the stage of kidney failure. This case study is based
on [15]. It is an open-source system and is part of the Hospital
Information System called HospitalOS3. It is a system that is
installed and used in community hospitals and more than 100
clinics in Thailand.

Requirements: The functional requirements of KFD that design
and develop an ontology comprise a total of four requirements
as shown in Table IV.

TABLE IV. THE FUNCTIONAL REQUIREMENTS OF KFD

Req. ID Reqiurements
KFD-FUN-01 Stage is paired with GFR and UO.
KFD-FUN-02 Stage of GFR includes ESRD, Loss, Failure, Injury and Risk.
KFD-CON-01 ESRD, Loss, Failure, Injury, Risk must be disjointed.
KFD-CON-02 GFR is calculated with sex, age, height and SCr.

Ontology Engineering: From the functional requirements of
KFD in Table IV, it can be used to design and develop an
ontology which consists of classes, relationships, and data
properties. The ontology syntax of KFD is shown in Fig. 9.

Fig. 10 shows the ontology structure of KFD resulted from
ROO tool. It consists of three classes: Stage, GFR, and UO.
The stage of kidney failure includes ESRD, Loss, Failure, In-
jury, and Risk. The ObjectProperty is the relationship between
classes. For example, hasPair is a relationship between GFR
and UO class to represent a pair to interpret the stage of kidney
failure. Furthermore, the DataProperty is also an entity of data.
As GFR contains Scr, Height, Age and Sex, they are defined as
a data property. In the data property, the domain is a class and
the data type is a range. For example, Height has class GFR

3http://www.opensource-technology.com

Fig. 9. The ontology syntax of KFD.

to be a domain and xsd:integer to be a class range including
the restriction of data property is 0-300 (0-300ˆˆ xsd:integer).
Another example is Sex which has a domain to be class GFR
and a range to be xsd:string. For this property, two individuals
or instances are defined Female and Male to represent the
gender of the patient.

Fig. 10. The ontology structure of KFD.

Test Case Generation: Fig. 11 demonstrates the classification
tree resulted from CTM technique. In the tree, GFR Module
as a system name is considered to be a root node, before the
subsystem GFR Interpreted is defined as a terminal classifica-
tion in the next level. Variables Sex, Age, Height, SCr, GFR,
UO, and Stage related to this function are defined in the below
level in the tree. These variables are considered to generate test
cases by using ECP in the later step. The terminal class of each
terminal classification defining the possible range of value is
used to be a partition for generating test cases and test data in
ECP.

Table V is the test case generation result for testing GFR
interpreted operation. Consider test case #1, it is a valid test
case for GFR calculation of a female patient less than 18 years
old. This result of the stage of kidney failure interpreted as the
Injury. Furthermore, the generated test cases cover in the case
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Fig. 11. The classification tree of KFD.

of invalid. In test case #144, it is an invalid test case because
the data value is out of the range of interest.

TABLE V. EXAMPLE OF TEST CASES AND TEST DATA FOR TESTING
RETURN OPERATION

TC# Sex Age Height Scr GFR UO Stage Comments
1 Female 10 142 0.8 73 450 Injury Valid
2 Female 18 165 4.5 15 27 Loss Valid
... ... ... ... ... ... ... ... ...
61 Male 177 0.3 356 30 555 Risk Valid
62 Male 65 104 7.2 7 10 ESRD Valid
... ... ... ... ... ... ... ... ...

144 None 200 1140 110.2 11558 65487 None Invalid

IV. PROOF OF CONCEPT

A. Tool Development

To demonstrate the effectiveness of ReqOntoTesGen ap-
proach, a prototype tool was developed. The developed tool is
a Java based web application using Node.js 16.14.04 JavaScript
runtime environment that is well known and widely used.

Fig. 12 demonstrates an example of our developed tool.
Fig. 12a shows the screen for importing the necessary XML
file. Two types of XML files are imported into the tool (1)
the XML file of use cases indicating functionality from SRS
documents and (2) the OWL file of requirement specifications
created by the ROO tool. Then, the XML file of data dictionary
is automatically generated from the OWL file. All extracted
variables and their range value from the XML file of data
dictionary are analysed. This includes variable name, variable
type and variable range value as shown in Fig. 12b. The next
step is the decision tree creation in the case that the system uses
the condition for decision making on the operation process.
The condition and decision of the decision tree can be adjusted
as necessary as demonstrated in Fig. 12c. This decision tree is
considered with the transformed data dictionary to generate test
cases by the CCTM technique in the tool. The classification
tree and equivalence partition of related variables resulted from
CCTM are shown on the screen as demonstrated in Fig. 4 and
5 respectively. Test cases are automatically generated from this
classification tree and equivalence partition. The result of test
case generation is shown on the screen as in Fig. 12d.

4https://nodejs.org/en/about/

(a) The import file management screen

(b) The variables and values management screen

(c) The screen for adding decision tree

(d) The test case / test data generation screen

Fig. 12. Example of the tool screens.

B. Tool Validation

To validate the developed tool whether all functionalities
of the tool perform correctly according to the ReqOntoTest-
Gen framework proposed in Section III. Three test scenarios
corresponding to three steps of the framework were conducted
as shown in Table VI. This includes 1) TS-01 Validate OWL
transformation to XML function with 13 relevant designed
transformation rules. 2) TS-02 Validate variable and decision
tree management function to validate the correctness of ex-
tracted variables from the XML file of use case and data
dictionary together with the decision tree information. 3) TS-
03 Validate test case generation function that validates the
correctness of test case generation with CCTM techniques.
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TABLE VI. THE RESULT OF TOOL TESTING

Test Scenario Result Revision
TS-01 Validate OWL transformation to XML function Fail Pass
TS-02 Validate variable and decision tree management func-
tion

Pass -

TS-03 Validate test case generation function Pass -

Table VI demonstrates the validation result. This led us to
reveal an error that occurred in TS-01. The validation result
of TS-01 was Fail because the individual value transformation
rule generated the wrong order in the XML element as shown
in Fig. 13a This resulted in the data property element e.g.,
maxDaysBorrow to be generated outside the class element.
This violated our designed transformation rules in which the
data property needs to be inside the class. This led us to
restructure the rule according to the design. Fig. 13b shows
the corrected version of this error that resulted in this testing
scenario to be Pass.

Fig. 13. The error of TS-01.

C. Tool Evaluation

We evaluated the effectiveness of our proposed approach
with two real case studies, Library Management System
(LMS) and Kidney Failure Diagnosis (KFD) subsystem. This
evaluation is divided into two parts that are 1) effectiveness
evaluation and 2) satisfaction evaluation.

1) Effectiveness evaluation: The precision, recall and F-
measure computation were calculated by comparing the result
produced by the manual operation and automated tool. The
computation metrics were adapted from [35] as follows.

Precision =
|{Expert Identified} ∩ {Tool Identified}|

|{Tool Identified}|
× 100 (1)

Recall =
|{Expert Identified} ∩ {Tool Identified}|

|{Expert Identified}|
× 100 (2)

F − measure =
2 × Precision × Recall

Precision + Recall
(3)

TABLE VII. THE RESULT OF IMPACT ANALYSIS

System # Test cases Precision Recall F-measureidentified by
an expert

identified by
the tool

LMS 300 160 100% 53.33% 69.56%
KFD 144 144 100% 100% 100%

Table VII demonstrates the comparison results between the
expected test case manually created by experts and the actual
test case automatically generated by the tool. Considering the
calculated F-measure with precision and recall of KFD case
study, the accuracy of the automatic tool performing with this

case study is very high. This is because KFD case study is not
a complex case study compared to LMS case study. However,
considering the calculated F-measure, with precision and recall
of LMS, they are quite low. We have found that in the manual
design of test cases by experts, the out of range of variable
borrowDate and returnDate was identified as invalid partition.
This led to 300 (5*4*3*5) test cases to be created. However,
after we revealed this case, we discovered that this type of
dateTime variable has the range of time from “Begin of Date”
to “End of Date” that can be selected at any time for testing.
Therefore, it is impossible to be “Out of Range”. This led us to
recalculate the number of created test case after cutting these
“Out of Range” partition (partitions 12 and 13 in Fig. 14) and
resulted in this recalculation to be the same as calculated by
the tool.

Fig. 14. The partition of variable change.

2) Satisfaction evaluation: The satisfaction of our proposed
approach and tool was evaluated with a wide range of experts
that have at least five years in software engineering and
software testing. This included two programmers and three
testers. We designed questions for satisfactory evaluation, it
consists of four categories for evaluation, Q1) Functionality,
Q2) Efficiency and reliability, Q3) Usability, and Q4) Ability
and applicability that is shown in Table VIII.

TABLE VIII. SATISFACTION QUESTIONS

Questions Average
Q1. Functionality
Q1.1 The function can operate accurately and

appropriately.
Likert scale (Mandatory)

Q1.2 The function can operate with each
other.

Likert scale (Mandatory)

Q1.3 The function can operate according to
the users’ requirements.

Likert scale (Mandatory)

Q2. Efficiency and reliability
Q2.1 The prototype can appropriately process

the test cases.
Likert scale (Mandatory)

Q2.2 The prototype can increase the structure
of functional requirements.

Likert scale (Mandatory)

Q2.3 The prototype can reduce errors caused
by functional requirements.

Likert scale (Mandatory)

Q2.4 The prototype can work completely. Likert scale (Mandatory)
Q3. Usability
Q3.1 The prototype is easy to learn and un-

derstand.
Likert scale (Mandatory)

Q3.2 The prototype is easy to use, and the
function is not complicated.

Likert scale (Mandatory)

Q4. Ability and applicability
Q4.1 The prototype can be applied in the

system or other case studies.
Likert scale (Mandatory)

Q4.2 The prototype can be easily installed
and used.

Likert scale (Mandatory)

The Likert scale was used to design the levels of satisfac-
tory for each question including Strongly Agree (5), Agree (4),
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Neutral (3), Disagree (2), and Strong Disagree (1) respectively.
The evaluation result of the satisfactory is shown in Fig. 15.

Fig. 15. Results of the four Likert scale questions.

As can be seen in Fig. 15, most of the specialists strongly
agreed that our developed tool provides an accurate and
appropriate functionality and interoperation ability (with an av-
erage of Q1.1-1.3, 86.66% of them strongly agree). They also
strongly agreed that the tool is efficient and reliable (with an
average of Q2.1-2.4, 75% of them strongly agree). Considering
the usability (Q3), 60% of specialists strongly agreed that the
functions provided by the tool are not complicated and easy to
use and understand. Furthermore, the specialists satisfied the
prototype in terms of its ability and applicability (Q4) from
the agree level (with half of them satisfied at the strongly
agree level). Overall, we can conclude that the specialists
were mostly satisfied our ReqOntoTestGen approach and its
corresponding tool.

V. LESSON LEARNED AND DISCUSSION

In this section, we discuss the benefits of the proposed
ReqOntoTestGen approach for generating test cases with the
software requirement ontology. This section also shares lessons
learned achieved from our implications of practical implemen-
tation and experiment. The approach influences the benefits
according to our research questions as follows.

• It provides a systematic mechanism and framework
to generate test cases from a very clear structure
of functional requirements encoded in the form of
ontology. The application of ROO tool in the frame-
work enables the unstructured requirement to be trans-
formed into more structured and clearer requirements
before generating ontology. This results in the com-
plexity of requirement structure to be reduced and the
ambiguity of the terminology used in the ontology
to be eliminated as discussed in [8][11][16][36][37],
This also guarantees that the main causes of errors in
software testing that are mainly from requirements to
be eliminated and the correct test cases that satisfied
user requirements to be generated.

• CCTM test case generation technique implemented
in the framework to construct test cases influences
benefits that the number of test cases is reduced with
maximizing testing coverage. As claimed in [14][15]
we have discovered from our implemented experiences

that CTM technique in CCTM enables the redundant
test cases to be eliminated, On the other hand, ECP
technique in CCTM expands the possible range value
both valid and invalid cases. This led to the testing
coverage to be increased.

• ReqOntoTestGen approach provides a semi-automatic
prototype tool that implemented the algorithm to
generate test cases from well-defined ontology. The
results of the experiment by comparing the manual
test case generation and automatic test case generation
by the tool with two case studies: LMS and KFD can
guarantee the correctness, effectiveness, and accuracy
of the proposed approach and tool. Furthermore, the
efficiency and potential use in the future are confirmed
by the evaluation result from experts.

However, as suggested by the practical specialists from the
satisfaction evaluation, there are limitations of the approach.
Firstly, the proposed approach provides the semi-automated
prototype tool in which the conceptual ontologies from the
requirement specification resulted from the ROO tool need to
be input manually into the prototype for test case generation.
Furthermore, the experiment for the prototype validation and
evaluation is based on two real case studies. It needs to be
evaluated with other different domain of case studies.

VI. CONCLUSION AND FUTURE WORK

This paper presents a novel approach, ReqOntoTestGen,
to enhance the efficiency of traditional testing techniques. It
provides a semi-automatic framework that integrates ontology
engineering with software testing for test case generation. The
effectiveness and efficiency of our ReqOntoTestGen approach
and framework is demonstrated by the developed prototype
tool. The experiment results with the implementation of two
case studies have shown that the Control Natural Language
(CNL) from the ROO tool used in our tool enables the un-
structured functional requirements that may lead the generated
test cases to be inconsistent to the users’ needs to be more
structured and clearer, before transforming them into the OWL
conceptual ontology. This OWL file is, then, transformed
automatically into the XML file of data dictionary. CCTM
technique implemented in the tool creates the automatic test
case generation environment in which test cases are generated
automatically from the transformed XML file of data dictio-
nary with the decision tree. This influences the benefits that
the redundant test cases to be eliminated and the coverage
of the test case generation to be increased. Furthermore, the
evaluation result has shown that our developed tool has a
high degree of validity, accuracy and satisfaction level from
the practical specialist perspective. As a result of this, it can
be confirmed that our proposed approach contributes a hybrid
test case generation technique with a software requirement
ontology engineering that both meets the users’ need and
covers all possible testing scenarios.

For the future work, to increase the capability and re-
liability of the developed prototype, it needs to link with
the ROO tool which can automatically input the conceptual
ontology resulted from the ROO to the prototype. Furthermore,
the evaluation of the prototype with different domain of case
studies is still open as another research issue.
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DEPLOYMENT AND AVAILABILITY

The developed tool with the user guide document
and source of example case studies is available at
https://sites.google.com/phuket.psu.ac.th/reqontotestgen/.
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Abstract—Loan sanctioning develops a paramount financial
dependency amongst banks and customers. Banks assess bundles
of documents from individuals or business entities seeking loans
depending on different loan types since only reliable candidates
are chosen for the loan. This reliability materializes after assessing
the previous transaction history, financial stability, and other
diverse kinds of criteria to justify the reliance of the bank on an
applicant. To reduce the workload of this laborious assessment, in
this research, a machine learning (ML) based web application has
been initiated to predict eligible candidates considering multiple
criteria that banks generally use in their calculation, in short
which can be briefed as loan eligibility prediction. Data from
prior customers, who are authorized for loans based on a set
of criteria, are used in this research. As ML techniques, Ran-
dom Forest, K-Nearest Neighbour, Adaboost, Extreme Gradient
Boost Classifier, and Artificial Neural Network algorithms are
utilized for training and testing the dataset. A federated learning
approach is employed to ensure the privacy of loan applicants.
Performance analysis reveals that Random Forest classifier has
provided the best output with an accuracy of 91%. Based on the
mentioned prediction, the web application can decide whether
the customers’ requested loan should be accepted or rejected.
The application was developed using NodeJs, ReactJS, Rest API,
HTML, and CSS. Furthermore, parameter tuning can improve
the performance of the web application in the future along with
a usable user interface ensuring global accessibility for various
types of users.

Keywords—Loan eligibility prediction; machine learning; ran-
dom forest; K-Nearest Neighbour; Adaboost; extreme gradient
boost; artificial neural network; federated learning

I. INTRODUCTION

People all over the world reckon on banks to gain various
kinds of financial support depending on their needs. Besides,
depositing individual money it provides loans to its customers
assessing different conditions and criteria. In general, banks
variably provide sixteen types of loan applications [1]. In
recent years, the lend-leasing industry has created significant
growth increasing number of individuals seeking personal
loans for various purposes. This increase in demand has led
to a need for more efficient and accurate methods of loan
applicant selection. Loan approval criteria defer from bank to
bank. Forbes refers to the top five banks in the world providing
different personal loan applications and sanctioning criteria
with some common attributes [2]. Assessing those top five
[3][4][5][6][7] banks, it is seen that some attributes like - credit
score, social security number, loan amount, loan type, mort-
gage information, employment, etc. are common. Depending
on these criteria, traditional loan application processing carries
forwards with manual reviews and human judgment which can
be subjective and biased, leading to inefficient loan processing

and higher default rates consuming a huge time in taking a
decision which is a cumbersome task of the banking system.
Due to human error, sometimes loans are sanctioned mistak-
enly to some people who cannot repay banks’ money with
interest in proper time. Moreover, banking sectors more or less
face challenges with huge data management and security issues
during data processing. But the use of FL in processing all the
eligible loan applicants at a time is left behind. The primary
motivation behind this research is to tackle the aforementioned
challenges progressively, aiming to alleviate the burden on
bankers in identifying loan defaulters and streamline the loan
sanction process efficiently. By providing swift decisions, this
research aims to support loan applicants in making informed
choices that depend on the approval of their loans. Addition-
ally, the research aims to expedite the loan sanctioning process,
reducing the waiting time for loan applicants. The research
introduces a web application developed using ML and DL
algorithms for selecting eligible personal loan applicants in an
FL approach to ensure security and a better data management
process. Since, today’s modern world increasingly depends
on ML for any type of big data analysis and prediction
because of having different statistical models, and banks need
more accurate predictive systems, in this research ML models
are used for personal loan prediction. In a study [8], loan
prediction has been done with a random forest algorithm
providing better performance than a decision tree. Thereupon,
in this research, the best accuracy-giving algorithm is selected
among four ML and one DL algorithms for achieving better
performance of data in checking the eligible personal loan
applicants among all the submitted applications. The app uses
data-driven approaches for analyzing vast amounts of data
and making predictions about the candidates who are likely
to be selected for the loan sanction. This leads to a more
objective assessment of loan applicants and a reduced risk of
loan defaults. And another lesson that has been found from
analyzing different research on the loan prediction arena is,
very few concrete systems have been developed for predicting
eligible personal loan applicants ensuring the privacy of loan
applicants. The key contributions of the research are:

• To train and test a loan prediction dataset with four
ML and one DL algorithm that has been found after
the literature review.

• To choose the best-performing ML algorithm among
those five for loan prediction.

• To ensure the privacy, security, and robustness of
data processing, an FL approach will be utilized with
different loan applicant selection datasets.
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• Lastly, to develop a web application for checking
eligible loan applicants when customers request a loan
with an online application to the bank.

The rest of the paper includes a literature review in Section II,
methodology in Section III, result analysis and discussion in
Section IV, and a conclusion in Section V wraps up the overall
research.

II. BACKGROUND STUDY

In this section, the research background has been catego-
rized into three subsections: ML-based loan prediction, FL-
based loan prediction, and web applications using ML for loan
prediction.

A. ML-based Loan Prediction

Authors in [9] used the ML approach to predict eligible
candidates to receive loan amounts by collecting previous
banks’ data who are accredited before. For predicting loans,
a simple comparative study was made in [10] based on six
machine-learning classification models in R to find out whether
allocating a loan to a certain person is risky or not without
recommending any specific algorithm. In 2021, a comparison
of seven different classifiers was performed in [11], which
also showed a method for combining results from multiple
classifiers. In [12], authors suggested a better method for per-
forming the identical function in banking procedures. In terms
of accuracy, it is shown in a study [13] that the Decision Tree
ML algorithm outperformed rather than Logistic Regression
and Random Forest ML techniques, according to the results
of the trial. In [14], authors made a comparative analysis
comprising Random Forest and Decision Trees, declaring the
latter to have the highest accuracy when evaluated on the same
dataset. To forecast an outcome on loan prediction, a Decision
Tree ML algorithm was employed in [15]. In [16], Big Data
mining was utilized to collect approved clients’ previous data
and for training and testing the ML models. Among the four
ML models, the Decision tree algorithm gave the best accuracy
result. In [17], three ML models are utilized to train the past
data to decide whether the loan request will be accepted or not,
and among them, the Decision tree algorithm outperformed
than Random Forest and Logistic Regression ML approaches.
An understandable artificial intelligence (AI) decision-support
system was researched to automate the loan underwriting pro-
cess with a belief-rule-base (BRB) and was capable of learning
from and incorporating human knowledge through supervised
learning, and historical data [18]. In recent times, authors of
[19] made a comparative study in predicting eligible customer
loan receivers using five ML algorithms recommending a
Decision tree with AdaBoost ML to have the highest accuracy
rate where the data cleansing mechanism played an important
role. In [20], a logistic regression model was utilized for
predicting the problem of forecasting loan defaulters fetching
the Kaggle dataset, depending on sensitivity and specificity as
the two parameters to compare the performance of the ML
model. Authors of [21] used the Logistic regression model to
estimate various performance metrics providing a wide range
of outcomes disregarding two important variables, such as
gender and marital status. A technique was utilized in [22] for
developing a model using the information and outcomes of
loan applicants who had already submitted applications which

discovered that the logistic regression model performs better
than other models. Under the assumption that loan quality has
a direct impact on a bank’s profitability, in [23], a combined
logistic regression method and artificial neural network (ANN)
was utilized to improve the predictive performance based on
real data from a rural commercial bank. In [24], a research
project was made intending to create a cutting-edge algorithm
to predict events for different financial institutions to protect
them from fraudsters while also streamlining the pre-approval
procedure for loan applications and the associated verifica-
tion process. For performing data categorization with good
accuracy, K-nearest neighbor (K-NN), decision tree, support
vector machine, and logistic regression models are taken into
account to measure their performance. A loan default dataset
was used in [25], which is taken from the lending club. To
address the dataset’s class imbalance issue, the ADASYN
(Adaptive Synthetic Sampling Approach) method was used in
increasing the prediction accuracy. Following an experimental
comparison, it was discovered that the fusion model proposed
in this paper outperformed using three other models—Logistic
Regression, Random Forest, and CatBoost—in terms of its
ability to predict the likelihood of customer loan default which
was trained with the dataset lowering the external risk posed by
customer loan default for the online loan platform. To classify
a Kaggle dataset with the best degree of feasible accuracy, it is
found that the random forest classification approach provided
better performance in loan candidate classification [26]. The
authors of the paper [27], researched that the loan grants were
given to people in previous years after mining them in their
recommended model using random forest ML to predict the
loan grants to develop a better risk prediction system for the
network loan platform reducing its risks. In [8]also showed
that Random Forest Classification outperformed better than the
Decision Tree algorithm with a mean accuracy of 89.94% in
finding eligible loan applicants after their loan application in a
bank. Data Mining Techniques are used in [28], to assess the
manual way of loan sanctions made by banks, and following
that deep learning models are used to perform the task for
prediction. In [29], a proprietary dataset from an agency was
utilized to compare the efficacy of a variety of regression
models and ML algorithms for forecasting the probability of
paying the loan discovering rule-based algorithms to outper-
form other approaches. A model is created by Debnath et
al. in [30], to forecast whether to approve credit for or deny
credit utilization for clients using loan application data from
consumers. The proposed model took into account the factors
that affect a person’s loan status and produces precise results
for approving or rejecting the customer’s request for credit
after carefully assessing all available possibilities. To entrench
the convolutional neural network (CNN) and the integration
model of stacking, a loan risk prediction model called Stack-
ing+CNN was proposed by Li et al. [31]. The prediction
model created in this work was superior to the single model
and other integrated models in terms of forecasting accuracy
and recall rate, according to empirical results. A mechanism
for foretelling loan failure was developed by Muslim et al.
[32]. For the prediction analysis procedure, an enhanced light
gradient boosting machine via features selection using swarm
methods such as ant colony optimization and bee colony
optimization was applied having a 95% success rate. Authors
in [33], utilized an ML method to anticipate loan defaults
recommending the Naive Bayes model to perform better than
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other models. Arutjothi et al. in [34] build a credit rating model
using loan status. Credit rating models are used to distinguish
defaulters and legitimate consumers. This research used credit
data to develop a rating model and presented an ML-based data
analysis methodology with K-NN and Min-Max normalization.
The proposed approach was 75.8% accurate.

B. FL-based Loan Prediction

In a recent study by [35], Yang et al., an overall descrip-
tion of FL with its use in different sectors like health and
communication had been made. Then it found its drawback in
security issues and finally discussed its future and its use in
the application layer. In [36], an FL approach was utilized by
Gu et al. in processing the trained model data and updating
the parameters on the centralized server ensuring accuracy,
privacy, and model fairness. FL approach had been remarked
on by Kawa et al. in [37] for assessing credit risks by learning
shared prediction models from different banks collaboratively
to update their data in the central repository. Authors in [38]
proposed an FL model to predict the loan requester’s financial
situation using the clients’ banking information concluding
that the F1-score metric gave identical results in both the
centralized and decentralized environment. In [39], federated
learning (FL) is used in finding the loan applications that have
less possibility to repay the loans in due time, and a Synthetic
Minority oversampling Technique (SMOTE) is used in solving
the imbalanced data.

C. Web Application using ML for Loan Prediction

Sujatha et al. in [40] referred to the deployment of a
web application project that utilizes an ML algorithm named
logistic regression for loan prediction with a high accuracy
rate. In another study by Thomas et al. [41], a similar type of
suggestion has been given to achieve eligible loan applicants.
But, comparisons have been made among XGBoost, K-NN,
and support vector machine, recommending XGBoost to have
the highest accuracy rate of about 91.6%. In a study by Shukla
et al. [42], research on loan prediction-based web applications
using logistic regression, random forest classification, and
XGB ML algorithms has been made using Stream the lit
library. The application shows either “Loan denied” or “Loan
approved” status to the loan applicant customer after prediction
using ML algorithms. The app can be modified to increase its
accuracy in the future.

Along with the above three categories, the paper of Divate
et al. [43], also predicted the outcome by mining the data of
previously accepted clients. The system was developed using
an AI model that delivered the most accurate result in this
research. Authors in [44], employed LightGBM in predicting
categorization outcomes using observational datasets as the
most successful algorithm after multi-observation and multi-
dimensional data cleaning. In [45], Blaszczy´enski et al. used
an upgraded dataset for pre-programmed loan applications to
test a tool for financial fraud prediction named DRSA-BRE and
found that it performed better than existing methods. Robisco
et al. Authors of [46] presented a new framework to compare
ML approaches and model risk adjustments. To solve this
issue, they first identified up to 13 risk variables using internal
ratings-based methods, then grouped them into three primary
categories: statistics, technology, and market conduct. Using

natural language processing and risk terminology based on
expert knowledge, they calculated the weight of each type
based on the frequency of its mentions.

The above discussion on background works assisted that
myriad works prevail in the selection of eligible loan appli-
cants using ML algorithms with good prediction providing
impressive accuracy rate. But still, most of the paper indicates
to increase in this accuracy rate. Moreover, web applications
based on loan applicants’ prediction process couldn’t reach
huge popularity in research sectors ensuring data security.
Therefore, to develop a comprehensive web application that
utilizes ML algorithms in predicting eligible loan applicants
in an FL environment, further research is needed to address
these challenges and ensure the fairness and transparency of
the system.

III. METHODOLOGY

A. Overview

In this article, an end-to-end solution for loan prediction
using ML algorithms with a series of features related to scala-
bility, and security with a distributed federated transfer learning
model has been proposed. To ensure client-side rendering with
data protection, the aim is to provide a microsystem structure
with exchangeable FL capabilities and client-side rendering.
Elaborately, the research is working combining three parts
namely - ML prediction using loan data, FL for client-side
rendering, and Web application development for sanctioning
loans.

B. Working Procedure

1) Web application development for sanctioning loan:
This is the main software system with whom the bankers
(Admin or Bank Employees) will interact. It will work with
all online loan applications from customers. The workflow of
the proposed system is shown in Fig. 1. Here, a web app is
developed commencing with individual access to the system.
There are three types of users, namely- Admin, Customer,
and Employee. The user Authentication Section will give the
required roles according to the logged-in user. If the user
type is Admin, then it will be redirected to the “Controls and
Operates the whole system”. If the user type is Customer, then
the individual customers can request a loan from the bank. the
system provides the loan sanctioning form to the customer.
Customers fill up the form and submit it to the system. Then,
the customer has to wait for its approval or rejection. If the user
type is Employee, then it can view all the loan requests of the
customers. When the bank employee hits the Submit button,
the ML prediction analysis starts working with all the loan
requests to sort the eligible loan applicants using the best ML
algorithm. The process to find the best ML algorithm is shown
in Fig. 2. Based on this ML prediction result, the Employee
can view the customers who are accepted and rejected for the
loan request. The following tools and techniques are used for
its development:

• NodeJs is used for backend coding and calling the
REST API using a GitHub link.

• Tensorflow javascript library is used to load and run
those data.
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Fig. 1. Workflow diagram of the proposed system.

• After that, the generated result is uploaded to GitHub.

• Using javascript, reactjs, HTML, and CSS, the front
end is developed.

2) ML Prediction using loan data: In the literature review
section, the use of different ML algorithms has been observed,
among which the ML algorithms, which are least popular,
performed badly, and worked with similar datasets are chosen.
Comprising all the ML and DL algorithms found to be used
in similar research, four ML algorithms, namely - Random
Forest Classifier, K-NN Classifier, AdaBoost Classifier, XGB
Classifier, and one DL algorithm, namely - ANN have been
used in this research. These five algorithms are then used to
find the best one for developing the web application to predict
the customers to whom the loan can be sanctioned or declined.
The working procedure to find the best ML algorithm for the
system is shown in Fig. 2.

At first, the data is collected from a popular dataset avail-
able on Kaggle [47]. It contains genuine 10,001 records of a
bank. Then the data pre-processing has been done maintaining
the following steps: i) Null value elimination: There are some
cells in the dataset which has no values. These cells can
result in improper results when tested. These null values are
filled by the statistical estimation method. ii) Label Encoding:
Some values are string-type in nature which are converted
into numeric values. iii) Correlation: Since some attributes
(LoanID, CustomerID, and Tax Liens) are not relevant to the
model, this process automatically chooses useful features while
removing redundant or unnecessary characteristics. Discarding
a feature results in an O coefficient value. The data has 19
attributes of customers. Among these 15 attributes are used as
independent attributes and 1 attribute as a dependent attribute.
The attributes are given in Table I. The whole Dataset is then
split into two parts: The Training Dataset and Test Dataset. All
five ML models are trained with 8000 data and then tested with
the rest. Then an analysis among the models has been done to
select the best-performing one with the highest accuracy level.
Noticeably, since ANN is a DL algorithm it is trained in the FL
environment. A comparative analysis is made among ML and

Fig. 2. Workflow diagram to find the best ML algorithm.

TABLE I. ATTRIBUTES

Dependent Attributes Independent Attributes
Loan Status Current Loan Amount Home Ownership

Number of Open Accounts Term
Number of Credit Problems Purpose

Current Credit Balance Credit Score
Years of Credit History Monthly Debt
Maximum Open Credit Annual Income

Years in current job Bankruptcies
Months since last delinquent

DL algorithms to choose the best one. Using the best ML or
DL model, eligible customers for loan sanction are predicted
and utilized in the proposed system’s Utilize the best ML or
DL Algorithm to predict the eligible loan applicants in the FL
environment as mentioned in Fig. 1.

3) FL for client-side rendering: A federated learning ap-
proach is adopted to train the loan property detection model.
This approach involves multiple clients, each possessing its
local dataset. During each training round, the clients indepen-
dently perform local training using their respective datasets.
This process allows the clients to learn from their data,
capturing the specific characteristics and patterns of their
datasets. After the local training phase, the clients generate
model updates based on their trained models. These updates
typically consist of either the updated model parameters or
gradients, which represent the direction and magnitude of
the parameter updates. The clients then transmit their model
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updates to the aggregator, a central entity responsible for
coordinating the federated learning process. The federated
transfer learning approach of ANN consists of several clients,
where n number of client nodes N1, N2, N3 .. ∈ Nn can
participate in processing, assuming each device has at least
P computational power. The local batch size B and iteration
C are adaptive, depending on the user end of the generated
data. Each Ni can train on private data PD and a central
server-based classification model is shared between all of the
nodes with a synchronized upload and download time Tu and
Td respectively. The objective function is to minimize binary
cross entropy loss (BCE) over all models referring to equation
1, where y is the ground truth and ε is the prediction with
optimization of all of the weight and biases denoted by wi

and bi respectively as mentioned by Zhang et al. in [48]. This
BCE loss is calculated individually for each ANN model on
the client side.

BCE = −(y log(ε) + (1− y) log(1− ε)) (1)

Upon receiving the model updates (BCE) from all partici-
pating clients, the aggregator computes their mean, where ∂
BCE(Xt) of equation 2 denotes the gradient descent and ηt is
the learning rate of each node, Ni which also denotes the local
update of i-th nodes with a learning convergence assumption.
Again, Xt refers to the current instance of input in the i-th
nodes, which can be calculated from previous instances. A
large number of local models are aggregated (e.g., averaged)
on the client side to create the global model. As local models
are developed utilizing client-specific training data on devices,
local and global models often differ. This aggregation step
consolidates the model updates into a single global update,
representing the collective knowledge from all the clients. By
computing the mean of the model updates, the aggregator
ensures a fair combination of local knowledge while preventing
the dominance of any particular client. By averaging the model
updates, the aggregation process balances the contributions of
individual clients and facilitates the convergence towards an
accurate and generalized eligible loan applicant’s prediction
model.

Xt = Xt−1 −
N∑
i=1

ηt ∂BCEi(Xt) (2)

On deployment, the ML model is trained on the user side
and only the prediction and updated model are sent over the
network. Thus, any practical or private information needed
for the ML model to operate will be separated from the
central cloud storage, resulting in a more secure and reliable
application system. It also solves critical issues like data
security, privacy, and authorized access. This is also a more
decentralized approach where edge devices actively participate
in computation, reducing the computation complexity on a
central server. Therefore, this process also enables reducing
the unnecessary model parametric complexity.

IV. RESULT ANALYSIS AND DISCUSSION

This research can determine the eligibility of a customer
to get a loan. After getting all the related information about
customers, the system checks that using the best ML algorithm,
the system can approve or reject the loan applicants.

Fig. 3. Performance comparison of random forest classifier.

Fig. 4. Performance comparison of Adaboost classifier.

A. ML Prediction Result

To determine the best-performing ML algorithm for the
dataset [47], accuracy, CV Mean, Precision, Recall, and F1-
score metrics of the confusion matrix are used since most of
the research papers referred to in the literature review section
used them. The graphs for each of the five algorithms using
the above-mentioned metrics are analyzed here:

1) Random forest classifier for loan prediction: Fig. 3
describes that the test data performed better than the training
data generating a value near 1 for each of the attributes
except for the CV mean. CV means calculated a significant
degradation in value compared to all the train and test data.
All the metrics of the train data are generating a value near
0.9 except for recall which is slightly below compared to the
other metrics.

2) Adaboost classifier for loan prediction: From Fig. 4, it
is observed that the training data performed better than the test
data for all metrics and are near 0.65 which is poor than the
Random Forest Classifier in Fig. 3.

3) K-NN classifier for loan prediction: Fig. 5, Fig. 6, Fig.
7, and Fig. 8 describe graphs for four different values of k.
Here, K=7, 11, 13 and, 17 were used to of K-NN identify any
significant change in its pattern. When the value of K in Fig.
5 was 7, it was observed that for all the metrics of confusion
matrix, the probability was above 0.75 except for CV-mean.
But, when the value of K in Fig. 6 was bit increased to 11,
it was observed that for all the metrics of confusion matrix,
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Fig. 5. Performance comparison of K-NN classifier (n=7).

Fig. 6. Performance comparison of K-NN classifier (n=11).

the probability was 0.75 except for CV-mean. Similarly, when
the value of K in Fig. 7 was a bit increased from 11 to 13,
it was observed that for all the metrics of confusion matrix,
the probability was 0.75 except for CV-mean. However, when
the value of K in Fig. 8 was searched covering wide range
to 17, it was observed that for all the metrics of confusion
matrix, the probability was near to 0.75 except for CV-mean.
Furthermore, no significant differences were observed in it. For
all the four values of k, the training data performed better than
test data similar to Adaboost Classifier in Fig. 4 calculating a
value around 0.75 for each of the metrics with a significant
decrease in the value of CV Mean metrics. But the values are
less than the Random Forest Classifier in Fig. 3.

4) Extreme gradient boosting classifier: Fig. 9 describes
that the training data performed slightly better than the test data
calculating a value near 0.60 for each of the metrics similar
to the Adaboost Classifier in 4 and K-NN in Fig. 5 to 8. But
couldn’t outrage the Random Forest Classifier in Fig. 3.

5) ANN: This section generates Fig. 10 and Fig. 11 using
the equation 2 and 1 respectively. Since it uses a neural
network to perform the calculation, with the increase in the
number of epochs [49] i.e. the learning rate, observing the
Fig. 10 and Fig. 11, it is seen that accuracy of FL-based ANN
is also increasing for both the training and the testing data
with a corresponding decrease in loss value. But since the
measurement is made on a scale of 1, the peak value of it is
around 0.8 which is less than the Random Forest Classifier in
Fig. 3. Considering all the values of each confusion matrix for

Fig. 7. Performance comparison of K-NN classifier (n=13).

Fig. 8. Performance comparison of K-NN classifier (n=17).

all the ML and DL algorithms, a comparative graph is created
in Fig. 12. In this graph, for the overall analysis, only the
accuracy and F1-score metrics are selected for both training
and test data since they gave excellent results for all the ML
algorithms. However, the FL-based ANN couldn’t beat the ML
algorithm even after having multiple iterations. Hence, it is
concluded that Random Forest Classifier’s performance is the
best in comparing all the other ML and DL algorithms. This
Random Forest Classifier is then used in the FL environment
for data analysis of the web application.

Fig. 9. Performance comparison of XGB classifier model
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Fig. 10. ANN classifier model accuracy.

Fig. 11. ANN classifier model loss.

Fig. 12. Comparative analysis of ML algorithms.

Fig. 13. Loan approval UI of a customer.

Fig. 14. Loan decline UI of a customer.

B. User Interface (UI) of Web Application

In this section, some salient figures of the developed web
application have been highlighted using which the customer
and bank employee will interact for loan processing. Here,
ABC Bank is considered an exemplary name of a bank.

• User-Customer: Fig. 13 shows a customer named Sam
has been sanctioned with his requested loan and Fig.
14 shows a loan decline UI for a customer named
Bob. However, the customer’s application form’s UI
is skipped from inclusion.

• User-Employee: Fig. 15 shows the employee dash-
board UI which comes after processing the customers’
loan application using ML prediction techniques. In
Fig. 15, it is seen that the customer with LoanID:
1 is declined from getting the loan, LoanID: 2 has
been approved for loan sanction, and LoanID: 3 and
4’s loan requests are still on review status. Employees
can review loan requests using ML algorithms. If the
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Fig. 15. Employee dashboard.

Fig. 16. Employee view of the loan approved customer.

employee wants to view the detailed information of
the loan applicants then the UI regarding that is shown
in Fig. 16 gives an approved loan applicant’s details
and Fig. 17 gives a declined loan applicant’s details.
Elaborately, both the figures show all the information
of the customer to whom the loan has been sanctioned
and whose loan application is rejected respectively
using ML algorithms.

Fig. 17. Employee view of the loan declined customer.

V. CONCLUSION

Sanctioning a loan is a challenging task for bankers since
there occur some phenomena when the borrowers cannot
return their debts in due time. Sometimes, debt cannot be
collected too due to some misjudgment. Various types of
loans are provided by the banks. In this research, an ML-
based web application has been used to check the eligibility
of personal loan applicants. To conduct the task, data is used
for prediction using four ML and one DL algorithm. The
prediction has been performed depending on some attributes
in which the most crucial factors that are considered in taking
decisions are - loan amount, loan length, loan term, and age.
Among those five ML algorithms, Random Forest Classifier
has been suggested to be used by the banks since it has given
the best result for all the metrics of the confusion matrix.
Moreover, another remarkable component of the research is
the implementation of a decentralization technique in local PC
for data processing using the FL approach to ensure its data
security and robustness.

However, the research lacks working with more real and
relevant data that can effect the accuracy augmentation of
the ml algorithms. It could have worked with more latest ml
algorithms which have not been used in this type of research.
The back-end architecture of the web application have been
developed with modern programming tools.

In future, the research could have work with more real data
integrating more empirical attributes that the banks follow and
use during their assessment so that the accuracy of prediction
can be enhanced. Furthermore, the user interface of the web
application can also be enhanced in the future using modern
tools and techniques.
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Abstract—This article presents a novel low-cost hardware
and software tool for monitoring power quality in single-phase
domestic networks using an ESP32 microcontroller. The proposed
embedded system allows remote evaluation and monitoring of
electrical energy consumption behavior through non-invasive
current measurement parameters. Based on these measurements,
power, power factor, total harmonic distortion, and energy con-
sumption are calculated. The collected data is then published and
visualized on a free and open IoT application in the cloud. The
tool was designed to be both cost-effective and high-quality. Dur-
ing laboratory testing, the equipment demonstrated a high level
of precision, as compared to a network analyzer. Additionally, the
design utilized the smallest number of components possible, while
still maintaining quality performance. The ESP32 microcontroller
enables wireless data transmission, making remote monitoring
and management of energy consumption more accessible and
efficient. Moreover, the non-invasive measurement method makes
the tool safer and more user-friendly, as it does not require any
interruption of power supply. The proposed tool can help identify
and address power quality issues that arise in domestic networks,
which can have a significant impact on energy consumption
and costs. The IoT application enables users to access their
power consumption data remotely, facilitating better energy
management and reducing wastage.

Keywords—Cost-effective; current measurement; energy con-
sumption; ESP32 microcontroller; non-invasive; power quality;
remote monitoring

I. INTRODUCTION

As the world population continues to grow, so does the
demand for energy. Unfortunately, this increase in demand is
accompanied by a decline in natural resources and an increase
in environmental pollution, leading to climate change. It is
crucial to raise awareness among people about the importance
of energy usage and to bridge the gaps in accessibility and
culture [1], to create a better environment for all.

However, the current home energy measurement technol-
ogy falls short of achieving this goal. The technology is
primarily used to charge users for the service provided, without
giving them the means to measure, verify, or control the
amount charged. Furthermore, most users do not understand
or have access to information provided by their energy meter
[2], as it typically displays only a set of numbers on a counter
located outside their homes.

Modern and innovative technologies such as embedded
systems with high-capacity microcontrollers and IoT infor-
mation technologies can provide more efficient, compact, and
cost-effective solutions for domestic energy measurement [3].

These technologies have the potential to optimize energy
measurement, enabling more precise remote monitoring and
control from anywhere in the world, and providing the user
with easily accessible and understandable information [4]. By
creating a more precise and accessible energy measurement
tool, users can plan their energy consumption more intel-
ligently and responsibly. This can help mitigate the effects
of global warming and promote energy efficiency [5], thus
contributing to the conservation of the environment.

The aim of this research is to design and implement a
robust IoT meter prototype capable of measuring electrical
energy consumption and providing the average user with ac-
curate real-time information about their energy usage at home.
This information will enable the user to manage their energy
consumption with an innovative and cost-effective solution,
contributing to energy efficiency and promoting sustainability
[6].

The proposed tool provides a high-quality and efficient
solution for domestic networks, enabling users to be more
aware of their energy consumption and manage it more in-
telligently and responsibly. By creating a robust and user-
friendly IoT meter, this research aims to address the issues
of accessibility and awareness in the use of energy. The use
of innovative technologies such as embedded systems and
microcontrollers has the potential to revolutionize the field of
power quality monitoring and management [7], contributing to
the sustainable development of modern society.

A. Issues in Existing Work

In recent years, power quality management in single-phase
domestic networks has witnessed significant advancements.
However, there remain certain inherent challenges. The major-
ity of existing systems fall into one of the following categories:

1) Systems that prioritize advanced functionalities but,
as a result, become too complex and expensive for
regular household users [8], [9].

2) Systems that are affordable but compromise on the
depth of data and the quality of measurements they
provide. This often leads to a lack of complete
understanding of energy usage patterns, reducing the
efficacy of management efforts [10].

3) Devices that focus solely on energy consumption,
overlooking the broader aspect of power quality
which is crucial given the increased presence of non-
linear loads in contemporary households [11].
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4) Systems that although being technologically ad-
vanced, aren’t user-friendly or accessible for an av-
erage user. Such systems, despite their potential,
have limited real-world application due to the steep
learning curve they present [12].

These issues represent significant barriers for users who
wish to adopt sustainable energy consumption practices in their
homes.

In addition to its simplicity and cost-effectiveness, the
prototype was designed to maintain quality in both hardware
and software, while keeping in mind the experience and prices
of the market. The hardware and software were designed to
ensure flexibility and openness to the public. In fact, there is
no need for subscription to IoT platform Adafruit.io, which
allows data to be uploaded at a rate of one data per second
and stored at no cost.

The ESP32 Dev Kit v1 microcontroller [13] serves as the
brain of the circuit and has an integrated Wi-Fi capability,
which is a significant advantage for sending data directly to the
cloud without additional devices. Wi-Fi enables the data to be
sent in real-time to the internet or a local network if required.
In this case, it is connected to the cloud platform dashboard
Adafruit.io. The SCT 013030 [14] current sensor is used for
signal conditioning, which has a ratio of 30A/1Vac, is ideal for
its low cost and suitability for many households that do not
exceed a power consumption value of 7200 W. One of its main
features is its non-invasive type, which allows the installation
to be safer by avoiding the need to cut parts of the wiring.
The current conditioning is carried out through a precision
full-wave rectification circuit to obtain a reliable signal at the
ADC input and with minimal voltage loss in the diodes. An
operational amplifier, the LM324, is used for this purpose.
With these materials, the prototype can be constructed. The
rest of the design is software-based and is programmed in the
Arduino IDE environment, which is widely known and easily
programmable using the C++ language.

Upon analyzing various studies related to energy meters,
it was observed that the technologies used do not meet the
characteristics of simplicity in their design. This means that
more than one board must be used to fulfill the same functions
that can be provided by an ESP32 microcontroller, which
has greater processing capabilities and is more integrated and
cheaper than an Arduino solution with an additional IoT
communication card. Additionally, many of the designs do
not consider the price, which can be a significant barrier to
the acquisition of an energy meter by the user. Although
some functions, such as bidirectional measurement, may seem
important, most people currently do not have access to this
type of technology due to their low-income status, so it
would not make sense to include this function [15]. Other
technologies are based on conditioning additional circuits to
the energy meter. However, if the energy meter makes a
mistake in the measurement, the additional device will also be
incorrect, which does not provide reliability to the readings.
Many designs also include functions of an incorporated power
analyzer, which seems relevant given the increase of non-linear
loads in homes and which can shed light on their impact on
the distribution network. However, the contemplated design is
not compact, and the solution is not cheap.

B. Overcoming the Challenges with the Proposed Approach

Our research aims to bridge the aforementioned gaps in
power quality management for single-phase domestic net-
works. The proposed wireless sensor system addresses the
need for a balance between advanced functionalities and
user accessibility. Leveraging the capabilities of the ESP32
microcontroller, the system offers a comprehensive suite of
measurements, from active power to total harmonic distortion,
while ensuring that the data is readily accessible through
an intuitive IoT interface [16]. Furthermore, our commitment
to a cost-effective design ensures that our solution remains
affordable, promoting widespread adoption and contributing
substantially to the global energy efficiency movement.

Over recent years, the significance of monitoring energy
consumption has grown considerably, especially in the wake of
rising energy demands and the increased focus on sustainable
living. As a response to these trends, this work introduces a
comprehensive IoT-based current meter, designed to provide
real-time insights into energy consumption patterns, thus fa-
cilitating better energy management. Our endeavor is rooted
in the following main contributions:

• Development of an IoT-based current meter firmware
that harnesses the power of the Fast Fourier Transform
(FFT) for precise and efficient current monitoring.

• Configuration of the Analog-to-Digital Converter
(ADC) tailored to ensure a detailed representation of
the current waveform, enhancing energy monitoring
capabilities.

• Adoption of Robin Scheibler’s FFT library for high
fidelity signal decomposition.

• Empirical derivation of an amplitude correction factor,
thereby refining energy consumption measurements.

• Comprehensive power and energy calculations, offer-
ing real-time energy consumption insights.

• Incorporation of Total Harmonic Distortion of Cur-
rent (THDi) calculations, revealing the system’s per-
formance metrics and potential energy consumption
anomalies.

• Rigorous prototype testing and validation against
industry-standard measurement tools, ensuring the re-
liability and accuracy of the developed system.

The ensuing sections detail the methods employed, the
design considerations, and the empirical findings that validate
the contributions outlined above.

II. RELATED WORKS

The efficient use of electrical energy is becoming increas-
ingly important in the face of rising demand and limited
resources [17]. Energy providers charge customers for the
energy delivered to their homes or businesses, but not all of
this energy is utilized efficiently; a portion is wasted. The
energy demand of a system is known as the apparent power
or absorbed power, which can be further broken down into
the active power that is actually used and the reactive power
that is wasted. In practice, active power should be as close
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as possible to apparent power, but this is not always the case.
The difference between the two can be measured by the power
factor [18]. With the growing number of electronic devices in
homes, the situation is different, as loads have increased their
nonlinear components, increasing the harmonic content and the
power factor, which can significantly affect the network and
loads [11]. Therefore, it is essential to begin measuring these
variables in homes to facilitate future studies on the impact
of harmonics in the distribution network. The proposed tool
can help identify and address power quality issues that arise
in domestic networks, which can have a significant impact on
energy consumption and costs.

In recent years, several studies and devices have been
developed to measure power consumption and other param-
eters in order to determine the quality of energy in homes.
Trujillo and Lorenzo [8] proposed an electric power consump-
tion analyzer using Arduino and MATLAB to study various
household loads. Benalcazar et al. [9] analyzed the generation
and correction of the main sources of harmonic distortion
commonly found in household and some industrial electrical
networks, using LabVIEW and the National Instruments DAQ
6008 acquisition card. Garcia-Granados et al. [19] designed
and implemented a single-phase power analyzer for domestic
use using voltage, current, and power waveforms.

In the same vein, Mathew [10] aimed to optimize energy
consumption by implementing intelligent control of household
appliances using a smart meter and IoT. The system analyzed
usage patterns, collected physical variables through an Arduino
Uno, and featured a switching mechanism. Furthermore, the
system was parametrized based on peak demand hours to
reduce the electricity bill.

The disadvantages of the prototypes compared to the one
proposed are mainly related to their limitations in terms of
functionality, precision, and cost-effectiveness. For instance,
the prototype developed in [8] only measures the active power
consumption, whereas the proposed system using an ESP32
can measure not only the active power but also other pa-
rameters such as power factor, total harmonic distortion, and
energy consumption. Similarly, the prototype presented in [9]
focuses on the analysis of harmonic distortion in household and
industrial networks but lacks the capability to provide real-
time energy consumption information to users. The system
presented in [19] is a single-phase power analyzer that can
measure voltage, current, and power, but it does not have
wireless data transmission capabilities and requires additional
hardware for data visualization. Additionally, the prototypes
mentioned in the paragraph do not take advantage of modern
and innovative technologies such as IoT, which can facilitate
remote monitoring and management of energy consumption in
a cost-effective and user-friendly way.

Several prototypes and devices have been developed to
monitor and control energy consumption in households using
IoT technology. Ramani et al. [12] propose a prototype that
combines IoT with solar energy monitoring and household en-
ergy consumption control using an Arduino and an ESP8266.
The aim of the prototype is to improve energy efficiency
by controlling the use of generated and consumed energy in
parallel. However, the use of an ESP8266 may limit the range
of the system due to its lower wireless transmission capability
compared to the ESP32.

Another prototype proposed by Sheeba et al. [20] improves
the conventional digital energy meter by converting it into
an IoT-enabled device using an optocoupler circuit to capture
LED pulses and a system that sends data to a cloud-based
platform called Firebase. This design reduces the number
of components required and improves the efficiency of the
existing infrastructure.

Although several commercial energy meters are available
in the market, they have limitations. For example, eMon energy
[21] is an energy monitoring system in Indonesia that can
measure up to 14 circuits accurately, store and upload real-time
information to cloud services such as InfluxDB & Grafana,
Emon CMS, or Mango Automation. However, it may not be
suitable for all households as it may not measure voltage in
all phases or may not be configurable for both residential and
industrial sectors.

The use of intelligent meters for measuring energy con-
sumption has gained significant attention in recent years.
One such example is the Engage smart meter [22], which
can measure instantaneous values with power factor in four
quadrants. It operates as a bidirectional energy meter for both
consumption and generation, with a cost of approximately
141.99 Euros. Another example is the Wibeee Box [23], a
WiFi-enabled electricity meter that monitors data on elec-
tricity consumption and allows users to view it from their
smartphones, tablets, or computers. This device has a cost
of 181.75 Euros. These devices provide valuable information
on energy consumption and can help users make informed
decisions about their energy usage, leading to energy savings
and a reduction in greenhouse gas emissions. However, they
often come with a high price tag, which can be a barrier to
their widespread adoption.

To address this issue, we propose a novel low-cost hard-
ware and software tool for monitoring power quality in single-
phase domestic networks using an ESP32 microcontroller
[16]. Our embedded system enables remote evaluation and
monitoring of electrical energy consumption behavior through
non-invasive current measurement parameters. Based on these
measurements, power, power factor, total harmonic distortion,
and energy consumption are calculated. The collected data
is then published and visualized on a free and open IoT
application in the cloud.

Our tool was designed to be both cost-effective and high-
quality, utilizing the smallest number of components possible
while still maintaining quality performance. The ESP32 micro-
controller enables wireless data transmission, making remote
monitoring and management of energy consumption more ac-
cessible and efficient. Moreover, the non-invasive measurement
method makes the tool safer and more user-friendly, as it does
not require any interruption of power supply. Our proposed
tool can help identify and address power quality issues that
arise in domestic networks, which can have a significant
impact on energy consumption and costs. The IoT application
enables users to access their power consumption data remotely,
facilitating better energy management and reducing wastage.

III. METHODS

In this section, we outline the materials utilized for the
hardware design, as well as the software employed in the
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development and implementation of the prototype. Our goal is
to provide a step-by-step account of the prototype’s creation,
emphasizing IoT technology and energy savings as the focus
of our innovation.

The main components in our prototype’s development were
an SCT013-030 current sensor and an ESP32 dev kit V1
module. For the programming of the module, the Arduino IDE
development environment was used, in which we configured
the relevant libraries for the ESP32 module and Adafruit
platform libraries (Adafruit MQTT Library) to facilitate the
web publication of the results.

A. Material Description

1) ESP32: The ESP32 module from Espressif Systems is
a System on Chip (SoC) that incorporates a dual-core
32-bit Tensilica Xtensa LX6 microprocessor (Fig. 1).
This microprocessor typically operates at 160 MHz,
but it is capable of achieving a clock speed of up to
240 MHz. The module integrates both a Wi-Fi com-
munication stack and a Bluetooth Low Energy (BLE
4.1) communication stack, underlining its capacity for
seamless integration into IoT applications.

Fig. 1. Development board Dev kit V1 ESP32.

The programming of the ESP32 is achieved using
the Arduino IDE and the C language, reinforcing
its accessibility to developers across varying skill
levels. The module employs a Reduced Instruction
Set Computer (RISC) architecture, making it optimal
for executing instructions at a high speed, thereby
supporting more efficient energy use.
Featuring 30 pins, the module is flexible and adapt-
able for various inputs and outputs. The power supply
voltage is 5 Vdc via the micro USB port or the Vin
port, while all input and output pins operate at 3.3
Vdc. With 25 digital pins, the board can connect with
a range of devices including sensors, LEDs, buttons,
and other peripherals.
In addition, the ESP32 module includes two 12-
bit ADC converters with 18 channels, expanding its
interfacing capabilities. At an approximate cost of $8
USD, the ESP32 provides a cost-effective solution for
developing IoT devices with an emphasis on energy
efficiency.

2) SCT013-030 Current Sensor: The SCT013-030 is a
split-core current transformer typically used to mea-
sure alternating current (Fig. 2). One of the major
advantages of this sensor is that it does not require
cutting of wires for operation, thereby enhancing the

safety of its usage. The sensor is relatively affordable,
with a market price of approximately $9 USD.

Fig. 2. SCT013-030 current sensor.

Key features of the SCT013-030 current sensor are
outlined below:

• Input current: The sensor can accurately mea-
sure AC in the range of 0-30A with a 1Vac
output. This broad range accommodates a
variety of applications, underscoring the sen-
sor’s versatility.

• Non-linearity: It exhibits a non-linearity of
±1%, implying that the output is a highly
accurate representation of the input. This char-
acteristic is crucial for precise control and
measurement tasks.

• Bandwidth: With a bandwidth of 1000Hz, the
sensor is capable of handling fast-changing
current levels, making it suitable for moni-
toring harmonic distortion.

• Resistance grade: The sensor has a B-grade
resistance level, indicating its ability to with-
stand moderate current flows without perfor-
mance degradation.

• Working temperature: The sensor can operate
efficiently in a wide temperature range, from
-25°C to 70°C, which ensures its performance
under diverse environmental conditions.

• Dielectric strength: The sensor exhibits a
dielectric strength of 1000Vac/1 min 5mA
between its shell and output. This feature
implies a high level of insulation, reducing
the risk of electric shock.

• Cable length and Size: The sensor comes with
a 1-meter long cable and has a compact size
of 13mm x 13mm. This makes it convenient
to integrate the sensor into various system
configurations.

B. Signal Conditioning for the SCT013 Sensor

1) Voltage signal conditioning: At the outset of this project,
the operating parameters of the current sensor were duly
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identified, verifying its ability to measure up to the 11th
harmonic, courtesy of its 1 kHz bandwidth. The signal fed
into the current sensor or current transformer is an AC signal
ranging from 0 to 30 A ac. The sensor then transforms this
into a voltage level between 0-1 Vrms due to the presence of
an internal burden resistor.

If the incoming current signal is in a sinusoidal mode, the
output of the current transformer is a sinusoidal signal with an
amplitude between 0 and 1 Vrms. Consequently, the maximum
peak-to-peak voltage this signal can achieve is given by Eq.
(1):

Vpp = Vrms × 2
√
2 = 2.82842 (1)

Considering that the Analog to Digital Converter (ADC) of
the ESP32 module only receives positive values between 0 and
the reference voltage (in this case 3.3 VDC), it is necessary
to condition the signal from the current sensor to fit within
this operational window (Fig. 3). To achieve this, we decided
to add a DC voltage of 1.56 V to the sensor’s input signal.
Therefore, the maximum and minimum peak voltages at the
ADC input will be Eq. (2) and (3):

Vpmax = 1.56Vdc +
√
2 = 2.97Vp (2)

and
Vpmin = 1.56Vdc −

√
2 = 0.1458Vp (3)

Fig. 3. Voltage divider on the analog input of the ESP32.

Through this voltage signal conditioning process, we en-
sure that the ADC of the ESP32 module operates within
its specified range, optimizing the accuracy of our current
measurements and contributing to the overall energy efficiency
of the prototype.

C. Characterization Test for the SCT 013-030 Sensor Curve

To validate if the SCT013-030 sensor aligns with the
manufacturer’s linearity specifications, a characterization test
was conducted. A resistive load was used alongside a stepwise
variable voltage source that incremented by 0.5 V until an
output current of 27A was achieved. This test’s purpose was

twofold: firstly, to ensure the performance of the sensor under
various operating conditions, and secondly, to formulate an
associated equation reflecting the sensor’s response, which
would be instrumental in the prototype’s implementation.

The test’s resultant curve depicting the sensor’s behavior is
presented in the Fig. 4. It should be noted that this characteriza-
tion is crucial not only for validation against the manufacturer’s
specifications but also as an input to the development of the
control algorithm that drives the IoT device’s energy savings.

The equation that describes the sensor’s behavior, de-
rived from the curve, is crucial in determining the precise
measurements of current. This data is used to calibrate the
signal conditioning process and to feed accurate current values
into the system’s control algorithm, ensuring the IoT device
operates at optimal energy efficiency.

D. Software Development

The development of the firmware for the current meter
encompassed several stages, each contributing to the compre-
hensive functionality of the IoT device. The process began with
the generation of a vector comprised of 1024 twelve-bit values,
corresponding to the samples of the current signal emanating
from the sensor. This data acquisition is essential in capturing
the intricate details of the current waveform and provides a
robust base for the subsequent Fast Fourier Transform (FFT)
algorithm implementation Eq. (4).

Vectorcurrent = [I1, I2, . . . , I1024] (4)

where Ii are the twelve-bit samples of the current signal.

After data collection, the selection and testing of the FFT
algorithm were carried out. FFT is a powerful computational
tool used to transform the acquired time-domain current
samples into the frequency domain. The frequency domain
representation of the current signal provides a more detailed
understanding of the signal components, which aids in accurate
and efficient current monitoring Eq. (5).

FFT(Vectorcurrent) = [Amp1,Amp2, . . . ,Amp1024] (5)

Subsequent to the FFT process, the final stage involved
integrating the firmware with the Adafruit.io platform for data
publication. This stage is of paramount importance in the
IoT application, as it provides a way to share, visualize, and
analyze the data generated by the IoT device in a user-friendly
manner. This step bridges the gap between raw data collection
and actionable insights, contributing significantly to the overall
energy savings facilitated by the IoT device.

E. ADC Configuration and Sampling Time

The Analog-to-Digital Converter (ADC) was configured
with a resolution of 12 bits and an internal reference voltage
of 3.3 VDC, the default setting. This provided an operating
voltage window from 0 to 3.3 VDC, corresponding to output
values ranging from 0 to 4096. For ease of operation, a
mapping function, mapf(), was implemented to convert the
ADC output values to input values expressed in millivolts. The
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Fig. 4. Experimental characterization curve sensor SCT 013-030.

mapf() function accepts the maximum and minimum values
of the ADC as parameters and returns a floating-point value
between 0 and 3300 mV Eq. (6).

Mapped Value (mV) =
mapf(ADC Value,ADC Minimum,

ADC Maximum, 0, 3300) (6)

To sample the current waveform accurately, it was deter-
mined that data should be collected over ten periods of the
fundamental grid frequency. Given that the grid frequency for
Colombia is 60 Hz, this corresponds to a sampling period of
approximately 166.66 ms. The sampling time and frequency
can therefore be calculated as Eq. (7) and (8):

ts =
0.166666

1024
= 0.00016275 s (7)

and

fs =
1

ts
=

1

0.00016275
= 6144 Hz (8)

This sampling frequency is more than sufficient for mea-
suring up to the 15th harmonic (900 Hz), ensuring that the
device captures a detailed picture of the current waveform for
efficient energy monitoring and control.

F. Implementation of Fast Fourier Transform Algorithm

We utilized the Fast Fourier Transform (FFT) compu-
tation library authored by Robin Scheibler, which offers a
comprehensive description on FFT On The ESP32. This par-
ticular library algorithmically decomposes a discrete signal
into its spectral constituents through a Radix-2 Decimation

in Frequency method. It employs the Bit-reversal technique
to reorder the output vector, starting from the DC component
(zero frequency at position zero of the output array) up to the
sampling frequency divided by two for a unilateral transform
or up to the sampling frequency for a bilateral transform.

The output vector of the algorithm contains complex values
corresponding to each frequency in the measurement range.
Hence, post-FFT, the amplitude calculations for each frequency
are performed on the input vector. The fundamental frequency
and its corresponding amplitude are identified as the maximum
of the computed magnitudes Eq. (9).

Af =
√
Real2 + Imag2 (9)

Here, Af denotes the magnitude at a specific frequency,
and this value should coincide with the amplitude at that
frequency. Based on our practical observations, we found a
need to correct these values. Thus, we introduced a correction
factor for the amplitude of each frequency component, which
we denoted as Ierror = 0.662946429. This value was derived
empirically using laboratory measurements and curve fitting
techniques Eq. (10).

Af = 0.662946429
√
Real2 + Imag2 (10)

These corrective steps ensured the precision of the signal
decomposition, thereby enabling more accurate energy con-
sumption measurements and contributing to the broader goal
of enhancing energy efficiency through IoT technologies.

G. Calculation of Power and Energy

The SCT013 sensor’s current measurement range (0 to
30A) is mapped once the amplitude of the fundamental fre-
quency is obtained. This mapping is accomplished through
the function Calculate Irms(). Assuming a sinusoidal input
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voltage regime of 120 Vrms amplitude, the instantaneous
power P0 in kilowatts is defined as follows Eq. (11):

P0 =
Vrms × Irms

1000
(11)

The energy calculation used a base time of 1.04 seconds,
the time it takes for the program to complete all computations,
from sampling to THDi calculation, six times over. Hence,
energy, E, is calculated as Eq. (12):

E = P (W )×T(1040)ms[h] = P (W )×1040[ms]× 1h

3600× 103ms
(12)

Given that energy accumulation should not exceed 24
hours, the accumulation timer and energy counter reset every
24 hours (86400 seconds).

H. Calculation of Current Harmonic Distortion

Once the FFT of the current signal and the corresponding
harmonic amplitudes are obtained, the Total Harmonic Distor-
tion of Current (THDi), caused by the presence of nonlinear
loads in the system, is determined Eq. (13):

THDi =

√∑nmax

n=2 I2n
I1

=
IH
I1

(13)

Here, IH denotes the root mean square (rms) value of
the harmonic current, and I1 represents the rms value of
the fundamental current. This calculation offers an important
insight into the system’s performance, specifically concerning
the influence of nonlinear loads, which directly impacts energy
consumption and system stability. Thus, it provides a key factor
for implementing energy-saving solutions in IoT environments
(Fig. 5).

I. Prototype Testing

In order to comprehensively evaluate the performance of
the prototype, a specialized testing setup was designed and
implemented. This process required a current source capable
of supplying current to a biphasic load. In this instance, the
load was represented by four infrared lamps, typically used
in automotive paint-drying ovens. This testbed, under normal
operation, is capable of delivering 380V line-to-line (VLL).
However, the load can withstand up to 220VLL.

The testing process started from a zero-baseline voltage,
which was progressively increased. Simultaneously, the current
values were measured using the SCT013 current sensor, an
Extech clamp meter, and an AEMC 8220 power quality
analyzer. This procedure was done to cross-verify and confirm
the accuracy of the measurements taken by the developed
prototype. The Fig. 6 illustrates the high voltage laboratory
setup, which was utilized for performing these tests on the
prototype.

Fig. 7 provides a comprehensive illustration of the intricate
connection or measurement schema adopted in this study. At
the core of this configuration are the three principal devices,
which are pivotal to the research:

Fig. 5. Flowchart of the processing algorithm.

• SCT013 Current Sensor: This sensor is designed to
measure the current flowing through a conductor with-
out the need to interrupt the circuit. It uses a magnetic
core to detect changes in current and convert it into
a voltage, which can then be read by our prototype.
Its non-invasive nature allows for safer and more
convenient monitoring, especially in scenarios where
continuous power supply is paramount.

• Extech Clamp Meter: Acting as a supplementary tool,
the Extech clamp meter aids in the measurement
process by clamping onto the conductor to determine
current values. Its utility is evident when one wishes to
validate readings quickly without delving into intricate
circuit connections, providing a quick yet reliable
snapshot of the current scenario.

• AEMC 8220 Power Quality Analyzer: This device
is considered the gold standard in our research. The
AEMC 8220 is a versatile tool capable of measuring
multiple parameters, including voltage, current, and
power quality attributes. In our schema, it serves the
dual purpose of providing reference measurements and
validating the accuracy of our prototype’s readings.
By comparing results from the IoT-based energy sav-
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Fig. 6. Test bench.

ing prototype with the AEMC 8220, we ensure the
credibility and reliability of our device.

The strategic arrangement of these devices is essential to
achieve two key objectives: firstly, to enable accurate and
consistent data acquisition by our IoT-based energy saving
prototype; and secondly, to ensure that the measurements from
the prototype can be cross-verified against established and
well-regarded instruments in the industry, thereby reinforcing
the validity and reliability of our findings.

A comprehensive view of the entire setup employed for
prototype testing with the infrared lamps is depicted in Fig. 8.
This illustration provides a clear visual of the prototype, con-
nected and functioning within the wider measurement system.

Moreover, as shown in Fig. 7, the infrared lamps can be
seen reaching incandescence during the testing phase. This
phenomenon is a result of the power supplied to the lamps,
showcasing the operational flow of the overall system. The
lamps glowing red-hot emphasize the real-time nature of the
prototype testing, hinting at the authenticity and practical
applicability of this IoT-focused energy-saving system.

During the initial phase of testing, depicted in Fig. 9, the

Fig. 7. Connection and operation of load and measuring instruments.

prototype exhibited behavior that deviated from the anticipated
performance due to a confluence of factors. These variables are
inherent in any experimental setup and include the accuracy
of resistors, the measurement error introduced by the SCT013
current sensor, and the intrinsic variations in data acquired over
time.

To account for these factors and to validate our prototype’s
performance, we compared the measurements obtained from
our IoT-based energy-saving system with those acquired from
two robust measurement tools: the Extech clamp meter and
the AEMC 8220 power quality analyzer. This comparative
approach allowed us to understand the performance nuances of
the prototype and adjust the system to minimize the influence
of external variables on the overall performance.

Following the preliminary testing phase and the insight
gleaned from it, we made software adjustments to correct the
discrepancies detected in the prototype’s behavior. Our goal
was to reduce the measurement error and improve the accuracy
of the energy metrics provided by our IoT-based system.

During the subsequent testing phase, illustrated compre-
hensively in Fig. 10, we observed marked enhancements in
the performance of our prototype. This phase of testing was
crucial, as it allowed us to evaluate the modifications made
after our initial tests.

• Data Points Alignment: The data points captured
from our system were strikingly more aligned with
those obtained from our reference measurement tools.
Instead of a broad scatter or deviation, the points
clustered around the readings from the AEMC 8220
and the Extech clamp meter. This closer alignment
served as an early indication of the success of our
recent tweaks and calibrations.
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Fig. 8. Measurement and capture instruments during testing.

• Reference Measurement Tools: The choice of AEMC
8220 and Extech clamp meter as our reference tools
was strategic. The AEMC 8220, being a renowned
power quality analyzer, provided us with accurate and
industry-accepted measurements. On the other hand,
the Extech clamp meter gave us rapid and reliable
snapshots of the current, serving as an essential tool
for instant validation. Our prototype’s readings mov-
ing closer to these reference tools’ measurements was
a significant achievement.

• Software Adjustments: The software adjustments we
incorporated after the initial test phase were piv-
otal. These adjustments, a combination of algorithm
tweaks and calibration methods, aimed at refining the
measurement accuracy and eliminating any observed
anomalies. The data from the subsequent testing phase
strongly suggested that these software interventions
played a major role in enhancing the prototype’s
performance.

Conclusively, the dataset from this testing phase clearly
indicated that our prototype’s behavior was now in tight
congruence with the expected outcomes, grounded on the refer-
ence tools’ readings. This not only solidified our confidence in
the software changes we had implemented but also underscored
the prototype’s potential for reliable energy measurements in
real-world applications.

IV. RESULTS

Examining the response portrayed in the various figure
plots, it is evident that the devised energy meter’s performance
measures favorably with existing industry standard devices.
Despite the intricate characteristics inherent in this prototype,
it not only fulfils the capabilities of measuring active power and
Total Harmonic Distortion of current (THDi) but accomplishes
these tasks with significant cost advantages.

These characteristics are particularly vital for efficient
energy management, and by having a solution that can provide
such capabilities at a much lower cost, we are propelling our-
selves towards improved energy savings. The insight from the
experimental results suggest that integrating IoT technology
with traditional electronics and control engineering principles
can indeed form a basis for a high-performing, yet cost-
effective solution for power and THDi measurement.

The overall performance of our device, as suggested by
the curves depicted in the figures, confirms the robustness
of the design and the success of our software adjustments in
refining the meter’s precision. These results provide substantial
evidence that our approach to a more economical and compact
energy meter can be invaluable in power quality and energy
management systems where budget and space constraints are
of importance.

While the prototype exhibited excellent performance with
a precision rate of 91% compared to the AEMC 8220, it’s
worth noting that in scenarios with fluctuating loads, the device
consistently measured active power within a margin of 2%.
Moreover, the THDi measurements provided insights into the
harmonics present, showcasing its capability to be a tool not
just for energy measurement but also for preliminary power
quality analysis in households. The low cost of approximately
$24 USD makes this device particularly attractive for residen-
tial settings, especially in developing regions where budget
constraints are paramount.

A. Limitations

Despite the evident success and promise of our IoT energy
meter, it is crucial to acknowledge certain limitations of our
study:

• Scope of Testing: The comparative testing was primar-
ily performed against the AEMC 8220 energy meter.
While it provides a benchmark, the results might differ
when compared with a broader range of energy meters
available in the market.

• Prototype Stage: The device is still in its prototype
stage. Real-world application and longevity tests are
required to ensure its robustness and durability over
extended periods.
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Fig. 9. Initial prototype testing.

Fig. 10. Software-adjusted prototype testing.

• Potential Interferences: The prototype was tested in
controlled environments. External factors like electro-
magnetic interferences or extreme environmental con-
ditions, which can potentially affect the performance,
were not extensively studied in this research.

• Software Limitations: While open-source software of-
fers cost advantages and customizability, it might not
be as optimized or stable as proprietary software
solutions in certain scenarios. This might lead to
performance or stability issues in some edge cases.

V. CONCLUSION

Throughout this study, we focused on the design and
development of a cost-effective, user-friendly, and feature-rich
IoT energy meter as an alternative to other market offerings.
Our goal was to enable mass production of the meter to aid
in critical global endeavors, including energy efficiency and
optimization, especially considering the growing prevalence of
nonlinear loads in residential settings.

The successful development of a prototype has been
achieved using accessible and cost-effective materials, in con-
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junction with open-source software, costing approximately $24
USD. Comparative testing against a well-regarded AEMC
8220 energy meter yielded a precision of 91% in relation to key
parameters such as active power and Total Harmonic Distortion
of current (THDi).

The developed prototype’s low cost and high quality of-
fer substantial benefits to the realm of energy efficiency. It
equips end-users with a simple, attainable tool for monitoring
and managing their household energy consumption, thereby
advancing residential energy optimization.

As we look to the future, it is feasible to extend the
functionality of the device to include bidirectional energy
measurement capabilities. This would enable the support of
alternative energy sources for low-income users. Furthermore,
the inclusion of THD measurements can assist in calculating
the impact of harmonics on the distribution network, leading
to improved power quality management at a residential level.

VI. FUTURE RESEARCH DIRECTIONS

While the current research and development have proven
successful in designing an economical and precise IoT energy
meter, there are several promising avenues for future research
and enhancement of the device:

• Integration with Renewable Energy Sources: As the
global shift towards green energy continues, integrat-
ing the energy meter with renewable energy sources
such as solar and wind can be invaluable. It would
be insightful to research how our meter could be
enhanced to support not just traditional power sources
but also renewable ones, offering users a comprehen-
sive view of their energy consumption and generation.

• Advanced Harmonics Analysis: With the increasing
use of nonlinear devices in homes, harmonics play a
crucial role in power quality. Future research can delve
deeper into advanced harmonic analysis techniques
and provide users with detailed reports and insights
into their energy consumption patterns, enabling them
to make informed decisions on managing and reducing
their harmonic footprint.

• Machine Learning and Predictive Analysis: By in-
corporating machine learning algorithms, the energy
meter can offer predictive analytics on energy con-
sumption, allowing users to anticipate their energy
needs and adjust accordingly. This research could
lead to the development of an intelligent system that
not only monitors but also predicts and optimizes
energy consumption based on historical data and user
behavior.
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arduino,” 2015.

[9] C. Fuertes, “Diseño e implementación de un módulo que permita la
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Abstract—Monitoring the pollen foraging behavior of honey-
bees is an important task that is beneficial to beekeepers, allowing
them to understand the health status of their honeybee colonies.
To perform this task, monitoring systems should have the ability
to automatically recognize images of pollen-bearing honeybees
extracted from videos recorded at the beehive entrance. In
this paper, a novel convolutional neural network architecture is
proposed for recognizing pollen-bearing and non-pollen-bearing
honeybees from their images. The performance of the proposed
model is illustrated based on a real dataset and the obtained
results show that it performs better than some other state-of-the-
art deep learning architectures like VGG16, VGG19, or Resnet50
in terms of both accuracy and execution time. Thus, the proposed
model can be considered an effective algorithm for designing
automatic honeybee colony monitoring systems.

Keywords—Pollen-bearing honeybee; image classification; con-
volutional neural network; honeybee monitoring system; pollen
dataset

I. INTRODUCTION

Honeybees bring great benefits to human life. Products
from honeybees such as honey, propolis, and pollen bring high
economic efficiency. They are both popular components for
daily consumption and an important source of raw materials
in the production of medicines and beauty care. The global
honey market was valued at 8.9 billion dollars by the year
2022, and it is predicted to reach 12.6 billion dollars in the year
2030, according to a report in VANTAGEMarketResearch1.
In addition, honeybees are known as the most common and
effective pollinators [1]. A large-scale survey in [2] has shown
that honeybee pollination has contributed to increased yields
and improved quality for many crops worldwide. For example,
in the US, honeybees have increased fruit setting by 60%
and seed yield by 20% for almonds; in Argentina, honeybees
simultaneously increase fruit setting (by 15%) and the content
of fruit sugar for apples, thereby increasing profits by 70%;
and in Brazil, honeybees increased soybean yield by 18.9%.
Besides that, the pollination of honeybees also contributes to
the preservation of the diversity of plant ecosystems.

To take care of honeybee colonies, beekeepers must mon-
itor the health of the colonies regularly. This task requires
gathering information about the activities, status, and behav-
iors of honeybees in the colony, including pollen foraging
behavior. In fact, pollen is the leading food of honeybees. It

1https://www.vantagemarketresearch.com/industry-report/honey-market-
2138

provides proteins, lipids, vitamins, and minerals necessary for
the growth and reproduction of honeybees [3]. Information
about the foraging behavior of honeybees can bring valuable
understanding about the pollen source status in the habitat, the
need for food, the increase of individuals, and the health of the
whole honeybee colony. As a result, it allows beekeepers to
understand the status of their honeybee colonies and detect
unusual problems in the colonies for timely intervention.
Recognizing honeybees bringing pollen back to the hive is
then an effective solution for monitoring the beehives.

In recent years, thanks to the application of IoT (Internet of
Things) technologies, several automatic honeybee monitoring
systems have been deployed. These systems use surveillance
cameras to record the activities of honeybees at the beehive
entrance, then use different techniques to extract and ana-
lyze information from the recorded images [4]. Due to its
powerful ability in image data processing, the Convolutional
Neural Network (CNN) is perhaps the most widely used
technique in these systems. In the context of recognizing
pollen-bearing honeybee images, many CNN-based models
have been designed. For example, several well-known CNN-
based models like VGG16, VGG19, Resnet50, and DarkNet53
have been applied in [5] towards precise recognition of pollen-
bearing honeybees. Rodriguez et al. [6] tested with several
types of CNN architectures and showed that shallow-CNN
architecture gives higher recognition accuracy than machine
learning methods such as SVM (Support Vector Machine),
Naive Bayes, or K-nearest neighbors. The authors also pro-
vided a real dataset of pollen-bearing and non-pollen-bearing
honeybee images. However, we have found that there are a
few mislabeled samples in this dataset where some images of
non-pollen-bearing honeybees were assigned as pollen-bearing
honeybees and vice versa. In addition, the use of complex
structures for these CNN-based models requires a large number
of samples for training and testing, leading to a significant cost
of calculation and resources for the execution. To provide an
effective model for designing automatic beehive monitoring
systems, in this study, we propose a novel CNN architecture
for recognizing pollen-bearing honeybee images. Here, we aim
to find a model that is better than existing models in terms
of both efficiency and execution cost. The performance of the
proposed model is validated by comparing it with several other
complex models like VGG16, VGG19 [7], and Resnet50 [8]
architectures using the same dataset.

In summary, the main contributions of the study are as
follows:
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• We adjust a dataset published in a previous study by
assigning correct labels to some previously mislabeled
samples.

• We propose a novel structure for a CNN-based model
to classify the images of pollen-bearing and non-
pollen-bearing honeybees. We also suggest a data
augmentation technique to handle the cases where
there are few observed samples.

• We verify the efficacy and cost of the proposed method
by extensive experiments, achieving an absolute accu-
racy for pollen-bearing honeybee recognition on the
testing set.

The rest of the paper is organized as follows. Section II is
to present the recent related works in the literature. In Section
III, we describe the dataset considered in the study and the
proposed CNN architecture. The experiments and the obtained
results are presented in Section IV. Finally, Section V is for
some concluding remarks.

II. RELATED WORK

In this section, we briefly discuss recent studies related
to the classification models of pollen-bearing and non-pollen-
bearing honeybees.

For pollen-bearing honeybee image recognition, many stud-
ies relied on image processing techniques and conventional
machine learning algorithms [9]. Babic et al. [10] applied
background subtraction using a Mixture of Gaussian for the
segmentation of honeybees. Then, based on the difference
in color variance and eccentricity features between pollen-
bearing and non-pollen-bearing honeybees, the authors used
the Nearest Mean Classifier to classify them. The accuracy
achieved by the classifier is 88.7%. However, the classification
accuracy depends on the results of background subtraction and
the light source in the video recording area. Yang and Collins
[11] used color thresholding and the Mixture of Gaussian to
detect and extract images of individual honeybees in frames
captured from video recorded at the beehive entrance and track
them using Kalman filter and Hungarian algorithm. The bee
blob analysis method from the binary image of each frame was
applied to remove the main body of the honeybee and retain
only the pollen blobs. The two main features of the pollen
blobs, including the area of the pollen blobs and the location
of them relative to the bee’s body, will be used to remove noise
blobs. Finally, the pollen sacs detection results are combined
with the previous honeybee detection and tracking model to
identify if a honeybee bears pollen sacs. The test results with
several videos show that the pollen measurement model has
the highest sensitivity of 76%. In [12], the authors conducted
experiments using two methods to segment honeybee images:
the k-means algorithm and the algorithm that only considers
the b component of the CIE LAB color space. Then, the SVM
classifier with Gaussian kernel was used to classify the pollen-
bearing and non-pollen-bearing honeybee images based on
the Dense SIFT (Dense Scale Invariant Feature Transform)
descriptors and the VLAD (Vector of Locally Aggregated
Descriptors) encoder. The test results show that the method
that combines the k-means segmentation algorithm and the
classifier based on the descriptors on the decorrelated channels

gives the highest value of the area under the ROC curve (AUC-
ROC) at 0.915. In [6], authors performed the classification of
pollen-bearing and non-pollen-bearing honeybees with three
traditional methods: K-Nearest Neighbor algorithm, Naive
Bayes statistical algorithm, and Support Vector Machines with
linear and non-linear kernel functions. The results show that
the SVM RBF method (Support Vector Machine with Radial
Basis Function) with PCA (Principal Component Analysis)
preprocessing technique and using the Gaussian feature map
gives the highest accuracy at 91.16%.

In machine learning models, the important features were
often selected from the inputs manually and subjectively. This
can greatly affect the performance of the model once the key
elements are not considered. To overcome this disadvantage,
recent research suggest using models based on deep learning,
more specifically, different CNN architectures. Rodriguez et al.
[6]conducted experiments with 1-layer and 2-layer Shallow-
CNN models, VGG16, VGG19, and Resnet50. The results
show that all these models achieve high accuracy in which
Shallow-CNN with small step size gives the highest accuracy
of 96.4%, followed by VGG19, VGG16, and Resnet50 with
an accuracy of 90.2%, 87.2%, 61.7%, respectively. Sledevič
[13] investigated different CNN architectures with different
numbers of hidden layers. After several experiments, the
author stated that the architecture consisting of three hidden
layers 7-7, 5-5, and 3-3 is the most suitable for classifying
pollen-bearing and non-pollen-bearing honeybees, achieving
a 94% accuracy. In [14], a pollen sac detection model on
an individual honeybee image is used to classify a honeybee
image as a pollen-bearing or non-pollen-bearing honeybee.
This detection model uses Faster R-CNN architecture with
the core for classification as VGG16. When a pollen sac is
detected on an individual honeybee image, it is marked by a
bounding box labeled “pollen” and a numerical value that is
the confidence score of the detection. When the confidence
score is greater than or equal to a predefined threshold, it is
counted as a pollen sac, and the individual honeybee image is
counted as a pollen-bearing honeybee image. This model has
a pollen detection accuracy of 81.5%. Ngo et al. [15] relied
on the YOLOv3-tiny model to detect and classify objects.
Since YOLO-v3 treats the object classification problem as a
regression problem, whereby an input image is divided into
grid cells, each grid cell is responsible for detecting a target
honeybee. This model allows the simultaneous detection of
multiple objects on a frame belonging to one of two classes
of pollen-bearing and non-pollen-bearing honeybees. The ob-
tained results from this study showed that the proposed model
gives a classification accuracy of 94%. In another research,
nine different pre-trained CNN models, including VGG16,
VGG19, Resnet50, ResNet101, Inception V2, Inception V3,
Xception, DenseNet201, and DarkNet53 have been explored
[5]. The authors also considered the influence of color by
applying some image preprocessing techniques to the input
dataset. The experimental results showed that the DarkNet53
and VGG16 architectures attained higher recognition accuracy
than the others. In [16], the authors first tested the image
classification using the transfer learning method with seven
pre-trained Deep Neural Networks (DNNs) including AlexNet,
DenseNet201, GoogLeNet, ResNet101, ResNet18, VGG16,
and VGG19. After that, the authors continued to experiment
with the SVM classifier using shallow features, deep features,
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and shallow+deep features extracted from the DNNs. Three
different standard datasets were used for the training and
evaluation of models. The experimental results showed no
significant difference in performance between them. For the
pollen-bearing honeybee image dataset, the transfer learning
method with pre-trained DNN yielded the highest accuracy of
99.07%.

III. MATERIALS AND METHODS

A. Data Description

In this study, the Pollen dataset published in [6] has been
considered. The dataset is available and can be accessed
publicly at GitHub2. The authors stated that at the beginning,
there were 810 honeybee images extracted and manually
annotated from videos taken at the beehive entrance under
natural light conditions. However, after being curated, many
have been removed due to misclassification. Thus, the final
data downloaded from the source above contains only 714
images. The photo was built by fixing the size of the cropping
rectangle to 180× 300 pixels, containing a fully visible image
of a single honeybee. The images are also adjusted to make
sure that the honeybees are facing upward in all images. Each
photo was then labeled with pollen or non-pollen. Out of 714
images, 369 are labeled as pollen (P) and the rest 345 are non-
pollen (NP). Fig. 1 presents some images of pollen-bearing and
non-pollen-bearing honeybees in this dataset.

Fig. 1. Images of pollen-bearing honeybees (a) and non-pollen-bearing
honeybees (b).

Based on this dataset, we have conducted several ex-
periments to investigate the performance of the proposed
model. The obtained results have shown that our model has
misidentified some images from pollen-bearing honeybees to
non-pollen-bearing ones and vice versa. We then carried out
a thorough analysis of these misidentified images and found
that some of them were mislabeled. According to our knowl-
edge, images NP24865-145r and NP27452-203r are images
of honeybees that bear pollen but are annotated as non-pollen-
bearing ones (NP). Meanwhile, images P7660-97r, P7776-99r,
P11440-32r, and P11762-35r in the dataset are images of
honeybees that do not bear pollen but are annotated as pollen-
bearing honeybees (P). Fig. 2 shows these mislabeled images.

2https://github.com/piperod/PollenDataset

TABLE I. THE STRUCTURE OF THE POLLEN DATASET

Dataset Class label Number of images

Original Pollen 369
Non-pollen 345

Corrected Pollen 367
Non-pollen 347

We have relabeled these images and used the corrected dataset
to train and test the performance of the proposed model (as
well as control models). The structure of the original Pollen
dataset and the relabeled one is summarized in Table I.

Fig. 2. Mislabeled images in the Pollen dataset, from Pollen to Non-Pollen
(a) and vice versa (b).

B. Proposed Method

1) Convolutional neural networks: Convolutional Neural
Networks (CNNs) refer to a well-known deep learning algo-
rithm specialized in handling image data. The basic architec-
ture of a CNN model consists of three main types of layers,
as displayed in Fig. 3.

The functions of each type of layer are as follows:

• The first type of layer of a basic CNN architecture is
Convolution, the core of a CNN model used to extract
various features from the input. The mathematical
convolutional operation is performed in this layer,
between the input and a filter. The dot product is taken
between the filter and the parts of the input by sliding
the filter over the image. The output from each layer
containing information about the image like corners
and edges is then fed to the next layer to learn other
input features.

• Following the convolutional layers are the Pooling
layers. These layers summarize the features extracted
from the previous convolution layers, aiming to de-
crease the size of the obtained feature map and reduce
computational costs. Several types of pooling opera-
tions can be used in a CNN model depending on the
specific situation, such as Max Pooling and Average
Pooling.

• The last Fully connected layers perform the classifica-
tion task based on the features extracted from previous
layers, mapping the representation between the input
and the output. They generate scores for each class,
then use them for the final classification.

In general, there is no universal optimal model for all
datasets. For different problems, one should design different
models with different structures to achieve the best perfor-
mance. Choosing the right model is the key to solving many
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Fig. 3. Architecture of a basic CNN model.

problems in practice. More introduction and discussion about
the architectures of CNN-based deep learning model can be
seen in [17] and [18].

2) The proposed CNN model: As discussed above, the
CNN architectures have been widely applied to the problem of
recognizing pollen-bearing honeybees, some of them achieved
up to about 99% accuracy. Several transfer learning models
whereby different CNN architectures such as VGG16, VGG19,
Resnet50, and Resnet101, etc. are pre-trained and some SVM
classification models are based on features extracted from
CNN architectures, were presented in [5] and [16]. However,
the use of these models requires significant costs due to their
complex architectures. To overcome this problem and aim for
simplicity and efficiency in use, we thought about using a
basic CNN model. This idea can be verified by investigating
the basic CNN structures with different hyperparameters. In
particular, using the Grid search method, we have figured
out an optimal architecture for the CNN model in classi-
fying pollen-bearing and non-pollen-bearing honeybees. The
proposed architecture comprises:

• 4 convolutional layers equipped with a ReLU (Recti-
fied Linear Unit) activation function,

• 5 max-pooling layers,

• 1 flatten layer, a dense layer with a ReLU activation
function, and a dense layer with a Sigmoid activation
function.

The use of this simple architecture obviously makes the
model lighter than other pre-trained deep-learning models like
VGG16, VGG19, and Resnet50 which contain more layers and
parameters. In addition, in this study, we use some data aug-
mentation techniques such as image rescaling, random rotating,
shifting (horizontally and vertically), shearing, random zoom-
ing, random flipping, and nearest filling. These techniques
enrich the data by generating different variations from the
original images which will be used in different epochs of the
model training process, thereby improving the performance of
the classification model. Fig. 4 shows a visualization of several
images obtained after applying data augmentation techniques
to a honeybee image.

Fig. 4. An example of data augmentation.

The architecture of the proposed model is illustrated in
Fig. 5. Each input is a 224×224 RGB image containing the
image of an individual honeybee. After passing through the
convolutional layers and the max-pooling layers to extract
the important features, it is fed to fully connected layers. A
predefined threshold is used to classify whether the honeybee
image is a pollen-bearing honeybee or not. The performance
of the proposed method will be discussed in the sequel.

IV. EXPERIMENTS AND RESULTS

A. Experimental Setup

In this study, two schemes of splitting the Pollen dataset
are considered. By the first scheme, as in several previous
studies, we randomly divide the corrected Pollen dataset into
three subsets, i.e., the training set, the validation set, and
the testing set at a ratio of 6:1:3. Accordingly, 60% of the
samples corresponding to 428 images (which include 221
images of pollen-bearing honeybees and 207 images of non-
pollen-bearing honeybees) are for model training, 10% of
the samples corresponding to 70 images (which include 36
images of pollen-bearing honeybees and 34 images of non-
pollen-bearing honeybees) are for model validation, while the
remaining 60% of the samples corresponding to 216 images
(which include 110 images of pollen-bearing honeybees and
106 images of non-pollen-bearing honeybees) are for model
testing. Moreover, to investigate the effect of partitioning data
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Fig. 5. The proposed CNN architecture.

TABLE II. TWO SCHEMES OF SPLITTING THE POLLEN DATASET

Scheme Class label Training set Validation set Testing set

1 Pollen 221 36 110
Non-pollen 207 34 106

2 Pollen 183 36 148
Non-pollen 173 34 140

into training, validation, and testing sets on the model perfor-
mance, we design the second scheme where the Pollen dataset
is split into the three subsets at a ratio of 5:1:4, namely fewer
samples for training and more samples for testing compared to
the first scheme. The details of the number of images in each
subset of each scheme are presented in Table II.

The experiments were performed on Google Colab, using
Python 3 Google Compute Engine backend (GPU) with a
system RAM of 83.5 GB, GPU RAM of 40 GB, and Disk
of 166.8 GB.

After hyperparameters tuning, hyperparameters are set up
for model training as follows: batch size is 4, the number of
epochs is 25, the initial learning rate is 0.001, and the optimizer
is Adam.

B. Evaluation Metrics

To evaluate the performance of the proposed pollen-bearing
honeybee recognizing model comprehensively, in this study,

Precision, Recall, F1-score, Accuracy, Loss, and AUC-ROC
metrics have been utilized. These are widely used metrics to
assess the performance of the classification models.

• Precision, Recall, F1-score, and Accuracy are com-
puted as follows:

Precision& = &
TP

TP + FP
(1)

Recall& = &
TP

TP + FN
(2)

F1-score& = &
2 ∗Recall ∗ Precision

Recall + Precision
(3)

Accuracy& = &
TP + TN

TP + TN + FP + FN
(4)

where
◦ TP: number of pollen-bearing honeybees im-

ages that are properly classified as pollen-
bearing honeybees images;

◦ FP: number of non-pollen-bearing honeybees
images that are misclassified as pollen-bearing
honeybees images;

◦ FN: number of pollen-bearing honeybees im-
ages that are misclassified as non-pollen-
bearing honeybees images;

◦ TN: number of non-pollen-bearing honeybees
images that are properly classified as non-
pollen-bearing honeybees images.

• Loss (Binary Cross Entropy) is calculated as follows:

Loss =
−1

N

N∑
i=1

(yilogepi + (1− yi) loge (1− pi))

(5)
where

◦ N is the number of images;
◦ yi is the real label of the ith image (yi = 1 if

the i− th image is a pollen-bearing honeybee
image; yi = 0 if the i − th image is a non-
pollen-bearing honeybee image);

◦ pi is the probability of the event predicting
the i− th image as a pollen-bearing honeybee
image (1 − pi is the probability of the event
predicting the i − th image as a non-pollen-
bearing honeybee image).

• AUC-ROC: one of the most important evaluation
metrics for checking any classification model’s per-
formance is calculated as the area under the ROC
(Receiver Operating Characteristics) curve.

From the above definitions, the larger the values of Pre-
cision, Recall, F1-score, Accuracy, and AUC-ROC, and the
smaller the value of Loss, the better the model is at classifying
classes in a dataset.
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TABLE III. THE PERFORMANCE OF CNN-BASED MODELS ON THE FIRST
SCHEME OF SPLITTING THE POLLEN DATASET

Method Precision Recall F1-score Accuracy Loss AUC-ROC
VGG16 ([6]) - - - 87.20 - -
VGG16 ([5]) - - - 94.80 - -
VGG16 (ours) 98.67 98.58 98.61 98.61 10.86 0.9994
VGG19 ([6]) - - - 90.20 - -
VGG19 ([5]) - - - 98.20 - -
VGG19 (ours) 96.48 96.24 96.29 96.30 14.99 0.9961
Resnet50 ([6]) - - - 61.70 - -
Resnet50 ([5]) - - - 86.60 - -
Resnet50 (ours) 99.53 99.55 99.54 99.54 4.91 0.9955
Proposed CNN 100.00 100.00 100.00 100.00 1.32 1.0000

TABLE IV. THE EXECUTION TIME OF CNN-BASED MODELS ON THE
FIRST SCHEME OF SPLITTING THE POLLEN DATASET

Method Training time (s) Testing time (s)
VGG16 272.830 133
VGG19 265.359 167
Resnet50 7471.634 39
Proposed CNN 150.543 6

C. Experimental Results and Discussion

The performance of the proposed method and the corre-
sponding execution time on the first scheme of splitting the
Pollen dataset is presented in Table III and Table IV. For the
purpose of comparison, we also show the performance and the
execution time of other CNN-based transfer learning methods
using the same dataset in the literature.

Several important remarks can be drawn from these tables
as follows.

• The proposed CNN model provides the best perfor-
mance in terms of all the metrics. Although the use of
other CNN-based models results in quite an impressive
efficiency (for instance, an accuracy of 99.54% with
Resnet50, and 98.61% with VGG16), our proposed
method can still achieve higher performance, with
an absolute efficiency of 100% for the metrics of
Precision, Recall, F1-score, and Accuracy, and the
maximum value is 1 for the metric of AUC-ROC.
It also leads to the smallest value of the Loss of
1.32. This means the proposed model can accurately
recognize all pollen-bearing and non-pollen-bearing
honeybee images in the Pollen dataset.

• After correcting the mislabeled images, the accuracy
of other CNN-based models is generally improved.
For example, based on the original Pollen dataset, the
Resnet50 model in [6] and [5] provided an accuracy of
61.70% and 86.60%, respectively. Meanwhile, on the
corrected dataset, it can reach an accuracy of 99.54%.

• Thanks to its simple architecture with fewer layers
than some other CNN architectures such as VGG16,
VGG19, and Resnet50, the proposed model also re-
duces significantly the execution time for both training
and testing processes. Indeed, it took only 150.543
seconds for training and 6 seconds for testing. Mean-
while, the second-fastest models asked for about
265.359 seconds for training (VGG19) and 39 seconds
for testing (Resnet50), which are significantly slower
than the proposed model, as can be seen in Table IV.
This finding has a practical meaning as it allows the

designing of efficient real-time recognition systems of
pollen-bearing honeybees.

Fig. 6 and Fig. 7 show the curves of the training and
validation accuracy, and the training and validation loss of
the models compared. As can be seen from these figures,
the proposed CNN model gives a higher performance than
the other models. This is accordant with the results discussed
above.

Fig. 6. Training and validation accuracy curve.

Fig. 7. Training and validation loss curve.

In Tables V and VI, we present the experimental results
obtained from using the second scheme of splitting the Pollen
dataset at the ratio 5:1:4. Since the scheme has not been con-
sidered in previous studies, we present the performance of our
experiments only. The same result as the first scheme can also
be witnessed in these two tables where our proposed method
still brings the best Precision, Recall, F1-score, Accuracy, and
Loss in the fastest processing time. However, the performance
of all models, in this case, has been reduced a bit compared
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TABLE V. THE PERFORMANCE OF CNN-BASED MODELS ON THE
SECOND SCHEME OF SPLITTING THE POLLEN DATASET

Method Precision Recall F1-score Accuracy Loss AUC-ROC
VGG16 98.27 98.25 98.26 98.26 9.24 0.9961
VGG19 97.61 97.54 97.57 97.57 13.03 0.9941
Resnet50 95.73 95.40 95.47 95.49 9.58 0.9966
Proposed CNN 98.95 98.99 98.96 98.96 8.02 0.9921

TABLE VI. THE EXECUTION TIME OF CNN-BASED MODELS ON THE
SECOND SCHEME OF SPLITTING THE POLLEN DATASET

Method Training time (s) Testing time (s)
VGG16 217.666 179
VGG19 241.568 223
Resnet50 6295.647 49
Proposed CNN 123.874 10

to the first scheme. For example, the proposed model does not
achieve an absolute accuracy as in the first scheme, instead,
it decreases to 98.96%. This result can be explained by the
reduced number of samples in the training set. As a result, the
model learns less from the training set, resulting in reduced
classification performance.

V. CONCLUSION

In this paper, we have proposed a novel convolutional
neural network model for classifying pollen-bearing and non-
pollen-bearing honeybee images. Rather than using complex
and pre-trained CNN models, we design a basic CNN ar-
chitecture with a few layers, leading to a lighter and also
more efficient model. We have also corrected some mislabeled
samples from a widely used dataset in the literature. The
performance of the proposed CNN model has been investigated
and compared with other models based on this corrected
dataset. The obtained results have shown that our method
leads to the best performance in terms of both accuracy and
execution time. In particular, it could identify correctly 100%
all the pollen-bearing and non-pollen-bearing honeybee images
from the testing set in the shortest time.

There are still several limitations that should be considered
before deploying the use of the proposed model in designing
automated systems to recognize pollen-bearing honeybees in
practice. For example, the efficiency of the model was verified
based on a small dataset that contains 714 images only.
Its performance should be validated on other datasets with
larger sizes. In addition, the choice of hyperparameters of the
proposed architecture is suitable for the current dataset, but
may not be for other datasets. Therefore, it would be better to
have another method to find hyperparameters that are optimal
for each dataset. From this point of view, some optimization
algorithms such as Random search or Bayesian optimization
could be applied for future work. In addition, the model can
be applied to process honeybee images for some other related
tasks, like counting the number of pollen-bearing honeybees
(for the purpose of measuring the amount of pollen carried
by honeybees to the hive), classifying pollen, or recognizing
disease-carrying honeybees. However, its performance needs
to be verified for each specific situation.
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Tomato Disease Recognition: Advancing Accuracy
Through Xception and Bilinear Pooling Fusion
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Abstract—Accurate detection and classification of tomato
diseases are essential for effective disease management and
maintaining agricultural productivity. This paper presents a novel
approach to tomato disease recognition that combines Xception,
a pre-trained convolutional neural network (CNN), with bilinear
pooling to advance accuracy. The proposed model consists of two
parallel Xception-based CNNs that independently process input
tomato images. Bilinear pooling is applied to combine the feature
maps generated by the two CNNs, capturing intricate interactions
between different image regions. This fusion of Xception and
bilinear pooling results in a comprehensive representation of
tomato diseases, leading to improved recognition performance.
Extensive experiments were conducted on a diverse dataset of
annotated tomato disease images to evaluate the effectiveness of
the suggested approach. The model achieved a remarkable test
accuracy of 98.7%, surpassing conventional CNN approaches.
This high accuracy demonstrates the efficacy of the integrated
Xception and bilinear pooling model in accurately identifying
and classifying tomato diseases. The implications of this research
are significant for automated tomato disease recognition systems,
enabling timely and precise disease diagnosis. The model’s excep-
tional accuracy empowers farmers and agricultural practitioners
to implement targeted disease management strategies, minimizing
crop losses and optimizing yields.

Keywords—Tomato disease recognition; Xception; Bilinear
pooling; convolutional neural networks; disease management

I. INTRODUCTION

Tomato plants are a vital crop worldwide, serving as a
staple in numerous cuisines and contributing to global food
security. Besides, regular consumption of tomatoes can con-
tribute to improved health and a decreased susceptibility to
various ailments, including cancer, osteoporosis, and cardio-
vascular disease. Those who incorporate tomatoes into their
diet on a consistent basis are found to have a lower likelihood
of developing cancer, encompassing lung, prostate, stomach,
cervical, breast, oral, colorectal, esophageal, pancreatic, and
several other forms of cancer [1]. However, tomato harvests
are at risk of a variety of diseases that can cause significant
yield losses and quality deterioration. Early and reliable identi-
fication of such diseases is necessary for implementing timely
disease management strategies and minimizing agricultural
losses. Tomato diseases are a significant concern for tomato
growers worldwide, including Vietnam [2], [3], [4].

Techniques derived from Machine Learning (ML) and
Deep Learning (DL) have been extensively utilized in image
recognition across diverse domains, including agriculture [5],
[6], medicine [7], [8], self-driving cars [9], [10], etc. Numerous
studies have explored the application of these technologies to
achieve accurate image recognition in these respective fields.

The purpose of this paper is to address the crucial need
for accurate classification of tomato diseases in order to effec-
tively manage them and maintain agricultural productivity. The
study presents a novel approach to tomato disease recognition
by combining Xception, a pre-trained convolutional neural
network (CNN), with bilinear pooling to enhance accuracy.
Extensive experiments were conducted on a diverse dataset of
annotated tomato disease images to evaluate the effectiveness
of the suggested approach. The model obtained an impressive
test accuracy of 98.7%.

The paper is structured as follows: Section II offers an
extensive literature review, presenting pertinent background
information. Section III details the methodology utilized for
Tomato Disease Recognition, including the Data Set, Data
Preparation, and Model Evaluation Metrics. Section IV de-
scribes the experimental system and final results. Lastly,
Section V concludes the study by summarizing the findings
and providing concluding remarks. Section VI gives future
directions of research.

II. RELATED WORKS

In recent years, improvements in DL techniques, par-
ticularly convolutional neural networks (CNNs) and transfer
learning models (TL), have shown promising results in au-
tomating disease recognition tasks in agriculture. Zahid Ullah
et al. [11] presents a hybrid deep learning approach, EffiMob-
Net, combining EfficientNetB3 and MobileNet models with
techniques to handle overfitting, achieving a 99.92% accuracy
in accurately detecting tomato leaf diseases. This study [12]
utilizes pre-trained CNNs, specifically Inception V3 and In-
ception ResNet V2, to classify healthy and unhealthy tomato
leaf images, achieving high accuracy (99.22%) and low loss
(0.03%) with dropout rates of 50% and 15%, respectively.
Sachin Kumar et al. [13] utilized a dataset of 6,594 tomato
leaves, including six disease classes and one healthy class,
from Plant Village, and achieved a significant accuracy of
96.35% using the ResNet-50 model. The authors in [14] sug-
gest a method for classifying tomato leaf diseases employing
transfer learning and feature concatenation by leveraging pre-
trained kernel from MobileNetV2 and NASNetMobile models.
They extract features from these models, concatenate them, and
then reduce the dimensionality using kernel principal compo-
nent analysis. The effectiveness of the concatenated features
is confirmed through experimental results, with multinomial
logistic regression achieving the best performance among the
evaluated traditional machine learning classifiers, achieving an
average accuracy of 97%.

The authors in the article [15] focus on developing a com-
bined model for identifying tomato diseases utilizing image
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data. Seven architectures, including VGG16, ResNet50, and
various EfficientNet models, are evaluated for performance
using transfer learning. The best-performing models are then
combined using a weighted average ensemble, resulting in a
suggested model with an accuracy of 98.1%. Nagamani H S
et al. in the study [16] explores the identification of diseases
affecting tomato leaves using ML techniques, including Fuzzy-
SVM, CNN, and Region-based Convolutional Neural Network
(R-CNN). Various image processing and feature extraction
methods are employed, and R-CNN achieves the greatest
accuracy of 96.735% in classifying different disease types. In
this study [17], a DL model combining CNN and SVM is
deployed to recognize and categorize tomato leaf images into
8 classes, including 7 prevalent diseases and a healthy class.
The model is trained on a dataset of 8,000 photos and achieves
an accuracy of 92.6% by utilizing CNN for feature extraction
and SVM for classification.

Sanjeela Sagar et al. in this paper [18] presents an experi-
mental study comparing traditional ML algorithms (RF, SVM,
NB) with a deep learning CNN algorithm in order to classify
tomato leaf disease. The results show that the CNN approach
outperforms traditional methods, achieving over 95% accuracy
in detection and classification. the authors in the article in
this study [19] focus on using CNN methods, specifically the
VGG model, for the detection of Multi-Crops Leaf Disease
(MCLD). The trained model successfully classifies disease-
affected leaves with high accuracy, achieving 98.40% accuracy
for grapes and 95.71% accuracy for tomatoes. In this paper
[20], the authors conduct a thorough evaluation of deep-
learning approaches utilizing pre-trained CNN models and the
PyTorch framework for classifying instances of diseases af-
fecting tomato plants. Several models, including EfficientNet-
B0, ResNext-50-32x4d, and MobileNet-V2, were tested, and
ResNext-50-32x4d achieved the highest accuracy of 90.14%.

The paper in [21] presents an approach for classifying
seven different types of tomato illnesses using DL models
trained on a dataset of 10,448 images. The trained models
demonstrated high accuracy, with the best testing precision
reaching 95.71%. Sakkarvarthi, Gnanavel, et al in the arti-
cle [22] proposes a deep-learning-based agricultural disease
detection technique, employing a CNN approach in order to
detect and classify diseases. The model, consisting of a pair of
convolutional and pooling layers, exceeded the performance of
the pre-trained InceptionV3, ResNet 152, and VGG19 models,
achieving 98% training accuracy and 88.17% testing accuracy.
In this paper [23], Singh, Rahul, et al. utilizes transfer learning
with the EfficientNetB3 model for leaf classification, using a
dataset of 11 different leaf types collected from an internet
database. With a batch size of 32, the model is trained
for 15 iterations and evaluated using the Adam optimizer,
achieving an accuracy of 0.94. Sultana, Irene, et al. [24]
present a dataset of 14,529 tomato leaf images containing
ten different infections. InceptionV3 and ResNet-50 serve
as employed learning algorithms, leveraging transfer learning
techniques to train a classifier. The proposed deep learning
model achieves promising results with an 85.52% accuracy
rate for InceptionV3 and 95.41% for ResNet-50. The study
in [25] aims for the purpose of identifying the presence of
early blight infestation affecting tomato plants using a CNN
approach. Various image processing techniques are applied to
refine the dataset, and the CNN model is trained and evaluated

using different performance metrics, achieving a high accuracy
of 98.10% with specific hyperparameters. The article [26]
presents a CNN model that combines elements of different
approaches for classifying diseases in tomato leaf images,
utilizing well-known CNN architectures and feature transfer
techniques. The suggested approach obtains high accuracy
rates of 98.3% and 96.3% for both the dataset specifically
designed for detecting tomato leaf diseases and the dataset
collected in Taiwan, respectively.

The purpose of this study is to introduce an innovative
method for tomato disease recognition by combining Xception,
a pre-trained CNN, with bilinear pooling to enhance accuracy.
The proposed model incorporates two parallel Xception-based
CNNs that independently process tomato images and utilizes
bilinear pooling to capture complex interactions between im-
age regions. This fusion of Xception and bilinear pooling
yields a comprehensive representation of tomato diseases,
resulting in improved recognition performance.

III. METHODOLOGY

A. Data Collection and Preparation

In this research, a dataset comprising 32,535 images was
used, obtained from the PlantVillage dataset [27] and Kaggle.
The Tomato Disease dataset consists of 10 diseases and 1
healthy class, including Late blight (Class1), healthy (Class2),
Early blight (Class3), Septoria leaf spot (Class4), Tomato
Yellow Leaf Curl Virus (Class5), Bacterial spot (Class6),
Target Spot (Class7), Tomato mosaic virus (Class8), Leaf Mold
(Class9), Spider mites Two-spotted spider mite (Class10), and
Powdery Mildew (Class11).

The examples of tomato disease pictures from the dataset
are displayed in Fig. 1, and Fig. 2 illustrates the distribution
of the dataset. Before training and evaluating the model, the
images are preprocessed by resizing them to 224x224 and
applying an image preprocessing function. The dataset is then
split into 25,851 photos for the training dataset, 4,010 photos
for the validation dataset, and 2,674 photos for the test dataset.

B. Proposed Model

This paper introduces a novel approach for accurate clas-
sification of tomato diseases using a model that combines
Xception [28], a pre-trained CNN, with bilinear pooling. The
proposed model consists of two parallel Xception-based CNNs
that independently process tomato images, with bilinear pool-
ing capturing intricate interactions between different regions
of the images. The model aims to accurately classify images
into 11 different classes.

The proposed model is based on the Xception architecture.
It takes an input image of size 224x224x3. The model consists
of two parallel Xception layers that process the input image
independently, resulting in two sets of feature maps with
dimensions 7x7x2048. These feature maps are then combined
by the so-called bilinear pooling layer (by taking their outer
product). An average pooling layer is applied to reduce the
spatial dimensions to 1x1 while preserving the depth of 2048.
The output is flattened to a 1D vector of size 2048.

Next, a batch normalization layer is used, followed by a
256-unit dense layer. A dropout layer is introduced to prevent
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Fig. 1. Sample tomato disease in tomato disease dataset.

Fig. 2. A dataset distribution.

www.ijacsa.thesai.org 1047 | P a g e



(IJACSA-International Journal of Advanced Computer Science and Applications),
Vol. 14, No. 8, 2023

Fig. 3. The model proposed for classifying tomato diseases.

overfitting, and another dense layer with 11 units (matching
the number of classes) is added as the final output layer. Fig.
3 shows the suggested model.

In the suggested model, a learning rate (LR) scheduling
strategy [29] is integrated into the training phase. LR schedul-
ing is a dynamic technique that adapts the LR, determining
the size of the steps taken in the gradient descent optimization
algorithm, during the model’s training process. The objective
of this approach is to improve the model’s convergence by
gradually decreasing the LR as training progresses.

In this specific model, the LR is reduced by a factor of 0.5
after two epochs, allowing for adjustments if training accuracy
does not show improvement. To mitigate the risk of overfitting,
the architecture of the model utilizes regularization techniques,
which aid in avoiding overfitting and improving the overall
performance of the model. These measures are crucial for real-
world applications where optimal performance is of utmost
importance.

The proposed model exhibits a substantial parameter
count, with a total of 42,258,523 parameters. Among these,
42,145,371 parameters are trainable, meaning they are opti-
mized and adjusted during the training process to enhance
the model’s performance. Additionally, there are 113,152 non-
trainable parameters, which consist of fixed or pre-defined
values that remain unchanged during training.

The suggested model and its underlying architecture can
be visualized in Fig. 4, while Fig. 5 provides a comprehensive
representation of important details. This includes information
about the model’s layers, the output shape, the trainable pa-
rameter count, and the overall number of trainable parameters
that are examined for each layer in the model.

Fig. 4. The suggested model architecture proposed in this study.

C. Performance Evaluation Measures

The performance of the proposed integrated Xception and
bilinear pooling model was comprehensively evaluated using
a range of essential metrics. Precision, which quantifies the
ratio of correctly predicted positive instances to the total
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Fig. 5. The layers of suggested model.

predicted positive instances, reflected the model’s ability to
minimize false positives in classifying tomato diseases. Recall,
capturing the ratio of correctly predicted positive instances to
the actual total positive instances, demonstrated the model’s
proficiency in identifying all relevant disease cases. The F1-
score, a harmonic mean of precision and recall, provided
a balanced assessment of the model’s precision-recall trade-
off. Accuracy, a fundamental measure in classification tasks,
gauges the proportion of correctly predicted instances out of
the total instances in the dataset. In the context of tomato
disease recognition, accuracy indicates the model’s overall
correctness in identifying and classifying different disease
types from input tomato images.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 − Score =
Precision ∗Recall

Precision+Recall
(4)

In which, TP represents True Positive, TN signifies True
Negative, FP represents False Positive, and FN stands for False
Negative.

IV. RESULTS

A. Environmental Settings

The experimental results were obtained by conducting the
experiments on the Kaggle platform. The system used for the
experiments had 13GB of RAM and a GPU Tesla P100-PCIE
with 16GB of memory. The training of the model spanned
across 30 epochs, and a batch size of 32 was used during the
training process.

B. Evaluation Overall

The confusion matrix, showcasing the results of the pro-
posed model, is presented in Fig. 6 and Fig. 7. Additionally,
Fig. 8 and Fig. 9 illustrate the performance metrics, such as
loss and accuracy, that were evaluated during both the model’s
training and validation stages. The model achieves its highest
accuracy at the 17th epoch and exhibits the lowest loss at the
28th epoch.

Fig. 6. Proposed model for tomato disease classification.

Fig. 7. Proposed model for tomato disease classification (%).

The classification report Table I provides a detailed analysis
of the evaluation metrics for each tomato disease class. It
includes various metrics like precision, recall, and F1-score,
which assess the model’s accuracy in identifying specific
diseases.

Table II provides a comprehensive analysis of the suggested
model in comparison to other state-of-the-art methods tackling
similar problems. The results indicate that the proposed model
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TABLE I. CLASSIFICATION REPORT

Class Precision Recall F1-Score Support
Bacterial spot 0.99 0.99 0.99 293
Early blight 0.97 0.95 0.96 257
Late blight 0.99 0.98 0.99 317
Leaf Mold 0.99 0.99 0.99 296
Septoria leaf spot 0.97 0.99 0.98 298
Spider mites Two-spotted spider mite 1.00 0.99 1.00 174
Target Spot 0.99 0.99 0.99 183
Tomato Yellow Leaf Curl Virus 1.00 0.99 1.00 199
Tomato mosaic virus 0.99 0.98 0.98 234
healthy 0.98 1.00 0.99 322
powdery mildew 1.00 0.99 1.00 101

TABLE II. A COMPARISON OF OUR PROPOSED MODEL WITH
CONTEMPORARY APPROACHES ON SIMILAR PROBLEMS

The study Dataset Method of Use Accuracy
[21] Plantvillage dataset CNN model 95.71%
[14] PlantVillage dataset MobileNetV2 and NASNetMobile 97%
[13] PlantVillage dataset ResNet-50 96.35%
[15] Plantvillage dataset Wavelet-like Auto-Encoder (WAE) 98.1%
[19] Plantvillage dataset VGG16 95.71%
[18] Plantvillage dataset Inception v3 95%
[22] Plantvillage dataset CNN model 88.17%
This study Plantvillage dataset Xception and Bilinear Pooling 98.7%

achieved superior performance surpassing all other techniques
mentioned in the table.

Fig. 8. Training and validation accuracy plot of the suggested model.

V. CONCLUSION

In conclusion, the proposed approach combining Xception-
based CNNs and bilinear pooling demonstrates significant
advancements in accurately detecting and classifying tomato
diseases. With a remarkable test accuracy of 98.7%, surpassing
conventional CNN approaches.

In Table I, the precision values indicate the accuracy of
positive predictions for each class, ranging from 0.97 to 1.00.
A higher precision value suggests a lower rate of false positive
predictions.

Fig. 9. Training and validation loss plot of the suggested model.

The recall values reflect the ability of the model to correctly
identify positive instances for each class. The range of recall
values varies from 0.95 to 1.00, indicating a high level of
accuracy in capturing true positive instances.

The F1-scores, which represent the precision-recall har-
monic mean, provide an overall measure of the model’s
performance for each class. The F1-scores range from 0.96 to
1.00, indicating a strong balance between precision and recall.

This comparison data demonstrates that the suggested
model performs well across multiple classes, with consistently
high precision, recall, and F1-scores. These metrics indicate
the model’s effectiveness in accurately identifying and classi-
fying the different classes in the dataset.

This integrated model empowers farmers and agricultural
practitioners with timely and precise disease diagnosis, en-
abling them to implement targeted disease management strate-
gies and optimize yields. The successful integration of these
techniques showcases the potential of advanced deep learning
methods in automated tomato disease recognition, contributing
to the advancement of agricultural systems.

VI. FUTURE WORKS

Building upon the innovative approach presented in this
paper, future research directions in the field of agricultural
disease recognition can explore several promising avenues.
Firstly, investigating the generalizability of the proposed Xcep-
tion and bilinear pooling model to other crops and diseases
holds great potential. Additionally, refining the model’s inter-
pretability and explainability could enhance its usability by
providing insights into the features and regions contributing
to disease classification. Exploring techniques like attention
mechanisms or saliency maps could shed light on the decision-
making process of the model, enabling users to trust and fine-
tune its predictions.
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Abstract—This research aims to improve the process of finding
alternative drugs by utilizing artificial intelligence algorithms. It is
not an easy task for human beings to classify the drugs manually,
as this requires much longer time and more effort than doing it
using classifiers. The study focuses on predicting high-quality
medical drug data by considering ingredients, dosage forms,
and strengths as features. Two datasets were generated from
the original drug dataset, and four machine learning classifiers
were applied to these datasets: Random Forest, Support Vector
Machine, Naive Bayes, and Decision Tree. The classification
performance was evaluated under three different scenarios, which
varied the ratio of the training and test data for both datasets,
as follows: (i) 80% (training) and 20% (test dataset), (ii) 70%
(training) and 30% (test dataset), and (iii) 50% (training) and
50% (test dataset). The results indicated that the Decision Tree,
Naive Bayes, and Random Forest classifiers showed superior
performance in terms of classification accuracy, with over 90%
accuracy achieved in all scenarios. The results also showed that
there was no significant difference between the results of the
two datasets. The findings of this study have implications for
streamlining the process of identifying alternative drugs.

Keywords—classification; alternative drugs; medical; decision
tree; Support Vector Machine; Naive Bayes; Random Forest

I. INTRODUCTION

Computers have brought significant technical improve-
ments that have resulted in the creation of huge amounts of
data, particularly in pharmaceutical and healthcare systems.
The availability of huge amounts of data has increased the need
for data mining techniques to produce useful knowledge [1].
Accurate analyses of medical drug data are required to discover
appropriate alternative medication for a patient, which is
gaining with increasing data in the health care and biomedical
communities [2][7].

Raw drugs data requires a clear description and interpre-
tation for analysis purposes, this is to find the similarities
between drugs that have the same properties and then to find
the alternative drugs [2]. The drugs data has many different
attributes collected from different sources. The heterogeneity
of drug sources, and the variation of their types, made it an
uneasy task for human beings to classify the drugs manually
as this needs much longer time and more effort than doing it
using classifiers. One of the biggest problems is that big data
processing and analysis are challenging to acquire meaningful
data to support an accurate medical drug practice [10]. As
a result, automated medicines classifiers can assist pharma-
cists and clinicians in prescribing an acceptable replacement

prescription if the desired drug is unavailable, as long as the
alternative drug has the same constituent name [1][29].

Quality medical drug data refers to accurate and reliable
information about medications, including their uses, dosage,
side effects, interactions, and other important details. This
information is used by healthcare professionals, researchers,
and patients to make decisions about the use and prescribing
of drugs. Quality drug data is essential for ensuring safe
and effective medication use and is typically obtained from
reputable sources such as the FDA, the WHO, and medical
literature [1].

Artificial intelligence (AI) can play a role in the collection,
analysis, and dissemination of quality medical drug data. For
example, AI algorithms can be exploited to mine large amounts
of data from various sources, such as clinical trials, and
electronic health records, to identify patterns and generate new
insights about drugs [14]. AI can also be used to support drug
discovery and development by identifying potential new drug
candidates, predicting their efficacy and safety, and optimizing
their formulation and delivery. AI models can also be used in
drug safety monitoring by analyzing electronic health records,
clinical trial data, and spontaneous reports to detect safety
signals and identify potential risks associated with drugs [24].
Moreover, AI-based chatbots can be used to provide patients
with personalized information about their medications, includ-
ing dosage instructions, potential side effects, and interactions
with other drugs. Overall, AI can help to improve the quality of
medical drug data by enabling faster, more accurate, and more
complete data analysis, and by providing new ways to access
and use this information. Many ongoing AI research projects
aim to improve the quality of medical drug data, such as
Insilico [28]. Medicine [27], Exscientia [25], DeepChem [17],
and Numerate [26] all of these focused on drug discovery and
development.

Pharmacies and other medical professionals can benefit
from using an alternative drugs model by assisting them in
classifying drugs based on their chemical properties. Such a
proposed model would remarkably shorten the time to identify
alternative medicines if the original is not found [1]. It also
helps people who are looking for a drug with a lower price and
cannot afford to purchase the original drug. So, the proposed
model can help them to identify other drugs alternatives that
are more affordable to them at the same time, and such options
have similar chemical properties to the original option [2].
This research aims to predict alternative medical drug using
AI algorithms. The alternative drug has the same chemical
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characteristics as the original drugs using several features
such as Ingredients, Dose Forms, and Strengths. This goal
can be accomplished by proposing a conceptual approach for
classifying structured medical data using Machine Learning
(ML) algorithms: Random Forest (RF), Naive Bayes (NB),
Decision Tree (DT), and Support Vector Machine (SVM).
This aim can be accomplished by considering the following
objectives: (i) to investigate the performance of the different
classifiers mentioned above. (ii) to investigate the quality of
raw data in terms of data amount, diversity, and minimization.
(iii) to propose a conceptual approach for classifying structured
medical data using machine learning.

The main contribution that can be provided by the proposed
method is in the following: (i) propose an efficient method that
is used to deal with semi-structured data and transform it into
a structured format, which is a meaningful format used with
the classifiers. (ii) provide a new way that is used to label the
input drugs according to their properties based on two rules.
Each labeling rule takes into account a specific combination of
attributes. (iii) investigate the use of different classifiers, study
their effect on the accuracy of predicting the correct drugs as
well as compare their performances.

The remainder of this paper is structured as follows:
Section II presents different machine learning algorithms and
discusses their importance in such a study. The third Section III
illustrates the related previous work. In Section IV, the pro-
posed approach, four main steps used to build the prediction
model is presented and explained. The experimental results
and discussion is discussed in Section V. Lastly, Section VII
presents our work’s conclusion and future work.

II. BACKGROUND

Predictions from AI refer to forecasts or estimates made
by an artificial intelligence (AI) system. These predictions
can be made using a variety of techniques, such as machine
learning, deep learning, or natural language processing [7]. The
accuracy of these predictions will depend on the quality of the
data used to train the AI model, as well as the complexity of
the model itself. Some examples of predictions made by AI
include stock market forecasting, weather forecasting, image
or speech recognition, and many more [11][16]. Furthermore,
the quality of the data that has been processed and analyzed
by a machine learning model to make predictions or forecasts.
The quality of the predictions will depend on the accuracy of
the model, as well as the quality of the input data used to train
the model [24].

Predicting the efficacy and safety of a medical drug is
an important task in the drug development process. Artificial
intelligence can be used to help predict the effectiveness of
a drug by analyzing large amounts of data from preclinical
and clinical trials. This includes things such as genetic data,
demographics of the patient, and laboratory results [14]. In
addition, artificial intelligence can be used to identify potential
side effects and interactions with other drugs. One of the popu-
lar methods is using machine learning (ML) models to analyze
data from drug trials and electronic health records (EHRs) to
identify patterns that may indicate a drug’s efficacy or potential
side effects. Another approach is to use deep learning models
to analyze the chemical structure of the drug and predict its

potential interactions with other molecules in the body. It is
worth noting that AI-based predictions for medical drugs are
still in the early stage, and many pharmaceutical companies are
actively researching and developing new methods for using
AI in drug development. Under the umbrella of AI in drug
scope encompass, two branches of drugs are drug discovery
and predicted drug.

Drug discovery is a process for identifying and developing
new medications while predicting drug efficacy and safety
refers to using artificial intelligence techniques to analyze
data to make predictions about how a drug will perform in
preclinical and clinical trials [29]. Drug discovery involves
identifying potential drug targets, synthesizing and testing
new compounds, and conducting preclinical and clinical trials
to determine a drug’s efficacy and safety. This process can
take many years and involve a significant investment of time
and resources [5]. On the other hand, using AI to predict
drug efficacy and safety involves analyzing data from various
sources, such as preclinical trial results, electronic health
records, and genetic data, to identify patterns that may indicate
a drug’s effectiveness or potential side effects. This can be
done more quickly and efficiently than traditional methods
and can help reduce the cost and time associated with drug
development [1] [2]. In summary, drug discovery is the process
of identifying and developing new drugs from scratch, while
using AI to predict drug efficacy and safety is a way to analyze
existing data and make predictions about how a drug will
perform in preclinical and clinical trials.

Also, this section provides the necessary background to
understand how the following classifiers work: Random Forest
(RF), Naive Beyes (NB), Decision Tree (DT), and Support
Vector Machine (SVM).

Random Forest. Random forest is a learning algorithm for
classification and regression tasks. It works by building multi-
ple decision trees at training time, which is the cornerstone for
the classification or discrimination regression processes. These
multiple decision trees use RF to ensure accurate and reliable
prediction [21].

Naive Bayes. Naive Bayes is one of the most famous
machine learning algorithms, data analysis, and classification.
Specifically, it can be characterized by rapid processing and
efficiency in forecasting processes. This classifier is based
on the statistical concept, Bayes’ theorem. It computes the
probability of a given result by verifying what is available
and known as Naive because it adheres to the independence
assumptions principle. As a result, the relationships between
all attributes and features are thought to be independent of one
another [18]. So that the Naive Bayes model is trained with
the data and its characteristics available in the databases. The
model then determines the type of new records and classifies
them based on the data and statistics available to it. The
formula for Naive Bayes is [18]:

P (C|X) =
(P (X|C)P (C))

(P (X))
(1)

Decision Tree. A decision tree is a supervised learning
algorithm that continuously divides data according to a specific
parameter. As it is a tree that looks like a flow chart that
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contains a node called the root and has no edges, while all
other nodes have edges and are called leaves (also known as
decision nodes) [22][3].

Support Vector Machine. Finding a hyperplane that catego-
rizes the data points in N-dimensional space (N: the number of
features) is the goal of the support vector machine algorithm
(SVM) [9]. After constructing the hyperplanes, the SVM
determines the boundaries between the input classes and the
input elements [6].

III. RELATED WORK

There is ongoing research in using AI to predict drug
efficacy and safety. Here are the most recent and relevant
related works in this field.

One approach is using machine learning (ML) models to
analyze data from drug trials and electronic health records
(EHR) to identify patterns that may indicate the efficacy or
potential side effects of a drug. Nature Medicine used an ML
model to analyze data from a clinical trial of a drug to treat
Alzheimer’s disease and was able to predict which patients
would respond well to the drug with high precision [5][20].

Another approach is to use deep learning models to analyze
the chemical structure of a drug and predict its potential
interactions with other molecules in the body [31]. These
models can be trained on large datasets of chemical compounds
and their known interactions with proteins, enzymes, and other
molecules, to predict potential interactions of new compounds.
A deep learning model called a graph convolutional neural
network (GCNN) was trained on a dataset of known drug-
protein interactions and then used to predict potential inter-
actions of new compounds with a protein called cytochrome
P450 3A4 (CYP3A4). The results showed that the model was
able to predict potential interactions with high accuracy [19].
Similar research purposes are in [32], a deep learning model
called a graph attention network (GAT) was trained on a
dataset of known drug-protein interactions and then used to
predict potential drug-protein interactions. The results showed
that the model was able to predict potential interactions with
high accuracy and outperformed traditional machine learning
methods.

In [2], Alzyadat et al. proposed an approach to predict a
targeted drug for the variety of large data structures measured
by a stability scale in the preprocessing phase. Their approach
performs quality data analysis using correlation methods to
identify feature choices related to mapping data, which con-
cerns the basic methods for predicting data based on the K-
mean cluster and decision tree. The result of the prediction
of the target drug was used as a principal component analysis
(PCA) by distance value.

In [1], Al-Hgaish et al. proposed an approach based on the
K-Mean algorithm to maintain the quality of medical drug data
toward meaningful data in the data lake by clustering big data
scope. The K-Mean clustering is used to form different clus-
ters. Each cluster that was produced represents an alternative
drug that is compatible with data lake components. The results
show that the approach presented in their paper has achieved
92.7% accuracy.

In [12], Huang et al. proposed an approach to classify un-
known drugs and provide assistance for drug screening during
the development process. They collected a drug dataset using
a web crawler. Based on this dataset, the authors derived an
equation to calculate the similarity between drugs and defined
similarity calculation equation parameters from a subset of the
data. Drug data was categorized using the KNN (K closest
neighbor) classifier based on drug similarities. The findings
demonstrated that the suggested drug classification model can
achieve a 77.7% accuracy value.

In [13], using the DrugBank dataset, Ibrahim et al. sug-
gested a similarity-based machine learning system named
“SMDIP”. To describe the sparse feature space, they computed
drug-drug similarities using an evaluation metric for the avail-
able biological and structural information on DrugBank. The
chosen DDI (Drug-Drug Interaction) key features are subjected
to the deployment of six different ML model types. With
the following results: Precision 82%, Recall 62%, F-measure
78%, and Accuracy 79%, SMDIP has demonstrated favorable
prediction performance when compared to relevant studies.

In [8], Dang et al. used data consisting of approved drugs of
histamine antagonists that are connected to 26,344 Drug-Drug
Interactions (DDI) pairs from the DrugBank database. Several
classifiers such as Random Forest, Naive Bayes, Logistic
Regression, Decision Tree, and XGBoost were used with five-
fold cross-validation to approach a large-scale DDIs prediction
among histamine antagonist drugs. According to the prediction
performance, their model performed better than previously
published works on DDI prediction with the best Precision
of 78.8%, Recall of 92.1%, and F1-score of 83.8% among 19
given DDIs types.

The differences between our work with other studies are
as follows:

1- A new methodology not used before in the previous
studies to achieve the aim of this study by using the
two datasets produced from the original dataset.

2- To the best of our knowledge, we have not come across
any study conducted by using the four classifiers that
are used in this study, especially, on this dataset (i.e.
FDA) in order to achieve the aim.

IV. THE PROPOSED APPROACH: BUILDING PREDICTION
MODEL

The proposed approach is presented in this section. In
the beginning, we give a holistic view of the approach. The
approach’s steps are then detailed in subsequent subsections.

A. Overview

The essential steps of the proposed medicine categorization
approach are explained in this section. Fig. 1 shows the four
steps for the suggested model after importing the dataset to
obtain an alternative drug. These steps are as follows: 1)
pre-processing, 2) feature extraction, 3) applying heuristic-
based rules, and 4) applying different classifiers with different
scenarios The following is an explanation of the proposed
approach, which consists of the following steps:
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Fig. 1. An overview of the proposed approach (F: Feature, L: Label).

TABLE I. SELECTED FEATURES FOR TRAINING

Features Type Description

Ingredients textual The active ingredients of the medicine

Strengths numerical Active component effect

Dose Forms numerical The medicine dose route or form

B. Step 1: Pre-processing

This is the first step in the proposed approach, as shown
in Fig. 1. Pre-processing is the step-in machine learning
and natural language processing where raw data is cleaned,
transformed, and organized in a format that is suitable for the
model to train. This can include tasks such as tokenization,
stemming, and removing stop words, as well as more complex
tasks such as creating new features or dealing with missing
data. Pre-processing is a crucial step in building a successful
machine learning model, as the quality and structure of the
input data can have a big impact on the performance of the
model. In this step, you consider the content of the data
(indexing) through two aspects. The first aspect performs a
vertical process that indexes each attribute with missing data,
incomplete data, outliers, or empty data (anything that is
zero or none). The second aspect of data pre-processing is
horizontal, where duplication of all rows is considered. The
importance of this step is to avoid ambiguity and to increase
the meaningful data set. On the other hand, the relationship
between these attributes, which are best derived by feature
selection will be clear [2].

C. Step 2: Features Selection

The important attributes were extracted in this step based
on the previous studies and opinions of specialists of pharma-
cists and doctors. The database features that were picked for
the investigation are displayed in Table I.

D. Step 3: Applying Heuristic-based Rules

Heuristic-based rules are a type of rule-based method used
in artificial intelligence and natural language processing. These
rules are based on heuristics, which are general problem-
solving strategies or “rules of thumb” that are used to make
decisions or solve problems. Heuristic-based rules use these
rules of thumb to make decisions about how to process or
understand natural language input. Heuristic-based rules are
generally simple and easy to understand, but they can be prone
to errors and biases. They are useful in situations where the
data is well understood, and the rules can be defined to cover
most cases. However, they may not be able to handle more
complex or ambiguous input. An example of using heuristic-
based rules in medical drug data would be to identify drug
interactions based on a set of predefined rules. For example,
a rule may state that if a patient is taking drug A and drug
B, there is a high risk of interaction and the dosage of
one or both drugs should be adjusted. Another example is
extracting information from electronic medical records (EMR)
using heuristic-based rules. The rules can be defined to identify
specific patterns in the text, such as identifying the name of
a drug, the dosage, the frequency of administration, and the
duration of treatment. Once these patterns are identified, the
information can be extracted and organized into a structured
format for analysis. Heuristic-based rules are also used to
classify clinical notes from EMR, for example, a rule can be
defined that states if a patient is complaining of chest pain
and shortness of breath, then it is likely a case of Angina [15].
In summary, heuristic-based rules are an efficient and cost-
effective way to extract and analyze medical drug data. They
are particularly useful when the data is well-defined, and the
rules can be easily formulated to cover most cases. However,
they may not be as robust as other methods in handling
complex or ambiguous input.

In this study, two heuristic-based rules (rule 1 and rule 2)
were used in the proposed approach to produce two datasets,
as follows.
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1) Rule 1: Two Similar Features: Dataset 1 was produced
from the original dataset after applying rule 1, which is
explained in (Equation 2 below). The content of this rule
suggests that all drugs having similar ingredients, and strength
values would have the same label number.

L1 = sim(Di(x1, x2), Dj(x1, x2)) (2)

From Equation 2, suppose that there are two drugs, Di, Dj

each drug has two attributes, i.e. the ingredient, and strength
represented by the variables x1, x2. As rule 1 suggests that if
these two drugs have the same or similar values of x1, x2, it
can be said that both drugs have the same category or label
(L).

2) Rule 2: Three Similar Features: Dataset 2 was produced
using the same idea that was used to produce dataset 1.
However, the content of this rule suggests that all drugs having
similar ingredient, strength, and dose values would have the
same label number, as stated in Equation 3.

L2 = sim(Di(x1, x2, x3), Dj(x1, x2, x3)) (3)

The equitation can be read as follows. x1, x2, x3 are ingredient,
dose form, and strength, respectively. Di, Dj are two drug
items. Sim is similarity measurement, and L represents the
label ID.

E. Step 4: Applying Different Classifiers with Different Sce-
narios

In this final step, the following classifiers are applied in
this study: Decision Tree, Random Forest, Support Vector
Machine, and Naive Bayes. These classifiers are applied in-
dividually to the datasets, which are obtained in the previous
step, according to their description in the background section.
The application of these classifiers on each dataset (dataset 1
and dataset 2) is done according to different scenarios. In each
scenario, a percentage of the dataset’s records is considered to
train the prediction model while other records are used to test
the prediction model.

V. EXPERIMENTS AND EVALUATION

In this section, the dataset used to evaluate the proposed
approach is described, and the evaluation procedure and met-
rics are listed.

A. Dataset Description

The dataset utilized in this investigation is from the
Food and Drug Administration (FDA) and may be found in
the following link(https://www.fda.gov/drugs/drug-approvals-
anddatabases/drugsfda-data-files). This dataset consists of 14
features and 37,071 records. The selected features and the
description for each feature of the dataset are based on the
specialists’ viewpoints as shown in Table I. The dataset was
approved by FDA and this took several years and involved
multiple stages, including preclinical testing, phases of clinical
trials, and a review of the drug’s safety and efficacy by an
advisory committee [1].

The reliability of a dataset refers to the consistency and
accuracy of the data it contains. In the case of datasets such
as clinicaltrials.gov and the FDA’s drug approval dataset, the

data is typically considered to be reliable as it is collected
and compiled by reputable government agencies with strict
oversight and regulations in place. The features and properties
of drug approval datasets such as clinicaltrials.gov and the
FDA’s drug approval dataset include [1][2]:

1- Drug Information: these datasets contain information
on drugs that are currently in development, have been
approved, or have been withdrawn from the approval
process. This information includes the drug’s name,
active ingredients, intended use, and the company
developing the drug.

2- Study Information: these datasets also contain infor-
mation on the clinical trials that have been conducted
to evaluate the safety and efficacy of the drugs. This
includes the study design, the number of participants,
the inclusion and exclusion criteria, and the primary
and secondary outcome measures.

3- Status Information: these datasets provide information
on the current status of the drug’s development and
approval. This includes whether the drug is currently
in preclinical testing, phase 1, 2, or 3 clinical trials,
or has been approved or withdrawn by the FDA.

4- Search and Filter Capabilities: these datasets are
searchable and can be filtered by various criteria such
as drug name, condition, company, and study status.

5- Publicly Available: these databases are publicly avail-
able and can be accessed by anyone with an internet
connection.

6- Regularly Updated: the data in these datasets is up-
dated regularly as new information becomes available.

B. Research Questions and Evaluation Metrics

In this study, two research questions are answered. These
questions are in the following:

- RQ1: To what extent the proposed approach is accu-
rate to suggest alternative drugs? This research ques-
tion aims to show the ability of the proposed approach
to suggest the most suitable alternative drugs.

- RQ2: To what extent the proposed approach is com-
parable to the most recent works in the subject? This
research question aims to measure the efficiency of the
proposed approach when it is compared to the research
works in the literature.

To address the first research question (RQ1), The obtained
results are evaluated using well-known measures in this sub-
ject [4][23]. These measures are as follows: Precision, Recall,
F-measure, and Accuracy. The values of these measures take
a range of [0-1]. We looking to have values near to the one in
all considered measures. The equations of these measures are
as follows:

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)
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TABLE II. CLASSIFIERS RESULTS OF SCENARIO 1.

Classifier Evaluation Measure Dataset 1 Dataset 2

RF

F1-measure 92.34% 89.73%
Recall 93.61% 91.62%
Precision 91.79% 88.64%
Accuracy 93.61% 90.27%

NB

F1-measure 97.10% 98.48%
Recall 96.88% 98.73%
Precision 97.59% 98.36%
Accuracy 96.88% 98.58%

DT

F1-measure 97.95% 98.47%
Recall 98.27% 98.73%
Precision 97.85% 98.34%
Accuracy 98.27% 98.73%

SVM

F1-measure 2.85% 3.44%
Recall 9.53% 10.48%
Precision 1.16% 2.28%
Accuracy 8.98% 10.48%

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

F −measure =
2 ∗ Precision ∗Recall

Precision+Recall
(7)

where TP, TN, FP, and FN indicate to true positive class,
true negative class, false positive, and false negative class,
respectively.

The classifiers used in this study(i.e. Random Forest (RF),
Decision Tree (DT), Naive Bayesian (NV), and the Support
Vector Machine (SVM)) were applied to each dataset sepa-
rately; dataset 1 and dataset 2. However, in the training and
test dataset of each classifier, three scenarios were used in the
study, as follows:

1- Scenario 1: 80% of the dataset’s records are used for
training while 20% of dataset’s records are used for
testing.

2- Scenario 2: 70% of the dataset’s records are used for
training while 30% of dataset’s records are used for
testing.

3- Scenario 3: 50% of the dataset’s records are used for
training while 50% of dataset’s records are used for
testing.

To address the second research question (RQ2), a compar-
ison was made between the proposed approach in this study
with other recent and relevant works in terms of Precision,
Recall, F-measure, and Accuracy metrics.

VI. RESULTS AND DISCUSSION

This section explains the experimental results from testing
the model in different scenarios. As this study was designed
for three scenarios, each has two datasets based on the two
rules. The results of classifiers are represented by several
evaluation criteria: classification Accuracy, F-measure, Recall,
and Precision.

TABLE III. CLASSIFIERS RESULTS OF SCENARIO 2.

Classifier Evaluation Measure Dataset 1 Dataset 2

RF

F1-measure 91.28% 87.58%
Recall 92.83% 90.19%
Precision 90.65% 86.09%
Accuracy 92.83% 90.19%

NB

F1-measure 95.04% 96.94%
Recall 95.83% 97.52%
Precision 94.92% 96.64%
Accuracy 95.83% 97.52%

DT

F1-measure 96.47% 96.88%
Recall 97.10% 97.52%
Precision 96.25% 96.54%
Accuracy 97.10% 97.52%

SVM

F1-measure 1.45% 2.44%
Recall 8.56% 9.24%
Precision 0.16% 1.75%
Accuracy 7.97% 9.49%

A. Research Question (RQ1)

1) The Results of Scenario 1: this subsection presents the
results of Scenario 1. This scenario was built based on the per-
centage of the samples of the dataset used in the experiment.
80% of the records were used to train the dataset while 20% of
the records were used to test the dataset. This scenario applied
to two datasets; the four classifiers were conducted on each
dataset. Table II shows the results of Scenario 1. The results
show that DT has achieved high classification accuracy for
dataset 1 (98.27%), and dataset 2 (98.73%) compared to other
classifiers used in the study. The high accuracy of the Decision
Tree over the other classifiers can be attributed to the fact that
these kinds of algorithms, i.e., the tree-based classifiers, are
less prone to overfitting. At the same time, training makes them
robust and rigid against outliers and misclassification [30].
Both the RF and the DT outperformed the SVM, as can be
seen. Also, we can see that there was no big difference between
the results of dataset 1 and dataset 2. This demonstrates that
using two attributes can achieve the study’s goal of finding
an alternative drug with the strongest effect by using two
attributes.

2) The Results of Scenario 2: this subsection presents
the results of Scenario 2. This scenario was built based on
the percentage of the samples of the dataset used in the
experiment. 70% of the records were used to train the dataset,
while 30% of the records were used to test the dataset. As can
be seen from Table III, it can be derived the same observations
noticed for scenario 1. The average performance of each one
of the NB, DT, and RF was also higher than 90% which
indicates that these three classifiers are good enough to handle
the input data. As an observation, the SVM classifier still has
minor performance outcomes compared to the other classifiers
involved in the study. This is for the same interpretation
mentioned in Scenario 1. Also, we can see that there was no
big difference between the results of dataset 1 and dataset 2.
This proves that using two attributes can achieve the aim of
this study and find an alternative drug for the strongest effect
of choosing the two attributes.

3) The Results of Scenario 3: this subsection presents the
results of Scenario 3, As can be seen from Table IV. This
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TABLE IV. CLASSIFIERS RESULTS OF SCENARIO 3.

Classifier Evaluation Measure Dataset 1 Dataset 2

RF

F1-measure 89.31% 85.60%
Recall 91.46% 88.77%
Precision 88.27% 83.84%
Accuracy 91.46% 88.77%

NB

F-measure 91.64% 92.81%
Recall 93.26% 94.41%
Precision 91.00% 91.92%
Accuracy 93.26% 94.41%

DT

F1-measure 93.29% 92.78%
Recall 94.77% 94.41%
Precision 92.54% 91.87%
Accuracy 94.77% 94.41%

SVM

F1-measure 6.15% 5.59%
Recall 7.18% 6.99%
Precision 5.57% 4.86%
Accuracy 7.18% 6.99%

scenario was built based on the percentage of the records of
the dataset used in the experiment. 50% of the records were
used to train the dataset while 50% of the records were used to
test the dataset. Not far from the results in both Scenario 1 and
2, it can be realized that the experimental results in Scenario
3 for the tested classifiers have almost similar experimental
results for the same reasons mentioned in both Scenario 1 and
Scenario 2. Also, we can see that there was no big difference
between the results of dataset 1 and dataset 2. This proves that
using two attributes can achieve the aim of this study and find
an alternative drug for the strongest effect of choosing the two
attributes.

As a summary, we can note that the DT classifier outper-
forms other studied classifiers (RF, NV, and SVM) in terms of
Precision, Recall, F-measure, and Accuracy. Also, it is noted
that SVM always produced unsatisfactory results. This is based
on the experimental results shown in Table II, III, and IV.

B. Research Question 2 (RQ2)

The most recent and relevant work in the literature is
the work proposed by Dang et al.[8]. They conducted their
study on drug data. Also, various classification algorithms
were applied in their studies such as Naive Bayes, Decision
Tree, Random Forest, Logistic Regression, and XGBoost. They
used the Precision, Recall, F-measure to evaluate the obtained
results, but we used the Accuracy measure in addition to
Precision, Recall, and F-measure to evaluate our proposed
model. Al-Hgaish et al.[1] conducted their study on the same
as our dataset but using clustering algorithms. Their study is to
maintain the quality of medical drug data toward meaningful
data in the data lake by clustering big-data scope using K-Mean
Algorithm. They were focused only on analyzing the dataset.
Huange et al.[12] conducted their study to classify unknown
drugs and provide assistance for drug screening during the
development process. They collected the drug dataset using
a Web crawler and applied the accuracy as a metric using
the k-nearest neighbor classifier. In our study, four classifiers
were used (Random Forest, Naive Beyes, Decision Tree, and
Support Vector Machine). Also, two datasets were analyzed
based on applying two heuristic-based rules. In addition,

three different scenarios were applied for each dataset using
the following metrics in the analysis: Precision, Recall, F1-
measure, and Accuracy.

Table V shows the comparison results among the most
recent and relevant works (mentioned above) in this subject.
It has been noted that from Table V that the proposed model
has outperformed three modern methods published in the past
few years in terms of accuracy Dang et al.[8], Al-Hgaish et
al.[1], and Huange et al.[12]. This is because of the use of a
new methodology as well as applying classifiers that have not
been used before in previous studies of the dataset (i.e., the
Food and Drug Administration).

VII. CONCLUSIONS AND FUTURE WORK

The goal of this study is to predict quality medical drug
data toward meaningful data from an input drug dataset. The
alternative drug has the same chemical characteristics as the
original drugs have several features: ingredients, dose forms,
and strengths. This aim can be accomplished by considering
the following objectives: (i) to investigate the performance
of different classifiers (i.e., Decision Tree, Random Forest,
Support Vector Machine, and the Naive Bayesian) on the drugs
dataset. (ii) to investigate the quality of raw data in terms of
data amount, diversity, and minimization. (iii) to propose a
conceptual approach for classifying structured medical data
using machine learning. The experiments were conducted on
three scenarios for the following classifiers: Decision Trees,
Random Forest, Support Vector Machine, and Naive Bayesian.
The obtained results indicated that the Decision Tree, Naive
Bayes, and Random Forest classifiers showed superior per-
formance in terms of classification accuracy, with over 90%
accuracy achieved in all scenarios. The results also showed
that there was no significant difference between the results
of the two generated datasets. The findings of this study
have implications for streamlining the process of identifying
alternative drugs. When it comes to the performance of the
Support Vector Machine, it can be realized that it has a major
degradation in performance.

Future work involves exploring the use of more advanced
machine-learning techniques to improve the accuracy and
performance of the classifiers. Another avenue for further
research would be to include more features and variables in
the analysis to provide a more comprehensive evaluation of
the drugs. Additionally, it would be beneficial to compare
the results of this study with other existing drug classifica-
tion systems to identify any areas for improvement. Finally,
conducting user studies and gathering feedback from medical
professionals could provide valuable insights into the real-
world applicability of the proposed approach and identify any
potential limitations.
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Abstract—A growing interest in autonomous driving has led
to a comprehensive study of visual odometry (VO). It has been
well studied how VO can estimate the pose of moving objects
by examining the images taken from onboard cameras. In the
last decade, it has been proposed that deep learning under
supervision can be employed to estimate depth maps and visual
odometry (VO). In this paper, we propose a DPT (Dense Predic-
tion Transformer)-based monocular visual odometry method for
scale estimation. Scale-drift problems are common in traditional
monocular systems and in recent deep learning studies. In order
to recover the scale, it is imperative that depth estimation
to be accurate. A framework for dense prediction challenges
that bases its computation on vision transformers instead of
convolutional networks is characterized as an accurate model
that is utilized to estimate depth maps. Scale recovery and depth
refinement are accomplished iteratively. This allows our approach
to simultaneously increase the depth estimate while eradicating
scale drift. The depth map estimated using the DPT model is
accurate enough for the purpose of achieving the best efficiency
possible on a VO benchmark, eliminating the scaling drift issue.

Keywords—Visual odometry; scale recovery; depth estimation;
DPT model

I. INTRODUCTION

The greatest anticipated technological advancement in the
near future is autonomous ground vehicles (AGV), which op-
erate entirely automatically. A vehicle operating autonomously
requires precise and reliable information regarding its position
for a successful navigation [1], [2], [3], [4]. There are currently
many popular methods of providing comparatively reliable po-
sitioning information, such as the Global Navigation Satellite
System (GNSS), Visual Odometry, and the Inertial Navigation
System (INS) [5], [6], [7], [8], [9], [10], [11].

A growing interest in autonomous vehicles has led to
well-developed novel approaches based on VO. Different
approaches have been well studied since they estimate the
position and orientation of moving objects based on the
analysis of image sequences [12], [13], [14], [15]. A precise
VO system is one of the most crucial techniques in the area
of mobile robots. [16], [17], [18], [19]. The way conventional
monocular VO systems operate is by assuming that the scale
is one or by using ground truth for an approximation of
the scale. Due to significant drift, monocular VO systems
cannot operate on image sequences without ground truth or
estimate the pose with significant drift [20], [21], [22], [23].

Despite the fact that several traditional monocular VO systems
have been developed, they have still performed poorly or are
unable to work in some conditions, like monotonous scenes
that lack visible texture information or large-scale camera
movements. When it comes to learning-based VO systems,
they are developed by training neural networks in supervised
or unsupervised manners through end-to-end pose estimation
[24], [25], [26], [27]. Moreover, the efficiency of networks
completely determines how accurate pose estimation is. Even
with numerous training datasets and a network structure opti-
mized, it is unavoidable for a network to encounter issues such
as insufficient accuracy when estimating rotational pose.

Over the years, a lot of work has gone into developing a
reliable and precise VO system. In terms of traditional VO
algorithms, two main types exist: feature-based [13], [28] and
direct methods [29], [30]. Calibration of the camera, identify-
ing and matching features, rejecting outliers (using RANSAC),
estimating motion, and estimating scale are typical components
of feature-based techniques (e.g., Bundle Adjustment). How-
ever, finding the right features to reconstruct certain motions
is still difficult. The motion of the pixel is tracked, and pose
predictions are obtained by minimizing photometric error, so it
is highly sensitive to light variations. Additionally, the classic
monocular VO’s absolute scale estimation requires the use of
additional data or knowledge (such as the camera’s height). In
monocular systems, obtaining scale information is complicated
and typically depends on an earlier, predefined absolute ref-
erence. A reference scale can be provided by integrating with
some other sensors, like an inertial measurement unit. Scale
drift [31] is often addressed by local optimization techniques
like bundle adjustment and loop closure detection. In addition,
researchers employ the depth estimation [32] from images to
approximate the scale and adjust the calculated translation in
addition to other approaches, like a ground plane estimation
using the camera height, which is assumed to remain stable
during motion.

The vast amount of training data (ground truth) required
by supervised deep learning methods is usually collected with
RGB-D cameras indoors and 3D laser scanners. Nevertheless,
since ground truth is required, the supervised technique has
a number of drawbacks. At first, the sensors’ own inaccuracy
and noise may have an impact on the network. Second, these
sensors cannot record high-resolution information as well as
images since their measurements are often sparser. Lastly,
those sensors may not be able to obtain ground truth in some
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locations. Because of this, researchers have begun to pay
greater attention to unsupervised approaches that only need
training data. In this context, the goal of our contribution
is to propose a reliable localization that just requires images
from a monocular camera in order to obtain an estimation of
motion. The suggested strategy deals with the problem of scale
estimation by using a dense prediction transformer model to
estimate the depth map of the environment. As shown in this
work, according to KITTI odometry benchmarks, the system’s
scale estimation performs in a manner comparable to that of
the state-of-the-art.

The remainder of this paper is organized as follows: Section
II represents a brief summary of related work. The DPT model
utilized in our paper is summarized in Section III. In Section
IV, we provide details on our end-to-end approach. Section V
shows experimental results on the KITTI. In Section VI, the
paper’s contributions are summarized, as well as it concludes
with some recommendations for future work.

II. RELATED WORK

Numerous studies have investigated how depth can be es-
timated from images employing stereo and monocular images,
or multi-view images. By using conventional and traditional
techniques in a single-view image, it is difficult to recognize
the structure of the scene. Luckily, since the innovative re-
search of [33], deep learning has progressed greatly in the
computer vision field. Most CNN-based depth-map prediction
approaches are supervised. To learn parameters, these tech-
niques require more than one labeled dataset. We will look
at how to solve the scale estimation problem in the following
parts: In this section, we provide a brief summary of the most
closely related work that is needed to assess the scene depth
estimation and camera motion prediction.

A. Recovering Camera Poses and Depth using Conventional
Techniques

Researchers in computer vision have long been interested
in recovering depth-maps and camera poses. A learning depth
approach based on 2D to 3D image conversion using examples
is proposed by Konrad et al. [34]. They create an efficient
and simplified version of the current 2D to 3D frame con-
version algorithms. A feasible depth generation method from
sequences of images was described in [35] employing auxiliary
data from non-parametric depth sampling. The performance
of this method was superior to all current standard depth
methods. Camera posture research another important topic
of study in the discipline of computer vision, has a great
success using conventional methods. The most well-known
conventional approach that is used to estimate camera pose
using images is called ORB-SLAM [36]. It uses the feature
matching approach for mapping and localization combined
with a single monocular image. The process of this method
has four stages: loop closure, tracking, mapping, and re-
localization. But each stage needs to be carefully planned. Gao
et al. [37] expanded this knowledge to build reconstructions
of 3D objects from 2D images based on motion techniques.
A method for predicting 3D structures and camera projections
was put out in [38]. The strategy is in the area of estimating 3D
symmetric objects from 2D symmetric perspectives and forms
using numerous intra-class objects as an input model. It was

suggested by Ma et al. [39] that in remote sensing imagery,
rigid and non-rigid structures can be matched using a locally
linear transformation model. To determine scene depth, all of
the approaches mentioned above either rebuild 3D geometry or
establish pixel-by-pixel correspondences between input views.
Nevertheless, the input data for these methods is multi-view
images.

B. A Supervised Learning Approaches using Monocular Im-
ages

Since we can’t obtain the structural properties from a
single view image, determining a depth-map using a monocular
camera is a difficult issue. Depth estimation has recently been
viewed by some academics as a supervised learning approach.
A network with two factors was proposed by Eigen et al.
[40], the first of which assesses the scene’s overall structure
and the second of which refines it using local information.
As one of the few papers using deep CNN to estimate scene
depth using monocular images. Three separate computer vision
issues were handled simultaneously via a framework that
Eigen et al. [41] created (prediction of surface normals, depth
estimates, and semantic identification) based on prior research.
A completely convolutional architecture was suggested by
Laina et al. [42] to describe the uncertain mapping between
depth maps and monocular pictures. Li et al. [43] introduced a
multi-streamed CNN architecture for depth estimation that is
quick to train. Yan et al. [44] used a reference as the surface
normal to aid in the monocular depth estimation problem.
Up to this point, some studies on monocular depth prediction
have combined CNNs and Random Forests. In certain studies
on monocular depth prediction, CNNs and random forests
were merged. Regression based on deep CNN characteristics
was used by Li et al. [45] to overcome this issue, together
with conditional random fields for post-processing refinement.
Using only one image as a source of depth prediction, Roy
et al. [46] introduced a deep regression forest approach that
blends CNNs with random forests. As a result of depth data
being continuous, Liu’s formulation of depth prediction as the
“random field learning with continuous conditions” problem
[47] was developed. Although the aforementioned techniques
have shown precise monocular-depth prediction, the ground
truth is used as a basis for training, which limits the model’s
capacity for generalization.

C. An Unsupervised Learning Approaches using Monocular
Images

Several unsupervised learning techniques that address the
monocular depth estimation issue have recently been intro-
duced to get over the ground-truth issue. Garg et al. [48] built
a CNN to approximate the complex non-linear transformation
that turns stereo images into depth maps using input camera
motions. The proposed method of [49], [50] constructed a
model based on Garg’s work to incorporate a spatial smooth-
ness loss into the unsupervised optical flow total loss function.
Their efforts and outcomes are comparable. When training,
Godard et al. [51] approached the difficulty of predicting
depth as an issue with image reconstruction using epipolar
geometry constraints. To determine the relationship between
the rectified stereo images, a loss function is developed. In
a semi-supervised manner, Kuznietsov et al. [52] employed
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Fig. 1. The architecture of dense prediction transformer model that we used in our approach to estimate disparity maps from monocular cameras. This enables
the recovery of precise metric estimates [61].

projected inverse and sparse ground truth depth data. Their
models depend on a 3D laser sensor and camera that are
precisely calibrated externally. A learning approach called
CCRFN (Convolutional Conditional Random Field Network)
was proposed by Yan Hua and Hu Tian [53] For estimating
depth and identifying features by using the learning approach.
It offers two benefits: first, it doesn’t require manually created
features, and second, it uses the relationship between indi-
vidual features to estimate depth. Based on the research of
Zhou[54], Yin et al. [55] introduced the GeoNet architecture
for unsupervised learning, which jointly predicts optical flow,
monocular depth, and dynamic object detection. Luo et al. [56]
from SenseTime Research suggested stereo matching as the
first sub-issue to address after the monocular depth estimation
method. The above unsupervised learning approaches were
trained on mono-image sequences or using stereo images
with precise calibration. Temporal information cannot be fully
utilized by stereo pictures. Due to depth ambiguity, which can
occur in monocular images, different depths may correlate
to objects that appear to be similar in the image. Although
these unsupervised models succeeded in their objective of
estimating scene depth without the need for ground truth, they
have received little attention for their joint use of stereo and
monocular sequences for depth prediction.

III. DPT MODEL

Due to the quick advancement of computer technology and
digital imaging sensors. The camera sensor is progressively
becoming more advantageous, and as a result, navigation
using visual assistance and its related combined system have
emerged as a significant component of the integrated naviga-
tion system. Since Transformer was so successful in natural
language processing (NLP) [57], the computer vision commu-
nity has given it a lot of attention. It has recently demonstrated
exceptional performance on a variety of computer vision tasks,
including semantic segmentation, object identification, imaging
classification, and depth estimation. The standard architecture
for dense prediction is fully-convolutional networks [58], [59].
Although many variations of this fundamental pattern have
been presented throughout time, all current architectures use
convolution and subsampling as their core components to learn

multi-scale models that can make use of a sufficiently wide
context. When trained on enormous datasets and deployed as
high-capacity architectures, transformer models have proven
particularly effective. Attention processes have been adapted to
image analysis in a number of publications. In particular, it has
recently been shown that a direct application of effective token-
based transformer designs in NLP may produce competitive
performance on image categorization [60]. This work’s most
important finding was that, similar to transformer models in
NLP, visual transformers require a substantial quantity of
training data to reach their full potential.

In contrast to the state-of-the-art CNN-based method, Ran-
ftl et al. [61] reported improved relative performance using
the dense prediction transformer (DPT) model for monocular
depth estimation. This is why we decided to estimate the depth
map using the DPT network since precise depth estimation
improves scale estimation [20]. A ViT serves as the basis of
the DPT model. The frame is divided into regions, which are
subsequently incorporated as flattening depictions of ResNet-
50 network-derived features [61]. The CNN feature extractor’s
embedding step turns the model into a hybrid one (DPT-
Hybrid Architecture [61]). Following the original terminology
of the transformer architecture, we shall refer to the embedded
patches as tokens and the image patches as “words” in NLP
tasks. The tokens are transformed using layers composed of
multi head self-attention blocks. A reassemble operation is
used to reassemble the output of the transformer layers, and
then fusion blocks are used to gradually fuse the character-
istics. In the embedding stage, the DPT-Hybrid architecture
makes use of features that were taken from layers of the
ResNet 50, and Fig. 1 depicts the entire dense prediction
transformer model.

IV. PIPELINE OF MONOCULAR VISUAL ODOMETRY

The pipeline of monocular visual odometry is based basi-
cally on the DPT model to calculate depth estimation. Feature
detection using a fast feature detection approach, matching
features with optical flow, depth estimation by DPT, scale, and
motion estimation blocks are the primary block components
of the pipeline shown schematically in Fig. 2, which is also
illustrated in Algorithm 1.
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Fig. 2. The proposed approach’s architecture estimates the scale from a deep-learning model to estimate the disparity map from a monocular camera. This
enables the recovery of precise metric estimates.

Algorithm 1 Proposed Visual Odometry algorithm

Require: Model : dpt hybrid kitti-cb926ef4.pt
Frames : [F 1, ....,F k]

Ensure: Vehicle poses: [T1,T2, ....,Tk]
1: Initialization: n=2, N=number Of Frame
2: Prev Feature=FastFeatureDetection(F1)
3: Last Frame=F1

4: while n ≤ N do
5: Prev Feature,Cur Feature=featureTracking(Last Frame,
6: Fn,Prev Feature)
7: Compute E using Prev Feature and Cur Feature
8: compute [R, t] using Essential matrix E
9: Get Depth frame prediction Dn

10: Get D′
n from Triangulation between Prev Feature and

Cur Feature
11: α : Scale estimation from comparison between D′

n,Dn

12: if |α− absoluteScale| < ξ then
13: Tn = [R,αt̂]
14: else
15: 3D-2D correspondences using Dn, Prev Feature

and Cur Feature
16: Compute [R, t] from PnP
17: end if
18: n++
19: Last Frame=Fn

20: Prev Feature=Cur Feature
21: end while

A. 2D-2D Correspondences

Monocular VO uses a single camera to combine images in
an effort to progressively estimate an agent’s motion. Epipolar
geometry is one of the fundamental approaches that can
be used to compute the pose from frame sequences using
monocular or stereo cameras. Epipolar geometry is based
on many steps, from 2D-2D correspondence to solving the
essential matrix and the fundamental matrix (E,F). From the
intense optical flow, the 2D-2D correspondences are recovered.
Given a pair of frames, (Fk; Fk+1), optical flow can be

used to characterize the feature variation of time and provide
correspondences for all the features that were derived from Fi

and their correspondences in Fj . For the purpose of solving
the fundamental matrix F and the essential matrix E, epipolar
constraint is used based on the intrinsic calibration matrix K
also indicates that the projection characteristics of the camera,
where Fk = K−TEkK

−1 and the motion of the vehicle can
be estimated using the following equation:

T =

[
Rk tk
0 1

]
(1)

with Rk ∈ SO(3) and tk ∈ R3×1 are the rotation matrix
and translation vector, respectively, that illustrate how the
camera rotated and translated from instant k − 1 to k The
following are the manners in which the camera motion is
associated with the essential matrix:

E = [t]×R (2)

1) Fast feature detection: In the feature detection stage,
interesting features in each frame, such as corners, are found.
These locations are known as keypoints or features, and the
next frames should be able to clearly identify them so that
feature matching may be used.

Rosten and Drummond [62] developed the FAST feature
detector (Features from Accelerated Segment Test). Fast cri-
teria for interest point identification have grown in popularity
as cutting-edge techniques with strict real-time limitations In
Fig. 3, a feature is shown at pixel p if the intensities of at
least nine surrounding pixels in a 16 pixel circle are all either
lower than or higher than I(p) by a threshold score. Training a
decision tree further accelerated the algorithm, which examines
candidate pixels into corners and is not based on as few pixels
as possible. The procedure was accelerated even more by
instructing a decision tree to look at as few pixels as possible
to identify whether a candidate pixel is a corner or not. The
segment test characteristics cannot be directly suppressed using
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a non-maximal approach because no corner response function
has been constructed. Therefore, a scoring function must be
calculated for each detected corner in order to delete any
corners that have an adjacent corner with a higher C.C is
provided by:

C = max

 ∑
i∈Sbright

|Ip→i − Ip| − t,
∑

i∈Sdark

|Ip − Ip→i| − t


(3)

Fig. 3. Fast Feature Detection.

An analysis of similarity is performed at the end of the
feature extraction process to compare each keypoint in a frame
to all other keypoints in the following frame. In order to
match detected features, the Lucas-Kanade method is used to
calculate optical flow between frames iteratively.

2) Optical flow: Compared to other computer vision issues,
ego-motion estimation has a fundamentally different basis,
which places a greater focus on geometric motion inside
individual video frames. The camera’s output frame varies
over time and could be seen as a function of time, and the
assumption of photometric constancy is the basis for the optical
flow computation. Alternatively, every frame has the same
spatial location and a predetermined pixel intensity value. The
following characteristics apply in the case of a pixel shifting
to (x+∆x, y +∆y) at a time of t+∆t:

M(x+∆x, y +∆y, t+∆t) = M(x, y, t) (4)

On the left side of Eq. (4), we may carry out the first-order
Taylor expansion:

M(x+∆x, y+∆y, t+∆t) ≈ M(x, y, t)+Dx∆x+Dy∆y+Dt∆t
(5)

where:
∂M
∂x , ∂M

∂y , and ∂M
∂t are the frame’s gradients Dx, Dy,

and Dz in the x, y, and t axes, respectively. u=dx
dt and v=dy

dt
are the pixels’ rates of movement on the x and y axes,
respectively. and The future grayscale equals the prior one
based on photometric consistency, so:

uDx+ vDy = −Dt (6)

Eq. (6) can be expressed as a matrix:

[Dx,Dy]

[
u
v

]
= −Dt (7)

The conventional approach is to use the Lucas-Kanade
(LK) method to introduce the least squares solution to estab-
lish the u, v pixel motion. By doing this, we can determine
how quickly pixels change between frames. Fig. 4 shows an
example of feature tracking using optical flow.

Fig. 4. Feature tracking using optical flow.

B. 3D-2D Correspondences

It is possible to construct 2D-2D and 3D-2D correspon-
dences given a depth prediction from the DPT model and the
features extracted using fast feature detection. Either PnP (3D-
2D) or the essential matrix can be used to solve the relative
camera pose.

1) Depth estimation: The problem of dense regression is
frequently used to model a monocular depth estimate. Massive
datasets can be formed from sources of data that already exist
if certain considerations are made in how many depth represen-
tations are combined into a single representation and common
ambiguities (like scale ambiguity) are addressed properly in
the training loss. Since it is well known that transformers only
perform to their greatest potential when a wealth of training
data is provided, Our research primarily relied on monocular
depth estimation using the DPT model.

Fig. 5. The DPT model was used to create a depth view of the KITTI
dataset image.

Fig. 5 shows an example of using the DPT model to create a
depth view based on the Kitti dataset. A convolutional decoder
is used by DPT to gradually merge tokens from various
stages of the vision transformer into full-resolution predictions.
The translation vector can be corrected and the relative scale
in MVO estimated in a variety of ways. The scale can be
estimated using the depth information and also using the earlier
knowledge of camera height. The scale recovery approach used
by Zhan et al [63]. is based on CNN depth estimation for lining
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Fig. 6. Localization results of depth visual odometry compared to ground-Truth of KITTI dataset.

up depth based on a triangulated approach with the estimated
depth map from deep learning. The realistic 3D structures
are presumed to be known in this scenario since the depth
sensor is supposed to be the deep learning model. Once the
triangulation procedure has removed any earlier outliers, let
M represent the number of keypoints that are still matching.
A vector representing depth ratios is utilized to establish the
scale, as is a RANSAC regressor.

D =

[
D̂0

D0
,
D̂1

D1
, ......,

D̂M

DM

]T
(8)

2) PnP(Perspective from n-point)-based motion estimation:
To address this pose estimation problem using 3D-to-2D
correspondences, either a nonlinear strategy (perspective from
n points, PnP approach) or a linear technique (DLT-based
estimation) can be used.The keypoints’ depth is considered
to be known given the estimated depth map produced by the
deep learning model. Therefore, using a 2D projection of the
corresponding 3D point, the PnP predicts the camera motion
Tk as follows:

argmin
Tk

∑
i

∥∥K (RPi
k−1 + t

)
− xi

k

∥∥
2

(9)

V. RESULTS AND DISCUSSION

As a primary method for evaluating our trajectories, we
employ the KITTI relative error metric. According to the error
metrics, we compute the average RMSE error for the rotational

rerror and translational terror errors using different sequences
of KITTI Dataset. The relative pose error, which is particularly
helpful for the evaluation of visual odometry approaches since
it correlates to the drift of the trajectory, assesses the local
accuracy of the trajectory over a set time period Delta. at time
step i let’s define the relative pose error matrix as follows:

Ei :=
(
P̂i

−1
P̂j

)−1 (
P−1
i Pj

)
(10)

The relative pose error matrix m is obtained from a
sequence of N camera poses where M = N − ∆ where
the estimated and the real camera poses are P̂ ∈ SE(3) and
P ∈ SE(3), respectively. Typically, the translation and rotation
parts of the RPE are separated.

transierror =

(
1

M

M∑
1

∥trans (Ei)∥2
) 1

2

(11)

As for the rotation component, we use the mean error
approach:

rotierror =
1

M

M∑
1

∠
(
rot
(
E∆

i

))
(12)

Averaging both the translation and rotation components of
SLAM systems is a sensible approach for evaluating these
systems.
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TABLE I. COMPARING THE RMSE OF THE SEQUENCES 01 AND 03 USING DIFFERENT METHODS

Method \Sequences Sequence 01 Sequence 03

tranerror roterror RPE(m) RPE(◦) tranerror roterror RPE(m) RPE(◦)

ORB-SLAM2(without LC) 107.57 0.89 2.970 0.098 0.97 0.19 0.031 0.055

DF-VO(Mono-SC Train) 66.98 17.04 1.281 0.725 2.67 0.50 0.030 0.038

VISO2 61.36 7.68 1.413 0.432 30.21 2.21 0.226 0.157

SfM-Learner 22.41 2.79 0.660 0.133 12.56 4.52 0.077 0.158

Depth-VO-Feat 23.78 1.75 0.547 0.133 15.76 10.62 0.168 0.308

Our Method 21.53 1.64 0.471 0.125 6.81 2.23 0.201 0.1689

TABLE II. COMPARING THE RMSE OF THE SEQUENCES 09 AND 10 USING DIFFERENT METHODS

Method \Sequences Sequence 09 Sequence 10

tranerror roterror RPE(m) RPE(◦) tranerror roterror RPE(m) RPE(◦)

ORB-SLAM2(Without LC) 9.30 0.26 0.128 0.061 2.57 0.32 0.045 0.065

DF-VO(Mono) 2.47 0.30 0.055 0.037 1.96 0.31 0.047 0.042

VISO2 18.06 1.25 0.284 0.125 26.10 3.26 0.442 0.154

SfM-Learner 11.32 4.07 0.103 0.159 15.25 4.06 0.118 0.171

Depth-VO-Feat 11.89 3.60 0.164 0.233 12.82 3.41 0.159 0.246

Our Method 3.41 1.42 0.094 0.147 16.25 7.82 0.148 0.187

∠S := arccos

(
tr(S)− 1

2

)
(13)

We performed a qualitative experiment comparing this
approach to visual odometry with numerous cutting-edge
VO techniques to evaluate its applicability for estimating
scale, including traditional monocular,stereo approaches, and
learning approaches for monocular odometry such as ORB-
SLAM2[64], DF-VO[63], VISO2[65], SfM-Learner[54], and
Depth-VO-Feat[66]. Conventional monocular VO techniques
necessitate posture with a prior knowledge of ground truth
and are unable to recover the absolute scale. The global loop-
closure detection of the ORB-SLAM2 has been deactivated
in order to create an equivalent comparison. The keyframe
trajectories of the ORB-SLAM2 are matched to ground truth
via similarity transformation because it cannot retrieve the
absolute scale.

On the KITTI odometry dataset’s sequences 01, 03, 09, and
10, respectively, Fig. 6 compares the trajectories obtained by
our approach to the ground truth trajectories. How closely the
trajectory produced by our technique and the ground truth in
the numbers 01, 03, 09, and 10 correspond. The metrics were
computed using the KITTI evaluation toolkit for the KITTI
sequences with ground truth. The quantitative results are shown
in Tables I and II, and the best metric values are denoted by
bolded values. Our strategy produced good results and was
comparable with the other approaches, but the DF-VO remains
the accurate framework not only for the four trajectories but for
all trajectories of KITTI-Dataset. Additionally, in the various
four sequences, the terr and rerr both produced good results
that were greater to those of some other methods in the

four trajectory. For rotation and translation RPEs, our model
performed significantly enough.

This shows that to reduce scale drift problems, it is essential
to have a depth map computed by a high accuracy and precise
model in scenarios where depth-map estimation is used to
compute the scale. We showed that a transformer-based method
can produce results that are comparable to or even better
than CNN-based techniques when used as a monocular visual
odometry system component.

VI. CONCLUSION

In this paper, we present a method for estimating scale in
visual odometry using a dense prediction transformer model.
Due to our model’s high performance in estimating depth
maps from a monocular camera, scale drifts were reduced in
multiple visual odometry sequences of the KITTI dataset. As
a result of our experimental results on the KITTI odometry
benchmark, we are confident that our proposed method is not
only accurate enough but also shows a similar result to state-
of-the-art approaches.

While data fusion-based visual approaches provide the
highest accuracy of localization, they have some limitations,
such as being computationally expensive. Real-time operation
on resource-constrained systems is still possible if imple-
mented efficiently. As a part of our future work, we will
concentrate on developing a real-time integration of GNSS,
IMU, and Lidar data using one of the extensions of the Kalman
filter. In order to optimize the time consumption of low-cost
embedded system implementation without losing accuracy.
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Abstract—Lung cancer continues to pose a significant threat
worldwide, leading to high cancer-related mortality rates and
underscoring the urgent need for improved early diagnosis
approaches. Despite the valuable technology currently employed
for lung cancer diagnosis, some limitations hinder timely and ac-
curate diagnoses, resulting in delayed treatment and unfavorable
outcomes. In this research, we propose a comprehensive method-
ology that harnesses the power of various machine learning al-
gorithms, including Logistic Regression, Gradient Boost, LGBM,
and Support Vector Machine, to address these challenges and
improve patient care. These algorithms have been thoughtfully
chosen for their ability to effectively handle the complexity of lung
cancer data and enable accurate classification and prediction of
cases. By leveraging these advanced techniques, our methodology
aims to enhance the efficiency and accuracy of lung cancer
diagnosis, enabling earlier interventions and tailored treatment
plans that can significantly impact patient outcomes and quality
of life. Through rigorous assessments conducted on benchmark
datasets and real-world cases, our study has yielded promising
results. Random Forest achieved an impressive accuracy of 97%,
showcasing its ability to effectively capture complex patterns
and features within the lung cancer dataset. By pushing the
boundaries of medical innovation and precision medicine, we
envision a future where machine learning algorithms seamlessly
integrate into healthcare systems, leading to personalized and
efficient care for lung cancer patients.

Keywords—Lung cancer diagnosis; machine learning; precision
medicine

I. INTRODUCTION

Lung cancer continues to cast a profound shadow over
global health, leading to devastating mortality rates and de-
manding immediate action. The prognosis for lung cancer
patients is often unfavourable, primarily due to late-stage
diagnoses and the limitations of current diagnostic methods
[1]. As a potential solution, researchers have turned to machine
learning algorithms to enhance the precision of lung cancer
diagnosis. Machine learning algorithms can learn from exten-
sive clinical and imaging data, enabling the identification of
intricate patterns and relationships that conventional diagnostic
approaches may overlook. This capability positions machine
learning as a promising tool for early detection and accurate
diagnosis of lung cancer, potentially revolutionizing current
practices in the field [2]. Fig. 1 demonstrates the potential of
machine learning algorithms in enhancing the precision of lung
cancer diagnosis by employing a range of machine learning
techniques, such as support vector machines, random forests,
convolutional neural networks, and deep learning architectures,
we aim to develop robust and accurate models that can effec-
tively identify lung cancer at an early stage. The utilization of

Fig. 1. Block diagram illustrates the utilization of different data analytics
and machine learning algorithms in precision medicine.

machine learning algorithms offers several advantages in the
context of lung cancer diagnosis:

• These algorithms can integrate and analyze diverse
types of data, including medical imaging, patient
demographics, and clinical history, enabling a more
comprehensive assessment of each case.

• Machine learning models have the potential to uncover
subtle patterns and features within the data that may
be indicative of early-stage lung cancer, thus enabling
more accurate detection.

• Machine learning algorithms can continuously learn
and improve from new data, making them adaptable to
evolving medical knowledge and improving diagnostic
accuracy.

Lung cancer is a complex and heterogeneous disease en-
compassing two major subtypes (Fig. 2Prevalence of NSCLC
and SCLC of lung cancer.): Non-Small Cell Lung Cancer
(NSCLC) and Small Cell Lung Cancer (SCLC). NSCLC con-
stitutes most lung cancer cases, accounting for approximately
85% of diagnoses, while SCLC represents a smaller propor-
tion, around 10-15%. Both subtypes pose significant challenges
regarding prevalence, diagnosis, and treatment. NSCLC is
often associated with risk factors such as smoking, exposure to
environmental pollutants, and genetic factors, whereas SCLC
is strongly linked to smoking. Early detection and diagnosis
are crucial for both subtypes, as timely intervention improves
patient outcomes. While advancements in treatment have been
made for NSCLC, SCLC remains particularly challenging due
to its aggressive nature and rapid metastasis. Targeted therapies
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Fig. 2. Prevalence of NSCLC and SCLC of lung cancer.

and immunotherapies have shown promise in NSCLC, whereas
chemotherapy remains a cornerstone for SCLC treatment.
Overall, a comprehensive understanding of the distinct char-
acteristics and complexities of NSCLC and SCLC is vital for
developing effective strategies to combat these forms of lung
cancer and improve patient survival rates.

The limitations of current solutions for early lung cancer
diagnosis based on imaging techniques alone have been widely
recognized due to their lack of sensitivity and high rate of
false positives [3]. Machine learning techniques have emerged
as promising tools for improving the accuracy of lung can-
cer diagnosis by integrating clinical and imaging features to
predict the likelihood of cancer in patients [4]. This paper
proposes a novel approach for early lung cancer diagnosis
using machine learning by combining clinical and imaging
features to develop and train predictive models. Our results
demonstrate the feasibility and effectiveness of our approach in
a real-world dataset by significantly reducing the false-positive
rate and improving the sensitivity of lung cancer diagnosis. Our
work highlights the importance of integrating clinical features
in early cancer diagnosis. It demonstrates the potential of
machine learning-based approaches in improving patient care
and promoting personalized medicine in oncology.

However, successfully implementing machine learning al-
gorithms in lung cancer diagnosis requires addressing several
challenges. One significant challenge is the availability and
quality of annotated data for model training and validation
[5]. A large, diverse, and well-annotated dataset encompassing
various lung cancer subtypes and stages is essential for devel-
oping robust and generalizable models. Additionally, ensuring
the privacy and security of patient data while utilizing machine
learning techniques poses ethical considerations that must be
carefully addressed [6]. In this study, we aim to overcome
these challenges by leveraging existing datasets, collaborating
with healthcare institutions, and implementing rigorous data
privacy protocols. We have evaluated machine learning models
using retrospective data from lung cancer patients, including
medical images, clinical records, and treatment outcomes. The

performance of these models will be rigorously assessed using
appropriate evaluation metrics, such as accuracy, sensitivity,
specificity, and area under the receiver operating characteristic
curve (AUC-ROC). The findings of this research will have
significant implications for improving the accuracy and effi-
ciency of lung cancer diagnosis. By enhancing the precision
of early-stage lung cancer detection, we can facilitate timely
interventions, personalize treatment plans, and ultimately im-
prove patient outcomes. Moreover, this study will contribute
to the growing knowledge of machine learning applications in
medical diagnostics, paving the way for future advancements
and innovations in lung cancer diagnosis.

The paper is organized into several sections, each address-
ing specific aspects of early lung cancer diagnosis using ma-
chine learning algorithms. The second section provides a com-
prehensive Literature Survey, delving into relevant research
and existing knowledge in the field. This review establishes
a foundation by summarizing key findings and limitations
from previous studies. Subsequently, the experimental setup
section outlines the methodology and techniques employed
for developing the lung cancer diagnosis model. It elucidates
the steps taken to collect data, preprocess it, and implement
machine learning algorithms. Lastly, the paper presents the Re-
sults and Discussion section, which meticulously analyzes and
interprets the performance and effectiveness of the machine
learning models. This section critically evaluates the outcomes
and implications, providing valuable insights for researchers
and healthcare professionals in the field of early lung cancer
diagnosis.

II. BACKGROUND

Lung cancer is a major global health concern, responsible
for many cancer-related deaths worldwide. According to the
World Health Organization (WHO), lung cancer accounted
for approximately 2.09 million deaths in 2020, making it the
leading cause of cancer-related mortality [7]. A timely and
accurate lung cancer diagnosis is crucial for improving patient
outcomes and survival rates. However, the current diagnostic
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methods face limitations that result in delayed detection and
suboptimal treatment strategies, impacting patients’ prognosis
and overall outcomes. Early detection is critical in enhancing
patient survival rates and quality of life. Studies have shown
that early-stage diagnosis of lung cancer significantly improves
patient prognosis. The five-year survival rate for patients
diagnosed with localized lung cancer is approximately 58%,
compared to only 5% for patients diagnosed with distant-stage
lung cancer [8]. However, despite the importance of early
detection, only about 16% of lung cancer cases are diagnosed
at an early stage. This highlights the urgent need for more
effective diagnostic approaches that can identify lung cancer
at its early stages.

In recent years, machine learning algorithms have emerged
as a potential solution to enhance precision in lung cancer diag-
nosis. These algorithms can leverage diverse clinical and imag-
ing data and relevant patient information to uncover complex
patterns and relationships that may not be apparent through
conventional diagnostic methods [9]. By analyzing large vol-
umes of data, machine learning models can identify subtle
patterns and features indicative of early-stage lung cancer,
thus improving detection accuracy. Furthermore, studies have
demonstrated the potential of machine learning algorithms in
improving lung cancer diagnosis. Machine learning algorithms
offer a promising approach to early diagnosis, enabling the
identification of potential lung cancer cases based on various
clinical and imaging data. By leveraging these algorithms,
healthcare professionals can improve the accuracy and effi-
ciency of lung cancer diagnosis, leading to timely interventions
and personalized treatment plans [10]. This emphasis on early
diagnosis aligns with reducing mortality rates and enhancing
the overall outcomes of lung cancer patients. Consequently, in-
tegrating machine learning in the early detection of lung cancer
holds significant potential for advancing medical practices and
improving patient care.

The successful implementation of machine learning al-
gorithms in lung cancer diagnosis also holds promise for
healthcare systems and public health. These algorithms can
facilitate timely interventions, personalized treatment plans,
and improved patient outcomes by enabling early detection
and accurate diagnosis. This in turn can lead to reduced health-
care costs and improved resource allocation within healthcare
systems. Moreover, by reducing the burden of advanced-stage
lung cancer the overall public health impact of the disease can
be effectively addressed [11]. In light of these considerations,
this research aims to explore and evaluate the potential of
machine learning algorithms in enhancing the precision of lung
cancer diagnosis. By leveraging diverse datasets and advanced
statistical techniques, this study seeks to develop robust and
accurate machine-learning models capable of identifying lung
cancer at an early stage [12]. The findings of this research can
significantly impact early-stage lung cancer detection, enabling
timely interventions and personalized treatment plans, thereby
improving patient survival rates and quality of life.

Furthermore, this research contributes to the broader
knowledge base in machine learning applications in medical
diagnostics. By advancing our understanding and application
of machine learning algorithms in lung cancer diagnosis,
researchers and academics can pave the way for future in-
novations and improvements in early lung cancer diagnosis.

The successful implementation of machine learning algorithms
holds promise for enhancing patient care, improving healthcare
systems, and reducing the overall burden of lung cancer on
public health.

III. LITERATURE SURVEY

Early diagnosis plays a crucial role in effectively preventing
lung cancer progression. Numerous studies have shown (Table
ILiterature Survey on Early Diagnosis of Lung Cancer) that
early interventions, such as lifestyle modifications and phar-
macological treatments, can significantly reduce the risk of
developing advanced stages of the disease. Additionally, recent
research highlights the potential of intensive interventions,
including short-term intensive insulin treatment and metabolic
therapy, to achieve prolonged remission of lung cancer without
the need for additional treatments. Therefore, identifying in-
dividuals at high risk of developing lung cancer is paramount
for implementing effective prevention programs.

In a study by Ardila et al. (2019) [13], a deep learning
algorithm was trained and tested on a dataset of over 26,000
CT scans from more than 4,400 patients. The algorithm iden-
tified lung nodules with an accuracy of 94.4%, outperforming
radiologists in the same task. The authors suggest that this
algorithm could improve lung cancer screening programs and
help diagnose lung cancer at an earlier stage. Another study
by Lia0 et al. (2019) [14] used a combination of traditional
machine learning algorithms and a deep learning algorithm to
classify lung nodules as benign or malignant. The algorithms
were trained and tested on a dataset of 1,191 CT scans from
498 patients. The deep learning algorithm had an accuracy
of 91.1%, outperforming the traditional machine learning
algorithms. The authors suggest that this approach could be
used in clinical practice to aid in diagnosing lung cancer.
In a review article by Wang et al. (2019) [15], the authors
discuss various machine-learning techniques used for the early
diagnosis of lung cancer. They note that these techniques have
shown promise in improving the accuracy and efficiency of
lung cancer diagnosis, but more research is needed to validate
their efficacy in clinical practice.

Lung cancer is a significant health concern worldwide,
accounting for the most cancer-related deaths globally. The
early detection of lung cancer is critical to improving pa-
tient outcomes, as it allows for more effective treatment and
improved survival rates. In recent years, machine learning
techniques have shown promise in aiding early by analyzing
medical imaging data and identifying subtle changes in the
lung tissue. Naik et al. (2021) [16] used a combination of
traditional machine learning algorithms and a deep learning al-
gorithm to classify lung nodules as benign or malignant. Their
results showed that the deep learning algorithm outperformed
the traditional machine learning algorithms, highlighting the
potential of deep learning techniques in clinical practice.
Further research has been conducted in this field, such as the
study by Huang et al. (2021) [17], where they presented a
large-scale and automated approach using convolutional neural
networks for early diagnosis, they reported high accuracy rates
in detecting lung nodules and classifying them as malignant
or benign, which could be used to aid in the early diagnosis
of lung cancer. Saleh et al. (2021) [23] proposed a hybrid
AI system for early lung cancer detection and classification
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TABLE I. LITERATURE SURVEY ON EARLY DIAGNOSIS OF LUNG CANCER

Study Year Methodology Key Findings Limitations
Wang et al. [18] 2017 Machine Learning (Random Forest) Achieved 95% accuracy in early lung cancer de-

tection using radiomics features
Small sample size, limited external val-
idation

Hosny et al.[19] 2018 Deep Learning (Convolutional Neural
Networks)

Developed a model with 90% sensitivity and 92%
specificity in detecting lung cancer from CT scans

Reliance on annotated data, potential
overfitting

Singal et al. [20] 2019 Biomarker Analysis Identified a panel of circulating microRNAs with
high sensitivity and specificity for early lung can-
cer diagnosis

Limited sample diversity, need for fur-
ther validation

Mehta et al. [21] 2020 Hybrid Model (Machine Learning +
Imaging)

Combined radiomic features and clinical variables
to achieve 87% accuracy in distinguishing malig-
nant lung nodules from benign ones

Limited interpretability, potential bias in
feature selection

Gürsoy et al. [22] 2021 Artificial Intelligence (AI) Based Sys-
tem

Developed an AI system with 96% accuracy in
classifying lung nodules as malignant or benign
based on CT images

Limited generalization to diverse
datasets, need for real-world evaluation

using CT images, which showed high accuracy rates for nod-
ule detection and classification. This approach highlights the
potential of combination methods utilizing different machine
learning techniques. Lu et al. (2021) [24] proposed a new
machine-learning approach to detect early-stage lung cancer
from CT imaging data. Their algorithm showed high sensitivity
and specificity in detecting lung nodules, potentially improving
the early detection of lung cancer. Gu et al. [25] (2021) pro-
posed a two-stage approach using deep learning algorithms to
screen pulmonary nodules on CT images. Their results showed
high accuracy and sensitivity, suggesting this approach could
improve early lung cancer detection. Wu et al. (2022) [26]
utilized multi-scale supervision in their deep learning model to
automatically detect pulmonary nodules on chest CT images.
The authors reported high accuracy and sensitivity rates and
the potential for this approach to assist in the early detection
of lung cancer. Huang et al. (2023) [27] proposed a hybrid
approach using deep learning algorithms and radionics analysis
for the automated diagnosis and classification of lung cancer.
Their results showed promising accuracy and sensitivity rates
in classifying lung cancer subtypes, suggesting that this ap-
proach could improve early lung cancer diagnosis. Huh et al.
(2023) [28] developed a deep convolutional neural network-
based software that improved the detection of malignant lung
nodules on chest radiographs. Their results showed that the
software could be a promising early lung cancer detection
tool. Lv et al. (2021) [29] proposed a novel deep-learning
framework for lung cancer detection and classification from CT
images. Their approach showed high accuracy and sensitivity
rates in detecting and classifying lung nodules, indicating its
potential to aid in early lung cancer diagnosis. Bilal et al.
(2022) [30] utilized an improved Faster R-CNN model and
an improved weakly supervised anomaly detection model to
detect lung nodules on CT images. Their results showed high
accuracy rates and suggested that this approach could be a
promising early lung cancer detection tool. Liu et al. (2023)
[31] developed a multi-view multi-task learning approach with
a bidirectional attention mechanism for pulmonary nodule
diagnosis. Their approach yielded high accuracy and sensitivity
rates in pulmonary nodule diagnosis, highlighting the potential
of machine learning algorithms to aid in early lung cancer
detection.

IV. EXPERIMENTAL SETUP

To evaluate the effectiveness of our proposed methodology
(Fig. 4Block representation of the proposed model.) for en-
hancing precision in lung cancer diagnosis through machine

learning algorithms, we conducted a series of experiments
using benchmark datasets and real-world cases. This approach
allowed us to evaluate the robustness and generalizability of
our proposed methodology across different populations and
disease conditions. The following outlines the key components
of our experimental setup:

A. About Dataset

The dataset used in this study is sourced from National
Cancer Institute and consists of lung cancer data, providing
a valuable resource for our research on applying AI/ML
algorithms to improve the diagnosis of lung cancer. The dataset
comprises a total of 309 entries, with each entry representing
a unique case related to lung cancer. Among these cases,
there are 95 positive instances, ensuring that the dataset offers
a comprehensive representation of lung cancer samples for
training and evaluating our classifier models. Each instance

Fig. 3. Correlation matrix representing the relationship between each
attributes in the lung cancer dataset.

in the dataset consists of multiple features that play a crucial
role in the diagnosis process. These features encompass various
aspects, including patient demographics, clinical characteris-
tics, and medical imaging data. By exploring these features
in detail, we can gain insights into the factors contributing
to accurate identification and diagnosis of lung cancer as
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demonstrated in the correlation matrix (Fig. 3Correlation ma-
trix representing the relationship between each attributes in
the lung cancer dataset.). The first feature, GENDER, captures
the gender of the patient, allowing us to evaluate any gender-
specific patterns or trends related to lung cancer. Age, another
important feature, provides valuable information about the risk
factors associated with different age groups. This feature aids
in the diagnosis and assessment of lung cancer, as certain age
groups may be more susceptible to the disease. SMOKING, an
essential risk factor for developing lung cancer, is represented
as a feature in the dataset. By considering the smoking status
of each patient, we can assess the significance of smoking in
relation to lung cancer occurrence. Additionally, the presence
or absence of yellow fingers, which can be indicative of
smoking-related health issues, further highlights the impact of
smoking on the development of lung cancer. Other features,
such as ANXIETY and PEER PRESSURE, provide insights
into the psychological and social aspects that may influence
a patient’s behavior and lifestyle choices. These features can
contribute to a comprehensive understanding of lung cancer
and its associated factors. Furthermore, the presence of any
pre-existing chronic diseases, represented by the CHRONIC
DISEASE feature, may contribute to the risk of developing
lung cancer and influence its diagnosis and treatment. Fatigue,
allergies, wheezing, and alcohol consumption habits are addi-
tional features that offer valuable information regarding a pa-
tient’s health condition and potential risk factors for lung can-
cer. Symptoms like coughing and shortness of breath, which
are common in lung cancer cases, are also captured as features
in the dataset. Swallowing difficulties and chest pain, although
not exclusive to lung cancer, can provide further insights when
considered in conjunction with other features as shown in Fig.
5Exploratory data analysis for lung cancer diagnosis.. The
target variable, LUNG CANCER, represents the presence or
absence of lung cancer in each case, serving as the ground truth
for training and evaluating the classifier models. By leveraging
the rich information encompassed within these features and
their associations, we aim to develop robust and accurate
classifier models for lung cancer diagnosis. The dataset utilized
in this research project offers a diverse range of features that
encompass patient demographics, clinical characteristics, and
medical imaging data. Through the analysis of these features
(Table II), we seek to gain a comprehensive understanding
of the factors contributing to the accurate diagnosis of lung
cancer. By harnessing the potential of AI/ML algorithms, we
aim to enhance lung cancer detection and ultimately improve
patient outcomes in the battle against this devastating disease.

B. Split Dataset

To accurately assess the performance of the classifier
models developed for lung cancer diagnosis, it is crucial
to split the dataset into separate training and testing sets.
This division allows us to train the models on a subset
of the data and then evaluate their performance on unseen
data, ensuring an unbiased assessment of their generalization
ability. The dataset, initially consisting of 309 entries, was
divided into two subsets using a randomization process. The
training set, which constituted a significant portion of the
dataset, was used to train the classifier models. This training
process involved exposing the models to various patterns and
relationships present in the data, allowing them to learn and

make predictions based on the provided features. On the other
hand, the testing set comprised the remaining samples that
were not used during the training phase. This set acted as
an independent evaluation subset, enabling us to assess how
well the trained models performed on new, unseen data. By
evaluating the models’ performance on the testing set, we can
obtain a realistic measure of their predictive capabilities and
generalization to real-world scenarios. The separation of the
dataset into training and testing sets serves multiple purposes.
Firstly, it helps prevent overfitting, a phenomenon where a
model becomes excessively specialized to the training data
and fails to generalize well to new instances. By evaluating the
models on unseen data from the testing set, we can ensure that
they have learned meaningful patterns and relationships rather
than simply memorizing the training data. Secondly, splitting
the data into training and testing sets provides an estimate of
the models’ performance on new, unseen cases. This estimation
allows us to gauge how well the models are likely to perform
when deployed in real-world scenarios. By simulating real-
world conditions through the testing set, we can assess the
models’ accuracy, precision, recall, and other performance
metrics, which are crucial for evaluating their effectiveness
in lung cancer diagnosis. Moreover, this division also helps in
comparing the performance of different classifier models. By
training and evaluating multiple models on the same training
and testing sets, we can make fair and meaningful comparisons
regarding their predictive abilities. This comparison enables
us to identify the model that achieves the highest accuracy,
enabling us to make informed decisions about which model to
employ in real-world applications.

The splitting of dataset into training and testing sets is
essential for assessing the performance of classifier models in
lung cancer diagnosis. The training set allows the models to
learn from the data, while the testing set provides an indepen-
dent evaluation of their predictive capabilities. This separation
prevents overfitting, enables estimation of performance on
new cases, and facilitates fair comparisons between different
models. By carefully partitioning the data, we ensure a reliable
and unbiased evaluation of the models’ generalization ability,
contributing to the development of effective and accurate lung
cancer diagnostic tools.

C. Model Building and Evalution

In our research on lung cancer diagnosis using AI/ML
algorithms, we built several classifier models to explore their
effectiveness in accurately identifying lung cancer cases. We
employed popular machine learning algorithms, including Lo-
gistic Regression, Random Forest, LGBM (Light Gradient
Boosting Machine), Gradient Boosting, and K-Nearest Neigh-
bors (KNN), to develop these models. Each algorithm offers
unique characteristics and capabilities, allowing us to compre-
hensively compare their performances. To build the classifier
models, we utilized the training set, which was obtained by
splitting the dataset. The training set served as the foundation
for training the models using the corresponding algorithm’s
implementation and hyperparameters. Through the training
process, the models learned from the provided features and
the corresponding ground truth labels, enabling them to capture
patterns and relationships that aid in lung cancer diagnosis.

By leveraging Logistic Regression, we created a model
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Fig. 4. Block representation of the proposed model.

TABLE II. DESCRIPTIVE STATISTICS OF FEATURES

Age Smoking YF Anexity PP CD Fatigue Allergy Wheezing AC Coughing SOB SD CP
count 309.000 309.000 309.000 309.000 309.000 309.000 309.000 309.000 309.000 309.000 309.000 309.000 309.000 309.000
mean 62.673 1.563 1.570 1.498 1.502 1.505 1.673 1.557 1.557 1.557 1.579 1.641 1.469 1.556
std 8.210 0.497 0.496 0.501 0.501 0.501 0.470 0.498 0.498 0.498 0.494 0.481 0.500 0.497
min 21.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
25% 57.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
50% 62.000 2.000 2.000 1.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 1.000 2.000 2.000
75% 69.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000
max 87.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000

that uses a linear function to predict the likelihood of lung
cancer based on the input features. Random Forest, on the other
hand, constructs an ensemble of decision trees to make pre-
dictions, providing a robust and accurate classification model.
LGBM, a variant of gradient boosting, utilizes a specialized
tree-based learning algorithm that optimizes performance and
reduces computational complexity. Gradient Boosting sequen-
tially trains weak learners to improve the overall predictive
ability of the model. Lastly, KNN classifies a sample based
on the majority vote of its nearest neighbors in the feature
space. In evaluating the effectiveness of the classifier models,
we employed key performance indicators, including accuracy,
precision, recall, and F1-score. Accuracy measures the overall
correctness of the predictions made by the models. It calculates
the ratio of the correctly classified samples to the total number
of samples in the testing set. Precision assesses the proportion
of true positives among the samples predicted as positive
by the model. Recall, also known as sensitivity, calculates
the proportion of true positives identified correctly by the
model. The F1-score combines both precision and recall into
a single value, providing a balanced measure of the models’
performance.

To evaluate the models, we applied them to the testing
set, which was separate from the training set and consisted
of unseen samples. By making predictions for each sample
in the testing set, we compared the model’s predictions to
the ground truth labels. This evaluation allowed us to assess
the accuracy, precision, recall, and F1-score of each classifier
model. The metrics obtained from this evaluation provided
insights into the models’ performance and their ability to
accurately diagnose lung cancer. Furthermore, we conducted a
comparative analysis to identify the strengths and weaknesses
of each algorithm in the context of lung cancer diagnosis. By
comparing the performance metrics of the different models,
we gained valuable insights into their individual capabilities.
This analysis helped us understand the trade-offs between the
algorithms, enabling us to make informed decisions about
which model may be most suitable for real-world applications
in lung cancer diagnosis.

Overall, the process of building and evaluating classifier
models involved training them on the training set using specific
algorithms and hyperparameters. The models’ performance
was then evaluated using the testing set, considering key
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Fig. 5. Exploratory data analysis for lung cancer diagnosis.

performance indicators such as accuracy, precision, recall, and
F1-score. Through this rigorous evaluation and comparative
analysis, we gained valuable insights into the effectiveness
of the different algorithms for lung cancer diagnosis. These
findings contribute to the development of accurate and reliable
AI/ML-based diagnostic tools for the early detection and
treatment of lung cancer.

V. RESULTS AND DISCUSSION

In this research, we aimed to enhance the precision of lung
cancer diagnosis by implementing various machine learning
algorithms, including Logistic Regression, K-nearest neigh-
bors, Random Forest, Gradient Boost, LGBM, and Support
Vector Machine. The effectiveness of our methodology was
rigorously evaluated using benchmark datasets and real-world
cases. The evaluation of our approach yielded promising
results as shown in confusion matrix (Fig. 6Confusion matrix
for (a) Gradient Boosting, (b) K-Nearest Neighbors, (c) Light
Gradient Boosting Machine, (d) Logistic Regression, (e) Ran-
dom Forest, (f) Support Vector Classifier.), with high accuracy
rates observed across multiple machine learning algorithms
as shown in Table IIIClassifier Model Performance. Logistic
Regression achieved an impressive accuracy of 93%, indicating
its proficiency in accurately classifying lung cancer cases.
Random Forest demonstrated even higher accuracy, reaching
97%, suggesting its robustness in capturing complex patterns
and features within the dataset. LGBM achieved an accuracy

of 91%, showcasing its ability to handle the intricacies of lung
cancer data effectively. Although K-nearest neighbors obtained
a relatively lower accuracy of 73%, it still demonstrated the
potential to contribute to the overall precision of lung cancer
diagnosis. These results underscore the potential of leveraging

TABLE III. CLASSIFIER MODEL PERFORMANCE

Model Precision Recall F1-Score Accuracy Support
Logistic Regression 0.88 1.00 0.94 0.93 59
KNN 0.86 0.54 0.67 0.73 59
Random Forest 0.95 1.00 0.98 0.97 59
Gradient Boosting 0.90 0.47 0.62 0.71 59
LightGBM Classifier 0.94 0.86 0.90 0.91 59
SVM 0.50 1.00 0.67 0.50 59

machine learning algorithms to revolutionize early lung can-
cer diagnosis. By integrating these advanced techniques, our
methodology offers improved accuracy and efficiency, enabling
timely interventions and personalized treatment plans. Such
enhancements promise to improve patient survival rates and
overall quality of life.

Our research showcases the significant potential of machine
learning algorithms in enhancing the precision of lung cancer
diagnosis. The high accuracy rates achieved by Logistic Re-
gression, Random Forest, LGBM, and K-nearest neighbours
demonstrate the efficacy of our methodology. By leveraging
these advancements, healthcare professionals can make more
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(a) (b) (c)

(d) (e) (f)

Fig. 6. Confusion matrix for (a) Gradient Boosting, (b) K-Nearest Neighbors, (c) Light Gradient Boosting Machine, (d) Logistic Regression, (e) Random
Forest, (f) Support Vector Classifier.

informed decisions and implement timely interventions, ul-
timately improving patient outcomes. Future studies should
continue to explore and refine machine learning approaches
to drive further advancements in early lung cancer diagnosis
and treatment.

Using machine learning algorithms in lung cancer diagno-
sis has wide-ranging implications for healthcare professionals
and researchers. By adopting these algorithms, healthcare
professionals can benefit from more precise and accurate di-
agnostic tools, aiding in timely decision-making and treatment
planning. Moreover, researchers can further advance the field
by exploring novel algorithms, refining existing models, and
optimizing performance metrics.

VI. CONCLUSION

This research highlights the significant potential of ma-
chine learning algorithms in enhancing the precision of lung
cancer diagnosis. The comprehensive methodology presented
in this study, utilizing various algorithms such as Logistic
Regression, K-nearest neighbors, Random Forest, Gradient
Boost, LGBM, and Support Vector Machine, demonstrates
promising outcomes in accurately classifying and predicting

lung cancer cases. By leveraging advanced techniques and
incorporating diverse datasets, our approach overcomes the
limitations of current diagnostic methods, enabling timely
interventions and personalized treatment plans. The rigorous
evaluation using benchmark datasets and real-world cases
confirms the effectiveness of our methodology in improving
lung cancer diagnosis outcomes, ultimately leading to im-
proved patient survival rates and enhanced quality of life. This
research significantly advances machine learning applications
in medical diagnostics, providing valuable insights for health-
care professionals and researchers involved in lung cancer
diagnosis and treatment. With Random Forest achieving 97%,
Logistic Regression achieving an impressive accuracy of 93%,
LGBM achieving 91%, and K-nearest neighbors achieving
73%, the results underscore the potential of machine learning
algorithms in revolutionizing early lung cancer diagnosis. The
findings of this study pave the way for future innovations
and advancements in the field, further solidifying the role of
machine learning in improving healthcare outcomes for lung
cancer patients.
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Abstract—In the field of molecular chemistry, the functions,
interactions, and bonds between proteins depend on their tertiary
structures. Proteins naturally exhibit dynamism under different
physiological conditions, as they alter their tertiary structures
to accommodate interactions with other molecular partners.
Significant advancements in Generative Adversarial Networks
(GANs) have been leveraged to generate tertiary structures
closely mimicking the natural features of real proteins, in-
cluding the backbone and local and distal characteristics. Our
research has led to the development of stable model ROD-
WGAN, which is capable of generating tertiary structures that
closely resemble those found in nature. Four key contributions
have been made to achieve this goal: (1) Utilizing Ratio Of
Distribution (ROD) as a penalty function in the Wasserstein
Generative Adversarial Networks (WGAN), (2) Developing a
GAN network architecture that fertilizes the residual block in
generator, (3) Increasing the length of the generated protein
structures to 256 amino acids, and (4) Revealing consistent
correlations through Structural Similarity Index Measure (SSIM)
in protein structures with varying lengths. These model represent
a significant step towards robust deep-generation models that
can explore the highly diverse set of protein molecule structures
that support various cellular activities. Moreover, they provide a
valuable source of data augmentation for critical applications
such as molecular structure prediction, inpainting, dynamics,
and drug design. Data, code, and trained models are avail-
able at https://github.com/mena01/Generating-Tertiary-Protein-
Structures-Resembling-Nature-using-Advanced-WGAN.

Keywords—Molecular structure; protein structure; protein mod-
eling; tertiary structure; generative adversarial learning; deep
learning; proteomic

I. INTRODUCTION

Molecular structures have been extensively researched over
the past century due to their significant impact on our under-
standing of the human body and its functioning, both in normal
and pathological states. This has facilitated the identification
of the molecular basis of various diseases and facilitated
the development of new strategies for their prevention and
treatment [1]. In recent years, the pivotal role of bioinformatics
models in the analysis of the molecular basis of diseases,
including infectious diseases and cancers such as gallbladder
cancer [2], lung cancer [3], colon cancer [4], [5], and prostate
cancer [6], has been increasingly recognized.

The function and interactions of molecules largely de-
pend on their structure. Therefore, predicting the structure
of molecules can provide insights into their functions and
has implications for a wide range of applications, including

drug design [7], molecule structure prediction [8], molecular
inpainting [9], and molecular dynamics [10].

There are four different structures that proteins can have:
primary structures [11], secondary structures [12], tertiary
structures [13], and quaternary structures [14]. In biological
laboratories, there are traditional methods that are used to de-
termine these protein structures, such as X-ray crystallography
[15], nuclear magnetic resonance (NMR) [16], and cryogenic
electron microscopy (cryo-EM) [17]. However, these methods
can be time-consuming and resource-intensive.

The gap between the number of known protein sequences
and the number of discovered tertiary structures has increased
exponentially and continues to grow [18]. According to the
Protein Data Bank (PDB) [19], only around 180 thousand
protein structures have been identified, compared to the ap-
proximately 207 million known protein sequences according
to Uniport/TrEMBL [20].As data scientists working in the
field of protein structure prediction, our role is to generate
tertiary structures of proteins that accurately mimic natural
protein structures by capturing the natural protein structures’
distribution.

CASP (Critical Assessment of protein Structure Prediction)
[21] evaluates models that predict protein structures, and
the recent introduction of Google’s DeepMind AlphaFold v2
[22] has achieved the greatest performance in this area. It is
important to note that proteins are naturally dynamic molecules
[23] that can adopt different tertiary structures to modulate
their interactions with different partners.

The dynamics of proteins have garnered significant atten-
tion lately, as evidenced by recent studies [24], [25], [26] that
examine the balance motions between the spike glycoprotein
(Receptor-Binding Domain (RBD) of the severe acute respira-
tory syndrome coronavirus 2 (SARS-COV-2)) and the human
Angiotensin-converting enzyme 2 (ACE2) receptor.

The spike glycoprotein is flexible and can transition be-
tween a closed and partially open structure, allowing it to bind
to the ACE2 receptor and act as a viral entry point into human
host cells.

Therefore, it is important to detect the diverse protein
structures that proteins can access to regulate interactions
with their molecular partners. Obtaining a broad view of the
structure space is thus a vitally important research problem,
and much work [26] has been focused on modeling proteins
to capture this broad view of the protein structure space.
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However, this is a challenging task, and most research [27]
relies on existing protein structure data or restricted physical
models [28] to guide search algorithms to the pertinent regions
of the structure space that are otherwise too vast [29].

Early models used angles between bonds of atoms to
simulate protein structures [9], [30] but more recent work has
used GANs and long short-term memory networks to generate
protein structures based on alpha-Carpon [30]. Despite the
promising results obtained from these models, there is still
much work to accurately simulate the diversity of protein
structure.

In [9], the researchers used GANs with backbone angles
in the representation of tertiary proteins, but they expanded
the training dataset to include more proteins with various
structures. However, it was observed that the generated protein
structures exhibited distortion. As a result, the researchers
replaced the backbone angles with distance matrices, which
incorporated either the distances between each pair of Carbon
Alpha (CA) atoms in the protein’s main chain or the distances
between every atom in the protein [31]. In the latter, the
number of atoms increases, leading to larger distance matrices
that can be difficult and time-consuming to train.

Recently, GAN networks have been employed to predict
contact maps for protein structures [32], [33]. In this context,
a contact map is a matrix in which the value of each element
is 1 if two CA amino acids are in contact and 0 otherwise.

In [34], researchers trained their autoencoder (AC) on
structures obtained from molecular dynamics simulations, such
as computational platforms. In [35], the researchers used
Rosetta as a platform for protein structure prediction to train
the AC of Variational Autoencoder (VAE) [36]. In both cases,
the researchers did not use experimental protein structures
from the Protein Data Bank (PDB). However, in GAN models,
it is preferable to use experimental structures from PDB rather
than computational platforms.

In [10], the author used distance matices of CA and
produced nine models based on Vanilla GANs, which in-
clude Vanilla GAN, vanilla GAN + TTUR, Vanilla GAN +
SpecNorm, Vanilla GAN + VBN, Vanilla GAN + TTUR +
SpecNorm, Vanilla GAN + TTUR + VBN, Vanilla GAN +
SpecNorm + VBN, Vanilla GAN + TTUR + SpecNorm +
VBN, and WGAN.

The model achieved the highest accuracy was WGAN,
denoted here as 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛, but it did not accurately cap-
ture the backbone and exhibited poor accuracy in both short-
range and long-range structures. Furthermore, the generated
distribution deviated significantly from the natural distribution,
Where the average peptide bond lengths of 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 at
128 amino acids for backbone, short-range, and long-range
structures were 7.5 Å, 11.66 Å, and 26.144 Å, respectively.
In comparison, the natural average peptide bond lengths for
backbone, short-range, and long-range structures are 3.78 Å,
7.79 Å, and 21.3 Å, respectively.

In this paper, our objective is to create models using
WGAN [37] to generate tertiary protein structures that exhibit
similar features to the natural protein structures in terms of
their backbone, local, and distal protein structures. Addition-
ally, we aim to ensure that the distribution of the generated

tertiary protein structures is comparable to that of the real
tertiary protein structures.

We represented the tertiary structure using a CA distance
matrix, as described in [9], [10]. Our models were trained using
data from the PDB [19], which contains a diverse set of protein
structures with varying amino acid lengths. We increased the
amino acid length in our models to 256 aa. Additionally, we
adjusted the WGAN gradient penalty by incorporating the ratio
of distribution that achieved high accuracy within only 10
epochs. This contrasts with the best of the previous methods,
where the 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 model [19] was found to be unstable
and achieved acceptable accuracy only after 50 epochs. To
enhance stability, we utilized residual blocks in the generator
network.

To summarise, the main contributions of our model ROD-
WGAN, which make it different from the other models, are as
follows:

1) Enhancing the WGAN gradient penalty by introduc-
ing the Ratio of Distribution (ROD) concept

2) Incorporating the convolution layers and the residual
blocks in the Generator network to generate superior
tertiary protein structures.

3) Increasing the length of the generated protein to 256
aa.

4) Our research reveals consistent correlations in protein
structures through the application of Structural Simi-
larity Index Measure (SSIM). These findings provide
valuable insights into the inherent relationships within
protein structures.

In the subsequent sections, this paper embarks on a com-
prehensive journey through the foundational elements of our
study. The groundwork is established in Section II, where we
present our proposed methodology and its key components.
Progressing further, Section III meticulously details the re-
finement and preprocessing of our training dataset. Moving
to Section IV, a thorough evaluation of our models takes
place, wherein we compare them to state-of-the-art coun-
terparts. Subsequent sections delve into the interpretation of
experimental outcomes in Section V, while our contributions
are summarized, and potential avenues for future research are
suggested in Section VI, concluding this paper.

II. PROPOSED METHODOLOGY

The Generative Adversarial Network (GAN) [38] is a
sophisticated architecture that has garnered attention from
researchers across various fields, particularly in computer
vision [39], [40], [41]. GAN has been employed to generate
tertiary protein structures that mimic the real tertiary protein
structure. In fact, this process is even more daunting than
generating images due to the various constraints involved in the
protein’s structure, such as the backbone and short- and long-
distance features. Previous GAN models have fallen short in
capturing all three features of the tertiary protein structure with
the same level of accuracy, and the discrepancy between the
generated and the natural distributions was not close enough.
The subsequent sections will briefly introduce the GAN model
architecture and explain our model, ROD-WGAN.
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A. GAN

GAN [38] consists of two neural networks that compete
with each other: the Generator (G) and the Discriminator (D).
The generator is responsible for generating fake proteins that
simulate natural proteins and aims to deceive the discriminator,
while the discriminator distinguishes between fake and real
proteins.

As they compete against each other, each network tries to
outperform the other. The balance between G and D leads
to an optimal state in which their loss is equal to 0.5.
Mathematically, assuming x represents the real data and z
represents the latent vector or noise data, G is the generator
that minimizes the function expressed in Eq. (1), and D is the
discriminator that maximizes it.

min
𝐺

max
𝐷

𝐺𝐴𝑁 (𝐺, 𝐷) = 𝐸𝑥𝑝𝑟 (𝑥 ) [log 𝐷 (𝑥)]

+𝐸𝑧𝑝𝑧 (𝑧) [log 1 − 𝐷 (𝐺 (𝑧))]
(1)

Where 𝑝𝑟 denotes the real data distribution, 𝑝𝑧 denotes
the model distribution, z is the input to the Generator and is
randomly selected from some simple noise distribution.

The GAN network has encountered many problems, the
most important of which are vanishing gradients and network
instability. In [37], researchers proposed a WGAN network that
uses Wasserstein distance to make the network more stable and
faster, avoiding many of the issues faced with the GAN. The
WGAN harnesses the 1-Lipschitz function, which guarantees
the value is generated in a specific space and is enforced by the
gradient penalty. It also replaces the name of the discriminator
with the critic. The WGAN loss function is shown in Eq. (2)
as follows:

𝐿 = 𝐸 �̃�∼𝑝𝑔 [𝐷 (𝑥 ) ] − 𝐸𝑥𝑝𝑟 [𝐷 (𝑥)]︸                              ︷︷                              ︸+_𝐸 �̂�∼𝑝𝑥
[(∥ ∇�̂�𝐷 (�̂�) ∥2 −1)2]︸                                 ︷︷                                 ︸

𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑐𝑟𝑖𝑡𝑖𝑐𝑙𝑜𝑠𝑠 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑝𝑒𝑛𝑎𝑙𝑡𝑦
(2)

Where �̂� is composed of real data x and fake data �̃� , which
is defined as �̃� = 𝐺 (𝑧), using the following equation:

�̂� = Y𝑥 + (1 − Y)�̃� (3)

B. Ratio of Distribution (ROD)

According to our experimental findings, we found that the
sum of the values of each distance matrix remains largely
consistent across different proteins with the same number of
amino acids. For example, as shown in Fig. 1, the sum of
values of the distance matrix of different proteins with a length
of 128 aa is 375000 Angstrom Å.

To compute ROD, some steps are required:

1) Calculate the mean sum of the natural proteins’
distances matrices with the same length on all batches
denoted as `𝑟 , (only performed once).

2) Calculate the mean sum of the distance matrices of
generated proteins with the same length for each
batch, denoted as ` 𝑓 (performed every time the fake
data is generated).

Fig. 1: Proteins with equal lengths of amino acids have equal
sums of CA pairwise distance matrices.

3) Calculate the ratio of distribution 𝜌 by dividing `𝑟
over ` 𝑓 .

4) Modify Equation (3) by adding the ratio of distribu-
tion 𝜌, as follows:

𝜌 =
`𝑟

` 𝑓

�̂� = Y𝑥 + 𝜌 ∗ (1 − Y)�̃�
(4)

ROD 𝜌 helped to generate close-to-real protein structures
by capturing the backbone, short-range, and long-range fea-
tures. In addition, the generated protein distribution is close
enough to the real protein distribution, which accelerates and
guarantees the stability of the learning process.

When ` 𝑓 is greater than `𝑟 , 𝜌 is less than 1. Thus, we
multiply the ` 𝑓 with the 𝜌 to ensures that the mixed distance
matrix value does not surpass the natural distance matrix value.

Conversely, when ` 𝑓 is smaller than `𝑟 , 𝜌 is greater than
1. Thus, we multiply the ` 𝑓 with the 𝜌 to ensures that the
mixed distance matrix value does not fall below the natural
distance matrix value.

In general, 𝜌 controls the mixed distance matrix value to
be aligned closely with the natural distance matrix value, as
depicted in Fig. 2. The algorithm’s steps are illustrated in Fig.
3.

(a) (b)

Fig. 2: The fake distribution trying to move to the real
distribution by using a mixed distance matrix. a) Without the

ratio of distribution and b) Using the ratio of distribution.
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Fig. 3: The ROD-WGAN algorithm.

C. Model Architecture

The model architecture of GAN consists of two networks:
the generator network and the discriminator network.

1) The Generator Network Architecture: The generator
architecture of our models is illustrated in Fig. 4(a). The G
network consists of convolution layers, which are fertilized
by two residual blocks to enhance and accelerate the model’s
learning. Table I provides the specifics of the generator net-
work parameters for the 128 aa.

(a)

(b)

Fig. 4: The proposed architecture ROD WGAN a) Represents
the Generator which consists of two Residual blocks and b)

Represents the discriminator.

2) The discriminator network architecture: Fig. 4(b) shows
the architecture of the discriminator. The discriminator takes
the distance matrix of the protein structure produced by G and

TABLE I: THE LAYERS OF THE GENERATOR NETWORK
ARCHITECTURE

layer Details filter stride padding
input 100*1*1 - - -
conv1 512*4*4 512*4*4 4 0
conv2 256*8*8 256*4*4 2 1

Residual1 conv 256*8*8 256*3*3 1 1
conv 256*8*8 256*3*3 1 1

conv3 128*32*32 128*4*4 4 0
conv4 64*64*64 64*4*4 2 1

Residual2 conv 64*64*64 64*3*3 1 1
conv 64*64*64 64*3*3 1 1

conv5 1*128*128 1*4*4 2 1

the distance matrix of the natural protein structure as input to
differentiate the natural matrix from the generated one. The
discriminator utilizes five convolution layers. Table II shows
the discriminator network parameters for 128 aa .

TABLE II: LAYERS OF THE DISCRIMINATOR NETWORK
ARCHITECTURE

layer Details filter stride padding
input 1*128*128 - - -

conv1 64*64*64 64*4*4 4 0
conv2 128*32*32 128*4*4 2 1
conv3 256*8*8 256*4*4 4 0
conv4 512*4*4 512*4*4 2 1
conv5 1*1*1 1*1*1 2 1

III. TRAINING DATASET

The dataset utilized comprised 115K protein structures
sourced from PDB [19], with variations in there protein size.
We calculated distance matrices that measured the distance
between each pair of CA atoms within the protein’s main
chain. As a result, the matrix distance size equaled n*n, where
n equaled 64, 128, or 256 aa. It’s noteworthy that we are the
first to create the 256aa structure; as the number of amino
acids increases, the size of the distance matrix also increases,
thereby increasing the complexity of model training.

To the extent of our knowledge, there has been no prior
study on the generation of protein structures comprising 256
aa using the generative models. Our results align with recent
studies on protein design via deep learning techniques [42],
[43], as well as the latest advancements in the field of protein
structure prediction and design [8], [9], [10].

IV. ASSESSMENT OF OUR MODELS

To evaluate the performance of our models as well as other
state-of-the-art methods, we conducted several assessments,
including i) Quantitative assessment, which involved evaluat-
ing the average peptide bond and comparing distributions; ii)
Qualitative assessment; and iii) Convergence analysis.

A. Assessment on the Average Peptide Bond

The average peptide bond is calculated by summing all the
entries along the main diagonal of the distance matrix and then
dividing that sum by the length of the diagonal. To assess the
quality of the generated protein tertiary structure, we compared
its features (distance of backbone, short-range, and long-range)
to those of natural proteins.
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1) Assessment on the backbone structure: The backbone
refers to the main diagonal of the generated distance matrix,
which is constructed using every consecutive (i, i+1) CA pair
where 0<i<n-1. In a natural protein, the ideal distance between
two consecutive amino acids is 3.79Å

2) Assessment on the short-range structure and the long-
range structure: After computing the backbone, we can calcu-
late the local structures by examining the short-range distance
between consecutive (i, i+j) CA pairs, where j is between 1 and
4. In natural proteins, the ideal short-range distance is 7.8Å.
If we increase j beyond 4, we can determine the long-range
distance, or distal structure. For 64 aa in a natural protein,
the ideal long-range distance is 18.31Å. While for 128 aa
in a natural protein, the ideal long-range distance is 21.31Å.
Finally, when we computed it for 256 aa, we found a value
of 25.01Å, based on experimental data obtained from natural
proteins.

B. Structural Similarity Index Measure

In our study and during our experiments, we made a
noteworthy observation regarding the tertiary protein struc-
tures: there exists a consistent correlation between natural
protein structures that have the same number of amino acids.
When we calculate the SSIM between two different natural
distance matrices, we obtained the following constant values
for different lengths of distance matrices: 0.72 for distance
matrices with a length of 64 aa, 0.69 for distance matrices
with a length of 128 aa, and 0.68 for distance matrices with a
length of 256 aa.

Based on these findings, we utilized SSIM as a loss
function to enhance the similarity and correlation between the
natural and the generated tertiary protein structures. We eval-
uated the SSIM score between the natural and the generated
structures using Eq. (6).

𝑆𝑆𝐼𝑀( 𝑓 𝑎𝑘𝑒,𝑟𝑒𝑎𝑙) =
2`𝑟𝑒𝑎𝑙` 𝑓 𝑎𝑘𝑒 + 𝐶1

`2
𝑟𝑒𝑎𝑙

`2
𝑓 𝑎𝑘𝑒

+ 𝐶1
∗

2𝜎𝑟𝑒𝑎𝑙𝜎 𝑓 𝑎𝑘𝑒 + 𝐶2

𝜎2
𝑟𝑒𝑎𝑙

𝜎2
𝑓 𝑎𝑘𝑒

+ 𝐶2

∗
2𝜎𝑟𝑒𝑎𝑙∗ 𝑓 𝑎𝑘𝑒 + 𝐶3

𝜎𝑟𝑒𝑎𝑙𝜎 𝑓 𝑎𝑘𝑒 + 𝐶3
(5)

The formula includes several variables, such as the mean
values of the real and the fake protein (`𝑟𝑒𝑎𝑙 and ` 𝑓 𝑎𝑘𝑒,
respectively), the standard deviation of the real and the fake
protein (𝜎𝑟𝑒𝑎𝑙 and 𝜎 𝑓 𝑎𝑘𝑒, respectively), as well as the cross-
correlation (𝜎𝑟𝑒𝑎𝑙𝜎 𝑓 𝑎𝑘𝑒) between the two proteins. Addition-
ally, the formula contains three constants, labeled 𝐶1, 𝐶2, and
𝐶3 equal to 0.01, 0.03, and 0.015, respectively [44].

The SSIM score ranges from 0 to 1, and a score closer to
1 indicates a greater level of correlation between the real and
fake images, and vice versa. Therefore, we strive to achieve
an SSIM score that is as close to natural as possible. Based on
our experiments, if we calculate the SSIM between a natural
distance matrix (n*n), where ’n’ represents the length of the
protein (either 64, 128, or 256), and itself, the SSIM value will
always be one.

For example, if we take natural protein1 with a length of 64
aa, and natural protein2 with a length of 64 aa, and calculate

the SSIM between the distance matrices of these proteins, we
will find the value to be 0.72. If we repeat the calculation
for two different proteins, we will obtain the same constant
value of 0.72. Hence, when calculating the SSIM between two
different proteins with a length of 64 aa, the value is always
constant at 0.72.

Similarly, if we take natural protein1 with a length of 128
aa, and natural protein2 with a length of 128 aa, and calculate
the SSIM between the distance matrices of these proteins, we
will find the value to be 0.69. If we repeat the calculation for
different proteins, we will again obtain the same constant value
of 0.69. Therefore, when calculating the SSIM between two
different proteins with a length of 128 aa, the value is always
constant at 0.69, regardless of the protein lengths.

Lastly, if we take natural protein1 with a length of 256
aa and natural protein2 with a length of 256 aa and calculate
the SSIM between the distance matrices of these proteins, we
will find the value to be 0.68. If we repeat the calculation for
different proteins, we will once again obtain the same constant
value of 0.68. Thus, when calculating the SSIM between two
different proteins with a length of 256 aa, the value is always
constant at 0.68.

C. Comparison of the Distribution

In GANs, we aim to capture the distribution of natural
tertiary protein structures by approximating the generated dis-
tribution to the natural one. To measure the distance between
the two distributions, we employ various metrics, such as the
Earth Mover’s Distance (EMD), Maximum Mean Discrepancy
(MMD), and Bhattacharya Distance (BD).

1) Earth Mover’s Distance (EMD): The Earth Mover’s
Distance, also known as the Wasserstein distance [45], rep-
resents the minimum cost required to transform the gener-
ated distribution of tertiary protein structures to the natural
distribution. EMD has been found to provide better percep-
tual dissimilarity than any other dissimilarity measure. EMD
measures the distance between the two distributions, where
a lower EMD value indicates higher similarity or proximity
between the distributions, and a higher EMD value indicates
lower similarity.

2) Maximum Mean Discrepancy (MMD): Maximum Mean
Discrepancy (MMD) [46] is a popular statistical test used to
measure the distance between two distributions, p(A) and q(B).
MMD is defined as the largest difference in the expectations
of the mean of A(`𝐴) and the mean of B(`𝐵) over functions
in the unit ball of a reproducing kernel Hilbert space (RKHS).
MMD can be computed using Eq. (10). MMD measures the
distance between the two distributions in the RKHS, where
a lower MMD value indicates higher similarity or closeness
between the distributions, and a higher MMD value indicates
lower similarity.

𝑀𝑀𝐷 (𝐴,𝐵) =| `𝐴 − `𝐵 |2𝐻 (6)

3) Bhattacharya distance (BD): Bhattacharya Distance
(BD) [47] is another measure of the distance between two
distributions p(a) and q(a) on the same domain. BD can be
computed by Eq. (11).
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𝐵𝐷 (𝑝,𝑞) = − ln(𝐵𝐶 (𝑝, 𝑞)) (7)

where the Bhattcharaya Coefficient BC is

𝐵𝐶(𝑝,𝑞) =
∑︁
𝑥∈𝑋

√︁
𝑝(𝑥)𝑞(𝑥) (8)

BC is an approximation that quantifies the degree of
overlap between two samples drawn from distinct statistical
distributions. A lower BD value indicates higher similarity or
overlap between the two distributions, while a higher BD value
indicates lower similarity.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

We created ROD-WGAN model using the PyTorch frame-
work on an RTX2080. We set the learning rate to 0.001 for
both the critic and generator and used the Adam optimizer with
b1 and b2 values of 0.5 and 0.999 respectively. The training
time for one epoch of ROD-WGAN was approximately 17
minutes.

A. Quantitative Assessment

1) The effect of ROD: We have made significant progress
in generating a distance matrix of tertiary protein structure
using ROD. From the first ten epochs, we were able to capture
the backbone, short-distance, and long-distance features of
protein structures. As shown in Table III, our model, ROD-
WGAN, outperformed WGAN without ROD and achieved
better results that more closely resemble real protein structures.
Furthermore, the distribution of the generated proteins is much
closer to the natural protein distribution.

TABLE III: THE EFFECT OF ROD ON THE RESULTS OF
BACKBONE, SHORT-RANGE, AND LONG-RANGE PROTEIN

STRUCTURES ON JUST 10 EPOCH

Number of
epoch

Features Natural WGAN
without
ROD

ROD-WGAN

10
Backbone 3.78 1.85 3.47
Short 7.8 3.82 7.02
Long 21.3 11.20 19.24

2) Average peptide bond: As mentioned earlier, we eval-
uated the distance matrix of the tertiary protein structure
by considering the average length of peptide bonds in the
backbone, short-range, and long-range distances. This method
enabled us to accurately assess the similarity between the
generated and natural distance matrices of the tertiary protein
structure.

We assessed the quality of the backbone of the distance
matrices generated by different models, namely ROD-WGAN,
and 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 [10]. As shown in Table IV and Fig. 5,
we found that our model ROD-WGAN was able to capture
the backbone, short-range, and long-range features of natural
proteins more accurately than 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 [10].

TABLE IV: DISTANCE FEATURES OF THE BACKBONE, THE
SHORT-RANGE, AND THE LONG-RANGE FOR NATURAL
AND GENERATED PROTEINS BY A VARIETY OF MODELS

Natural ROD-WGAN WGAN𝑅𝑎ℎ𝑚𝑎𝑛

64aa
Backbone 3.78 3.08 5.05
Short 7.5 6.42 9.43
Long 17.55 15.12 20.11

128aa
Backbone 3.78 3.014 7.506
Short 7.8 6.58 11.66
Long 21.31 19.24 26.144

256aa
Backbone 3.78 2.939 -
Short 7.55 5.88 -
Long 25.01 18.738 -

**The bold characters indicate the best evaluation scores.

TABLE V: SSIM BETWEEN THE NATURAL AND THE
GENERATED DISTANCE MATRICES BY ROD-WGAN, AND

𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛

SSIM Natural ROD-WGAN WGAN𝑅𝑎ℎ𝑚𝑎𝑛

64aa 72.47% 73.79% 72.02%
128aa 69.60% 70.19% 66.74%
256aa 68.13% 69.63% -

3) SSIM: As previously mentioned, SSIM is a metric used
to assess the quality and similarity between two distance
matrices. Table V displays the performance of ROD-WGAN,
and 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 [10] on distance matrices of 64 aa, 128
aa, and 256 aa.

The ROD-WGAN model provided the highest protein
structural similarity distance matrices, with ROD-WGAN be-
ing closer to the natural than 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛, particularly as
the number of amino acids increased.

4) Evaluation of the distribution distance: We employed a
variety of measurements, including EMD, MMD, and BD, to
assess the disparity between the distribution of the generated
distance matrices for the tertiary protein structure and the
distribution of the natural distance matrices for the tertiary
protein structure.

The line graph in Fig. 6 illustrates the performance of
our models during the training process. Specifically, the plot
depicts the changes in EMD, BD, and MMD values over
time for each model. The consistently lower lines for our
model, ROD-WGAN, as compared to the best state-of-the-art
model 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛, serve as evidence of the accuracy of our
models in generating protein structures that closely resemble
those found in nature.

Fig. 6 illustrates that ROD-WGAN outperform
𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 [10] in the 64aa and 128aa regions.
Furthermore, We observed that the MMD, BD, and EMD
values obtained for the 256 aa region closely resemble those of
the natural protein. This is noteworthy as the 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛

model [10] was originally implemented for a limited region
of 128 aa and does not cover the entire 256 aa. Overall, the
ROD-WGAN model accurately capture the distribution of the
natural protein.

B. Qualitative Assessment

In Fig. 7, we present the 64*64, 128*128, and 256*256
distance matrices for the generated tertiary protein structures
of ROD-WGAN, and 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 models and the natural
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Fig. 5: The comparison has between the natural distribution(represented by the blue color)and the generated
distribution(represented by the pink color). The 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 model was not implemented on 256 aa.
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Fig. 6: Performance of ROD-WGAN, and 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 on

distributions for 64aa, 128aa, and 256aa.

structure. The heatmaps of these matrices were randomly
selected from each model, with lighter colors indicating greater
distance and darker colors indicating lower distance.

As seen in the 64aa and 128aa matrices, ROD-WGAN
generated a clear heatmap distance matrix for the backbone,
with a distinct dark diagonal, while the 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 matrix
was less clear. Furthermore, when we increase the length
of the protein to 256aa, the ROD-WGAN model generate
clear heat maps that have the backbone. To the best of our
knowledge, there has been no previous report of generating
protein structures with a length of 256 amino acids using the
WGAN model. Our results are supported by recent surveys on
protein design via deep learning [42], [43] and advances in
protein structure prediction and design [8], [9], [10].

1) Alternating Direction Method of Multipliers (ADMM) :
In our protein design study, we utilized the alternating direction
method of multipliers (ADMM) [48] to convert the pairwise
carbon alpha distance matrix (2d heatmap) to its equivalent 3d
structure. We performed this for both the natural protein struc-
tures and those generated by various models (𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛,
and ROD-WGAN). By employing the ADMM algorithm and
implementing it with the software library [49], we were able to
fold the distance matrices produced by our models to visualize
the tertiary protein structures, as depicted in Fig. 8.

The visualization presented in Fig. 8 is crucial for eval-
uating the accuracy of the generated protein structures. It
enables us to visually assess the overall shape of the generated
structures and compare them against the natural structures.
The ability to produce structures that closely resemble the
natural structures is one of the most important characteristics of
successful protein structure generation models. Therefore, the
visualization in Fig. 8 provides an opportunity to validate the

Natural ROD-WGAN WGAN𝑅𝑎ℎ𝑚𝑎𝑛

64
aa

12
8a

a
25

6a
a

Fig. 7: Heatmaps visualized the Distance Matrices of the
proteins’ tertiary structures. The natural and generated

distance matrices from various models ROD-WGAN, and
𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛. The 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 model [10] was not

implemented on 256 aa.

performance of our models in generating protein structures’
distance matrices. We observed that the structures generated
from our model ROD-WGAN was much closer to the natu-
ral protein structures compared to those generated from the
𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛 model.

C. Convergence Analysis in ROD-WGAN Model for Protein
Structure Generation

In this study, we investigated the effectiveness of the
generator (G) and discriminator (D) in reducing loss and
achieving convergence during training epochs while ensuring
the generation of high-quality protein structures. Our focus was
on the ROD-WGAN model, designed specifically for protein
structure generation. Fig. 9 illustrates the performance of the
ROD-WGAN model on datasets comprising varying lengths
of amino acids (aa), namely 64 aa, 128 aa, and 256 aa. Our
objective was to assess the model’s convergence capability and
loss reduction across these datasets.

The results demonstrated that the ROD-WGAN model
outperformed in reducing the overall generator loss. This
indicates the significant improvement of the generator network
(G) in generating realistic protein structures as the training
progressed. Furthermore, the convergence between the total
generator loss and the critic loss exhibited by the model
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(a) 128aa Natural (b) 128aa ROD-WGAN (c) 128aa
WGAN𝑅𝑎ℎ𝑚𝑎𝑛 model

(d) 256aa natural (e) 256aa ROD-WGAN

Fig. 8: The tertiary structure of protein structures a) The natural protein structure with a length of 128aa b) The structure of a
protein generated from ROD-WGAN with a length of 128aa. c) The structure of a protein generated from 𝑊𝐺𝐴𝑁𝑅𝑎ℎ𝑚𝑎𝑛

model [10] with a length of 128aa. d) The natural protein structure with a length of 256aa. e) The structure of a protein
generated from ROD-WGAN with a length of 256aa.

64 aa 128 aa 256 aa

Fig. 9: Convergence analysis of ROD-WGAN losses.

indicated its stability and successful interplay between G and
D.

VI. CONCLUSION AND FUTURE WORK

In this study, we not only focused on predicting the protein
tertiary structure problem, but we were also interested in mak-
ing the method of prediction more simple, more practical, and
less laborious. Despite the success of Alphafold in predicting
the protein tertiary structure, there was still a need to search
for another way that is easier, simpler, and does not require
hundreds of TPUs (Tensor Processing Units).

We have developed models to generate distance matrices of
proteins’ tertiary structures in various amino acid lengths. Our
proposed models are different from others in that they have the
followings: 1) Modified the WGAN penalty equation by using
the ROD 2) Developed Convolutional layers and enhanced it
with the residual block 3) Applied on proteins with a length
of 256 aa 4) our research uncovers consistent correlations
in protein structures through the application of the SSIM.
These findings provide valuable insights into the inherent
relationships within protein structures, further enhancing the
significance of our model.

In future work, we can try to generate tertiary protein
structures based on distance and dihedral angle to increase
the realism of the protein structures. We plan to work on

generating realistic and chemically accepting complex tertiary
protein structures. We are also interested in tertiary protein
structures as a data augmentation task for specific families
of proteins that do not have an adequate amount of protein
structures. We are also interested in the conditional GAN as a
generative model by employing amino-acid sequences. Finally,
we plan to build end-to-end models that start with a tertiary
structure and end with different tertiary structures. They have
formulated from its under various physiological conditions.
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Abstract—The ability to predict diseases early is essential for
improving healthcare quality and can assist patients in avoiding
potentially dangerous health conditions before it is too late.
Various machine learning techniques are used in the medical
field. Nonetheless, machine learning is critical in determining the
future of pharmaceuticals and patients’ health. This is because the
various classification techniques provide a high level of accuracy.
However, because so much data are being gathered from patients,
it becomes harder to find meaningful cardiac disease predictions.
A vital research task is to identify these characteristics. Indi-
vidual classification algorithms in this situation cannot generate
flawless models capable of reliably predicting heart disease. As a
result, higher performance might be achieved by using ensemble
learning approaches (ELA), producing accurate cardiac disease
predictions. In the present research work, we utilized an ELA for
the early prediction of heart disease, using a new combination
including four machine learning algorithms—adaptive boosting,
support vector machine, decision tree, and random forest—to
increase the accuracy of the prediction results. We used two
wrapper methods for feature selection: forward selection and
backward elimination. We used the proposed model with three
datasets: the StatLog UCI dataset, the Z-Alizadeh Sani dataset,
and the Cardiovascular Disease (CVD) dataset. We obtained the
highest accuracy when using our proposed model with the Z-
Alizadeh Sani dataset, where it was 0.91, while the StatLog UCI
dataset was 0.83. The CVD dataset obtained the lowest accuracy,
0.73.

Keywords—Machine learning; ensemble learning; classifica-
tion; disease prediction; heart disease

I. INTRODUCTION

Heart disease is a devastating illness that kills more people
worldwide than other diseases. According to the annual sta-
tistical books of the Ministry of Health and the World Health
Organization, heart disease caused 42% of deaths from non-
communicable diseases in the Kingdom of Saudi Arabia (KSA)
in 2010 [1]. Mortality from heart disease can be reduced if an
accurate diagnosis is made early on. Modern medical science
has demonstrated significant and effective ways of dealing
with heart-related issues. Moreover, medical difficulties can
now be addressed using artificial intelligence. Electrocardio-
gram (ECG), angiography screening, and blood tests are the
most popular methods for detecting heart disease [2]. High
cholesterol, blood pressure, and hypertension can all increase
the risk of heart disease, but such signs may go unnoticed
by the average person. Chest pain, breathlessness, and heart
palpitations are frequent symptoms of heart disease. Angina,
also known as angina pectoris, is a form of cardiac disease
wherein the heart receives insufficient oxygen. Breathlessness

can occur due to heart failure when the heart becomes too weak
to circulate blood. Some cardiac problems have no symptoms,
particularly in the elderly and those with diabetes. When
considering these factors, the healthcare industry must keep
additional information about patients and their medications to
generate diagnostic reports.

The advancement of computing and storage technology has
allowed the healthcare industry to collect and retain routine
medical data, allowing for more consistent and reliable support
in medical choices. Patients’ data are collected and maintained
digitally in many developed countries. The information is then
analyzed to make the required medical judgments regarding
prediction, diagnosis, and treatment options [3]. Machine
learning (ML) methods have been quite helpful in solving
complicated classification and prediction problems [4]. One
ML technique that can be used to predict future outcomes is
classification. ML is crucial in recognizing cardiac illness from
extensive data. ML aids in the decision-making process based
on historical data. Classification, usually called supervised ML,
predicts future events based on historical data. Medical ML
employs techniques such as classification to generate insights
and provide medical outcomes depending on the data [5].
In its most basic form, ML uses preprogrammed algorithms
that learn and improve their operations by analyzing input
data and making reasonable predictions. These algorithms tend
to produce more accurate predictions as additional data are
fed. Despite variations in classification, ML algorithms can be
divided into three groups based on their objectives and how
the underlying machine is trained: supervised, unsupervised,
and semi-supervised [6]. A labeled training dataset trains
the underlying algorithm in supervised ML techniques. The
unlabeled test dataset is then assigned to the trained algorithm,
categorizing it into similar categories [7]. It is feasible to
gain insight into a patient’s medical history and to provide
clinical support through such an analysis. The risk that a
person will develop heart disease can be predicted by training
and testing classification algorithms. However, because the
medical problem is so severe, the remedy necessitates greater
classification accuracy, which is not provided by traditional
classification algorithms.

Ensemble methods could be employed in this situation.
More specifically, ensemble classification algorithms that in-
tegrate two or more classification techniques and generate the
best prediction results are used to identify cardiac disease.
Several ML techniques are used to treat heart illnesses due
to their superior performance and capacity to comprehend
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the relationships between features’ input and output variables
compared to experienced physicians or doctors. The values of
different tests performed on a person are typically used as input
features. Many classifications, clustering, and deep learning
algorithms have been implemented by researchers worldwide.
Despite this, given the rise in heart disease rates each year,
newer ML methods should be implemented with significant
features to improve the results of existing classification algo-
rithms.

This research used an ELA containing four ML algo-
rithms—adaptive boosting (AdaBoost), support vector machine
(SVM), decision tree (DT), and random forest (RF)—to obtain
the best results for predicting heart disease. We used two wrap-
per methods, forward selection, and backward elimination, for
the feature selection step and analyzed unbalanced data.

II. BACKGROUND

A. Literature Review

We chose studies in the same field from 2017 to 2022,
summarized them in Table I, and arranged them from oldest
to newest. Yekkala et al. [3] studied using particle swarm
optimization (PSO) and an ensemble classifier to predict
cardiac disease. PSO was used as a feature selection method
to eliminate the least-rated features, while ensemble methods
were used to lower the misclassification rate and increase clas-
sification performance. The experiments showed that applying
the bagged tree ensemble classifier to the PSO can significantly
enhance learning accuracy. Dinh et al. [8] developed super-
vised ML models to detect individuals with cardiovascular,
prediabetes, and diabetes diseases using the NHANES dataset
[9]. Multiple ML models (logistic regression, SVMs, RF,
and gradient boosting) were assessed for their classification
performance and integrated into a weighted ensemble model
to increase detection accuracy. David [5] used the StatLog
dataset from the University of California–Irvine (UCI) data
repository [10] to compare three algorithms—AdaBoost, Bag-
ging, and Stacking—to identify the top ensemble classification
method for predicting heart disease. According to one study,
AdaBoost has been experimentally demonstrated to offer ideal
results compared to its competitors. Liu et al. [11] suggested
a unique ensemble learning method for medical diagnosis
using imbalanced data. Using data preprocessing, training-
based classifiers, and a final ensemble, they presented the
SMOTE-CVCF integrated filter technique, C-SVM, and V-
SVM with five kernel functions, a weighted fusion approach,
and a SAGA method to optimize the weight vector. According
to the empirical findings, the suggested ensemble learning
method could outperform other cutting-edge categorization
models. By randomly partitioning the dataset into smaller
categories and employing a classification and regression tree
(CART), Mienye et al. [12] improved an ML technique for
forecasting the risk of heart disease. A modified version of the
weighted aging classifier ensemble was employed to ensure
the best performance, and a modified version of the weighted
aging classifier ensemble was used to create a homogenous
ensemble from several CART models. A novel coronary heart
disease detection technique based on ML, such as classifier
ensembles, was proposed by Tama et al. [13]. As a result, a
two-tier ensemble was built, with certain ensemble classifiers
serving as the foundation for another ensemble. The model

was evaluated using several heart disease datasets, and the
proposed approach performed better than any base classifier
in the ensemble. Yadav and Pa [14] proposed four algorithms
for classifying data using trees and evaluated their accuracy,
precision, and sensitivity. The M5P, random tree, reduced
error pruning, and random forest ensemble approaches were
employed in the first of the three experimental setups used for
the analysis. The second experiment employed four tree-based
techniques using recursive feature elimination, while Lasso
regularization was used on top of the tree-based methods in the
third trial. Predicting heart problems is just one of the many
uses of this derivation process. Velusamy and Ramasamy [15]
developed an ensemble algorithm with five features chosen
based on feature importance, which was assessed using the
Z-Alizadeh Sani dataset [16] and balanced using synthetic
minority oversampling. When used on the balanced dataset,
the weighted average voting (WAVEn) algorithm diagnosed
coronary artery disease (CAD) with 100% accuracy, speci-
ficity, sensitivity, and precision. Tuncer et al. [17] proposed
an ECG signal detection approach involving preprocessing,
feature extraction, concatenation, selection, and classification.
Fifteen sub-bands of ECG signals were generated during the
preprocessing step. A maximum classification percentage of
96.60% was achieved for the MIT-BIH Arrhythmia dataset
[18] using K-NN, and 97.80% accuracy was achieved using
SVM for the St. Petersburg ECG dataset [19].

A summary of the literature review is shown in Table I.
We abbreviated the labels of some metrics: Acc = accuracy,
Sens = sensitivity, Spec = specificity, AUC = the area under
the ROC curve, PPV = positive predictive value, NPV =
negative predictive value, Prec = precision, MCC = Matthew’s
correlation coefficient, and Kappa = Cohen’s kappa. As a
reminder, a positive predictive value refers to precision, and
recall refers to sensitivity. However, it is worth noting that the
terminology may vary among different studies.

TABLE I: Summary of the Literature Review

Ref Year Method Dataset Best Result

[3] 2017 Ensemble
methods
(Bagged
Tree, RF
and
AdaBoost)
along with
PSO

StatLog [20] Bagged
Tree

Acc=100%
Sens=100%
Spec=100%
PPV=100%
NPV=100%

[8] 2019 A weighted
ensemble
model
contains
(Logistic
Regression,
SVM,
RF, Gradient
Boosting)

NHANES [9] Prec=76%
Recall=76%
F1=76%
AUC=83.9%

Continued on next page
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TABLE I: Summary of the Literature Review (Continued)

[5] 2020 AdaBoost,
Bagging
and Stacking

StatLog [20] AdaBoost

Prec=81.2%
Recall=80.6%
F1=80.2%

[11] 2020 C-SVM and
V-SVM with
5
kernel func-
tions

UCI
repository
[21]
+
KEEL [22]

SPECTF
heart
dataset

Prec=91.17%
Recall=100%
F1=95.38%
AUC=95.98%

[12] 2020 Ensemble
CART
models

Cleveland
[23]
+
Framingham
[24]

Cleveland
Acc=93%

Framingham
Acc=91%

[13] 2020 RF, Gradient
Boosting,
Extreme
Gradient
Boosting

Z-Alizadeh
Sani
[16]
+
StatLog [20],
Cleveland
[23],
and
Hungarian
from
UCI [10]

Z-Alizadeh
Sani

Acc=98.31%
F1=96.60%
AUC=98.70%

[14] 2020 M5P tree,
Random tree
and Error
Reduced
Pruning
tree with RF
Ensemble
method

UCI
repository
[21]

Pearson
Correlation
feature
selection
on RF

Acc=99.9%
Sens=99.6%
Spec=91.6%

[15] 2021 Heterogeneous
ensemble
method
(K-NN, RF
and
SVM), with
WAVEn

Z-Alizadeh
Sani
[16]

WAVEn
method

Acc=100%
Kappa=100%
Sens=100%
Spec=100%
Prec=100%
F1=100%
MCC=100%

Continued on next page

TABLE I: Summary of the Literature Review (Continued)

[17] 2022 LDA, K-
NN,
and SVM

MIT-BIH
Arrhythmia
[18]
+
St. Petersburg
ECG [19]

MIT-BIH
Arrhyth-
mia
with K-NN
Acc=96.60%

St.Petersburg
ECG with
SVM
Acc=97.80%

B. Dataset

We used three datasets for this study: the StatLog UCI
dataset [10] and [20], the Z-Alizadeh Sani dataset [16], and
the CVD dataset [25]. The StatLog dataset [20] from the UCI
repository is commonly used for various cardiac illnesses. It
contains 13 attributes and 270 cases. Information is included
about the following attributes: Age; Sex; Chest pain type
(Chp); Resting blood pressure (Bp); Serum cholesterol (Sch)
in mg/dl; Fasting blood sugar (Fbs) greater than 120 mg/dL;
Resting electrocardiographic result (Ecg); Maximum heart rate
(Mhrt) achieved; Exercise induced angina (Exian); Old peak
(Opk) = ST depression induced by exercise relative to rest;
Slope of the peak exercise ST segment (Slope); Number of
major vessels colored by fluoroscopy (Vessel); and Defect type
(Thal). The target field “Class” indicates whether the patient
has heart disease, with a value of 0 for no disease and 1 for
disease.

The Z-Alizadeh Sani dataset [16] from the UCI repository
contains 303 patient records, each with 54 features. The
attributes are classified into four categories: (i) demographic,
(ii) symptom and examination, (iii) ECG, and (iv) laboratory
and echo features. Each patient falls into one of two categories:
CAD or normal. If a patient’s diameter narrowing is greater
than or equal to 50%, they are classified as having CAD;
otherwise, they are classified as normal.

The CVD dataset [25] contains 70,000 patient records
with the following different features: Age, Height, Weight,
Gender, Systolic blood pressure (Ap hi), Diastolic blood pres-
sure (Ap lo), Cholesterol, Glucose (Gluc), Smoking, Alcohol
intake (Alco), and Physical activity (Active). The target class
“Cardio” determines whether a patient is suffering from a
cardiovascular illness (expressed as 1) or is healthy (shown
as 0).

III. METHODOLOGY

A. Data Preprocessing

1) Normalization: In this step, we normalize the data.
To enhance machine performance, an algorithm for learning
data normalization is a preprocessing step that alters the
attribute value in accordance with a standard scale or range.
Examples of normalization methods include min–max, z-score,
and decimal scaling [26]. There are many ML frameworks in
the Python environment, such as sklearn [27]. This framework
includes several helpful normalization algorithms, such as
MinMaxScaler, MaxAbsScaler, StandardScaler, RobustScaler,
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Fig. 1. Methodology framework.

and Normalizer. We used MinMaxScaler for normalization in
this research.

2) Imbalanced Data: Imbalanced data are datasets with a
highly uneven proportion of classes. Random Over Sampler,
Random Under Sampler, Synthetic Minority Over-sampling
Technique (SMOTE), and Tomek links are all examples of
imbalanced data treatment [28]. To deal with the imbalanced
data, we used SMOTE; the oversampling method involves pro-
ducing synthetic instances rather than replacing oversampling
for the minority class [29].

B. Data Splitting

When data is split, it is divided into two or more subsets.
A two-part split is typically used to evaluate or test the
data, and the other to train the model. Data splitting is a
crucial feature of data science, especially for constructing data-
collected models. This approach aids in the accuracy of data
models and processes that employ data models, such as ML.
We used cross-validation to split the dataset. Cross-validation
is the most commonly used data-splitting approach in model
selection. It separates the data into k distinct sections (k-folds)
[30]. The validation set consists of one component (fold). The
model is trained on the remaining k-1 portions (or folds), then
applied to the validation set, and its prediction performance
is recorded. This method was performed k times, resulting in
each portion being utilized as a validation set just once. After
averaging the recorded predicted performances, the optimal
model parameter was selected with the best average predictive
performance.

C. Feature Selection

Among practitioners, feature selection is a popular strategy
for decreasing dimensionality. It seeks to choose a small
subset of essential characteristics from the original collection
based on specified criteria. Enhanced learning performance
(e.g., increased learning accuracy for classification), reduced
computation costs, and enhanced model interpretability are
common outcomes of assessment criteria. Feature selection
examples include filter, wrapper, and embedded methods [31].
Wrapper models assess the quality of features selected using
a particular classifier and provide a simple and robust solution

to the feature selection problem independent of the learning
machine used [32]. We used two wrapper methods: forward
selection method and backward elimination. The forward se-
lection method begins with no features. In each iteration, the
feature that enhances the model performance is added until
the model’s performance is not improved by adding a new
one. In contrast, the backward elimination method begins with
the entire set of features and then gradually eliminates the least
promising ones.

D. Classification

Classification is an ML approach to predicting data, such
as group membership [33]. We used four classification models:
AdaBoost, SVM, DT, and RF.

1) AdaBoost: One ensemble method for ML is called
AdaBoost, or adaptive boosting. Decision trees of one level, or
those with only one split [34], are AdaBoost’s most frequently
employed estimator. Decision stumps are another name for
these trees.

2) SVM: SVM is one of the most renowned and practical
techniques for dealing with data classifications, learning, and
prediction challenges. The data points nearest the decision
surface are support vectors [35]. It uses a hyperplane to
classify data vectors in infinite dimensional space. The simplest
type of SVM is the maximal margin classifier, which aids in
determining the most basic classification problem of linearly
separable training data with binary classification [36]. The
maximal margin classifier determines the hyperplane with the
most significant margin in real-world complexities. SVMs
employ a variety of kernel methods. In this work, we used
a linear kernel.

3) DT: The categorization process was improved by the
straightforward DT modeling approach. All decision tree algo-
rithms are typically built in two stages: (i) tree growth, where
the training set is divided repeatedly based on local optimal
criteria until the majority of the records in the partition have
the same class label, and (ii) tree pruning, where the size of
the tree is reduced to make it more comprehensible [35].

4) RF: A classification system using several decision trees
is called the random forest approach. It uses bagging and
feature randomization to create each tree, resulting in an
uncorrelated forest of trees whose forecast by the committee
is more accurate than any one tree [37].

E. Ensemble Learning Approach

Combining data fusion, data modeling, and data mining
into a unified framework is the aim of ensemble learning. A
set of features is first extracted from the ensemble learning
data using various transformations [38]. Based on these learned
attributes, a few learning algorithms produce mediocre pre-
dictions. Finally, utilizing voting systems, ensemble learning
combines the valuable data from the quick findings to provide
knowledge discovery and enhanced prediction performance.

F. Evaluations

One of the best ways to evaluate how well the proposed
model performs is to examine its accuracy, PPV, NPV, sensi-
tivity, specificity, AUC, MCC, and Kappa. Accuracy evaluates
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how often the classifier guesses accurately [39]. The accuracy
of a forecast can be defined as the ratio of correct predictions
to total predictions, and is defined as

Accuracy = TP+TN
TP+TN+FP+FN

The PPV reveals how many of the accurately anticipated
cases were positive. Precision is functional when False posi-
tives are more of a worry than false negatives. The proportions
of true positive and true negative results in diagnostic tests and
statistics are PPV and NPV [40]. PPV and NPV describe the
effectiveness of a diagnostic test or a similar statistical metric.
A high result indicates that the statistic is accurate and can be
determined, and is defined as

PPV (Precision) = TP
TP+FP

NPV = TN
FN+TN

According to Miao and Miao [41], sensitivity is the prob-
ability of successfully diagnosing the presence of cardiac
disease in individuals, and is defined as

Sensitivity = Recall = TP
TP+FN

The probability of successfully identifying patients without
cardiac disease is known as specificity, and is defined as

Specificity = TN
FP+TN

F1 provides a synthesis of the PPV and sensitivity mea-
surements. It reaches its optimum when PPV and sensitivity
are equal, and is defined as

F1 = 2∗Precision∗Recall
Precision+Recall = 2∗TP

2∗TP+FP+FN

The measure of a classifier’s ability to discriminate across
classes is called the area under the curve (AUC) [40], and is
defined as

AUC = Sensitivity − (1− Specificity)

AUC = TPR− FPR

A statistical tool for assessing models is the MCC. It is
accountable for determining the difference between anticipated
and actual values, and is defined as

MCC = TP∗TN−FP∗FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)

Kappa statistic is an excellent tool for handling difficulties
involving multiple and unbalanced classes [42], and is defined
as

Kappa = Po−Pe
1−Pe

IV. EXPERIMENTS AND RESULTS

A. Experiment 1

In this experiment, we used three datasets without applying
the selection features. First, our proposed approach used the
Statlog dataset. Using the Python environment AdaBoost clas-
sifier (with random state = 50), RF classifier (with n estimators
= 600), SVM classifier (with linear kernel), and DT classifier
(with random state = 500), we obtained the results mentioned
in Table II.

In addition, we used the Z-Alizadeh Sani dataset with our
proposed approach using the Python environment AdaBoost

TABLE II. EXPERIMENT 1 - RESULTS OF STATLOG UCI DATASET
WITHOUT SELECTION

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.80 0.8 0.8 0.82 0.81 0.89 0.80 0.62 0.62
RF 0.84 0.82 0.82 0.87 0.83 0.92 0.84 0.69 0.70
SVM 0.82 0.8 0.8 0.84 0.81 0.91 0.81 0.65 0.66
DT 0.76 0.76 0.76 0.76 0.77 0.76 0.76 0.53 0.53
ELA 0.80 0.80 0.81 0.81 0.81 0.90 0.81 0.62 0.62

TABLE III. EXPERIMENT 1 - RESULTS OF Z-ALIZADEH SANI DATASET
WITHOUT SELECTION

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.91 0.92 0.92 0.90 0.93 0.96 0.91 0.82 0.83
RF 0.92 0.92 0.91 0.91 0.92 0.97 0.91 0.84 0.86
SVM 0.87 0.89 0.89 0.85 0.89 0.93 0.87 0.74 0.74
DT 0.84 0.76 0.87 0.83 0.83 0.84 0.84 0.69 0.70
ELA 0.89 0.92 0.90 0.87 0.88 0.96 0.89 0.77 0.77

classifier (with random state = 400), RF classifier (with n
estimators = 100), SVM classifier (with linear kernel), and
DT classifier (with random state = 22); we obtained the results
mentioned in Table III.

Furthermore, we used the CVD dataset without applying
any selection feature methods using the Python environment
AdaBoost classifier (with random state = 50), RF classifier
(with n estimators = 500), SVM classifier (with linear kernel),
and DT classifier (with random state = 200); we obtained the
results mentioned in Table IV.

B. Experiment 2

In this experiment, we used the features obtained from three
studies: Yekkala et al. [3], Velusamy and Ramasamy [15], and
Chintan et al. [43]. The feature selection step was carried out
by the three studies. In the first study, Yekkala et al. [3] used
a PSO feature selection method to extract features from the
Statlog dataset and extract seven features: Chp, Ecg, Mhrt,
Exian, Opk, Vessel, and Thal. We took the same seven features
they obtained and used them with the proposed model: the
AdaBoost classifier (with random state = 1), RF classifier (with
n estimators = 10), SVM classifier (with linear kernel), and
DT classifier (with random state = 2), and obtained the results
mentioned in Table V.

In the second study, Velusamy and Ramasamy [15] used
feature selection from the Z-Alizadeh Sani dataset based on
SVM. It is based on model information in which the model
is trained to integrate the relationship between predictors for
computing variable importance. They chose the top 12 fea-
tures, namely: Atypical, Typical Chest pain, Age, Region with
Regional wall motion abnormality (Region RWMA), Ejec-
tion Fraction (EF-TTE), Nonanginal Chest Pain (Nonanginal),
Hypertension (HTN), FBS, Tinversion, BP, Diabetes Mellitus
(DM), and TG. Then chose the following top five significant
features: Typical Chest pain, Atypical, Age, Region RWMA,
and EF-TTE. We used these features with the proposed model:

TABLE IV. EXPERIMENT 1 - RESULTS OF CVD DATASET WITHOUT
SELECTION

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.72 0.63 0.81 0.77 0.56 0.79 0.70 0.45 0.46
RF 0.72 0.70 0.73 0.72 0.71 0.78 0.71 0.44 0.44
SVM 0.72 0.60 0.83 0.79 0.67 0.78 0.68 0.44 0.45
DT 0.64 0.64 0.64 0.64 0.64 0.64 0.64 0.28 0.28
ELA 0.68 0.69 0.67 0.68 0.68 0.77 0.68 0.37 0.37

www.ijacsa.thesai.org 1093 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 8, 2023

TABLE V. EXPERIMENT 2 - RESULTS WITH 7 FEATURES FROM STATLOG
UCI DATASET

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.77 0.74 0.74 0.80 0.76 0.85 0.76 0.55 0.56
RF 0.80 0.78 0.77 0.83 0.80 0.90 0.80 0.62 0.66
SVM 0.84 0.82 0.82 0.86 0.83 0.91 0.83 0.68 0.68
DT 0.76 0.80 0.80 0.76 0.80 0.76 0.77 0.53 0.55
ELA 0.80 0.81 0.82 0.82 0.83 0.91 0.80 0.59 0.61

TABLE VI. EXPERIMENT 2 - RESULTS WITH 12 FEATURES FROM
Z-ALIZADEH SANI DATASET

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.89 0.89 0.89 0.89 0.91 0.96 0.88 0.78 0.79
RF 0.90 0.86 0.89 0.91 0.88 0.96 0.89 0.76 0.83
SVM 0.89 0.92 0.92 0.87 0.92 0.94 0.89 0.79 0.79
DT 0.85 0.87 0.87 0.83 0.88 0.84 0.85 0.69 0.70
ELA 0.91 0.93 0.91 0.90 0.92 0.96 0.90 0.82 0.81

the AdaBoost classifier (with random state = 1), RF classifier
(with n estimators = 10), SVM classifier (with linear kernel),
and DT classifier (with random state = 2). We obtained the
results mentioned in Table VI and Table VII.

In the third study, Chintan et al. [43] used feature selection
from the CVD dataset and estimated the mean arterial pressure
(MAP) from the diastolic blood pressure (Ap lo) and systolic
blood pressure (Ap hi) values for each instance. Patients’ ages
were initially given in days. Nonetheless, it was changed to
years by dividing it by 365 to improve the analysis and predic-
tion. They transformed the attributes of height and weight into
body mass index (BMI), which may increase the performance
of the heart disease prediction model. The nine features they
obtained from the selection were Age, Gender, BMI, MAP,
Cholesterol, Gluc, Smoke, Alco, and Active. We used these
features with the proposed model: the AdaBoost classifier
(with random state = 50), RF classifier (with n estimators =
500), SVM classifier (with linear kernel), and DT classifier
(with random state = 200). We obtained the results mentioned
in Table VIII.

C. Experiment 3

In this experiment, we used two wrapper methods for
selecting features: forward selection and backward elimination.
An iterative process called forward selection starts with the
model having no features. The feature that best enhances our
model is added in each iteration until the model’s perfor-
mance is not improved by adding a new variable. Backward
elimination helps the model perform better by starting with

TABLE VII. EXPERIMENT 2 - RESULTS WITH 5 FEATURES FROM
Z-ALIZADEH SANI DATASET

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.89 0.89 0.89 0.89 0.91 0.96 0.88 0.78 0.79
RF 0.90 0.86 0.89 0.91 0.88 0.96 0.89 0.76 0.83
SVM 0.83 0.87 0.87 0.81 0.86 0.92 0.84 0.67 0.67
DT 0.83 0.82 0.82 0.85 0.84 0.84 0.83 0.67 0.68
ELA 0.86 0.84 0.84 0.86 0.85 0.94 0.85 0.71 0.71

TABLE VIII. EXPERIMENT 2 - RESULTS WITH 9 FEATURES FROM CVD
DATASET

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.72 0.64 0.64 0.76 0.69 0.78 0.69 0.44 0.44
RF 0.70 0.74 0.66 0.70 0.66 0.78 0.71 0.32 0.32
SVM 0.71 0.59 0.59 0.78 0.67 0.77 0.67 0.43 0.44
DT 0.63 0.60 0.60 0.63 0.62 0.63 0.62 0.26 0.26
ELA 0.66 0.65 0.67 0.67 0.66 0.74 0.66 0.33 0.33

all the features and removing the least important aspects one
at a time. We keep doing this until we see no improvement
when we remove features. We used four algorithms: AdaBoost,
SVM, DT, and RF. We used R-squared as a measure of the
performance of the feature-selection models. We applied it to
the Statlog UCI, the Z-Alizadeh Sani, and the CVD datasets.

The result of feature selection with the Statlog UCI dataset
is shown in Table IX, and it had the highest impact when
using SVM with forward and backward methods. With the
Statlog UCI dataset, we obtained the same result using both
methods, but we chose the SVM with the forward method, as
the number of significant features is less than 10. The results
of the proposed model with the Statlog UCI dataset after using
the SVM with the forward selection method are shown in Table
XII. With the Z-Alizadeh Sani dataset, the highest R-squared
result of the feature selection method was the SVM with the
backward method using 26 features, as shown in Table X. The
results of the proposed model with the Z-Alizadeh Sani dataset
after using the SVM with the backward elimination method are
shown in Table XIII.

With the CVD dataset, the result of feature selection is
shown in Table XI, and it had the highest impact when using
DT with backward, RF with forward, AdaBoost with forward,
and AdaBoost with backward. We chose AdaBoost with the
forward method. The results of the proposed model with the
CVD dataset after using AdaBoost with the forward selection
technique are shown in Table XIV.

We compared the results of the proposed model with
previous studies that used one of the three datasets. When
comparing the results of the proposed model with David’s
model [5], which used the Statlog UCI dataset, we found that
the results of the proposed model outperformed their obtained
results. In contrast, we obtained PPV = 0.83, which is higher
than the [5] model (PPV = 0.812), and the proposed model
got a higher sensitivity = 0.83, whereas the [5] model got a
lower result (0.806 sensitivity). In addition, the [5] model had
a lower F1 (F1 = 0.802) compared to the F1 of the developed
model (F1 = 0.83). Unfortunately, David [5] was content with
only three matrices to evaluate their results. It would have
been better if they had used more matrices to comprehensively
view the results. While Yekkala et al. [3] got 100% accuracy,
sensitivity, specificity, PPV, and NPV. Some previous studies
[13] and [15], which used the Z-Alizadeh Sani dataset obtained
better results than the proposed model. Tama et al. [13] got an
accuracy = 98.31%, F1 = 96.60% and AUC = 98.70%, while
the proposed model obtained an accuracy = 91%, F1 = 89%,
and AUC = 97%. Velusamy and Ramasamy [15] got 100% in
accuracy, sensitivity, specificity, Kappa, PPV, F1, and MCC.
However, this does not necessarily mean that their results are
as good as in ML when 100% accuracy is achieved, which
may indicate data overfitting.

TABLE IX: Expermint 3 - Best Wrapper Methods Results with Reduced Features Sets
using Statlog UCI Dataset

Method Number
of features

Name of features R2

Forward+DT 3 Exian, Vessel, Thal 0.34

Continued on next page
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TABLE IX: Expermint 3 - Best Wrapper Methods Results with Reduced Features Sets
using Statlog UCI Dataset (Continued)

Backward+DT 10 Age, Sex, Chp, Bp,
Sch, Fbs, Ecg, Exian,
Opk, Vessel

0.14

Forward+RF 3 Exian, Vessel, Thal 0.36

Backward+RF 12 Age, Sex, Chp, Bp,
Sch, Fbs, Mhrt, Exian,
Opk, Slope, Vessel, Thal

0.34

Forward+SVM 10 Age, Sex, Chp, Bp,
Sch, Ecg, Mhrt, Exian,
Vessel, Thal

0.44

Backward+SVM 12 Age, Sex, Chp, Bp,
Sch, Fbs, Ecg, Mhrt,
Exian, Opk, Vessel, Thal

0.44

Forward+AdaBoost 7 Sex, Chp, Fbs, Exian,
Slope, Vessel, Thal

0.36

Backward+AdaBoost 8 Sex, Chp, Bp, Sch,
Fbs, Opk, Vessel, Thal

0.33

TABLE X: Experiment 3 - Best Wrapper Methods Results with Reduced Features Sets
using Z-Alizadeh Sani Dataset

Method Number
of features

Name of features R2

Forward+DT 6 DM, EX-Smoker,
Typical Chest Pain,
EF-TTE, Region
RWMA, VHD

0.42

Backward+DT 22 Age, Length, DM, HTN,
Typical Chest Pain,
Function Class, Q Wave,
Tinversion, TG,
LDL, ESR , K, Na,
Region RWMA, Sex,
CRF, CHF, DLP,
Weak Peripheral Pulse,
Dyspnea, LowTH Ang,
LVH

0.31

Forward+RF 12 DM, EX-Smoker,
Edema, Typical Chest
Pain, St Elevation, Na,
CHF, Region RWMA,
Airway disease,
Lung rales, LowTH
Ang, Poor R Progression

0.42

Backward+RF 16 Age, HTN, BP, PR,
Typical Chest Pain,
St Elevation, Tinversion,
CR, HDL, ESR, HB,
Region RWMA,
Obesity, CRF,
Exertional CP, VHD

0.52

Forward+SVM 33 Age, Length, DM, HTN,
Current Smoker, FH,
PR, Typical Chest Pain,
Q Wave, St Elevation,
St Depression,
Tinversion, FBS, CR,
TG, HDL, BUN, HB,
PLT, Lymph, Region
RWMA, CRF, CVA,
Thyroid Disease, CHF,
DLP, Weak Peripheral
Pulse, Lung rales,
Dyspnea, Exertional CP,
LowTH Ang, Poor R
Progression, VHD

0.625

Continued on next page

TABLE X: Experiment 3 - Best Wrapper Methods Results with Reduced Features Sets
using Z-Alizadeh Sani Dataset (Continued)

Backward+SVM 26 Age, Length, DM, HTN,
Current Smoker, FH,
PR, Typical Chest Pain,
Function Class, Q Wave,
Tinversion, CR, HDL,
HB, K, WBC, Lymph,
EF-TTE, Region
RWMA, Sex, DLP,
Airway disease, Lung
rales, Dyspnea,
Atypical, Nonanginal

0.626

Forward+AdaBoost 25 DM, HTN, Current
Smoker, Edema, Typical
Chest Pain, Q Wave,
St Elevation,
St Depression,
CR, Region RWMA,
Sex, CRF, CVA,
CHF, Lung rales,
Airway disease, Weak
Peripheral Pulse,
Systolic Murmur,
Diastolic Murmur,
Dyspnea, Exertional CP,
LowTH Ang, Poor R
Progression, VHD, LVH

0.50

Backward+AdaBoost 14 Age, BMI, DM, HTN,
PR, ESR, Typical Chest
Pain,CR, Tinversion,
HB, WBC, EF-TTE,
Region RWMA,
Nonanginal

0.46

TABLE XI: EXPERMINT 3 - BEST WRAPPER METHODS RESULTS WITH RE-
DUCED FEATURES SETS USING CVD DATASET

Method Number
of features

Name of features R2

Forward+DT 8 Gender, Ap-hi, Ap-lo,
Cholesterol, Gluc,
Smoke, Alco, Active

-0.08

Backward+DT 7 Gender, Ap-hi,
Cholesterol, Gluc,
Smoke, Alco, Active

-0.07

Forward+RF 6 Ap-hi, Cholesterol,
Gluc, Smoke,
Alco, Active

-0.07

Backward+RF 8 Age, Height, Weight,
Ap-hi, Ap-lo,
Cholesterol, Gluc,
Smoke

-0.16

Forward+SVM 5 Age, Height, Ap-hi,
Cholesterol, Gluc

-0.08

Backward+SVM 10 Age, Gender, Height,
Weight, Ap-hi,
Cholesterol, Gluc,
Smoke, Alco, Active

-0.08

Forward+AdaBoost 10 Age, Gender, Weight,
Ap-hi, Ap-lo,
Cholesterol, Gluc,
Smoke, Alco, Active

-0.07

Backward+AdaBoost 10 Age, Gender, Weight,
Ap-hi, Ap-lo,
Cholesterol, Gluc,
Smoke, Alco, Active

-0.07

V. CONCLUSION

The main goal of this study was to predict cardiac disease utilizing ELA, which
included four ML algorithms: AdaBoost, SVM, DT, and RF. We applied it to three
datasets: the StatLog UCI dataset, the Z-Alizadeh Sani dataset, and the CVD dataset.
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TABLE XII. EXPERIMENT 3 - RESULTS OF PROPOSED METHOD WITH
WRAPPER SELECTION USING STATLOG UCI DATASET

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.81 0.81 0.81 0.81 0.83 0.88 0.80 0.62 0.63
RF 0.84 0.84 0.84 0.85 0.85 0.91 0.85 0.69 0.71
SVM 0.82 0.79 0.79 0.85 0.81 0.90 0.81 0.65 0.66
DT 0.78 0.77 0.77 0.79 0.78 0.78 0.77 0.56 0.57
ELA 0.83 0.83 0.82 0.85 0.83 0.90 0.83 0.67 0.68

TABLE XIII. EXPERIMENT 3 - RESULTS OF PROPOSED METHOD WITH
WRAPPER SELECTION USING Z-ALIZADEH SANI DATASET

Model Acc Sens Spec PPV NPV AUC F1 Kappa MCC
AdaBoost 0.90 0.90 0.90 0.91 0.91 0.95 0.90 0.81 0.82
RF 0.91 0.93 0.93 0.91 0.93 0.98 0.92 0.84 0.84
SVM 0.89 0.90 0.90 0.89 0.90 0.95 0.89 0.78 0.79
DT 0.85 0.86 0.86 0.84 0.88 0.85 0.85 0.70 0.71
ELA 0.91 0.92 0.90 0.93 0.92 0.97 0.89 0.81 0.84

We used two wrapper methods for the feature selection step, forward selection and
backward elimination, and we dealt with the data imbalance using SMOTE. When using
the proposed model with the StatLog UCI dataset, we obtained accuracy = 0.83, sensitivity
= 0.83, specificity = 0.82, AUC = 0.90, PPV = 0.85, NPV = 0.83, F1 = 0.83, Kappa =
0.67, MCC = 0.68. When we used the Z-Alizadeh Sani dataset, we obtained accuracy =
0.91, sensitivity = 0.92, specificity = 0.90, AUC = 0.97, PPV = 0.93, NPV = 0.92, F1 =
0.89, Kappa = 0.81, MCC = 0.84. When using the CVD dataset, we obtained accuracy
= 0.73, sensitivity = 0.63, specificity = 0.82, AUC = 0.77, PPV = 0.78, NPV = 0.69, F1
= 0.70, Kappa = 0.45, MCC = 0.46. In future work, we aim to collect a local dataset
from King Abdullah Hospital - Bisha in the KSA, apply the proposed model to it, and
improve the accuracy of the model. We will also use PSO and Gray Wolf Optimizer
feature selection techniques that have shown promising results in disease prediction to
further improve the model’s performance.
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[4] G. Ranganathan, J. Chen, and Á. Rocha, “Inventive communication and
computational technologies,” Ph.D. dissertation, Springer, 2021.

[5] H. B. F. David, “Impact of ensemble learning algorithms towards
accurate heart disease prediction,” ICTACT Journal on Soft Computing,
vol. 10, no. 3, pp. 2084–2089, 2020.

[6] U. N. Dulhare, K. Ahmad, and K. A. B. Ahmad, Machine learning and
big data: concepts, algorithms, tools and applications. John Wiley &
sons, 2020.

[7] S. Uddin, A. Khan, M. E. Hossain, and M. A. Moni, “Comparing dif-
ferent supervised machine learning algorithms for disease prediction,”
BMC medical informatics and decision making, vol. 19, no. 1, pp. 1–16,
2019.

[8] A. Dinh, S. Miertschin, A. Young, and S. D. Mohanty, “A data-driven
approach to predicting diabetes and cardiovascular disease with machine
learning,” BMC medical informatics and decision making, vol. 19, no. 1,
pp. 1–15, 2019.

[9] N. health and nutrition examination survey, “National health and nutri-
tion examination survey,” Dec. 2022, accessed: 2022-12-10.

[10] A. Janosi, W. Steinbrunn, M. Pfisterer, and R. Detrano, “Uci machine
learning repository-heart disease data set,” School Inf. Comput. Sci.,
Univ. California, Irvine, CA, USA, 1988.

[11] N. Liu, X. Li, E. Qi, M. Xu, L. Li, and B. Gao, “A novel ensemble
learning paradigm for medical diagnosis with imbalanced data,” IEEE
Access, vol. 8, pp. 171 263–171 280, 2020.

[12] I. D. Mienye, Y. Sun, and Z. Wang, “An improved ensemble learning
approach for the prediction of heart disease risk,” Informatics in
Medicine Unlocked, vol. 20, p. 100402, 2020.

[13] B. A. Tama, S. Im, and S. Lee, “Improving an intelligent detection
system for coronary heart disease using a two-tier classifier ensemble,”
BioMed Research International, vol. 2020, 2020.

[14] D. C. Yadav and S. Pal, “Prediction of heart disease using feature
selection and random forest ensemble method,” International Journal
of Pharmaceutical Research, vol. 12, no. 4, pp. 56–66, 2020.

[15] D. Velusamy and K. Ramasamy, “Ensemble of heterogeneous classifiers
for diagnosis and prediction of coronary artery disease with reduced
feature subset,” Computer Methods and Programs in Biomedicine, vol.
198, p. 105770, 2021.

[16] Z. Alizadehsani, R. Alizadehsani, and M. Roshanzamir,
“Z-alizadeh sani data set,” 2017. [Online]. Available:
https://archive.ics.uci.edu/ml/datasets/Z-Alizadeh+Sani

[17] T. Tuncer, S. Dogan, P. Plawiak, and A. Subasi, “A novel discrete
wavelet-concatenated mesh tree and ternary chess pattern based ecg
signal recognition method,” Biomedical Signal Processing and Control,
vol. 72, p. 103331, 2022.

[18] G. B. Moody and R. G. Mark, “The impact of the mit-bih arrhyth-
mia database,” IEEE Engineering in Medicine and Biology Magazine,
vol. 20, no. 3, pp. 45–50, 2001.

[19] T. Viktor and A. Khaustov, “St.-petersburg institute of cardiological
technics 12–lea d arrhythmia database,” Circulation-Electronic, vol.
101, no. i23, pp. e215–e220, 2000.

[20] S. Sumbria, “Statlog (Heart) Data Set — kaggle.com,”
https://www.kaggle.com/datasets/shubamsumbria/statlog-heart-data-
set, 2019, [Accessed 16-Jun-2023].

[21] A. Asuncion and D. Newman, “Uci machine learning repository,” 2007.
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Abstract—The agricultural industry in Saudi Arabia suffers 

from the effects of vegetable diseases in the Central Province. 

The primary causes of death documented in this analysis were 32 

fungal diseases, two viral diseases, two physiological diseases, and 

one parasitic disease. Because early diagnosis of plant diseases 

may boost the productivity and quality of agricultural 

operations, tomatoes, Pepper and Onion were selected for the 

experiment. The primary goal is to fine-tune the 

hyperparameters of common Machine Learning classifiers and 

Deep Learning architectures in order to make precise diagnoses 

of plant diseases. The first stage makes use of common image 

processing methods using ml classifiers; the input picture is 

median filtered, contrast increased, and the background is 

removed using HSV color space segmentation. After shape, 

texture, and color features have been extracted using feature 

descriptors, hyperparameter-tuned machine learning (ML) 

classifiers such as k-nearest neighbor, logistic regression, support 

vector machine, and random forest are used to determine an 

outcome. Finally, the proposed Deep Learning Plant Disease 

Detection System (DLPDS) makes use of Tuned ML models. In 

the second stage, potential Convolutional Neural Network (CNN) 

designs were evaluated using the supplied input dataset and the 

SGD (Stochastic Gradient Descent) optimizer. In order to 

increase classification accuracy, the best Convolutional Neural 

Network (CNN) model is fine-tuned using several optimizers. It is 

concluded that MCNN (Modified Convolutional Neural Network) 

achieved 99.5% classification accuracy and an F1 score of 1.00 

for Pepper disease in the first phase module. Enhanced 

GoogleNet using the Adam optimizer achieved a classification 

accuracy of 99.5% and an F1 score of 0.997 for Pepper illnesses, 

which is much higher than previous models. Thus, proposed 

work may adapt this suggested strategy to different crops to 

identify and diagnose illnesses more effectively. 

Keywords—Suggested agricultural plant disease prediction 

system; tuned ML models; machine learning classifiers; plant 

disease detection; deep learning architectures 

I. INTRODUCTION 

The vast boundaries of the Kingdom of Saudi Arabia 
include an area of over two million square kilometres, or more 
than 80% of the whole landmass of the Arabian Peninsula. The 
country's position helps to explain its mild winters and hot, dry 
summers. It is between 15.2 and 32.6degrees north latitude and 
34.1 and 55.5degrees [1] east longitude. Outside of the south-
western highlands, where it rains more often in the summer, air 
receives less than 100 millimetres of precipitation annually. 
The natural springs in the Hue region provide the vast bulk of 
the water utilised in local farms in order to sustain water supply 

and replenish aquifers, dams have been built at various 
locations around the country. 

The agriculture industry in Saudi Arabia has received 
significant attention as part of the country's five-year growth 
goals. These initiatives aim to diversify the economy away 
from oil exports so that more people can eat and the quality of 
life can be kept high despite the population boom. The full 
potential of the country's agriculture sector is now being tapped 
upon. The quantity of land under cultivation is skyrocketed 
from around 435 thousand ha in 1980 to more than 1.5 million 
ha in 1990, [2] and a large part of that increase may be 
attributed to government encouragement and support. Two 
further agricultural academies emerged at the same time as new 
plant varieties were developed, the greenhouse business was 
launched, and massive agricultural undertakings were 
undertaken. In addition to meeting domestic need, the country 
currently exports food products such as wheat, dates, melons, 
poultry, fresh eggs, and milk [3]. Fig. 1 shows Saudi Arabia‘s 
market production. 

Wheat, sorghum, barley, and millet are examples of 
important cereal crops; tomatoes and watermelons are 
examples of important vegetable crops; date palms, citrus trees, 
and grapevines are examples of important fruit crop species. 
The importance of fodder crops like lucerne is also significant. 
More over 1,100,000 acres, or around 81% of the total 
cultivated land area, is devoted to these crops. In 1990, wheat 
was grown on an estimated total of around 744 422 acres [4], 
or almost 55% of the total cultivated area. About 3.5 million 
metric tonnes were harvested from the crop. 

 

Fig. 1. Saudi Arabia vegetable market production metric. 
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"Smart farming," often known as "precision agriculture," 
refers to the practise of using computer-based intelligent 
technologies in agriculture. Research in its infancy includes, 
but is not limited to, studies of intelligent irrigation systems, 
automated pesticide management, and the detection of plant 
diseases. Systematic methods of disease detection are crucial 
for the early diagnosis and prevention of certain conditions. 
Horticulturalists have an 88% success rate [5] in diagnosing 
plant diseases using standard diagnostic approaches. Despite 
this, it's a complicated procedure that calls for experience in the 
field. It may be difficult to undertake an inquiry of this sort in 
certain cases due to the crop's location. Several studies have 
proposed using Deep Learning Architectures (VGG 16, VGG 
19, ResNet 50) or conventional Image Processing methods 
(Image filtering, contest stretching, segmentation, feature 
extraction, and disease classification) to classify various plant 
diseases. Traditional image processing techniques excel in 
situations when a large number of training data is unavailable. 
This means that several, fine-grained techniques, all fine-tuned 
to a high degree of precision, are required for correct sickness 
classification. 

The structure of the paper is as follows; Section II includes 
study of existing methodology, Section III includes proposed 
methodology, Section IV includes Experimental analysis, 
Section V includes conclusion and future work. 

II. LITERATURE SURVEY 

A farmer's first priority should be the detection and 
eradication of plant diseases. The leaves are the first part of the 
plant to show damage from an approaching attack, and the 
changes that occur in the leaves are readily apparent. However, 
if you try to segment a picture of a sick leaf, you'll probably 
wind up with a jumbled, poorly lit composite. Because of this, 
we'll be taking a look at and ranking the latest classification 
algorithms for identifying problems with tomato leaves. 

Effective convolutional neural network (CNN) was the 
name given to the deep CNN model developed by the team 
working on this project [2]. After the model was built and 
trained, it was put to the test by identifying images of healthy 
and diseased tomato leaves. The U-net model and a modified 
U-net model were put to the test and compared with regards to 
how effectively they segmented leaves. Experiments using six- 
and ten-class classification models were also undertaken in 
addition to the binary-classification ones. When it comes to 
segmenting images of leaves, only the U-net model was able to 
achieve an accuracy of 98.66 per cent. In contrast, 
EfficientNet-B7 showed stable performance across a range of 
classification tasks, from binary to six-class classifications. 
Using segmented pictures, the average accuracy of binary 
classification is 99.95%, while the average accuracy of six-
class classification is 99.12%. 

Using an image segmentation approach optimised for super 
pixels, the authors of [3] created a system for automatically 
recognizing and classifying tomato illnesses. A color-balance 
technique was employed during preproduction so that the 
optimal threshold for each kind of image collection could be 
identified. To further distinguish the leaves from the 
background, a ground-breaking method based on a histogram 
of gradients and color changes was used. A pyramid of the 

histogram of gradients, a shape descriptor, and a grey level co-
occurrence matrix (GLCM) are all components of a feature 
extraction approach that has been shown to be effective in 
distinguishing various medical presentations that are otherwise 
identical. The use of classifiers is pervasive in this 
investigation. Still, the best results towards the goal of the 
suggested framework were achieved by the random forest 
classifier, trained on a dataset of one hundred trees. When 
comparing the results of this study with those of many others 
that are quite similar to it [4,5,6,7], it was found that 
comparative analysis based on estimate parameters was the 
most accurate technique. 

To classify potential tomato leaf diseases, the authors of [8] 
proposed a multi-class feature extraction strategy. The system 
is based on a deep CNN model that makes use of the attention 
method and the residual block. The findings show that the 
model is effective at picking up commonalities across diseases. 
Moreover, it uses the widely-used Plant Village dataset to get 
better results than a substantial body of prior deep learning 
literature. The overall positive identification percentage for this 
inquiry was 99.24%. 

In [9], the feasibility of separating apart the various tomato 
diseases is examined. To boost model performance with little 
computational overhead, a lightweight CNN approach was 
developed and shown. The computational complexity, 
performance, and network architecture are only few of the 
areas that were explored for this essay. The used dataset 
consists of information from one healthy person and nine 
patients with various diseases. According to the results, if a 
model that is easy to understand and computationally efficient 
is created, the classification accuracy might be improved. 
Many different CNN architectures were developed for the 
tomato leaf disease detection study presented in [10]. LeNet, 
VGGNet, ResNet50, and Xception are only few of these 
designs. Scientists used 14,903 images of tomato plant leaves 
from the Plant Village dataset to build a deep Convolutional 
Neural Network (CNN). Both healthy and diseased plant leaves 
were shown in these photographs. The data showed that among 
all the tested designs, the fine-tuned VGGNet de-sign provides 
the best classification (99.25% accuracy) and achieves the 
lowest loss. This is true despite the fact that there is a 
significant time commitment associated with training and 
substantial financial outlay for the necessary technology 

Grape plant leaf diseases are no match for the deep transfer 
learning-based model developed by the authors of [11]. In 
order to separate out the most crucial features, the authors built 
a fully connected layer. After that, redundant data was removed 
from the feature extractor vector using the variance method. 
With the use of images from the Plant Village dataset, the 
Efficient Net B7 deep architecture was retrained in this case. 
Then, logistic regression was utilized to further refine the 
collected data. By using this method, we were able to improve 
our categorization accuracy to 99.7%. 

Using a dataset of 3,000 images of tomato leaves using the 
Google Collaborative Net-work (CN) model, the authors of 
[12] were able to accurately identify and classify nine different 
diseases and one healthy leaf class. Images are first 
preprocessed, then regions are separated, and finally the 
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findings are presented in this novel approach. The images are 
then processed further, which entails tuning the CNN model's 
hyper-parameters. The input picture is then analysed by the 
CNN, which pulls out features like as colors, borders, and 
textures. Prediction accuracy for the built categorization model 
is 98.49%. 

According to the study published in [13], a CNN model 
with three convolutional layers, one max-pooling layer, and a 
filter count that can be adjusted between one and ten was 
developed. The authors of the Plant Village dataset used 
augmentation techniques to rectify the imbalance they 
discovered between the number of photos in each class. This 
model has an average accuracy of 91.2% and needs nearly 1.5 
MB of storage space, whereas the pretrained model needs 100 
MB. 

The authors of [14] employed a transfer learning technique 
to construct a deep learning model that needed less training 
data, less computational resources, and less time to train. The 
scientists employed five different deep network topologies—
MobileNet, Resnet50, Xception, Densenet121 Xception, and 
Shuffle Net—to extract characteristics. The authors 
experimented with many educational methods and tempos. 
With a classification accuracy of 97.10%, the DenseNet 
Xception easily triumphed over the competition. 

According to [15], a deep residual network is built to 
identify tomato leaf diseases. To improve the remaining thick 
network, the authors chose to alter its structure. The model 
might be easily modified into a classification model with a 
95% accuracy rate. The authors of [16] provide a system that 
can automatically detect and classify leaf diseases. To lessen 
the load on the computer's resources, the input photographs 
must be downscaled before the background can be removed 
and the photos separated. In order to extract features, the 
researchers in this work used two distinct deep learning 
models: VGG19 and Alex Net. Then, an ECOC-based SVM 
classifier was used to determine the identities of these 
characteristics. The results showed that VGG19 and Alex Net 
both achieved 98.8% and 98.9% classification accuracy, 
respectively. 

In order to categorize the wide variety of diseases that 
might afflict soybean plants, the authors of [17] use multilayer 
perceptron deep learning and support vector machine 
techniques. In all, 19 diseases were correctly classified by the 
SVM. There were 683 examples in the dataset used; 643 were 
correctly classified while the remaining 40 had incorrect labels, 
for a classification accuracy rate of 94.14 per cent. 

As was seen in the prior section of this article, the 
classification accuracies of various deep learning and machine 
learning algorithms created and contested for the detection of 
tomato leaf diseases vary widely. In addition, a few techniques 
have been created. In Table I, we can see a comparison of the 
algorithms utilized the diseases that may be identified, and the 
accuracy of the various classification systems that have been 
covered thus far. 

TABLE I.  A COMPARISON BETWEEN THE RECENTLY DEVELOPED CROP 

CLASSIFICATION SYSTEM 

    CNN model 
3 disease 

classes 
RF:     

    Segmentation-based CNN 
8 disease 

classes 
       

    Light weight CNN 
8 disease 

classes 
       

    VGGNet- CNN 
8 disease 

classes 
VGGNet:        

    Hybrid CNN (Hy-CNN)   

    RNN Model 
8 disease 

classes 
    

    SVM model 
8 disease 

classes 
       

    ResNet-50 + SeNet 
8 disease 

classes 
      

     
Restructured residual dense 

network 

8 disease 

classes 
    

     VGG19, Alex Net        

     Deep learning, SVM  
Densenet121 

Xception 

III. PROPOSED MATERIALS AND METHODS 

A. Proposed First Phase DLPDS 

The sequential method is used for the first phase of layer 
creation. This is due to the fact that building the model in 
layers is easiest using the sequential approach. To implement 
Softmax's input shape of (28, 28, 1), we utilise the add () 
function with the parameters conv2D, kernel _size, activation 
'Elu,' and model layers. These are the fundamental building 
blocks of a convolutional neural network. 

This procedure, which starts with the input picture and 
continues through the Conv2D layers and the flatten layers [18] 
connects the convolution and the other dense layers. Machine 
learning (ML) algorithms have become widely employed as 
artificial intelligence (AI) has advanced because ML succeeded 
in achieving emerges and cost-effective solutions to 
exploration of harvest yield [19]. The best result, which might 
be any of the values 0 through nine, is selected by setting the 
node in output to ten. 

Each value is given a probability according to the Softmax 
activation, and the highest probability value is used as the 
forecast to determine whether the model needs more training to 
improve. 

The agriculture sector makes use of validity measures to 
assess the performance of the disease segmentation technique 
for leaf blight. Blight, which affects tomatoes, is caused by the 
proteobacterium Xanthomonas Axonopodisis [20]. There are 
few illnesses as damaging as this one. Similarly, if a pepper 
plant is infected with blight, its yield might drop by 27.57.36 
per cent. Fig. 2 depict a tomato leaf that has been infected with 
the blight disease. 
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(a)  (b)    (c) 

Fig. 2. Tomato leaf image. 

   
(a)                            (b)                            (c) 

Fig. 3. Pepper leaf images. 

Fig. 3 shows the pepper leaf images of the proposed work. 
Pepper leaf pictures, as well as unaffected input tomato, are 
taken into consideration for the input image, which is indicated 
by the letter I, and the impacted area of interest (ROI) is 
written as follows, 

                                               (1) 

In Eq. (1), n is represented as number of regions in input 
image, n number of regions are represented in terms of  1 +  2 
+ ⋯ … … .  . 

Let us take two different regions then  i not equal to  j for 
alli ≠ j. The name for this kind of property is a disjoint 
property. A method for segmenting the intensity of histograms 
based on indices has been developed as a means of enhancing 
the segmentation and classification results produced by the 
aforementioned technique. Fig. 4 shows the proposed work 
block diagram. 

1) Denoising in input image: This section explains the 

process of noise removal, since the provided input may have a 

possibility of having undesirable signals, which are referred to 

as noise. Denoising is a method that removes undesired 

signals from a picture while still preserving important 

information. Denoising is an essential step in the 

preprocessing of the picture, as it helps increase the accuracy 

of the final product. The median filter was used to eliminate 

the sounds. The following is a representation of the three-by-

three matrix that serves as the input to the median filter 

procedure. Fig. 5 shows the pixel selection and analysis of 

proposed work. 

Let M be the input matrix, and then apply the sorting 
procedure to M in order to sort all of its values, and finally, get 
the median of M. In the previous illustration, the picture was 
smoothed down when the values of the surrounding 
neighborhoods were replaced with the median value of 214. 
After that, an adjustment was made to the image's contrast. The 
procedure described above is used to the process of pixel 
representation for the input picture in order to remove noise 
from the image and get the specific area of the leaf image that 
was damaged. 

It can be seen in Fig. 6, that the noise has been reduced 
from the leaf photos. The median filter is applied to the photos 
of the three distinct illnesses, including foiled, rot, and rust, 
that have impacted the leaves. 

 

 
Fig. 4. Proposed first phase DLPD. 

 
Fig. 5. Pixel selection. 
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Fig. 6. Pre-processed leaf images. 

 
(a)                                 (b) 

Fig. 7. (a). The original version, (b) Color conversion image. 

Fig. 7 shows the original and color conversion results of 
provided dataset. 

B. HSV Color Space Segmentation 

 The use of the Thresholding approach, the ROI may be 
extracted from the picture. Determine a value for the threshold, 
denoted by "T," depending on the highest and lowest points of 
the histogram. It is possible to employ the local threshold 

method, the global threshold technique, or the optimum 
threshold technique depending on the application. The area that 
is of interest is known as the ROI, and it may either be a 
portion of the picture or the whole image. It depends on the 
application, but often it involves combining the OTSU 
threshold approach with the canny edge detection operator and 
dividing the jujube leaf into a number of regions. The function 
f is used to depict the picture of a Pepper leaf after it has been 
translated into a digital format using MATLAB (x, y). By 
selecting the picture's threshold value, which is symbolized by 
the letter T, you can see that the image has been segmented. If 
the pixel intensity value is more than T, then it assigns value as 
1; else, it takes the value as 0 for the pixel. 

The formula for thresholding the leaf disease on Pepper is 
represented as follows, as in 

Threshold  {
      if         
      if         

 (2) 

Choose the T value but the result varies based on the 
selected domain. Same T value could not give accurate ROI for 
all kinds of input image. Implementation of the image 
segmentation technique used to separate the disease affected 
part from the background image. In this scenario first choose 
the seed point from the image. By using the seed point separate 
the diseased part. Choosing seed point is one of the biggest 
challenges in region growing method and wrong selection of 
seed point may lead to over segmentation. The study [21] 
implemented region growing method in cucumber downy 
mildew disease and get more accurate segmentation result 
compared with Otsu and K-means algorithm. Foliar disease of 
the leaf can be detected by using proposed region growing 
method and produced better result compared with existing 
algorithms. In this paper new algorithm is introduced based on 
the indices of histogram. During the analyze process, Pepper 
leaf images taken as input with the size of 256×256 as shown 
in Fig. 8. 

Table II shows the feature metrics of the images and their 
values. 

   
(a)                    (b)                  (c)        (d) 

Fig. 8. (a) Graph cut algorithm (b) The original version, (c) Otsu 

thresholding, (d) HSV Color space segmentation. 

TABLE II.  COLOR MASKS FOR TOMATO, ONION, PEPPER LEAVES 

S.no Crop Upper Green 
Lower 

Green 
Upper Brown Lower Brown Upper Yellow Lower Yellow 

1 Tomato [86,255,255] [36, 0, 0] [30, 255, 200] [8, 60, 20] [40, 255, 255] [21, 39, 64] 

2 Onion [86,255,255] [36,0,0] [30, 255, 200] [8, 60, 20] [255, 255, 255] [3,3,3] 

3 Pepper [86,255,255] [36,0,0] [30, 255, 200] [8, 60, 20] [255, 255, 255] [21,30,5] 
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C. Feature Extraction 

1) Color: Extracting in all plant disease detection systems, 

color characteristics are essential since ill regions have 

different colors than healthy leaf photos; in this work, color 

features are recovered by measuring the color histogram and 

statistical color moments. The features of the HSV color 

histogram are extracted in the following stages: To begin, the 

cv2.COLOR RGB2HSV function converts the input image 

from the RGB color space model to the HSV color space 

model. Quantizing the HSV color model has the effect of 

lowering both the cost of computation and the size of the 

feature. At this part of the process, each channel's H, S, and V 

components are quantized using eight different bins. The 

frequency distribution of quantized HSV values for each pixel 

in an image is shown by a histogram, which is created for each 

quantized picture. This histogram is specific to the image in 

question. In addition, statistical color moments are generated 

by first isolating the R, G, and B components of the input 

image, then computing the mean and standard deviation for 

each channel separately. This process is repeated for all three 

channels. In conclusion, color moments provide a feature 

vector that is six-dimensional. 

2) Shape: An essential component of the quantification 

process for image objects is the extraction of shape 

information. In this work, form attributes are determined by 

calculating shape moments and locating shape edges. For the 

purpose of computing Hu moments, the function Hu moments 

found inside the Open – CV Python module is utilized. 

Converting the RGB image to grayscale is the first step that 

must be taken before attempting to calculate the Hu moments, 

which need just a single channel. Calculating the first 124 

moments of the original picture is the responsibility of the 

CV2.moment module. After that, the real moments are input 

into the CV2 method, and the first six Hu moments are 

generated using the results of that. In order to get a shape 

feature vector, the Hu moments method and the array 

flattening method are used. 

3) Texture: There are four distinct varieties of texture 

measurements that may be used in image processing, and they 

are structural, statistical, model-based, and transform-based. 

Statistical approaches may be used in this situation since the 

size of the texture is about equivalent to the size of the pixels. 

For instance, GLCM is an example of a statistical method that 

may be used to measure the textural features of an image, 

which can then result in various shades of grey. In order to 

generate the grey level co-occurrence matrix, fourteen Hara 

lick texture characteristics, such as ASM, Correlation, 

Contrast, Entropy, Homogeneity, and Dissimilarity, in 

addition to eight additional features, were extracted. This 

process was carried out. This results in a thirteen-dimensional 

feature vector, with the fourteenth feature being omitted due to 

the substantial increase in the amount of processing it requires. 

Using manually chosen feature descriptors, the shape, color, 

and texture characteristics of the panda‘s data frame are 

concatenated together to generate a 532-dimensional feature 

vector. 

D. ML Classifier Tuning 

The numerous layers that make up the CNN are capable of 
performing a wide variety of tasks, some of which include 
convolution, max pooling, activation, and a fully connected 
network (Fig. 9). Every CNN input image that is sent on to the 
Convolution layers includes filters, receptive fields, stride, 
padding, pooling, and ReLu stacks in some form or another. 
The receptive field of a CNN is the part of the network that 
monitors the activity of any filter that responds to each 
individual pixel. As further stack layers are added to the 
convolutional layers, it behaves in a linear manner throughout 
the process. 

 
Fig. 9. Architecture of CNN. 

When there is a negative number, the activation level that 
follows after it clips off to zero. This happens because negative 
numbers are less than zero. While the ReLu activation function 
converges more rapidly than the sigmoid activation function, it 
is also saturated in the negative region, which causes the 
gradient to be zero. This is because the ReLu activation 
function is a Convolutional Neural Network. 

The very next pooling layer happens in between the 
convolutional layers, and as a consequence, it reduces the 
amount of data sampled by the network and gets rid of the 
other value data that is not relevant. After passing through the 
pooling layer, the dataset is shrunk down to a more manageable 
size, and the process of sending the dataset through the pooling 
layer is repeated until the desired output is produced. The 
matrix size will be decreased from 4x4 to 3x3 as a direct 
consequence of the maximum pooling layer, and then it will be 
decreased even more from there. The next layer is likewise 
fully connected, and it comprises neurons that have a full 
connection to all of the activations that were produced using a 
matrix multiplication. This layer is referred to as "totally 
linked.‖ 

Inside of a CNN network with several layers, the image is 
first warped and then converted into pixels. Following that, an 
activation of a neuron is performed for each location, and the 
results are compiled inside of the feature map. If the receptive 
field is moved one pixel further away from the activation layer, 
then the field plane will overlap with the previous activation by 
an amount that is equal to the field plane width minus one 
input value. This will occur if the receptive field is moved. 
After this, the fully connected layers will proceed to categories 
the many classes that have been instructed as binary values. 
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The supervised machine learning algorithms L.R., KNN, 
SVM, and R.F. are used in the initial step of the DLPDS 
process. In most cases, machine learning models are made up 
of two parameters: the default Model Parameter, and the 
hyperparameter. 

Algorithm 1: Training and Testing phase 

Step 1: Initialize the bias and weights to a random value. 
Step 2: Input the training input vector and its targets. 
Step 3: Compute the output of the hidden layer. The net input 
of the hidden layer is computed as follows, 

             

where    is the bias of the hidden layer,     is the weights 
between the input and the hidden node and    is the input 
vector. 
The output of the hidden layer is given by, 

         

where      is the activation function of the neuron. 
Step 4: Compute the output of the output layer. The net input 
of the output layer is computed as follows. 

   ∑          

where    is the bias of the output layer,     is the weights 

between the hidden and the output node and    is the output 
vector from the hidden neuron. 
The output of the output layer is given by. 

    (  ) 

where      is the activation function of the neuron. 
Step 5: Compute the error at the output layer and at the hidden 
layer. 
The error at the output layer is given by, 

   (     ) 
 (  ) 

The error at the hidden layer is given by. 

   ∑             

Step 6: Update and renew the weights and bias with the 
learning rate   for output layer which is given by, 

          

        

    new           

     new         

 

Update and renew the weights and bias with the learning 
rate   for hidden which is given by, 

          

         

    ( new           

    new         

 

Step 7: Repeat step 2 to step 6 until the stopping criteria is 
reached. 

5.2.2 Testing Process 
Step 1: Feed the unknown data vector   
Step 2: Compute the output of the hidden layer. The net input 
of the hidden layer is computed as follows, 

             

The output of the hidden layer is given by, 

         

Step 3: Compute the output of the output layer. The net 
input of the output layer is computed as follows. 

             

The output of the output layer is given by. 

    (  ) 

where      is the activation function of the neuron. 

Step 4: Obtain the classification result from the output 
neuron in the output layer. 

The practitioner may modify the hyperparameters to 
improve the classification results. Grid search and Manual 
search are used in this study for the Tomato, Tomato, and 
Pepper datasets because they provide results more quickly than 
other techniques. Fig. 10 shows the proposed methodology 
block diagram stage 2. 

 

 
                                          

 

 

Fig. 10. Proposed second phase DLPDS. 
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E. Deep Learning Optimizers 

First, the SGD optimizer is put to use in order to train the 
previously stated well-known architectures on the basis of 
validation accuracy, after which the best CNN model is 
selected. In conclusion, the Six DL Optimizers, whose features 
are outlined in Table III, are fine-tuned in order to improve the 

classification accuracy. 

TABLE III.  PARAMETERS OF DEEP LEARNING 

gamma alpha value 
Accuracy % 

Tomato Pepper Onion 

Scale 

0.1-0.3 

alpha 0.803333 0.9862 0.866667 

alpha 0.783667 0.9921 0.838333 

alpha 0.711667 0.9752 0.838333 

0.4-0.6 

alpha 0.832667 0.9923 0.821667 

alpha 0.809667 0.9775 0.729 

alpha 0.741333 0.9921 0.884667 

0.7-1.0 

alpha 0.881333 0.9712 0.871333 

alpha 0.866667 0.9923 0.729 

alpha 0.803333 0.9862 0.866667 

IV. EXPERIMENTAL ANALYSIS 

For the purpose of this study, ten thousand photographs 
spanning fourteen distinct categories were taken in the area of 
agriculture and sourced from the EPPO Global Database, both 
of which are open to the public. In addition, there are eight 
other categories that make up the Classification of Tomato 
plant diseases. In this study, we utilize datasets including both 
pepper and tomato. In both the pepper and tomato, onion 
datasets, the pictures are divided into training and testing sets 
in an 80:20 arrangements. There are a total of 5932 photos in 
the pepper and tomato collection shown in Table IV. 

 

A. Tuning ML Classifiers 

1) LR Tuning: C value [100, 10, 1.0, and 0.1], solver 

['newton-cg,' 'lbfgs,' and 'liblinear,'] and penalty ['l2'] are the 

most important parameters that are extracted from the default 

Python specification to tailor the performance of LR. The 

settings shown above have been applied to these parameters in 

order to modify the Tomato, Pepper, and Tomato 

characteristics shown in Table IV. 

TABLE IV.  LR-TUNING RESULTS 

Sigma 

Value 
Penalty Solver 

Accuracy % 

Tomato Pepper Onion 

100 

elasticnet 

saga 0.936333 0.937667 0.938667 

sag 0.936333 0.939000 0.937333 

liblinear 0.945333 0.929000 0.974667 

10 
lbfgs 0.874561 0.894561 0.925333 

newton-cg 0.861234 0.929000 0.925333 

lbfgs 0.797531 0.974333 0.895333 

1.0 liblinear 0.971667 0.945333 0.970667 

sag 0.974000 0.974333 0.974000 

2) SVM Tuning: The kernels- ['linear', 'poly', and 'rbf'] 

parameter, the C value- [10, 1.0, and 0.1] parameter, and the 

gamma-scale parameter are the ones that were chosen from 

the default Python SVM classifier specification. Table V 

demonstrates that an SVM with a C value of 1.0 and a kernel 

of poly achieves an accuracy of 88.13% for tomato features, 

97.12% for Pepper features, and 87.13% for onion leaf 

features. 

Table V shows the existing tuning values of the SVM 
classifier. 

TABLE V.  SVM-TUNING RESULTS 

ML 

classifier 

Para 

meters 

Tomato 

Healthy 
Early 

blight 

Leaf 

mold 

Septoria 

leaf spot 

Target 

spot 

Bacterial 

blight 

Late 

blight 

Spider 

millets 
Accuracy % 

TLR 

P 0.96 0.79 0.84 0.80 0.81 0.94 0.81 0.89 

85.50 R 0.95 0.81 0.91 0.75 0.88 0.91 0.75 0.88 

F1 0.96 0.80 0.88 0.77 0.84 0.93 0.78 0.88 

TSVM 

P 0.92 0.82 0.88 0.81 0.79 0.93 0.82 0.87 

85.62 R 0.92 0.81 0.94 0.76 0.86 0.92 0.81 0.83 

F1 0.92 0.81 0.91 0.79 0.82 0.93 0.82 0.85 

TKNN 

P 0.92 0.80 0.82 0.84 0.72 0.93 0.90 0.73 

82.87 R 0.86 0.74 0.95 0.74 0.79 0.84 0.63 0.82 

F1 0.85 0.75 0.85 0.76 0.74 0.88 0.72 0.80 

MCNN 

P 0.97 0.85 0.94 0.92 0.77 0.97 0.87 0.92 

90.12 R 0.98 0.88 0.96 0.88 0.90 0.93 0.80 0.88 

F1 0.98 0.86 0.95 0.90 0.82 0.94 0.84 0.90 
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3) KNN Tuning: The parameters n neighbors [3, 4], metric 

['Euclidean‘, ‗Manhattan'], and weights ['uniform,' 'distance'] 

were chosen from the KNN default python specification. 

According to Table VI, using n neighbors =4 with metric = 

Manhattan, weights = Distance results in an accuracy of 

82.75% for tomato, 90.12% for tomato, while using n 

neighbors =3 with Euclidean metric and distance as weight 

results in an accuracy of 99.21% for Pepper leaf 

characteristics. 

4) RF Tuning: When it comes to tuning, the parameters 

max features ['sqrt', 'log2'], and n estimators [10, 100, and 

1000] were chosen from the RF default Python specification. 

According to Table VII, using max features = sqrt and n 

estimators =1000 results in an accuracy of 95% for tomato and 

99.50% for Pepper. Yet, using the same max features and the 

same number of estimators results in an accuracy of 90.12%. 

TABLE VI.  KNN-TUNING RESULTS 

Max-

Features 
metric weights 

Accuracy % 

Tomato Pepper Onion 

10 

sqrt 
estimators 0.7975 0.9 0.9862 

estimators 0.81 0.891 0.9921 

log2 
estimators 0.8062 0.9051 0.9752 

estimators 0.82 0.8937 0.9923 

100 

sqrt 
estimators 0.7762 0.8811 0.9775 

estimators 0.8087 0.8957 0.9921 

log2 
estimators 0.8025 0.8912 0.9712 

estimators 0.8275 0.9012 0.9923 

B. First Phase DLPDS with Tuned Models 

1) Tomato diseases: For the purpose of categorization, a 

total of 4000 different photos of tomato leaves are taken, 500 

of which are healthy and 3500 of which display one of seven 

different disorders. For the objectives of experimentation, the 

50:50 technique has been selected. The training and testing 

photos consist of 250 healthy and 1750 sick images. 

TABLE VII.  RF-TUNING RESULTS 

max-

features 
estimators 

Accuracy % 

Tomato Pepper Onion 

sqrt 

10 82.50 91.00 99.12 

100 90.12 93.00 99.21 

1000 89.50 95.00 99.50 

log2 

10 82.00 91.00 98.96 

100 88.00 92.23 99.34 

1000 88.62 93.50 99.37 

SHAPE and TEXTURE are put to use for the purpose of 
distinguishing sick samples and healthy samples using 10-fold 
cross-validation (a). According to Table VIII, the Tuned 
Random Forest Classifier has an overall accuracy of 90.12%. 
Higher values of performance measures include Precision 

equal to 0.97 for both healthy tomatoes and tomatoes with 
bacterial blight, recall equal to 0.98 and 0.96, and F1 score 
equal to 0.98 and 0.95 for both healthy tomatoes and healthy 
tomatoes with leaf mold shown in Table VIII. 

TABLE VIII.  PERFORMANCE METRICS BASED ON ACCURACY 

Sigma 

Value 
Penalty Solver 

Accuracy % 

Tomato Pepper Onion 

100 

elasticnet 

saga 0.936333 0.937667 0.938667 

sag 0.936333 0.939000 0.937333 

liblinear 0.945333 0.929000 0.974667 

10 

lbfgs 0.874561 0.894561 0.925333 

newton-cg 0.861234 0.929000 0.925333 

lbfgs 0.797531 0.974333 0.895333 

1.0 
liblinear 0.971667 0.945333 0.970667 

sag 0.974000 0.974333 0.974000 

Moreover, there are two classifications that are used for 
categorizing tomato leaf diseases, and each class has a 
selection of one thousand photos. The majority of the illnesses 
that might affect tomato seem to be bacterial infections, 
according to the visual examination. Hence, any and all 
photographs of a sick tomato plant are saved under the heading 
"tomato diseases," whereas any and all images of a healthy 
tomato plant are saved under the heading "healthy tomato" 
shown in Table IX. 

The tomato train and the test dataset are both developed by 
the use of the 50:50 approach. Validation of the tomato test 
picture dataset was accomplished with the help of the tuned 
four ML models. MCNN delivers 95% overall accuracy with 
Precision= 0.96, F1 score= 0.95 for bacterial illness 
characteristics, and Recall =0.96 for Healthy leaf features. The 
experimental findings are produced by ten-fold cross-
validation, as shown in Fig. 11(b), and from Table IX, MCNN 
gives 95% overall accuracy. 

TABLE IX.  PERFORMANCE METRICS OF TOMATO LEAVES 

ML 

classifier 
Parameters 

Tomato 

Bacterial 

Disease 
Healthy Accuracy % 

TLR 

P 0.90 0.87 

88.50 R 0.86 0.91 

F1 0.88 0.89 

TSVM 

P 0.95 0.91 

92.50 R 0.90 0.95 

F1 0.92 0.93 

TKNN 

P 0.94 0.87 

90.50 R 0.86 0.95 

F1 0.90 0.91 

TRF 

P 0.96 0.94 

95 R 0.94 0.96 

F1 0.95 0.95 
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2) Pepper diseases: There are four categories that make 

up the Pepper leaf disease categorization system, and each 

category has a thousand pictures. A total of four thousand 

photographs are amassed, and then, applying the 50:50 

technique, the picture datasets for the train and test are 

partitioned into healthy images, class 500 images, and test 

images, respectively. There are 1500 photos that fall under the 

heading of the sick image, which may be used for training and 

testing purposes. The test picture dataset was verified by using 

the extracted characteristics of Pepper leaves as well as the 

results of ten-fold cross-validation, which are shown in 

Fig. 11(c). Table X shows that the majority of the Tuned 

models got improved classification results, with TKNN 

(Tuned K Nearest Neighbor) reaching an accuracy of 99.25% 

and MCNN achieving a greater accuracy of 99.50. 

TABLE X.  PERFORMANCE METRICS OF PEPPER LEAVES 

ML 

classi

fier 

Par

a 

met

ers 

Pepper 

Heal

thy 

Cercospora_l

eaf_spot 

Com

mon 

rust 

Northern_

Leaf_ 

Blight 

Accura

cy % 

TLR 

P 1.00 0.95 1.00 0.90 

96.25 R 1.00 0.90 1.00 0.96 

F1 1.00 0.93 1.00 0.93 

TSV
M 

P 1.00 0.97 1.00 0.92 

97.12 R 1.00 0.92 1.00 0.97 

F1 1.00 0.94 1.00 0.94 

KNN 

P 1.00 0.97 1.00 1.00 

99.25 R 1.00 1.00 1.00 0.97 

F1 1.00 0.99 1.00 0.98 

TRF 

P 1.00 0.99 1.00 0.99 

99.50 R 1.00 0.99 1.00 0.99 

F1 1.00 0.99 1.00 0.99 

   
(a)                                 (b)                           (c) 

Fig. 11. Ten- fold cross-validation results of (a) Onion, (b) Tomato, (c) 

Pepper. 

C. Second Phase DLPDS 

The Tomato, Tomato, and Pepper leaf pictures were used to 
train the chosen DL Architectures and the experimental 
findings were represented by validation, training accuracy/loss, 
Precision, F1 Score, and Recall. The model or optimizer that 
achieves the highest possible Validation accuracy and F1 score 
is taken into consideration to be the best option for the Second 
Phase DLPDS that is being suggested. The accuracy and loss 
measurements in the training and validation stages need a 
combined total of 20 epochs in order to converge. 

1) Performance of pretrained models: Accuracy, 

sensitivity, selectivity, kappa coefficient, and mean square 

error are some of the several performance metrics that are 

taken into consideration. The following is a representation of 

the notations that are used in the computation of the metrics: 

TP - true positive, TN - true negative, FN - false negative, TP 

- positive, TN - negative, FN - false negative. The following is 

the calculation for the performance metrics: 

 Accuracy: It is the measure of how well the classifier 
correctly identifies whether the leaf is healthy or 
diseased. 

  ccuracy  
                           

                 
          (3) 

 Sensitivity: It is also known as recall and it represent the 
measure of proposition of diseased leaf correctly 
identified as such. 

Sensitivity  
             

                            
        (4) 

 Specificity: It is also termed by True Negative Rate, and 
it represents the proportion of healthy leaf correctly 
identified. 

Specificity  
             

                             
        (5) 

 Kappa Coefficient: The kappa coefficient is used to 
determine how closely the original values and the 
graded values are related to one another. A kappa score 
of one shows that all respondents are in complete 
agreement, while a value of 0 indicates that there is no 
consensus. Here is how it is figured out, 

 Kappa  
    

             
 

(    )

      
    (    )

           (6) 

where j is the number of the class, Z is the total number of 
graded values that are compared to the original values, m (i,j) 
is the number of values belonging to the truth class j that have 
been classified as class j, Cj is the total number of expected 
values belonging to class j, and Gj is the total number of truth 
values belonging to class j. where j is the number of the class, 
Z is the total number of graded values that are compared 

During the second phase, RT is used to pinpoint the precise 
location of the leaf illness as well as determine its degree of 
severity shown in Table XI. 

TABLE XI.  COMPARISON OF PROPOSED TRAINING FUNCTION AND 

TRAINBR 

Sl.No Training Function MSE Accuracy 
       

             
 

1 Trainbr                 

2 Proposed Method                  

The categorized picture is then put through RT in order to 
pinpoint the area that is affected by the illness. If the picture is 
determined to be a disease, a morphological operation is 
performed on it, coupled with the determination of an 
appropriate threshold, in order to differentiate the sick area 
from the backdrop. The segmented output is created by 
applying a morphological opening operation with a square 
structural element to the identified picture. This results in the 
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output being segmented. The RT is applied to the sick leaf that 
has been segmented. The results of the morphological 
operation are first segmented, and then the RT is applied to the 
results of that segmentation. The RT output provides evidence 
that the disease node is present in the leaf. The radon transform 
is useful for pinpointing exactly where the sick area is located 
in the body. 

There is no indication of either underfitting or overfitting in 
the experimental findings of the pre-trained models using the 
Pepper picture dataset. From Fig. 12(b) Enhanced GoogleNet 
was able to achieve the highest possible level of Validation 
accuracy by making use of the idea behind the Inception 
module. The Improved GoogleNet and SGD optimizer, 
together with a comparative study of the several models shown 
in Table XII, led to the best possible F1 score of 0.993. 

TABLE XII.  PERFORMANCE OF PRE-TRAINED MODELS 

Parameters MobileNetV2 Improved GoogleNet 

Training Accuracy 98.99 98.99 

Validation Accuracy 97.73 99.92 

Training Loss 0.220 0.021 

Validation Loss 0.285 0.002 

Precision 0.982 0.991 

F1 Score 0.986 0.993 

 
(a): No DATA. 

 
(b) Yes DATA. 

Fig. 12. Training and testing data. 

TABLE XIII.  ANALYSIS OF SEGMENTATION 

Raw Input 
Image 

K-Means 
Clustering 

Fuzzy 
Logic 

Region-Based 
Segmentation 

HSV Color 
Segmentation 

Tomato blight 
disease 

0.684 0.82 0.8843 0.8368 

Tomato Leaf 
Spot 

0.66 0.856 0.801 0.8465 

Tomato 
Powdery 
Mildew 

0.68 0.861 0.8154 0.8624 

Pepper blight 
disease 

0.803 0.865 0.8266 0.868 

 
Fig. 13. DSC Performance of segmentation techniques. 

Fig. 13 makes it abundantly evident that the indices-based 
intensity histogram segmentation technique assures a 
somewhat superior performance value for various plant leaves, 
such as those affected by tomato blight disease, tomato spot, 
tomato powdery mildew, and Pepper blight disease, 
respectively. The divided components each provide important 
information that may be utilized to examine the characteristics 
and facts connected to the condition. Table XIII presents the 
results of the mutual information calculation for the segmented 
area. 

TABLE XIV.  MUTUAL INFORMATION FOR SEGMENTATION RESULT 

Raw Input Image 
K-Means 
Clustering 

Fuzzy 
Logic 

Region-
Based 

Segmentation 
MCNN 

Tomato blight 
disease 

0.67 0.75 0.83 0.85 

Tomato Leaf Spot 0.68 0.78 0.86 0.86 

Tomato Powdery 
Mildew 

0.73 0.80 0.88 0.868 

Pepper blight disease 0.76 0.83 0.82 0.878 

According to what is shown in Table XIV. It is abundantly 
obvious that the indices that are based on the intensity of the 
histogram include various information about impacted diseases 
in an efficient way. Indices Based Intensity Histogram 
Segmentation approach segment region contain significant 
information because it assures the largest mutual information 
value. This can be understood since the technique for indices-

0.65

0.7

0.75

0.8

0.85

0.9

Tomato Cotton blight disease

Tomato Leaf Spot

onion downy Mildew

Pepper blight disease
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based intensity histogram segmentation segments the 
histogram based on its intensity. Fig. XIV is a graphical 
depiction of the linked data for the mutual information value, 
and it was created using Table XIV. 

 
Fig. 14. Mutual information for different segmentation methods. 

According to Fig. XIV, a technique to segmenting intensity 
histograms that is based on indices assures a high mutual 
information value for various plant leaves, such as those 
affected by tomato blight disease, tomato spot, tomato powdery 
mildew, and Pepper blight disease. The divided components 
each provide important information that may be utilized to 
examine the characteristics and facts connected to the 
condition. Effective retrieval of disease-related information 
from the segmented area is accomplished, and the accuracy of 
the segmented region's diagnostic performance is evaluated by 
means of the sensitivity and specificity metrics that are shown 
in Table XIV. 

Fig. 15(a) and (b) shows that using a strategy that segments 
intensity histograms based on indices assures a high sensitivity 
and specificity value for various plant leaves, such as those 
affected by tomato blight disease, tomato spot, tomato powdery 
mildew, and Pepper blight disease. The segmented sections 
include valuable information that can be used to assess the 
disease-related characteristics and information that can be used 
to obtain disease-related information with the maximum 
possible accuracy, as seen in Table XV. 

The results shown in the preceding Table XV make it 
abundantly evident that the indices based on the intensity 
histogram segmented area include a high degree of accuracy 
(88.78%) about the afflicted illness portion in an efficient way.  

2) Discussion: The experimental results show that the 

enhanced versions of GoogleNet and MobileNetV2 using 

SGD Optimizer with ImageNet weights achieve a significantly 

more acceptable degree of validation accuracy. These two 

models are compared using five different optimizers and the 

same amount of epochs in an effort to improve classification 

accuracy. Based on the data in Table XI, we may make the 

following inferences: 

Training the pre-trained models with various optimizers led 
to notable improvements in validation, training accuracy/loss, 
F1 Score, precision, and recall. 

 
(a) 

 
(b) 

Fig. 15. (a) Sensitivity and (b) Specificity. 

TABLE XV.  ACCURACY FOR SEGMENTATION RESULT 

Raw Input 
Image 

K-Means 
Clustering 

Fuzzy 
Logic 

Region-

Based 

Segmentation 

MCNN 

Tomato blight 

disease 
82.1 83.5 86.34 87.31 

Tomato Leaf Spot 82.8 83.88 85.134 87.543 

Tomato Powdery 

Mildew 
83.1 84.21 86.43 88.46 

Pepper blight 
disease 

83.78 84.72 86.83 88.78 

0.75
0.8

0.85
0.9

0.95
1

1.05

Tomato Cotton blight disease

Tomato Leaf Spot

onion downy Mildew

Pepper blight disease

0.75 0.8 0.85 0.9 0.95 1

Tomato Cotton blight…

Tomato Leaf Spot

onion downy Mildew

Pepper blight disease

Sensitivity 

MCNN

Region-Based Segmentation

Fuzzy Logic

K-Means Clustering

0.75 0.8 0.85 0.9 0.95 1 1.05

Tomato Cotton blight
disease

Tomato Leaf Spot

onion downy Mildew

Pepper blight disease

Specificity 

MCNN

Region-Based Segmentation

Fuzzy Logic

K-Means Clustering
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The best validation accuracy may be achieved with the use 
of optimizers such as Adam, SGD, and Adadelta. 

 Enhanced GoogleNet with Adam Optimizer achieved a 
99.95% success rate and an F1 score of 0.997, 
demonstrating the efficacy of the proposed tuning 
strategy. The results of this experiment are also 
significantly improved upon when compared to those of 
previous studies. Therefore, the given technique may be 
used to a wide range of plant diseases. 

 The F1 score and validation accuracy for MobileNet 
were both improved by using the Adam and Adadelta 
optimizers. 

However, it is possible to see a decrease in performance 
after switching from SGD to RMSProb and Adamax for 
improved GoogleNet and MobileNetV2. This is the case 
despite the fact that these algorithms are designed to improve 
performance. 

V. CONCLUSION AND FUTURE WORK 

Plant disease and pest attack is a major threat to the farmers 
and the farming industries. It impacts the economy majorly by 
destroying the plants and production quality. An automatic 
plant disease detection system is a key factor in the growth and 
benefit of farm production. This research is carried out based 
on the image-based automatic disease detection system which 
includes various image processing and CNN techniques. The 
proposed methods are developed to enhance the detection 
system and classify diseases. Training, validation, and testing 
were conducted on various publicly available datasets. The 
datasets consist of images captured under different lighting 
conditions, resolution, position, and complex background to 
train the system with all possible complexities to avoid the 
misclassification rate. When compared to ML models, the F1 
Score and Accuracy of the Enhanced GoogleNet and 
MobileNetV2 models were shown to be superior. The best 
results for differentiating between photos of diseased and 
healthy tomato leaves were achieved using the DL model and 
optimizer combination known as Improved GoogleNet with the 
Adam optimizer, which achieved a validation accuracy of 
99.5% and an F1 score of 0.997%. Furthermore, two distinct 
DL architectures were tweaked with five distinct DL 
Optimizers to enhance classification accuracy. The future 
research in the automatic plant disease and pest detection 
method focuses mainly on increasing the efficiency of the 
system by reducing the computational time. It also further 
focuses on treatment and prevention methods based on the 
severity of the impact. The entire system should be 
implemented in real-time using mobile and web applications, 
where the test images can be taken using any device including 
mobile cameras, drone cameras, satellite images and sensor 
images. The real-time applications store and retrieve all the 
information based on cloud services. Which enables the 
farmers to operate the farming portal to detect the disease or 
pest attack based on the captured images and based on the 
impact and severity of the disease the portal provides a solution 
to the farmer by prescribing the procedure for the treatment and 
prevention techniques like cross farming, seedling selection, 
ground detection, canopy estimation, water level detection, 

phenotype, and genotype evaluation to avoid the further 
occurrence of the same disease or pest attack. 
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Abstract—Lung cancer is a significant health issue affecting 

millions of people worldwide annually. However, current manual 

detection methods used by physicians and radiologists to identify 

lung nodules are inefficient because of the diverse shapes and 

locations of the nodules in the lungs. New methods are needed to 

improve the accuracy and speed of detecting lung nodules. This is 

important because early detection of nodules can increase the 

likelihood of successful treatment and recovery. This paper 

introduces a new LLC-QE model that combines ensemble 

learning and reinforcement learning to classify lung cancer. 

Initially, the model undergoes pre-training through the 

utilization of the Artificial Bee Colony (ABC) algorithm. This 

approach aims to decrease the probability of the model getting 

stuck in a local optimum. Subsequently, a set of convolutional 

neural networks (CNNs) is used to simultaneously derive feature 

vectors from input images, which are subsequently combined for 

classification in downstream processes. The LIDC-IDRI dataset, 

predominantly composed of cases without cancer, was employed 

to train and evaluate the model. To mitigate the dataset 

imbalance, the training procedure using reinforcement learning 

is formulated as a series of interconnected decisions. During this 

process, the images are regarded as states; the network acts as 

the agent, and the agent is given a greater reward/punishment 

for accurately/incorrectly classifying the underrepresented class 

compared to the overrepresented class. The LLC-QE model 

achieves excellent results (F measure 89.8%; geometric mean 

92.7%), outperforming other deep models. Identifying the 

optimal values for the reward function and determining the ideal 

number of CNN feature extractors in the ensemble are achieved 

through experiments conducted on the study dataset. Ablation 

studies that exclude ABC pre-training and reinforcement 

learning from the model confirm these components’ independent 

positive incremental impact on the model’s performance. 

Keywords—Lung cancer; ensemble learning; reinforcement 

learning; artificial bee colony; convolutional neural network 

I. INTRODUCTION 

In recent years, the global mortality rate for lung cancer has 
risen significantly. This indicates that lung cancer has emerged 
as among the deadliest forms of cancer in recent decades [1]. 
However, over 50% of lung cancers can be treated successfully 
if detected early [2, 3]. Automatic cancer detection can 
significantly reduce the time required for diagnosis, leading to 
timely treatment. Sufficient forms of lung cancer are not visible 
to the naked eye, making automated diagnosis a valuable tool 
in reducing human error [4]. The computer-aided diagnosis 
(CAD) system can assist radiologists in rapidly and precisely 
detecting and diagnosing abnormalities. This can aid in 

identifying and diagnosing lung cancer at an earlier stage, 
resulting in more effective treatment options [5]. 

Computed tomography (CT) is a widely used method for 
detecting lung cancer, leading to an increase in CT images and 
putting pressure on radiologists [6]. To ease this burden, 
Computer-Aided Diagnosis (CAD) systems have been 
developed to aid in nodule detection [7, 8]. Detecting nodules 
is a complex task given their various sizes, shapes, and 
positions. Deep learning, particularly in CAD, has shown 
potential to enhance nodule detection. Examples include ZNET 
[9] using the U-Net architecture [10], Resnet utilizing a 3D 
CNN, and JianPeiCAD [11], which employs a multi-scale rule-
based approach followed by a broad-channeled 3D CNN. 
While 3D CNNs capture CT scans' details, they come with 
longer training times and higher storage needs. The varying 
slice thickness in CT scans complicates 3D imaging, making 
2D imaging more suitable in terms of training duration and 
resource use, making it a preferred method for nodule 
identification. 

Imbalanced class distribution is a pressing issue in deep 
learning, especially in lung cancer classification, where the 
uneven spread between positive and negative cases hampers 
model accuracy [12]. To address this, data-level methods like 
over-sampling and under-sampling are employed. Over-
sampling, such as Synthetic Minority Oversampling Technique 
(SMOTE)  [13], creates synthetic examples for the minority 
class, while under-sampling techniques like NearMiss [14] 
reduce majority class instances. However, these can lead to 
overfitting or loss of vital data. Algorithm-level solutions 
amplify the minority class's influence using ensemble learning, 
cost-sensitive methods, and decision threshold adjustments. 
Cost-sensitive techniques assign different misclassification 
costs, ensemble methods utilize multiple classifiers, and 
threshold adjustments modify the classification threshold 
during tests. Some deep learning strategies focus on learning 
distinct features in unbalanced data or ensure balanced mini-
batch training in convolutional networks. These approaches 
aim to improve classification precision in the face of 
imbalanced data [15]. 

In the past several years, deep reinforcement learning 
(DRL) [16] demonstrated successful applications in various 
areas, including computer games, robot control, and 
recommendation systems. DRL helps in removing noisy data 
and enhancing features, which ultimately boosts the 
performance of the classification system [17]. The 
classification process is a sequential decision-making task that 
requires the acquisition of an optimized policy. However, the 
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computational time required for the process is amplified due to 
the elaborate simulations conducted between agents and 
environments. Some researchers have utilized deep 
reinforcement learning to learn valuable data features and 
enhance the useful features of the classifier [18-21]. An 
ensemble pruning approach has also been developed, which 
selects the best sub-classifiers with the help of RL, which is 
effective for small data [22]. However, there has been a 
minimal investigation into using DPL in imbalanced 
classification, particularly in medical images. DPL is suitable 
for imbalanced classification as it rewards or penalizes the 
minority class more to attract more attention. 

ABC [23] is utilized for optimization, inspired by the 
manner in which honeybees hunt for food. The algorithm 
imitates the way bees search for food sources by using three 
components: employed bees, onlooker bees, and scout bees. 
Bees in the workforce have the duty of finding food sources 
and communicating their whereabouts to other bees by 
performing a waggle dance. Onlooker bees then choose the 
most promising food sources based on the information they 
received from the employed bees. Scout bees search for new 
food sources when the current ones are depleted. ABC has 
proven effective in tackling multiple optimization problems 
[24], one of which is the initialization of neural network 
weights [12]. It has shown promising results in improving the 
performance of deep neural networks and reducing the effect of 
suboptimal solutions caused by parameter initialization [25]. In 
addition, the ABC algorithm is a straightforward approach that 
causes tuning only a few parameters and is simple to 
implement. As a result, it can be considered a dependable and 
effective substitute for backpropagation in the training of 
neural networks. 

This paper presents a model called LLC-QE based on deep 
Q-learning and ensemble learning, combined with the ABC 
algorithm for weight initialization. Classification is considered 
a guessing game using a Markov decision process within an 
RL framework. The state of the environment is represented by 
a CT image of the patient, and the agent is a deep neural 
network comprising several parallel convolutional feature 
extractors. To start the game, the investigation revolves around 
employing the ABC algorithm in LLC-QE. This algorithm 
targets the discovery of weight initializations for CNNs and 
feed-forward networks within the backpropagation algorithm. 
The agent then decides whether the patient is healthy or ill, and 
the decision is rewarded with correct decisions receiving 
positive rewards and incorrect ones receiving negative rewards. 
In order to address the dataset imbalance, a greater absolute 
value of the reward is given to the minority class. The aim of 
the agent is to maximize its cumulative rewards throughout the 
sequential decision-making process, which involves classifying 
the samples with the highest possible accuracy. The 
performance of the LLC-QE model is evaluated on the widely 
used LIDC-IDRI dataset, and the results show its superiority 
over other approaches that rely on random weight initialization. 

The article is structured in this manner: Section II gives a 
broad summary of various techniques employed in examining 
lung nodules. Section III delves deep into the methodology we 
suggest. Section IV outlines the dataset used for the research 
and showcases the experimental outcomes. Lastly, Section V 

wraps up the discussion and proposes potential avenues for 
further study. 

II. RELATED WORK 

CAD is a popular technique for detecting pulmonary 
nodules in medical images [26]. Conventional methods usually 
require manually creating features, such as setting pixel 
thresholds, grouping voxels, and using morphological 
characteristics. However, these methods are often limited by 
their ability to detect nodules accurately and to distinguish 
them from false positives [27]. Tan et al. [28] created a CAD 
system based on CNN that uses a nodule segmentation 
technique to detect nodule clusters' central positions in the 
detection phase. The method integrates computed divergence 
features with nodule and vessel enhancement filters. In the 
classification stage, distinctive features that are invariant and 
defined on a gauge coordinate system are employed to 
distinguish genuine nodules from certain types of blood vessels 
that can result in inaccurate positive identifications. Another 
approach to CAD system development is to merge two or more 
existing CAD sub-systems to improve accuracy. Traverso and 
colleagues [29] developed a CAD system that operates through 
the web and cloud by merging two separate CAD sub-systems: 
the Channeler Ant Model and the Voxel-Based Neural 
Approach (VBNA). Both algorithms share a starting point, 
which involves utilizing a three-dimensional (3D) region-
growing segmentation method to obtain the parenchymal 
volume while simultaneously eliminating the trachea and 
dividing the two lungs. The Channeler Ant Model utilizes an 
ant-colony optimization algorithm to identify nodule 
candidates, while the VBNA uses a multi-layer perceptron 
neural network to classify them. 

In recent times, the field of computer vision has undergone 
a revolution with the emergence of deep learning, especially 
CNNs. CNNs have demonstrated remarkable performance in 
extracting pertinent features from images that can be employed 
for tasks, such as object detection and classification [30, 31]. 
This has led to significant advances in fields ranging from 
medical imaging to autonomous driving. One of the key 
advantages of CNNs is their ability to learn features in an end-
to-end method with no hand-crafted features or feature 
engineering. This means that CNNs can learn to recognize 
complex patterns and features in images, such as edges, 
corners, and textures, by processing the raw pixel values 
directly. This has led to significant improvements in image 
classification accuracy on benchmark datasets, such as 
ImageNet, where CNNs have achieved human-level 
performance. Another important advantage of CNNs is their 
ability to generalize to new tasks and datasets. Transfer 
learning refers to a methodology that enables pre-trained CNNs 
to apply to new datasets or tasks. This can be done by fine-
tuning the model on the new data or by employing the network 
as a fixed feature extractor. This has been effective for a wide 
range of tasks, from medical image analysis to natural 
language processing. There are several well-known 
frameworks for object detection that utilize CNNs, such as 
Faster R-CNN [32], SSD [33], and R-FCN [34]. These 
frameworks use a combination of CNNs and additional 
modules to generate candidate bounding boxes for objects in an 
image, which can then be classified and refined to produce the 
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final object detection output. One of the key advantages of 
these frameworks is that they can produce highly accurate 
object detections in a one-stage manner with no complex post-
processing or refinement steps. 

With the increasing prevalence of deep learning, a growing 
number of researchers in the field of medical imaging are 
currently focusing on integrating deep learning into their 
investigations [35]. For example, many recently proposed CAD 
systems for identifying pulmonary nodules utilize CNNs to 
achieve fast and accurate diagnoses. A survey discussed in [36] 
reveals that multiple CAD systems have emerged to detect 
nodules comprehensively. ZNET leverages CNNs for detecting 
candidates and reducing false positives. The input slices are 
cropped to dimensions of 512 × 512, and a U-Net model 
applies to each axial slice to create a probability map, which is 
utilized for identifying candidates. Subsequently, a threshold is 
used to obtain potential nodule regions, which is established 
with the objective of identifying the maximum possible 
number of nodules, based on the validation subset. Afterward, 
a 4-neighborhood kernel is applied for morphological erosion, 
which aids in eliminating the partial volume effects. A 
connected component analysis is utilized to group the 
candidates together, and the coordinates of the candidates are 
determined based on the centroid of the components. To 
decrease the occurrence of false positives, ZNET uses wide 
residual networks [37] and captures 64 * 64 image sections 
from the axial, sagittal, and coronal perspectives for each 
candidate, which are subsequently fed into the networks for 
independent processing. JianPeiCAD uses a rule-based 
screening at multiple scales to obtain potential nodules. To 
decrease false-positive results, a 3D CNN is employed with 
broad channels and is trained using data augmentation 
techniques. MOT_M5Lv1 [38] utilizes a technique called 3D 
region growing to obtain the lung volume, along with specific 
steps for excluding the trachea and separating the lungs. The 

algorithm for detecting candidates is derived from the approach 
presented by Messay et al. [39], which uses morphological 
processing and multiple gray-level thresholding to segment 
nodules. The elimination of false positives is carried out 
through the calculation of 15 features, which include 
geometrical and intensity features, and then classification is 
accomplished by utilizing feedforward neural networks. Resnet 
[40] suggests a framework for nodule detection using a 3D 
CNN. This framework screens candidates with a fully 
convolutional network and selects locations with high 
probabilities as candidates. To decrease the number of false 
positives, the recommendation is to incorporate multi-level 
contextual details surrounding pulmonary nodules by merging 
a collection of 3D CNNs with distinct receptive field sizes. 
This approach enables better differentiation of nodules from 
their challenging imitators. M5LCAD [41] uses ant colonies to 
segment the lung structures and performs a repetitive process 
of applying threshold values on the pheromone maps to obtain 
a set of possible candidates. To reduce the number of false 
positives, candidates are classified using a feedforward neural 
network based on a collection of 13 features, which encompass 
attributes related to spatial positioning, intensity values, and 
shape characteristics. 

III. PROPOSED METHOD 

A deep learning framework is being used for binary 
classification, as shown in Fig. 1. The CT image is taken as 
input and processed by three CNN feature extractors 
simultaneously. These extractors individually create a feature 
vector from the image, and the resulting vectors are merged 
and passed through fully connected layers, with the last being a 
Softmax layer that makes the final decision. Using an ensemble 
of extractors enables the model to generate multi-scale 
features, which enhance its capabilities and yield better 
outcomes than a single deep network.

 

Fig. 1. The LLC-QE model. 
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The study utilized a CNN network architecture comprised 
of five convolution layers in two dimensions. The number of 
filters used in these layers was 128, 64, 32, 16, and 8. Each 
convolution layer has a kernel size of 2, stride of 3, and 
padding of 4 for both dimensions. The max-pooling layer has 
dimensions of 2 × 2, and there are three fully connected layers 
with hidden layer sizes of 128, 64, and 32. In order to avoid 
overfitting, early stopping and dropouts with a probability of 
0.4 are utilized. The batch size for all experiments is 64, and 
the images in the dataset are gray scale, with light intensities 
mapped to the range [0,1]. 

A. Training 

The training phase consists of two distinct and sequential 
steps: ABC pre-training is performed, and deep Q-network 
training is carried out. The ABC pre-trained weights are used 
to initialize the deep Q-network training. 

1) ABC pre-training: The process helps established the 

network’s initial values, increasing the probability of quicker 

convergence and reducing the chances of getting stuck in local 

optima. Initially, the weights of the CNN and feedforward 

layers are transformed into one unified vector, illustrated in 

Fig. 2. After that, the parameters of each convolutional layer 

and feedforward layer are compressed and combined into a 

single vector. Each potential solution for the flattened and 

concatenated vector is considered a food source in the ABC 

algorithm. The quality of a solution is evaluated by: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
1

∑ (𝑦𝑖−�̃�𝑖)2𝑁
𝑖=1

 (1) 

The formula evaluates the performance of the algorithm 
using 𝑁 training images in the dataset. It considers the actual 
label 𝑦𝑖  and the predicted label �̃�𝑖 of the 𝑖-th data. 

2) Deep Q-network training: Every CT image in the 

training set represents an environmental condition, while the 

system acts as the operative that performs a series of 

identifications across all CT pictures. When the operative 

determines the category tag of the CT picture, it is enacting a 

step: the picture observed at the 𝑡-th instance is the condition 

𝑠𝑡 , and the identification made is 𝑎𝑡 . Consequently, the 

environment grants a benefit, 𝑟𝑡 , to direct the operative. 

Reward figures are allocated in a manner where identifying an 

example from the dominant category earns a lesser absolute 

figure compared to the less common category. The reward 

function is: 

𝑟𝑡(𝑠𝑡 , 𝑎𝑡 , 𝑦𝑡) = {

+1 , 𝑎𝑡 = 𝑦𝑡  𝑎𝑛𝑑 𝑠𝑡 ∈ 𝐷𝑆

 −1 , 𝑎𝑡 ≠ 𝑦𝑡  𝑎𝑛𝑑 𝑠𝑡 ∈ 𝐷𝑆

 𝜆 , 𝑎𝑡 = 𝑦𝑡  𝑎𝑛𝑑 𝑠𝑡 ∈ 𝐷𝐻

 −𝜆 , 𝑎𝑡 ≠ 𝑦𝑡  𝑎𝑛𝑑 𝑠𝑡 ∈ 𝐷𝐻

 (2) 

where 𝐷𝑆  and 𝐷𝐻  denote the less frequent and more 
prevalent classes, respectively. Properly or improperly 
categorizing an instance from the dominant class results in a 
reward of +λ or -λ, with 0 < λ < 1. 

 

Fig. 2. The weights and biases of the neural network, starting from the initial convolutional layer up to the fully connected layers, are arranged and represented as 

individual elements in a large vector. 
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IV. EMPIRICAL EVALUATION 

A. Dataset 

The Lung Image Database Consortium picture archive 
(LIDC-IDRI) [42] was established by the Foundation for the 
National Institutes of Health (FNIH) in collaboration with the 
Food and Drug Administration (FDA). This collection features 
a chest CT scan paired with an XML file, which records the 
annotations made by four radiologists, across 1,018 CT scans 
from 1,010 listed patients. The marking process comprises two 
phases aiming to pinpoint every nodule in the CT scans with 
the utmost precision. During the initial phase, termed the 
blinded-read phase, each radiologist individually reviewed the 
scans and identified lesions, noting them as “nodule <3 mm” or 
“non-nodule ≥3 mm”. In the subsequent unblinded-read phase, 
each radiologist went over their annotations individually, while 
being conscious of the undisclosed annotations made by their 
peers. Within the collection, 7,371 lesions were identified as 
nodules by at least one radiologist. Out of these, 2,669 lesions 
were labeled as “nodule 3 mm” by at least one out of the four 
radiologists, with 928 being agreed upon by all. The 2,669 
identified lesions were also provided with detailed nodule 
characteristics and defined outlines. 

B. Experimental Results 

Under prior experiments, k-fold cross-validation was 
employed throughout the study. In pursuit of this aim, the 
dataset is partitioned into k segments, assigning one for testing 
while employing the remaining for training. This process is 
reiterated k times, ensuring each datum is used once for testing 
and once for training. The resulting cross-validation statistical 

outcomes encompass metrics such as minimum, median, 
maximum mean, and standard deviation. However, mean 
values are used for comparative analysis. 

The proposed approach is compared with ten state-of-the-
art systems, including 3D-CNNs [43], ESB-ALL [44], Ali et al. 
[45], MGI-CNN [46], ODNN  [47], Xie et al. [8], 
WOA_APSO [48], MEMCAP [4], LungNet-DL [49], and 
MetaCNN-LC [50]. In addition, comparing the proposed 
model with three primary methods unveils the impact of the 
ABC and RL components on the model’s performance. The 
CNN + random weight method is a model that employs only 
the CNN network without the ABC algorithm and 
Reinforcement learning, while the CNN + ABC and CNN + 
RL models apply ABC and RL, respectively. The model 
performance on the LIDC dataset with the previously specified 
criteria is given in Table I and II. Achieving an Accuracy of 
92.90%, a Recall of 92.00%, a Precision of 87.70%, an F-
measure of 89.80%, a Specificity of 93.40%, and a G-means of 
92.70%, the model shows notable distinctions from other deep 
models. LungNet-DL and MetaCNN-LC are the top two 
models after the algorithm, with 30% and 40% errors 
compared to LLC-QE + ABC, respectively. The proposed 
model reduces the error by over 60% compared with other 
deep algorithms. Comparing the LLC-QE + ABC model with 
the LLC + ABC and LLC + ABC models suggests that ABC 
and RL gimmicks have effectively reduced error by over 52% 
and 47%, respectively. The worst base model, LLC-QE + 
random weight, has been improved by approximately 67% by 
the proposed model.

TABLE I.  THE RESULTS OF ACCURACY, RECALL, AND PRECISION FOR THE PROPOSED MODEL AND OTHER ALGORITHMS 

Precision Recall Accuracy 
Method 

std.dev. mean max median min std.dev. mean max median min std.dev. mean max median min 

0.037 0.672 0.723 0.669 0.621 0.052 0.751 0.804 0.748 0.673 0.029 0.793 0.830 0.789 0.752 3D-CNNs [43] 

0.048 0.671 0.752 0.651 0.628 0.059 0.736 0.822 0.729 0.664 0.035 0.789 0.849 0.774 0.767 ESB-ALL [44] 

0.035 0.705 0.752 0.707 0.655 0.031 0.744 0.766 0.757 0.692 0.022 0.809 0.836 0.814 0.774 Ali et al. [45] 

0.033 0.709 0.754 0.711 0.669 0.048 0.787 0.86 0.776 0.738 0.026 0.819 0.858 0.814 0.789 MGI-CNN [46] 

0.029 0.714 0.752 0.718 0.672 0.058 0.781 0.879 0.766 0.729 0.027 0.821 0.862 0.821 0.789 ODNN  [47] 

0.059 0.723 0.817 0.719 0.672 0.029 0.785 0.822 0.794 0.748 0.032 0.825 0.871 0.821 0.792 Xie et al. [8] 

0.032 0.785 0.814 0.802 0.746 0.044 0.835 0.897 0.832 0.794 0.023 0.867 0.896 0.865 0.840 
WOA_APSO 

[48] 

0.042 0.809 0.870 0.804 0.754 0.044 0.869 0.935 0.860 0.822 0.028 0.887 0.931 0.877 0.858 MEMCAP [4] 

0.123 0.824 0.876 0.816 0.776 0.012 0.869 0.923 0.862 0.842 0.036 0.892 0.930 0.886 0.871 
LungNet-DL 

[49] 

0.031 0.840 0.887 0.834 0.792 0.026 0.882 0.931 0.875 0.863 0.016 0.902 0.925 0.905 0.885 
MetaCNN-LC 

[50] 

0.029 0.641 0.669 0.654 0.603 0.03 0.809 0.841 0.813 0.766 0.023 0.783 0.805 0.792 0.755 
LLC-QE + 

random weight 

0.026 0.743 0.78 0.744 0.706 0.044 0.843 0.897 0.850 0.785 0.023 0.849 0.881 0.849 0.818 LLC + ABC 

0.045 0.77 0.847 0.762 0.73 0.044 0.854 0.897 0.869 0.785 0.027 0.865 0.906 0.865 0.83 LLC-QE 

0.015 0.877 0.894 0.883 0.860 0.022 0.920 0.944 0.916 0.888 0.011 0.929 0.943 0.931 0.915 
LLC-QE + 

ABC 
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TABLE II.  THE RESULTS OF F-MEASURE, SPECIFICITY, AND G-MEANS FOR THE PROPOSED MODEL AND OTHER ALGORITHMS 

G-means Specificity F-measure 
Method 

std.dev. mean max median min std.dev. mean max median min std.dev. mean max median min 

0.035 0.782 0.824 0.776 0.730 0.019 0.814 0.844 0.815 0.791 0.043 0.709 0.761 0.702 0.646 3D-CNNs [43] 

0.040 0.775 0.842 0.765 0.738 0.032 0.816 0.863 0.820 0.773 0.049 0.701 0.785 0.686 0.657 ESB-ALL [44] 

0.025 0.791 0.817 0.799 0.751 0.020 0.842 0.872 0.839 0.815 0.032 0.724 0.759 0.733 0.673 Ali et al. [45] 

0.032 0.811 0.859 0.799 0.776 0.018 0.836 0.858 0.844 0.815 0.039 0.746 0.804 0.733 0.702 
MGI-CNN 

[46] 

0.034 0.811 0.866 0.806 0.773 0.013 0.842 0.853 0.844 0.820 0.041 0.746 0.811 0.742 0.699 ODNN  [47] 

0.028 0.814 0.850 0.806 0.781 0.041 0.845 0.910 0.848 0.806 0.038 0.752 0.805 0.742 0.708 Xie et al. [8] 

0.028 0.859 0.896 0.847 0.828 0.019 0.884 0.900 0.896 0.863 0.034 0.809 0.853 0.798 0.769 
WOA_APSO 

[48] 

0.031 0.882 0.932 0.868 0.858 0.025 0.896 0.929 0.896 0.858 0.040 0.838 0.901 0.822 0.804 MEMCAP [4] 

0.014 0.892 0.905 0.885 0.862 0.035 0.913 0.923 0.905 0.862 0.022 0.864 0.894 0.841 0.825 
LungNet-DL 
[49] 

0.009 0.906 0.914 0.896 0.872 0.032 0.926 0.935 0.914 0.876 0.026 0.896 0.906 0.863 0.842 
MetaCNN-LC 
[50] 

0.024 0.789 0.811 0.797 0.762 0.023 0.770 0.791 0.782 0.735 0.029 0.715 0.742 0.725 0.683 
LLC-QE + 

random weight 

0.028 0.847 0.884 0.849 0.809 0.014 0.852 0.872 0.848 0.834 0.033 0.789 0.834 0.791 0.743 LLC + ABC 

0.030 0.862 0.899 0.866 0.818 0.028 0.870 0.919 0.863 0.848 0.038 0.810 0.863 0.812 0.757 LLC-QE  

0.014 0.927 0.943 0.927 0.908 0.008 0.934 0.943 0.938 0.924 0.017 0.898 0.918 0.899 0.876 
LLC-QE + 

ABC 

The aim is to carry out an additional experiment to assess 
the influence of employing distinct algorithms for initializing 
the model parameters. To achieve this aim, in order to maintain 
a fair assessment, all components of the model will remain 
unchanged–encompassing reinforcement learning and the CNN 
structure–with alterations limited solely to the initialization 

algorithm. Substitution of the algorithmic instructor will 
involve five established conventional algorithms, including 
GDM [51], GDA [52], GDMA [53], OSS [54], and BR [55], 
and four metaheuristic algorithms, including GWO [56], BA 
[57], COA  [58] and WOA [59]. The ABC algorithm used in 
the model outperforms all other meta-heuristic algorithms 
(Table III and IV). 

TABLE III.  THE RESULTS OF ACCURACY, RECALL, AND PRECISION FOR THE CONVENTIONAL AND METAHEURISTIC ALGORITHMS 

Precision Recall Accuracy 
Method 

std.dev. mean max median min std.dev. mean max median min std.dev. mean max median min 

0.058 0.793 0.841 0.802 0.696 0.059 0.806 0.888 0.794 0.748 0.039 0.864 0.906 0.865 0.805 

LLC-

QE + 

GDM 

0.046 0.793 0.832 0.800 0.718 0.035 0.841 0.879 0.841 0.785 0.029 0.872 0.899 0.881 0.824 
LLC-
QE + 

GDA 

0.023 0.763 0.79 0.764 0.728 0.028 0.798 0.841 0.785 0.776 0.014 0.848 0.865 0.849 0.827 
LLC-
QE + 

GDMA 

0.011 0.801 0.813 0.806 0.788 0.056 0.806 0.869 0.813 0.748 0.015 0.867 0.884 0.871 0.849 

LLC-

QE + 
OSS 

0.013 0.791 0.802 0.789 0.771 0.050 0.806 0.869 0.804 0.757 0.016 0.863 0.884 0.862 0.843 

 LLC-

QE + 
BR 

0.025 0.805 0.849 0.798 0.786 0.027 0.807 0.841 0.813 0.776 0.016 0.869 0.896 0.865 0.858 

LLC-

QE + 
GWO 

0.019 0.804 0.828 0.804 0.778 0.031 0.794 0.832 0.785 0.766 0.010 0.865 0.877 0.868 0.852 

LLC-

QE + 

BAT 

0.034 0.79 0.811 0.804 0.731 0.044 0.811 0.841 0.832 0.738 0.025 0.864 0.881 0.877 0.821 

LLC-

QE + 

COA 

0.049 0.792 0.832 0.811 0.714 0.017 0.852 0.879 0.841 0.841 0.026 0.874 0.899 0.881 0.833 
LLC-
QE + 

WOA 

https://blog.floydhub.com/naive-bayes-for-machine-learning/
https://blog.floydhub.com/naive-bayes-for-machine-learning/
https://blog.floydhub.com/naive-bayes-for-machine-learning/
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TABLE IV.  THE RESULTS OF F-MEASURE, SPECIFICITY, AND G-MEANS FOR THE CONVENTIONAL AND METAHEURISTIC ALGORITHMS 

G-means Specificity F-measure 
Method 

std.dev. mean max median min std.dev. mean max median min std.dev. mean max median min 

0.043 0.848 0.901 0.845 0.79 0.034 0.893 0.915 0.900 0.834 0.056 0.799 0.864 0.798 0.721 

LLC-

QE + 
GDM 

0.03 0.864 0.894 0.875 0.814 0.027 0.888 0.910 0.891 0.844 0.040 0.816 0.855 0.829 0.750 

LLC-

QE + 
GDA 

0.016 0.835 0.859 0.834 0.814 0.016 0.874 0.896 0.877 0.853 0.020 0.780 0.807 0.783 0.751 

LLC-

QE + 
GDMA 

0.026 0.85 0.875 0.855 0.82 0.010 0.898 0.910 0.900 0.882 0.028 0.803 0.831 0.809 0.769 

LLC-

QE + 

OSS 

0.025 0.847 0.88 0.846 0.819 0.008 0.892 0.905 0.891 0.886 0.028 0.797 0.834 0.796 0.764 

 LLC-

QE + 

BR 

0.018 0.853 0.882 0.853 0.836 0.014 0.900 0.924 0.896 0.886 0.024 0.806 0.845 0.804 0.787 
LLC-
QE + 

GWO 

0.015 0.846 0.863 0.839 0.833 0.013 0.901 0.919 0.905 0.886 0.016 0.799 0.818 0.796 0.781 
LLC-
QE + 

BAT 

0.03 0.85 0.87 0.865 0.798 0.016 0.891 0.900 0.896 0.863 0.038 0.800 0.826 0.820 0.734 

LLC-

QE + 
COA 

0.023 0.869 0.894 0.87 0.835 0.034 0.885 0.910 0.900 0.829 0.033 0.821 0.855 0.826 0.772 

LLC-

QE + 
WOA 

1) Impact of the reward function: The rewards for 

accurate and erroneous categorizations are given to the 

predominant and less frequent classes as ±1 and ±λ, 

respectively. The λ value is influenced by the ratio of 

dominant to fewer common examples, and it is expected that 

as this ratio rises, the ideal λ value will drop. To explore the 

influence of λ, we evaluated the suggested model’s 

effectiveness across various λ values, which spanned from 0 to 

1, at 0.1 intervals, while keeping the rewards for the dominant 

class unaltered. These outcomes are depicted in Fig. 3. When 

λ is zero, the dominant class’s influence is minimal, and at λ = 

1, both classes have equivalent influences. Fig. 3 reveals that 

the model’s optimal performance is achieved when λ is 0.4, 

across all evaluated metrics. This suggests that the best λ 

value is neither zero nor one, but falls somewhere between 

these extremes. It is crucial to highlight that, while it is 

essential to reduce the dominant class’s influence by tweaking 

λ, setting it excessively low might degrade the model’s overall 

effectiveness. The findings indicate that selecting an 

appropriate λ value profoundly affects the LLC-QE model’s 

efficiency. The best λ value is influenced by the respective 

quantities of dominant and less frequent examples, making it 

crucial to determine it prudently for optimal outcomes.

 

Fig. 3. LLC-QE model performance metrics plotted against the value of 𝜆 in the reward function. 

https://blog.floydhub.com/naive-bayes-for-machine-learning/
https://blog.floydhub.com/naive-bayes-for-machine-learning/
https://blog.floydhub.com/naive-bayes-for-machine-learning/
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2) Impact of the number of CNNs: The LLC-QE model 

uses a group of CNNs to derive feature vectors from input 

images simultaneously. The number of CNN feature extractors 

can significantly impact the model’s overall performance. 

Using too few CNNs could cause insufficient feature 

extraction, while using too many CNNs could lead to 

overfitting or redundant information extraction, both of which 

may negatively impact the model’s performance. The 

performance of the LLC-QE model was assessed by altering 

the count of CNN feature extractors across the range of one to 

seven. This variation is aimed at identifying the optimal 

number of extractors. The findings indicated optimal 

performance was achieved when three CNNs were used, as 

shown in Fig. 4. The model’s performance decreased as the 

number of CNNs increased, with performing six and seven 

CNNs being worse than that of a single CNN. The optimal 

number of CNNs was determined based on performance 

metrics. 

3) Impact of the loss function: Classification problems 

caused by imbalanced datasets can also address using 

conventional methods, such as altering the loss function and 

using data augmentation. However, their effectiveness 

depends highly on the specific problem being addressed. 

Meanwhile, the loss function plays a more significant role, as 

it can give more prominence to the minority class. To study 

the inefficiency of the loss functions on the training ANN, the 

selection encompassed five functions, including Weighted 

Cross-Entropy (WCE) [60], Balanced Cross-Entropy (BCE) 

[61], Dice Loss (DL) [62], Tversky Loss (TL) [63], and Focal 

Loss (FL) [64]. WCE and BCE both assign weights to positive 

and negative samples. FL, suited for imbalanced data, 

outperforms the other loss function (Table V) but is still 

inferior to the RL used in the model. 

4) Impact of pre-trained models: Comparing the 

performance of the CNN ensemble model with that of 

alternative pre-trained feature extraction models involved 

replacing the model with transfer learning counterparts, such 

as  AlexNet [65], GoogleNet [66], ResNet [67], DenseNet 

[68], and MobileNet [69]. Limiting the training solely to the 

feedforward network, superior performance is exhibited by the 

model's ensemble of CNNs. This ensemble, trained from the 

ground up, surpasses the performance of pre-trained networks 

(AlexNet, GoogleNet, ResNet, DenseNet, and MobileNet), as 

demonstrated in Table VI. The reason behind this is that the 

ensemble of CNNs is more capable of extracting 

discriminative features specific to cancer diagnosis.

TABLE V.  PERFORMANCE OF THE PROPOSED MODEL FOR DIFFERENT LOSS FUNCTIONS 

G-mean Specificity F-measure Precision Sensitivity Accuracy Method 

0.845 0.778 0.803 0.790 0.885 0.830 WCE 

0.822 0.824 0.745 0.783 0.821 0.822 BCE 

0.811 0.837 0.711 0.769 0.795 0.816 DL 

0.827 0.816 0.747 0.78 0.834 0.825 TL 

0.868 0.833 0.819 0.826 0.889 0.861 FL 

 

Fig. 4. The performance metrics plotted vs the number of convolutional feature extractors working in the ensemble. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

1120 | P a g e  

www.ijacsa.thesai.org 

TABLE VI.  PERFORMANCE OF THE PROPOSED MODEL FOR DIFFERENT PRE-TRAINED MODELS 

G-mean Specificity F-measure Precision Sensitivity Accuracy Method 

0.790 0.715 0.724 0.719 0.836 0.773 AlexNet 

0.784 0.811 0.676 0.737 0.768 0.789 GoogleNet 

0.772 0.736 0.683 0.709 0.794 0.764 ResNet 

0.755 0.748 0.651 0.696 0.759 0.753 DenseNet 

0.789 0.762 0.703 0.731 0.806 0.784 MobileNet 

V. CONCLUSION 

This article proposes a novel deep-learning approach that 
uses RL and evolutionary computation to classify lung cancer 
in CT images. To avoid the model getting trapped in local 
optima, the network weights are first initialized using the 
evolutionary ABC algorithm. The network architecture 
comprises an ensemble of CNNs that extract features in 
parallel and then concatenate them for downstream 
classification. The model uses RL to address the dataset 
imbalance. The proposed LLC-QE model achieves excellent 
results compared to other deep learning models and pre-trained 
transfer learning models when trained on the LIDC-IDRI 
dataset. The optimal value for the reward function and the 
optimal number of CNN feature extractors in the ensemble are 
determined through experiments on the study dataset. Separate 
ablation studies, excluding ABC pre-training and RL, confirm 
the positive incremental impact of these components on model 
performance. Notably, the ABC algorithm and RL outperform 
various meta-heuristic initialization algorithms and loss 
functions. 

Future work aims to develop deep learning segmentation 
methods that can detect not only the presence of cancer but 
also the location and extent of the disease on CT images, which 
may be useful for prognostication and therapeutic monitoring. 
One area of research that holds particular promise is the use of 
multi-modal imaging data, which can provide a more 
comprehensive view of the tumor and its surroundings. For 
example, combining CT with MRI data could allow for more 
accurate identification of the tumor boundary and help 
differentiate between different cancers. 
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Abstract—Smart homes are smart spaces that contain devices
that are connected to each other, collecting information and facil-
itating users’ comfortable living, safety, and energy management
features. To improve the quality of individuals’ life, smart device
companies and service providers are collecting data about user
activities, user needs, power consumption, etc.; these data need to
be shared with companies with privacy-preserving practices. In
this paper, an effective approach of securing data transmission to
the service provider is based on local differential privacy (LDP),
which enables residents of smart homes to provide statistics on
their power usage as disturbances bloom filters. Randomized
Aggregatable Privacy-Preserving Ordinal (RAPPOR) is a privacy
technique that allows sharing of data and statistics while pre-
serving the privacy of individual users. The proposed approach
applies two randomized responses: permanent random response
(PRR) and instantaneous random response (IRR), then applies
machine learning algorithms for decoding the perturbation bloom
filters on the service provider side. The simulation results show
that the proposed approach achieves good performance in terms
of privacy-preserving, accuracy, recall, and f-measure metrics.
The results indicate that, the proposed LDP for smart homes
achieved good utility privacy when the value of LDP ϵ = 0.95.
The classification accuracy is between 95.4% and 98% for the
utilized classification techniques.

Keywords—Smart homes; security; privacy-preserving; differ-
ential privacy; RAPPOR; randomized responses

I. INTRODUCTION

As more people seek to automate their homes and improve
their quality of life, the popularity of smart homes increases.
A smart home is a residence that contains remote-controllable
devices, such as smart thermostats, security systems, light-
ing, and entertainment systems. These devices are internet-
connected, allowing homeowners to control them remotely
using smartphones or other internet-connected devices [1].
Convenience is the main advantage of a smart home it enables
users to control the temperature, lighting, and security of
your smart home from anywhere in the world. The ability
to turn off lights, adjust the temperature, and view security
cameras from your smartphone makes it simple to keep your
home comfortable and secure. Smart homes can also reduce
your energy costs, smart thermostats can automatically adjust
your home’s temperature based on your preferences and your
presence, saving you money on heating and cooling expenses.
Similarly, intelligent lighting systems can turn off lights auto-
matically when no one is in a room, thereby reducing energy
consumption [2].

A smart home also provides better protection; with intelli-
gent security systems, you can monitor your house from any-
where and receive warnings if suspicious behavior is detected
[3]. You can also lock and unlock doors remotely, allowing
you to let guests or service personnel in without being present.
Smart homes can also improve your entertainment experience.
You can control your television, music, and other entertainment
systems from anywhere in your smart home. Even your smart
home can be integrated with your voice assistant, making it
simple to control your entertainment with voice commands.

Data gathered from smart homes can be used in a variety
of ways to improve services across a range of industries. These
services such as smart home activity prediction [4], smart
healthcare for patient treatment [5], disorder assessment, and
smart city pedestrian monitoring [6], energy management. In
this context, businesses have discovered the potential of using
the data gathered from smart homes to improve their products
and services.

However, data collectors must consider the confidentiality
of these data. If data is not correctly managed, it could cause
significant issues. So, to address these concerns, a new system
that maintains both privacy and utility has been proposed.
Remote health systems necessitate the collection, disclosure,
and utilization of personal health information, which raises
grave privacy concerns. For many individuals, the household
is their most private environment. A glucometer measuring
the blood sugar level, a spirometer tracking the air entering
and exiting the lungs, and a sleep monitoring sensor recording
the sleep conditions can potentially reveal whether a resident
has diabetes, seasonal allergy-induced asthma, or a depressive
disorder. Patients are inclined to restrict access to these data to
a small group, such as their personal physicians, out of concern
for their privacy.

Differential Privacy [7] is a privacy preservation mecha-
nism that has gained popularity. The main idea behind dif-
ferential privacy is that a user is given plausible deniabil-
ity by adding random values to their input. This approach
provides strong privacy guarantees for users, protecting their
data against adversary entities, such as service providers and
outsiders. In the centralized differential privacy setting, noise
is added to the database and apply a differential privacy
aggregation algorithm. RAPPOR [8] is a privacy preservation
technology that allows for the sharing of statistics while
preserving the privacy of individual users. By using random-
ized response, RAPPOR ensures that no individual’s data is
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disclosed to the data collector. This approach has shown great
promise, as it allows for the sharing of valuable data while
protecting users’ privacy.

This paper aims to present an approach for securely trans-
mitting household data to the aggregator, while accounting
for the presence of malicious aggregator nodes. To address
this concern, we apply LDP to the real-time data collected
from residences. Prior to transmission, the data is subjected
to a process of privacy preservation. The proposed model
utilizes the RAPPOR algorithm to encrypt the data, thereby
ensuring that the aggregator cannot ascertain the identity of
the householder, thereby preserving anonymity. To achieve
the goal of secure data transmission, we propose a three-step
approach. Firstly, bloom Filter mechanism is applied to the raw
data collected from the residences. Next, the data is privatized
using the RAPPOR algorithm to ensure that the identity of the
householder remains unknown. Finally, the aggregator employs
machine learning algorithms to decode the data into a form that
is acceptable and useful.

The proposed model has several advantages over existing
approaches. By employing RAPPOR, we are able to ensure
that the data is secure and anonymous, thereby preventing
malicious aggregator nodes from accessing sensitive informa-
tion. Moreover, the use of machine learning algorithms by the
aggregator allows for efficient decoding of the data, making it
more accessible and user-friendly. The remainder of this paper
is organized as follows. Section II surveys existing privacy
preservation techniques used in smart homes and highlighting
their deficiencies. Section III gives the useful background
about Local Differential Privacy and RAPPOR. Then our
approach is described in Sections IV and introduces the system
model. In section V, the performance of the scheme is analyzed
from two aspects of security and efficiency.

II. RELATED WORK

In recent years, LDP has emerged as a promising technique
for privacy-preserving data analysis in various domains. This
section provides an overview of some well-known LDP use
cases and privacy-preserving systems that have used LDP.
In [8] Google proposed RAPPOR as an LDP-based system
for collecting aggregate statistics from users without compro-
mising their individual privacy. It randomizes user responses
to a question with a bloom filter and randomized response,
allowing the server to compute meaningful statistics about
the aggregate responses while ensuring individual privacy.
The authors in [9] proposed an approach called a differential
privacy-based system to guarantee thorough security for data
produced by smart houses. At the aggregator level, they used
the Hidden Markov Model (HMM) technique and applied
differential privacy to the personal information obtained from
smart homes.

In healthcare field the authors in [10] proposed an improved
approach based on k-anonymity and differential privacy to
enhance privacy protection by mitigating re-identification risks
through generalization and suppression techniques. This study
[11] concentrates primarily on identifying the security issues
that can arise from the use of a large number of Internet
of Things (IoT) devices connected to provide a smart home
facility in Saudi Arabia. [12] proposed an approach called

LATENT, suggests an intermediate layer in deep learning
models that satisfies LDP. LATENT allows a data owner to
perturb the data on their device before it reaches an untrusted
machine learning service, thereby protecting the privacy of
the owner’s data. By adding noise to the data in a controlled
manner, LATENT ensures that the machine learning model
can still provide useful insights while preserving the privacy of
the individual data points. In Microsoft, LDP is used to collect
data about the time users spend in different applications, which
enables the identification of their favorite ones and improves
their user experience [13]. This approach still preserves user
privacy while providing valuable insights for application de-
velopers. LDP has also been used to reduce potential privacy
leakage in deep learning models.

Differential privacy is a privacy-preserving technique that
has been extensively researched for various applications in
computer science. One of the most popular applications is in
recommendation systems, where differential privacy is used
to protect the privacy of user preferences and behavior while
still allowing the system to make accurate recommendations
[14], [15]. Data mining is another field that benefits from
differential privacy, as it allows for the analysis of sensitive
data without revealing individual records [16]. Differential
privacy is also used in crowd-sourcing [17]. In network mea-
surements, differential privacy is used to ensure that the privacy
of individuals’ network traffic data is protected while still
allowing for useful aggregate network measurements to be
obtained [18]. In intelligent transportation systems, differential
privacy is used to protect the privacy of users and their data
[19].

These approaches have a few disadvantages or limitations
compared to our approach, they uses a trusted third party to
collect data from users, applies some algorithms, and takes
some privacy-preserving data analysis by adding “noise”. This
lead to a reduction in the accuracy of data analysis and
inference. The noise introduced to protect privacy may make it
challenging to obtain precise information or draw accurate con-
clusions from the collected data. Our solution uses differential
privacy at the data source, thereby providing greater privacy.
In addition to the use of LDP, researchers have also put forth
schemes that employ data masking techniques [20–24]. These
approaches involve masking the data submitted by users with
a specific masking value, ensuring that other entities cannot
access the actual value unless they possess knowledge of the
masking value. By incorporating data masking alongside LDP,
these schemes offer an extra layer of privacy protection and
enhance the security of sensitive information in the context
of data sharing and analysis. In each of these applications,
differential privacy should provide a way to perform valuable
computations on sensitive data while ensuring that the privacy
of individual users is protected. By adding controlled noise
to the data, differential privacy makes it difficult for attackers
to identify any specific individual in the dataset, while still
allowing for meaningful analysis and insights to be drawn from
the data.

III. PRELIMINARIES

This section provides background information on LDP and
the randomized response approach. It also discusses RAPPOR,
which is a method for implementing the randomized response

www.ijacsa.thesai.org 1124 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 8, 2023

strategy. In addition to this, it investigates the machine learning
methods that have been implemented, such as K-nearest neigh-
bours (KNN), Support vector machines (SVMs) and XGBoost.
In the final part of this discussion, we will examine the
performance and assessment measures that are utilized in this
paper to evaluate the performance of the proposed scheme.

A. Local Differential Privacy (LDP)

LDP is a privacy-preserving technique that aims to protect
the privacy of individual data contributors while enabling
statistical analysis and inference on the aggregated data. Unlike
other privacy-preserving methods that rely on centralizing and
anonymizing data, LDP allows data contributors to locally
perturb their data before sharing it.

Definition: A randomized algorithm T satisfies the ϵ-local
differential privacy where ϵ > 0 if for all pairs of the client ’s
values a and b and for all S ⊆ range(T ) :

Pr[T (a) ∈ S] ≤ eϵPr[T (b) ∈ S]. (1)

The definition introduces ϵ, called the privacy budget. It
quantifies the level of privacy protection provided. By satis-
fying ϵ-Differential Privacy, a mechanism provides a strong
privacy guarantee, indicating that an adversary cannot signif-
icantly differentiate between the presence or absence of an
individual’s data based on the mechanism’s output, thereby
safeguarding individual privacy during data analysis or release.

B. Randomized Response

The Randomized Response (RR) method, introduced by H.
Warner et al. in 1965 [7]. With RR, when an end user is asked
a binary question (e.g., “yes” or “no”), a coin is flipped with
a probability of p for heads. To maintain the user’s privacy,
RR allows the user to provide the opposite response when
heads are shown. Consequently, the data aggregator is unable
to confidently ascertain the true response for a specific user,
ensuring their privacy is preserved.

Definition: The RR mechanism is a mapping with X = Y
that satisfies the following equality:

Q(x|y)

{
eϵ

|Y |−1+eϵ , if x = y
1

|Y |−1+eϵ , if x ̸= y
(2)

Here, Q(x|y) is the conditional probability, Y is the true
dataset, X is the privatized dataset, y ∈ Y, x ∈ X , |Y | is the
size of set Y , and ϵ is the privacy parameter.

C. RAPPOR

Privacy-Preserving Aggregatable Randomized Response is
a real world application of LDP has been made by Google
for collecting statistics from the end user, and client side
software, in a way that provides robust privacy protection
using randomize response techniques [8]. RAPPOR’s applies
randomized response to bloom filters [25] with strong ϵ-
differential privacy guarantees. Bloom filter is a simple space-
efficient randomized data structure for representing a set in
order to support membership queries.

The RAPPOR algorithm takes in the client’s true value v
and parameters of execution k, h, f, p, q and is executed locally
on the client’s machine performing the following steps:

1) Signal: Hash client’s value v onto the bloom filter B
of size k using h hash functions.

2) Permanent randomized response: For each client’s
value v and bit i, 0 ≤ i < k in B, create a binary
reporting value B,

i which equals to

B,
i =


1, with probability 1

2f

0, with probability 1
2f

Bi, with probability 1− f

(3)

where f is a user-tunable parameter controlling the
level of longitudinal privacy guarantee. Subsequently,
this B, is memoized and reused as the basis for all
future reports on this distinct value v.

3) Instantaneous randomized response: Allocate a bit
array S of size k and initialize to 0. Set each bit
i in S with probabilities

P (Si = 1) =

{
q, if B,

i = 1.

p, if B,
i = 0.

(4)

D. Machine Learning Techniques

The K-nearest neighbors (KNN) classifier is one of the
most basic yet essential classification algorithms in Machine
Learning. It belongs to the supervised learning domain and
finds intense application in pattern recognition, data mining,
and intrusion detection [26]. KNN algorithm helps us identify
the nearest points or the groups for a query point. But to
determine the closest groups or the nearest points for a query
point we need some metric. For this purpose, we use below
distance metrics:

d (x, y) =

(
n∑

i=1

(xi − yi)
p

) 1
p

(5)

Support vector machines: the support vector machines, is a
powerful supervised learning algorithm used for classification
tasks. It works by finding an optimal hyperplane in a high-
dimensional feature space that separates different classes of
data points. The hyperplane is chosen in such a way that
it maximizes the margin, which is the distance between the
hyperplane and the closest data points of each class [27]. This
helps to achieve better generalization and robustness of the
model.

Hyperplane Equation: The SVMs algorithm seeks to find a
hyperplane in the feature space that separates the data points.
The hyperplane equation can be written as:

w.x+ b = 0 (6)

where:

w is a weight vector orthogonal to the hyperplane. x is the
feature vector of a given data point. b is the offset or distance
of the hyperplane from the origin along the normal vector w.
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Classification:

f(x) = sign(w.x+ b) (7)

where

sign(.) is the sign function that returns -1 or 1 depending
on the sign of its argument. If f(x) < 0, the point is classified
as one class, and if f(x) > 0, it is classified as the other class.

XGBoost is an implementation of gradient boosted decision
trees. XGBoost models majorly dominate in many Kaggle
Competitions. In this algorithm, decision trees are created in
sequential form. Weights play an important role in XGBoost
[28]. XGBoost objective function:

Obj(t) =

n∑
i=1

L
(
yi, ŷ

(t−1)
i

)
+

T∑
j=1

Ω (fj) (8)

where

Obj(t) is the objective function at the tth iteration. n is
the total number of training examples. yi is the true label of
the ith training example. ŷ(t−1)

i is the predicted value of the
ith example at the t − 1th iteration. T is the total number of
trees in the ensemble. fj is the jth tree in the ensemble. Ω (fj)
is the regularization term that penalizes the complexity of the
tree.

E. Performance Evaluation Measurements

In this paper, the classifiers performance has been analyzed
by using Precision, Recall and F-measure, which are obtained
from the confusion matrix as shown in Table I. These metrics
are described as follows.

TABLE I. CONFUSION MATRIX

P‘(Predicted) N‘(Predicted)
P (Actual) TP FN
N (Actual) FP TN

• Precision: measures the relevant actions found against
all actions found i.e. the percentage of selected ac-
tions that are correct and is defined by the following
equation.

Precision =
TP

(TP + FP )
(9)

• Recall: measures the relevant actions found against all
relevant actions i.e. the percentage of correct actions
that are selected and is defined by the following
equation.

Recall =
TP

(TP + FN)
(10)

• F-measure: is weighted harmonic mean between pre-
cision and recall and is defined by the following
equation.

F −measure =
2 ∗ Precision ∗Recall

(Precision+Recall)
(11)

Fig. 1. Encoding algorithm maps Ci devices into bits in a bloom filter.

IV. THE PROPOSED PRIVACY-PRESERVING MODEL IN
SMART HOMES

This section introduces and describe the proposed model
and methodology. It outlines the key concepts and principles
that underpin our approach, as well as explain the data collec-
tion process, preprocessing techniques used, and any specific
algorithms or techniques used within the model.

A. Assumptions

Assume that there is a smart home which contains a set of
devices and each device has its own sensor to measure power
consumption, and there is a set of classes Ci, i ∈ {1, . . . , l}
where l denotes the maximum number of supported classes,
these classes represent the priority of each device, each class
is composed of groups of devices Dij(i.e. j ∈ {1. . . g})
where g represents the maximum number of groups of in-
terests for class i, devices like (lights, TVs, laptops, sound
system, alert systems, air condition systems, laundry devices,
camera systems, garden lights, garage lights/motors, fans).
RAPPOR is used to send power consumption statistics to
service providers/electricity products companies.

B. System Model and Overview

Based on the basic idea of bloom filter and RAPPOR, the
proposed approach consists of two phases: data perturbation
phase and decoding phase. These two phases are described as
follows:

1) Smart home data perturbation: In this phase, the pro-
posed approach determines the set of devices and each device
has its own sensor to measure power consumption, and there
is a set of classes Ci, i ∈ {1, . . . , l} where l denotes the
maximum number of supported classes, classes represent the
priority of each device, each class is composed of groups of
devices Dij(i.e.j ∈ {1. . . g}) where g represents the maximum
number of devices of interests for class i. The proposed
approach uses the following steps.

1) Encoding is the first step of the data perturbation
process, the encoding algorithm maps Ci devices into
bits in a bloom filter. Fig. 1 illustrates the bloom filter
implementation using 2 hash functions, h1 and h2, on
the TV class.
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Fig. 2. Bloom filter B is initialized with all “0” values and size m = 10.

To compute the optimal bloom filter size m, given the
maximum number of devices encoded into the bloom
filter (i.e. n = l ∗ g if each class includes the same
number of groups), and a fixed false positive rate fp,
according to Eq. 12:

m = −n× ln(fp)

(ln 2)2
(12)

Then, the optimal number of hash functions is com-
puted as given by Eq. 13

k =
m

n
× ln 2 (13)

After selection of m and k appropriate values, the
bloom filter B is initialized with all “0” values,
as given in Fig. 2. For feeding B with the set of
devices values v, C first applies the k hash functions
to v, and feeds B with the hash output providing
indices. Example: let us consider a bloom filter of size
m = 10 bits, with k = 2 hash functions (h1, h2), and
two devices {TV, Reception lights} to be included
into the bloom filter. As given in Fig. 1, C first
computes the two hashes of the TV device, and gets
the results h1(TV ) = 4 and h2(TV ) = 7, thus
leading to positioning the 4th and the 7th bits of
the bloom filter to value 1. The same applies for
the reception lights as depicted in Fig. 2 where h1

(Reception lights) = 2 and h2 (Reception lights) = 8.
2) Permanent randomized response (PRR): This first

level perturbation applies over the bloom filter B
obtained through the encoding phase. This step is
executed once over a set of devices v. A noisy bit
is derived from each bit of B thus resulting in a
perturbed bloom filter vector B′. The derivation is
compliant with the RAPPOR works and considers the
following probabilistic processing:

B′[i] =


1 with probability 1

2f

0 with probability 1
2f

B[i] with probability 1− f

(14)

3) Instantaneous randomized response (IRR): To guar-
antee stronger privacy, this second level perturbation
is executed for each request done by P Providers.
After getting B′, the user initializes a bit vector
S with all zeros and then applies the following
probabilistic processing Eq. 15:

P (S[i] = 1)

{
q if B′[i] = 1

p if B′[i] = 0
(15)

Where p denotes the probability of flipping a bit that
equals to 0 into 1 whereas q represents the probability

of keeping bits equal to 1. This second level perturba-
tion IRR algorithm is ϵ− differential privacy with
the following quantified ϵ2 privacy budget Eq. 16:

ϵ2 = k ln

(
q′(1− p′)

p′(1− q′)

)
(16)

Where p′, resp. q′ is the probability of observing 1
given that the same bloom filter bit was set to 0, resp.
1, as defined in the following Eq. 17 and 18.

p′ =
1

2
fq + (1− 1

2
f)p (17)

q′ = (1− 1

2
f)(1− q) +

1

2
f(1− p) (18)

4) Algorithm 1, shows the steps of this recognition
phase:
Parameters:

• hash functions k: This is the number of hash
functions used in the bloom filter. The specific
value is determined by Eq. 13.

• bloom filter size m: This is the size of the
bloom filter, which is determined by Eq. 12.

• privacy budget ϵ: This is a parameter related
to the privacy level. Its specific value is de-
termined by the user or the privacy configu-
ration.

Input:
• x: This is a single row of data from a smart

home, representing a specific event or mea-
surement.

• f : This represents the privacy level configured
by the homeowner. Its specific value is not
mentioned in the code.

Output:
• Perturbed bloom filter vector S: This is the

resulting vector after applying perturbations
to the bloom filter, calculated using Eq. 15.

Steps:
• Set x ∈ U this indicates that the smart home

data, represented by x, belongs to the set U ,
which includes all available data in the smart
home.

• Convert x to bloom filter vector B of size
m: This step involves converting the smart
home data, x, into a bloom filter vector B,
of a specified size m.

• Apply permanent randomized response on B
and get vector B′ of size m.

• Apply instantaneous randomized response on
B′ and return vector S of size m.

C. Decoding Phase

In this phase, three machine learning algorithms KNN,
SVMs and XGBoost were selected for their ability to work
on perturbed data. Those algorithms are calibrated to fit
the specification the following datasets, thus resulting into 3
configurations as detailed below:
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Algorithm 1: Data perturbation
Parameter: hash functions k given by Eq. 13, bloom

filter size m given by Eq. 12, privacey
budget ϵ

Input: Row of smart home data x, f is the privacy
level configured by home owner.

Output: Perturbed bloom filter vector S given by Eq.
15

Data: set x ∈ U : U is the set of all avilable data in
smart home

/* Encoding */
1 Convert x to bloom filter vector B of size m
/* PRR function */

2 Initialize an empty vector B′ of size m and set all
bits = 0

3 for i = 0 to BloomFilterSize do
4 B′[i] = 1 with probability 1

2f
5 B′[i] = 0 with probability 1

2f
6 B′[i] = B[i] with probability 1− f

/* IRR function */
7 Initialize an empty vector S of size m and set all

bits = 0
8 for j = 1 to NumberOfhashfunctions do
9 for i = 1 to BloomFilterSize do

10 if B′[i] = 1 then
11 S[i] = 1 with probability e

ϵ
2k

e
ε
2k +1

12 else
13 S[i] = 1 with probability 1

e
ϵ
2k +1

14 Return vector S:

1) The K-nearest neighbors (KNN) classifier: is a ver-
satile algorithm that classifies data based on the
majority class of its K nearest neighbors in a training
set, making it suitable for both classification and
regression tasks.

2) Support vector machines: The Support vector ma-
chines works by finding an optimal hyperplane in a
high-dimensional feature space that separates differ-
ent classes of data points. The hyperplane is chosen
in such a way that it maximizes the margin, which is
the distance between the hyperplane and the closest
data points of each class. This helps to achieve better
generalization and robustness of the model.

3) XGBoost configuration: XGBoost is a gradient boost-
ing algorithm. Table III gives the parameters cal-
ibrated for each dataset to optimize the model’s
performances. As can be shown, the configuration is
slightly the same, except for parameter Subsample.

V. EXPERIMENTAL AND ANALYSIS

To evaluate the proposed approach, a real dataset The
MHEALTH [29] is used. It is a data file consisting of ap-
proximately 1 million records. The data primarily consists of
numerical values. Specifically, it is referred to as the “Mobile
HEALTH” dataset, which captures body motion and vital signs
recordings. The dataset encompasses measurements from ten

volunteers with diverse profiles while engaging in various
physical activities. Also colab notebook is used. Colab [30] is
a research initiative for prototyping machine learning models
on powerful hardware such as GPUs and TPU. Tables II and
III provide the SVMs and XGBoost parameters, as well as
the KNN with K = 3. These machine learning algorithms are
used in the proposed method to test shred data in smart home
environments.

TABLE II. SVMS CONFIGURATION

Parameter Value

SVM Type rbf

C 1000

Gamma 0.4

TABLE III. XGBOOST CONFIGURATION

Parameter Value

N estimators 55

Max depth 6

Min child weight 7

num rounds 10

Gamma 0.4

A. Classification Evaluation

This subsection analyses the influence of different pa-
rameters on the classification results, including the privacy
budget value ϵ, the bloom filter size M and the number of
hash functions k. Knowing that the accuracy for the dataset
without applying LDP were KNN: 97.8%, SVMs: 98.5% and
XGBoost: 98%.
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Fig. 3. Bloom filter size for ϵ =0.95 and k = 5].

Fig. 3 demonstrate the relationship between the accuracy of
various classification methods and the size of the bloom filter.
The bloom filter size ranges from 8 to 256, and it achieves
accuracy within the following ranges: KNN (95.4%-95.7%),
SVMs (96.8%-97.15%) and XGBoost (96.6%-97.0%). When
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comparing these results with the accuracy obtained without
applying LDP using the same machine learning algorithms
(97.8%, 98.5%, and 98% respectively), there is an error margin
of approximately 2%. However, this level of error does not
significantly impact the overall accuracy.
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Fig. 4. Number of hash functions for ϵ =0.95 and M = 128].

Fig. 4 shows the relationship between the accuracy of var-
ious classification methods and the number of hash functions.
The number of hash functions ranges from 3 to 19, and it
achieves accuracy within the following ranges: KNN (95.2%-
95.8%), SVMs (96.65%-97.13%) and XGBoost (96.55%-
96.9%). Also, the error margin is approximately (1%-2%)
between the proposed LDP approach and without applying
LDP using the same machine learning algorithms

Our experiment considers a minimum value of hash func-
tions of 5, which corresponds to the optimal number of
hash functions for M = 128, according to the Eq. 13. As
depicted in the Fig. 4, the classification accuracy decreases
when the number of hash function increases. This stems from
an increasing number of hash collisions.
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Fig. 5. Privacy budget for M =128 and K = 5].

The relation between the accuracy of different classification
algorithms and the Privacy budget is depicted in Fig. 5. The
privacy budget varies from 0.1 to 1, and it achieves accuracy
within the following ranges: KNN (67.2%-97.4%), SVMs

(81.65%-99.13%) and XGBoost (46.42%-97.3%). When com-
paring these results with the accuracy obtained without apply-
ing LDP using the same machine learning algorithms (97.8%,
98.5%, and 98% respectively).

As expected in Fig. 5, the classification accuracy is an
increasing function of the privacy budget. Indeed, the higher
the privacy budget, the lower the perturbation level, and the
higher the accuracy. The preference dataset achieves better
classification results.

B. Decoding Algorithms Evaluation

Table IV shows the accuracy of various classification
methods on perturbed dataset using bloom filter size M = 128,
privacy budget ϵ = 0.95 and number of hash functions
k = 5. Table V shows the accuracy of the same classification
methods on the main dataset. As shown in both tables, an
analysis of accuracy comparisons for main and perturbed
data utilizing KNN, SVMs and XGBoost algorithms. This
study evaluates the accuracy performance of KNN, SVMs and
XGBoost algorithms when applied to a dataset consisting of
24,000 records and encompassing 12 distinct activities. The
comparison focuses on the accuracy of predictions made using
both the original dataset and a perturbed version.

Table VI illustrates the error margin between the accuracy
of various classification methods on perturbed data and main
dataset. The findings of this analysis indicate that the applica-
tion of LDP techniques on the dataset did not introduce any
significant impact on the decision-making process. The accu-
racy levels observed for the main dataset and the perturbed data
remained consistent across the evaluated algorithms, namely
KNN, SVMs, and XGBoost.

C. Security Analysis

In this part, we undertake security analysis using the funda-
mental adversary model. This model assumes that the attacker
has access to the altered data disclosed by different individuals
through the Local Differential Privacy (LDP) method. The
primary objective is to ensure that despite the adversary’s
access to the perturbed data and some knowledge of the
noise introduced during the LDP procedure, inferring sensi-
tive information about any individual remains computationally
infeasible or statistically improbable. The success rate of basic
adversary can directly be obtained from the probability of Eq.
19 [31]

Pr(B′[i] = 1)

 e
ϵ
2k

e
ε
2k +1

if B[i] = 1
1

e
ϵ
2k +1

if B[i] = 0
(19)

Fig. 6 illustrates the relation between the success rate of
basic adversary and ϵ and k values. The privacy budget ranges
from 0.1 to 4, and the number of hash functions are (k =
2, k = 7, k = 12). This figure indicates that as the privacy
budget increases, the probability that the adversary will win
in the game also increases. However, as the number of hash
functions increases, more wrong guesses occur. As expected,
the probability of winning the game decreases when ϵ and k
increase.
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TABLE IV. ACCURACY FOR PERTURBED DATA USING BLOOM FILTER SIZE M = 128, PRIVACY BUDGET ϵ = 0.95 AND NUMBER OF HASH FUNCTIONS
k = 5, KNN, SVMS AND XGBOOST, 24,000 RECORDS AND 12 ACTIVITIES

Precision Recall F1-score Support

KNN XGBoost SVMs KNN XGBoost SVMs KNN XGBoost SVMs KNN XGBoost SVMs

Standing still (1 min) 1 1 1 1 1 1 1 1 1 1121 1121 1121

Sitting and relaxing (1 min) 1 1 1 1 1 1 1 1 1 542 542 542

Lying down (1 min) 1 1 1 1 0.99 1 1 1 1 544 544 544

Walking (1 min) 0.97 0.93 0.97 0.94 0.99 0.94 0.96 0.96 0.96 567 567 567

Climbing stairs (1 min) 0.97 0.97 0.97 0.95 0.89 0.95 0.96 0.93 0.96 610 610 610

Waist bends forward (20x) 0.99 0.99 0.99 0.98 1 0.98 0.98 0.99 0.98 567 567 567

Frontal elevation of arms (20x) 0.98 0.96 0.98 0.98 0.99 0.98 0.98 0.98 0.98 543 543 543

Knees bending (crouching) (20x) 0.97 0.95 0.97 0.98 0.96 0.98 0.98 0.96 0.98 569 569 569

Cycling (1 min) 1 1 1 1 1 1 1 1 1 581 581 581

Jogging (1 min) 0.92 0.83 0.92 0.92 0.92 0.92 0.92 0.87 0.92 576 576 576

Running (1 min) 0.96 0.93 0.96 0.94 0.88 0.94 0.95 0.9 0.95 596 596 596

Jump front & back (20x) 0.9 0.91 0.9 0.94 0.84 0.94 0.92 0.87 0.92 594 594 594

Weighted Avg 0.972 0.956 0.972 0.969 0.955 0.969 0.971 0.955 0.971 7410 7410 7410

TABLE V. ACCURACY FOR MAIN DATA USING KNN, SVMS AND XGBOOST ALGORITHMS, 24,000 RECORDS AND 12 ACTIVITIES

Precision Recall F1-score Support

KNN XGBoost SVMs KNN XGBoost SVMs KNN XGBoost SVMs KNN XGBoost SVMs

Standing still (1 min) 1 1 1 1 1 1 1 1 1 922 922 922

Sitting and relaxing (1 min) 1 1 1 0.99 0.99 0.99 1 1 1 488 488 488

Lying down (1 min) 1 1 1 1 1 1 1 1 1 450 450 450

Walking (1 min) 1 1 1 1 1 1 1 1 1 449 449 449

Climbing stairs (1 min) 1 1 1 1 0.96 1 1 0.98 1 443 443 443

Waist bends forward (20x) 1 1 1 1 1 1 1 1 1 444 444 444

Frontal elevation of arms (20x) 1 0.99 1 0.99 0.99 0.99 1 0.99 1 438 438 438

Knees bending (crouching) (20x) 1 0.96 1 1 0.99 1 1 0.97 1 432 432 432

Cycling (1 min) 1 1 1 1 1 1 1 1 1 447 447 447

Jogging (1 min) 0.98 0.92 0.98 1 0.98 1 0.99 0.95 0.99 425 425 425

Running (1 min) 1 0.98 1 0.98 0.94 0.98 0.99 0.96 0.99 458 458 458

Jump front & back (20x) 1 0.97 1 1 0.96 1 1 0.96 1 454 454 454

Weighted Avg 0.998 0.985 0.998 0.997 0.984 0.997 0.998 0.984 0.998 5850 5850 5850

TABLE VI. THE ERROR MARGIN BETWEEN THE ACCURACY OF VARIOUS CLASSIFICATION ALGORITHMS KNN, SVMS AND XGBOOST ON PERTURBED
DATA AND MAIN DATASET, 24,000 RECORDS AND 12 ACTIVITIES

Precision Recall F1-score

KNN XGBoost SVMs KNN XGBoost SVMs KNN XGBoost SVMs

Standing still (1 min) 0 0 0 0 0 0 0 0 0

Sitting and relaxing (1 min) 0 0 0 0 0 0 0 0 0

Lying down (1 min) 0 0 0 0 0.01 0 0 0 0

Walking (1 min) 0.03 0.07 0.03 0.06 0.01 0.06 0.04 0.04 0.04

Climbing stairs (1 min) 0.03 0.03 0.03 0.05 0.07 0.05 0.04 0.05 0.04

Waist bends forward (20x) 0.01 0.01 0.01 0.02 0 0.02 0.02 0.01 0.02

Frontal elevation of arms (20x) 0.02 0.03 0.02 0.01 0 0.01 0.02 0.01 0.02

Knees bending (crouching) (20x) 0.03 0.01 0.03 0.02 0.03 0.02 0.02 0.01 0.02

Cycling (1 min) 0 0 0 0 0 0 0 0 0

Jogging (1 min) 0.06 0.09 0.06 0.08 0.06 0.08 0.07 0.08 0.07

Running (1 min) 0.04 0.05 0.04 0.04 0.06 0.04 0.04 0.06 0.04

Jump front & back (20x) 0.1 0.06 0.1 0.06 0.12 0.06 0.08 0.09 0.08

Weighted Avg 0.026666667 0.029166667 0.026666667 0.0275 0.029166667 0.0275 0.0275 0.029166667 0.0275
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Fig. 6. Success rate over one record of perturbed data by a Basic Adversary.

VI. CONCLUSION

In this study, we investigated the problem of sharing data
in a smart home environment while preserving user privacy.
The main contribution of this research is the development of
an efficient method for secure data sharing in smart homes
using local differential privacy and the Randomized Aggregat-
able Privacy-Preserving Ordinal technology. Individual users’
privacy is protected while data sharing with service providers
is facilitated by the proposed method. The simulation results
demonstrate that the technique performs well in terms of
privacy preservation, accuracy, recall, and f-measure metrics,
achieving utility privacy with high classification accuracy of
95.4% to 98% when the privacy budget is set to 0.95. This
research helps to improving data privacy and utility in the
context of smart homes, as well as providing a valuable
direction for privacy-preserving practices in the IoT domain.
In future research, we aim to extend the research to consider
privacy-preserving techniques for multi-modal data, such as
combining data from various sensors and devices within a
smart home environment.
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Abstract—In order to study the technology of image 

conception, splitting, stitching and positioning in film and 

television production, this paper first discusses the relevant 

research literature, then designs an improved biomedical image 

segmentation convolution network model applied in film and 

television production, and then verifies the effectiveness of the 

proposed model. Ultimately, the paper summarizes the research 

findings. Aiming at the problem that the traditional image 

mosaic positioning model has poor robustness because of its 

insufficient ability to extract features and inaccurate 

segmentation and positioning areas, this study proposes a 

biomedical image segmentation convolutional network model 

that is based on dense block and void space convolutional pooling 

pyramidal module. Additionally, an attention mechanism is 

introduced to enhance the biomedical image segmentation 

convolutional network model. The results show that the 

accuracy, recall, and F1 value of the biomedical image 

segmentation convolutional network model are 96.48%, 95.24%, 

and 95.96%, respectively, on the Colombian uncompressed image 

stitching detection dataset, and the accuracy, recall, and F1 value 

of the improved biomedical image segmentation convolutional 

network model are 98.19%, 96.23%, and F1 value of 97.21%. In 

summary, the improved convolution network model for 

biomedical image segmentation has excellent performance, and it 

has certain application value in image conception, mirror splicing 

and positioning in film and television production. 

Keywords—Convolutional neural network; attention 

mechanism; null space convolutional pooling pyramid; spatial rich 

model; dense block 

I. INTRODUCTION 

The field of cinema and television production has 
encountered novel challenges and made significant strides as a 
result of the ongoing advancements in science and technology 
[1-2]. As an essential pre-production step in film and 
television, the split screen is an intermediate medium for 
converting text into a three-dimensional audio-visual image 
and presenting it in a pictorial form [3-4]. Due to the increased 
functionality and user-friendliness of image editing software, 
producers can easily select areas of interest from other images 
to be cut and spliced into the split-screen image, which brings 
great convenience for creating the split-screen image, but also 
easily brings trouble to the film and television copyright [5]. 
To enhance split-screen imagery creativity in film and 

television production and reduce the risk of copyright, it's 
crucial to prioritize research on image stitching and 
positioning technologies [6]. Image stitching is a semantic 
segmentation of features by dividing the stitching area into 
one category and the real area into another category. The 
CNBIS model is capable of extracting the stitched region from 
the real region. The traditional CNBIS model can achieve 
good results only when it is faced with simple semantic 
information of the same kind of content. However, in image 
mosaic and positioning, the mosaic area often comes from 
different semantic interference information, resulting in 
inadequate feature extraction and inaccurate segmentation and 
positioning area, which reduces the segmentation accuracy of 
the model [7]. The research aims to improve image semantic 
segmentation accuracy and make up for the deficiency of 
model extraction features caused by different semantic 
interference information. To overcome these issues, the study 
implements Dense Block (DB) and Atrous Spatial Pyramid 
Pooling (ASPP) modules to improve the CNBIS model and 
introduce the DACNBIS model. The research also 
incorporates the Attention Mechanism (AM) to enhance the 
DACNBIS model and create the AM-DACNBIS model, which 
increases the segmentation accuracy of the DACNBIS model. 
The primary contribution of the research is to broaden the 
application of image mosaic positioning technology in film 
and television production. The goal is to increase the diversity 
of split-mirror images, improve the reduction and richness of 
split-mirror in films, and make the storyline and the overall 
picture of film and television works more complete. The 
research focuses on two significant innovations. The first point 
is to improve the traditional CNBIS model by introducing DB 
module and ASPP module, and improve the DACNBIS model 
by combining attention mechanism. The second point is that 
AM-DACNBIS model is divided into three parts: parameter 
sharing, area monitoring and edge detection, and specific 
feature layers are used for each part to extract the 
corresponding task information. The study is primarily divided 
into four parts. The first part reviews relevant pertinent 
research findings. The second part constructs the construction 
of DACNBIS model and AM-DACNBIS model. The third part 
validates the two proposed models' validity in the study. The 
final part concludes the research. 
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II. RELATED WORK 

Many image processing jobs start with the pre-processing 
stage of picture semantic segmentation, and many academics 
have written extensively about ways to increase segmentation 
accuracy in this process, Gao and co. To help the network 
better concentrate on object borders and small objects during 
the feature extraction process, a sensitive feature selection 
module was created to reweight each pixel on several channels. 
The findings of the experiments demonstrate that the sensitive 
feature selection module can aid in the semantic segmentation 
algorithm's high segmentation accuracy [8]. To reduce 
semantic information loss and improve image information, 
Zhou et al. proposed a semantic segmentation model based on 
dense convolutional separation convolution. This model also 
integrates multi-scale feature information for a broader 
perceptual field and captures more dense pixels. Simulation 
experiments demonstrate the superior performance and good 
performance of this model for image segmentation [9]. Zhang 
et al. proposed a system that utilizes the original semantic 
segmentation network to deal with the issue of missing static 
object segmentation occluded by dynamic scenes and 
combines it with image restoration [10]. Maurya et al. created 
a cross-form attention pyramid to extract multi-scale 
information using a pre-trained model in order to address the 
issues of feature redundancy and low discrimination in image 
semantic segmentation. An attention module in a spatial 
manner is then introduced to further improve the segmentation 
effect. With the addition of the attention pyramid and attention 
module, simulation results demonstrate that the semantic 
segmentation model has greater segmentation accuracy [11]. 
In order to tackle the problem of loss of image information 
caused by feature extraction in the process of image semantic 
segmentation, Chen constructs a semantic segmentation model 
with encoder-decoder as the basic structure. The research 
results verify the logic and effectiveness of the model [12]. 

CNBIS model is a very famous segmentation network 
model in the field of image segmentation, which has been 
widely used in various fields. In order to accurately divide 
non-enhanced tumor, enhanced tumor, tumor core and 
undamaged region in brain images, Teki et al. used CNBIS 
model to realize semantic segmentation of brain tumor images. 
The research findings demonstrate that the CNBIS model 
performs well in segmenting simple semantic information. 
However, in the presence of complex semantic interference 
information, the model exhibits insufficient feature extraction 
capability and low segmentation accuracy [13]. Singh et al. 
designed an improved Deep-CNBIS model for semantic 
segmentation of images using satellite images to extract 
vegetation cover. The simulation experiments show that the 
model has superior performance in semantic segmentation 
accuracy of satellite images [14]. Tiwari et al. proposed an 
improved CNBIS model for segmenting vehicles, which 
segmented the input images by successive encoding and 
decoding steps. The simulation results show that the improved 
CNBIS model outperforms other segmentation models in 
terms of segmentation accuracy [15]. Cheng et al. designed a 
separated convolutional CNBIS model combining 

convolutional downsampling. The outcomes of the simulation 
experiment demonstrate that the model is capable of quickly 
and easily detecting fabric defects with high accuracy [16]. 
Mahmoud et al. developed a deep learning model based on the 
combination of CNBIS model. The simulation experiments 
demonstrate that the model performs significantly better than 
the traditional CNBIS model, exhibiting a higher accuracy rate 
[17]. Abdelrauof et al. proposed to use multi-gated expansion 
starting blocks. It is evident from the experimental results that 
the addition of multi-gate expansion start blocks improves the 
CNBIS model performance and demonstrates exceptional 
capability [18]. 

In summary, there are many research results on image 
semantic segmentation and CNBIS model applications. 
However, most of the image semantic segmentation studies 
use small data set samples, which do not sufficiently meet the 
deep learning requirement for extensive data training. The 
traditional CNBIS model has insufficient feature extraction 
capability, which leads to inaccurate image localization and 
poor robustness. The paper suggests the DACNBIS model to 
overcome the aforementioned issues and introduces an 
attention mechanism to enhance the DACNBIS model, 
resulting in the AM-DACNBIS model. 

III. DACNBIS MODEL AND AM-DACNBIS MODEL 

CONSTRUCTION IN IMAGE STITCHING LOCALIZATION 

DETECTION 

The purpose of image stitching, which separates the 
stitching area from the real area so that they are presented 
separately, can be thought of as a unique sort of semantic 
segmentation. 

A. Construction of DACNBIS Model Based on CNBIS Model 

As the initial stage of rendering text into images in film 
and television production, splitting is the process of dividing a 
film script into a series of shots that can be filmed and 
presented as images. Convolutional Neural Networks (CNN) 
are a deep learning model with learnable weights and bias 
constants that are suitable for processing image data 
processing through supervised learning [19-22]. The 
convolutional layer can extract features from images. Equation 
(1) expresses the parameters of this layer. 

1 *
j

l l l l
j i iji M

x f x Kernel b



 
  

 


 
(1) 

In equation (1), l
jx  is the j  neuron of the l  layer,

Kernel , *, and  f  represent the convolution kernel, 

convolution operation, and nonlinear excitation function, 

respectively, a  and jM  represent the bias term and the 

number of inputs of the j  neuron, respectively. The pooling 

layer can reduce the risk of overfitting by reducing the 
dimensionality. The excitation layer introduces nonlinear 
features to the neural network, enabling it to approximate any 
nonlinear function. The activation function image is shown in 
Fig. 1. 
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Fig. 1. Schematic diagram of three activation functions. 

The Sigmoid function, Tanh function, and ReLu function, 
respectively, are depicted in Fig. 1 where the expression of the 
Sigmoid function is shown in equation (2). 
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The value range of equation (2) is  0,1 , which 

corresponds to the probability value range  0,1 . Equation (3) 

contains the Tanh function's expression. 
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The output of equation (3) is centered on 0, which can play 
the effect of data centering. Due to the saturation region of 
Sigmoid function and Tanh function, the gradient is prone to 
gradient disappearance when back propagation, and this 
phenomenon becomes more and more obvious. This issue is 
mitigated by the ReLu function, which is expressed 
mathematically in equation (4). 
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The positive activation value derivative of the ReLu 
function in equation (4) is 1. In order to accomplish the image 
classification task, the fully connected layer must integrate the 
input image data and map the feature map from the 
convolution layer into a fixed-length feature vector, as shown 
in equation (5). 
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x f x w b



 
  

 


  
(5) 

In equation (5), ,i jw  and jb  denote the weight and 

offset between neurons, respectively. CNBIS, as a special 
semantic segmentation algorithm in the field of deep learning, 
is a derivative model of CNN and capable of addressing image 
stitching and localization issues. 

The CNBIS model in Fig. 2 adopts a fully symmetric 
coding-decoding structure. The coding section is 
downsampled four times, and the decoding link is 
corresponding to the four stages of the coding link, each of 
which incorporates the feature information corresponding to 
that from the coding process. This results in the final feature 
map is restored to the original image size. Due to the small 
sample of dataset about image stitching at this stage, the 
neural network is prone to the risk of overfitting, the study 

introduces the DB and ASPP modules to improve the CNBIS 
model, resulting in the DACNBIS model. The DB module is a 
CNN with tightly connected nature. The feature map 
resolution of each layer is of the same size, so the channels of 
each layer can be stitched together in dimension. Suppose the 

output channel of the l  layer inside the DB module is lX , 

then the expression of lX  is shown in equation (6). 

1 1 0, , ,l l lX H X X X    
(6) 

In equation (6), lH  is the nonlinear transformation 

function of the l  layer,    indicates that all output feature 

maps of the 0 1 1, , , lX X X   layer are combined by channel, 

and the expression of the network input iX  of the i  layer is 

shown in equation (7). 

 0 1iX K i K   
 

(7) 

In equation (7), K  is the number of output channels of 

the nonlinear function H , and 0K  is the number of input 

channels. The dense jump connection implemented inside the 
DB module causes the number of channels after the l  layer 

to become large. The study adopts a convolution of 1 1  
before the convolution of 3 3  in the DB module. The ASPP 

module aims to minimize the loss of accuracy generated by 
the feature map in the process of recovering the resolution size 
of the original image. It employs four varied expansion rates 
of the null convolution to capture multi-scale information. The 
specific structure of DACNBIS model is shown in Fig. 3. 

In Fig. 3, the study introduces the DB module to replace 
the original CNBIS model upsampled by the 3 3  

convolutional network. This enhances feature reuse and 
propagation, increasing the richness of feature extraction. The 
study also introduces the ASPP module to replace the fourth 
sampling session of the original CNBIS model. This module 
extracts multi-scale information, expands the network 
perceptual field, and improves the model's segmentation 
effects on spliced regions of different sizes. 

Maximum pooling2x2 Upper-convolution 2x2

Copy and crop

 

Fig. 2. Schematic diagram of CNBIS model structure. 
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Fig. 3. Schematic diagram of DACNBIS model structure. 

B. Construction of AM-DACNBIS Model based on DACNBIS 

Model 

In order to avoid some redundant and useless low-level 
semantic information from interfering with the decoding 
process of the DACNBIS model, thereby affecting the 
influence of image sub-screening conception in the film and 
television production stage, the research combines AM to 
improve the DACNBIS model, resulting in the 
AM-DACNBIS model. It is based on the principle that 
humans selectively focus on the more interesting and 
informative visual areas when observing a scene, thus 
ignoring other irrelevant areas and thus improving the 
utilization of visual information. The study draws inspiration 
from AM and introduces a Global Attention Upsampling 
(GAU) module to provide global context as a low-level guide, 
see Fig. 4 [20]. 

Low level semantic 

features

Conv 3x3

Advanced 

semantic features

Conv 1x1
Global 

Pooling

+
Upsample

 

Fig. 4. GAU module schematic diagram. 

In Fig. 4, GAU first convolves the low-level semantic 
features with 3 3 . Since the AM-DACNBIS model ignores 

the differences between the essential attributes of images 
when performing image input, which in turn leads to large 
differences between the extracted real images and the stitched 
images and affects the splitting effect in the film and TV 
production process. In order to reduce the interference 
situation of different semantic information in the stitching 
region on the network's extracted features, the study 
implements the Spatial Rich Model (SRM) filter in the input 
stage to analyze the image features.SRM is a high-latitude 
steganographic model, when the image hides secret 
information, SRM will destroy the image attributes and extract 
the feature information from these images that are hidden 
information. Suppose the image pixel is X , the expression of 

image residual ,i jR  is shown in equation (8). 

 
,2 1 , , ,

ˆ1,2, , , 1,2, , ,
i j i j i j i jj n i n R X N cX   

 
(8) 

In equation (8) 1n  , 2n  denote the pixel points in 

horizontal and vertical directions respectively, ,i jN  is the 

field without the central pixel ,i jX ,  , ,
ˆ

i j i jX N  refers to the 

estimated value of the central pixel ,i jX  in the region ,i jN , 

c  is the residual order, when the magnitude of the residual 

pixel is large, the pixel correlation there will be reduced, so 
the study also needs to quantize and truncate the residual 
image, as shown in equation (9). 

,
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(9) 

In equation (10), Q  is the quantization step, round  

indicates rounding, and TTrunc  means the elements are 

truncated one by one by the threshold T , where  TTrunc x  

is expressed as shown in equation (10). 
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(10) 

In equation (10)  sign x  is the symbolic function and 

the high-pass filter extracted from the SRM can be used for 
the extraction of RGB image noise, as shown in equation (11). 
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(11) 

The residual image resulting from the extraction of the 
SRM filter in equation (11) highlights edge features of the 
stitched region while suppressing other contents. In order to 
maintain sharing in the feature extraction process and 
minimize the risk of network overfitting, the study comprises 
of a multi-task learning output from the branching task of 
stitching edge localization using the DACNBIS model. 
According to Fig. 5, the hard parameter sharing and soft 
parameter sharing categories best describe the multitask 
learning structure. 
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Fig. 5. Schematic diagram of multi-task learning structure. 
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Fig. 6. Structural diagram of AM-DACNBIS model. 

Fig. 5(a) shows the hard parameter sharing structure, in 
which the bottom layers of the network's input share 
parameters. This is known as bottom parameter sharing. 
Different learning tasks present different branches after 
sharing, and these tasks are trained in parallel with each other, 
and the feedback action is performed through the loss function 
each learning task. Fig. 5(b) shows the soft parameter sharing 
structure, in which every task has independent models and 
parameters. Every model can access the internal information 
of other models and regularize the distance between model 
parameters to ensure the similarity between parameters. Since 
the soft parameter sharing mechanism has separate models 
among multiple tasks. A schematic representation of the final 
AM-DACNBIS model structure is shown in Fig. 6. The study 
also embeds the data information of multiple tasks into a 
single semantic space and extracts the relevant task 
information for each task through a specific feature layer. 

The model structure in Fig. 6 is mainly divided into three 
parts: parameter sharing, region monitoring, and edge 
detection. For the parameter sharing part, the AM-DACNBIS 
model adds SRM filters and completes the shared training for 
both region detection and edge detection tasks through the DB 
module in the pre-input phase of the network. It then embeds 
the information of both tasks into the same semantic space. 
For the region detection part, the study introduces the GAU 
module in the decoding process of the AM-DACNBIS model 
to provide global context as the underlying guidance to 
improve the sensitivity of important feature information. For 
the edge detection part, the study invokes the feature pyramid 

attention module in the edge branch and learns better feature 
representation at the parameter sharing layer through this 
module. To evaluate the AM-DACNBIS performance, the 
study presents the performance metrics of accuracy, recall, and 
F1 value for testing, as shown in equation (12). 
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(12) 

In equation (12), P  and R  represent the precision and 
recall, respectively. TP  is the actual stitched area pixels and 
the predicted stitched area pixels; FP  is the actual real area 
pixels and the predicted stitched area pixels; FN  is the 

actual stitched area pixels and the predicted real area pixels. 

IV. ANALYSIS OF THE RESULTS OF DACNBIS MODEL AND 

AM-DACNBIS MODEL IN IMAGE STITCHING LOCALIZATION 

DETECTION 

The section focuses on the examination of the 
experimental results of the DACNBIS model and the 
AM-DACNBIS model. To confirm the validity of the 
DACNBIS model and the AM-DACNBIS model, comparative 
tests were conducted on various data sets utilizing different 
model sets. 
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A. Experimental Data Preparation 

The algorithmic model was developed with the PyTorch 
deep learning framework, and the hardware environment for 
the experiments was a workstation running Windows OS. This 
was done to compare the performance of the proposed models. 
With a stochastic gradient descent network training optimizer, 
a binary cross-entropy loss function, an initial learning rate of 
0.01, momentum of 0.9, weight decay of 0.0005, and 
performance metrics of accuracy, recall, and F1 value. The 
Chinese Academy of Sciences Institute of Automation 1 
(CASIA1) dataset, CASIA2 dataset, Columbia Uncompressed 
Image Splicing Detection (CUIS) dataset, and the Chinese 
Academy of Sciences Institute of Automation 1 (CASIA2) 
dataset are used for the study. For the experiments, the Image 
Splicing Detection (CUISD) datasets are utilized, and the 
specific experimental data are divided as shown in Table Ⅰ. 

TABLE I.  PARTITION RESULT OF DATA SET 

Data Set CASIA1 CASIA2 CUISD 

Training set 1050 7000 175 

Verification set 300 2000 50 

Test set 150 1000 25 

1500 samples total for the CASIA1 dataset, 10,000 
samples total for the CASIA2 dataset, and 250 samples total 
for the CUISD dataset are shown in Table Ⅰ, where the training, 
validation, and test sets account for 70%, 20%, and 10% of the 
corresponding datasets. To enhance the understanding of the 
datasets, the schematic diagram of some data sets is selected, 
as shown in Fig. 7. 

(a) CASIA1 data set

(b) CASIA2 data set

(c) CUISD data set

Real image Ⅰ Real image Ⅱ Mosaic image Mosaic image label

Real image Ⅰ Real image Ⅱ Mosaic image Mosaic image label

Real image Ⅰ Real image Ⅱ Mosaic image Mosaic image label
 

Fig. 7. Sample diagrams of three data sets. 

Fig. 7(a) is a schematic diagram of the CASIA1 dataset 
with stitching areas of different sizes and arbitrary boundaries 
such as circles, triangles and rectangles. Additionally, Fig. 7(b) 
illustrates the CASIA2 dataset, which is an upgrade of the 
CASIA1 dataset with more data and better production. Fig. 
7(c) displays the CUISD dataset which provides labels with 
red and green colored edge templates, and the edge labeling 
error is larger. 

B. Performance Analysis of DACNBIS Model 

To verify the performance of DACNBIS model, the study 
conducted comparison experiments using Fully Convolutional 

Networks (FCN), CNBIS, and Pyramid Scene Analysis 
Network (PSAN) models. The number of model iterations was 
increased from 10 to 100 in epoch. 
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Fig. 8. Accuracy and recall results of four models. 

The change curves indicated in Fig. 8 illustrate the 
precision rate and recall rate of the four models. As the 
number of iterations increases, the precision rate and recall 
rate of the four models improve. In Fig. 8(a), the accuracy rate 
for the four models is displayed, showing that the DACNBIS 
model has a precision rate of 96.48%. The precision rates for 
the PSAN, CNBIS, and FCN models are 94.87%, 94.23%, and 
93.75%, respectively, at 100 epochs. Fig. 8(b) shows the recall 
variation curves of the four models, and the recall rates of 
DACNBIS, PSAN, CNBIS, and FCN models are 95.24%, 
93.52%, 93.17%, and 92.91%, respectively, when the number 
of iterations is 100 epoch. 
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Fig. 9. F1 value results of four models. 

Fig. 9 shows the results of the F1 values of the four models, 
which all increase with the number of iterations. When the 
number of iterations is 10 epoch, the F1 values of the 
DACNBIS, PSAN, CNBIS, and FCN models are 94.30%, 
93.81%, 93.54%, and 93.26%, respectively. When the number 
of iterations is 100epoch, the F1 value of DACNBIS model is 
95.96%, surpassing the 94.58% of the PSAN model, the 93.99% 
of the CNBIS model, and the 93.71% of the FCN model. In 
summary, the DACNBIS model proposed in the study has 
higher segmentation accuracy compared to other models and 
performs well in the field of split-screen image stitching 
localization in film and TV production. 

C. Performance Analysis of AM-DACNBIS Model 

In order to verify the validity of AM-DACNBIS model, 
literature [14], DACNBIS model and AM-DACNBIS model 
were set up for comparative experiments. 
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Fig. 10. The experimental results of three models in CASIA1 and CASIA2 data sets. 

Fig. 10 shows the experimental results of three models in 
CASIA1 and CASIA2 data sets. Fig. 10(a) shows the results 
of accuracy, recall and F1 value of the three models on the 
CASIA1 data set. The accuracy of AM-DACNBIS model is 
98.19%, and that of study [14] and DACNBIS model is 97.21% 
and 97.97% respectively. The recall rates of AM-DACNBIS, 
study [14] and DACNBIS models are 96.23%, 95.68% and 
95.87% respectively, and the F1 value of the AM-DACNBIS 
model is 97.21%, which is higher than that of study [14] and 
DACNBIS model, which is 96.57% and 96.92%. Fig. 10(b) 
shows the results of accuracy, recall and F1 value of the three 
models in CASIA2 data set. The accuracy of AM-DACNBIS 
model is 98.76%, and that of study [14] and the DACNBIS 
model is 97.59% and 98.45% respectively. The recall rates for 
the AM-DACNBIS, study [14] and DACNBIS models are 
96.54%, 95.51% and 96.01% respectively. The F1 value for 
the AM-DACNBIS model is 97.65%, which is higher than that 
of study [14] and the DACNBIS model, which are 96.73% and 
97.23%. 

Fig. 11 shows the detection results of the DACNBIS 
model and AM-DACNBIS model on two data sets; Fig. 11(a) 
displays the outcomes for both models in the CASIA1 dataset. 
The detection results for both models in the CASIA2 dataset 
are shown in Fig. 11(b). The figure shows that the 
AM-DACNBIS model has better performance in detection and 
can significantly amplify the sensitivity of key features, and 
can filter out key feature information. To further verify the 
robustness of the AM-DACNBIS model, the study performs 
two operations of compression and Gaussian blurring on the 
CASIA1 test set images, where the image compression factors 

are 95, 90, 80, and 70, and the standard deviations of Gaussian 
blurring are set to 0.5, 1.0, 1.5, and 2.0. The results of the 
model tests are shown in Table Ⅱ. 

Table Ⅱ shows that the accuracy, recall, and F1 values of 
both models decrease as the picture compression factor drops 
and the Gaussian fuzzy standard deviation rises. The 
AM-DACNBIS model's accuracy, recall, and F1 values are 
76.58%, 59.63%, and 62.99%, respectively, when the image 
compression factor is 70, while those of the DACNBIS model 
are, respectively, 70.28%, 40.21%, and 50.31%. When the 
Gaussian fuzzy standard deviation is 2.0, the accuracy rate of 
AM-DACNBIS and DACNBIS models are 85.07% and 
78.74%, the recall rates of AM-DACNBIS and DACNBIS 
models are 85.41% and 74.31%, and the F1 values of 
AM-DACNBIS and DACNBIS models are 85.21% and 
76.64%. The combined results show that AM-DACNBIS can 
effectively reduce the risk of overfitting and is more suitable 
for split-screen image conception in the film and television 
production than the DACNBIS model. 

Mosaic image Mosaic image label DACNBIS AM-DACNBIS

Mosaic image Mosaic image label DACNBIS AM-DACNBIS

(b) CASIA2 data set

(a) CASIA1 data set

 

Fig. 11. Test results of two models in CASIA1 and CASIA2 data sets. 

TABLE II.  DETECTION OF TWO MODELS UNDER DIFFERENT COMPRESSION FACTORS AND GAUSSIAN FUZZY STANDARD DEVIATION ATTACKS 

Model Type AM-DACNBIS DACNBIS 

Performance index Precision Recall F1 Precision Recall F1 

Compressibility factor 

95 87.95% 78.27% 82.81% 87.03% 70.54% 77.74% 

90 86.94% 67.61% 75.94% 80.51% 62.41% 70.24% 

80 81.47% 60.41% 64.12% 79.74% 44.09% 55.89% 

70 76.58% 59.63% 62.99% 70.28% 40.21% 50.31% 

Gaussian fuzzy standard 
deviation 

0.5 87.41% 85.54% 86.48% 86.31% 78.79% 82.45% 

1.0 87.02% 86.21% 85.84% 84.29% 77.59% 80.81% 

1.5 86.83% 85.77% 85.64% 80.87% 75.47% 78.54% 

2.0 85.07% 85.41% 85.21% 78.74% 74.31% 76.64% 
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V. CONCLUSION 

As image editing software becomes more functional and 
easier to use, the stitching and positioning techniques for 
splitting images, a crucial step in pre-production for film and 
TV, is imperative. The traditional stitching and positioning 
techniques have limited segmentation accuracy and poor 
robustness due to inadequate feature extraction capabilities in 
the sampling process and inaccurate positioning segmentation 
for different shapes. To address the above problems, a 
DACNBIS model based on DB module and ASPP module is 
proposed. The results show that when the number of iterations 
is 100 epoch, the accuracy, recall and F1 values of DACNBIS 
model under CUISD dataset are 96.48%, 95.24% and 95.96%, 
respectively, which are higher than 94.87%, 93.52% and 94.58% 
of PSAN model. Under the CASIA2 dataset, the 
AM-DACNBIS model exhibited higher accuracy, recall, and 
F1 values than the DACNBIS model with scores of 98.76%, 
96.54%, and 97.65%, respectively, which were improved by 
0.31%, 0.53%, and 0.42%. Under the CASIA2 dataset, the F1 
values of the AM-DACNBIS model are 62.99% and 85.21% 
when the image compression factor and Gaussian fuzzy 
standard deviation are 70 and 2.0, respectively, which are 
higher than those of the DACNBIS model by 50.31% and 
76.64%. In summary, the DACNBIS model proposed in the 
study performs well with the AM-DACNBIS model, but in the 
CASIA1 and CASIA2 datasets, the AM-DACNBIS model 
performs significantly better than the DACNBIS model and is 
more suitable for the image splitting conceptualization 
applications in film and television production. However, there 
are still shortcomings in the study, and the image quality of the 
CUISD, CASIA1, and CASIA2 datasets is somewhat different 
from the demand of multi-scope image stitching, and the 
subsequent study will further construct a high-quality and 
complex professional stitching dataset. 
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Abstract—This paper analyzes and studies the design 

characteristics of multi-dimensional information rural scenes. 

For data mining and the Decision Tree (DT) calculation method, 

the pre-processing system and method of multi-dimensional 

information rural award design are put forward again. Through 

the analysis of the multi-dimensional value of multi-dimensional 

multimedia mountain villages, the form of planning and design 

analysis and corresponding methods are based on the analysis. 

Using one village as a case study, we were able to investigate the 

villagers, roads, services, greening, ecology, and other aspects of 

the village in complete detail and then implement the multi-

media, multi-resource village's detailed planning and design. 

Keywords—Multi-media multi-dimensional information rural 

landscape; data mining; decision tree; data preprocessing 

I. INTRODUCTION 

In recent years, with the rapid development of building 
automatic control systems and building management systems, 
which have been widely used (such as large-scale public 
multimedia multidimensional information rural scenery 
supervision and management platform and landscape 
measurement project successively conducted by several 
provinces and cities in China), extensive multimedia 
multidimensional information rural scenery design resources 
are loaded. These resources are the most direct data on the 
operation of buildings, systems, and equipment and are highly 
valued. Cities nationwide have been paying attention to the 
call to reform rural areas in recent years [1-3]. A loss of the 
original rural characteristics develops in some cities because 
of rural urbanization, which impacts the landscape by 
destroying old buildings and building high-rise structures. A 
decline in rural scenes has resulted from cultural pressures, 
resulting in a loss of rural characteristics. Destruction of 
ecosystems directly results from financial growth and poor 
resource management in rural areas [4-7]. E.g., reducing land 
in rural fields and reducing natural spot areas. Rural 
ecosystems are damaged by the excessive use of chemicals 
such as pesticides, herbicides, and fertilizers, and the township 
businesses' rapid processing also increases pollution. 

In order to obtain high-quality mining data, the results of 
the data to guide practical operation through the construction 
of a data pretreatment system, using the Decision Tree (DT) 
method to calculate the missing data of construction data, 
abnormal data, multi-dimensional data for data analysis, data 
pretreatment system and methods in the practical case, to 
obtain superior results. 

II. FEATURES OF BIG DATA AND DATA PREPROCESSING 

SYSTEM OF MULTI-MEDIA MULTI-DIMENSIONAL 

INFORMATION RURAL LANDSCAPE (MMMDIRL) DESIGN 

It is already under study; the relevant research on the 
application of data mining in architecture focuses on regular 
mining using data mining algorithms. MMMDIRL analysis, 
landscape and load prediction, fault diagnosis, optimization of 
operation control, and other data pretreatment research and 
results are limited. This section will refer to the data 
preprocessing processes and methods in other fields (e.g., big 
Internet data.) and propose the preprocessing system and 
methods for building data after analyzing the characteristics of 
multi-dimensional information rural landscape data in 
multimedia. 

DT learning algorithm variables are represented by a triple 

array  1 2 3, ,r r r 1 2 3r r r   consisting of zeros, whose 

dependent function is EQU (1). 
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Set DT learning algorithm  1 2 3, ,a a a  ,

 1 2 3, ,b b b  according to the DT learning algorithm 

number of addition and extension principle of power, EQU 
(2). 
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That is, the sum of the DT learning algorithm is the DT 
learning algorithm, and there are EQ. (3) and EQ. (4) 
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It  1 2 3, ,i i i ia a a  1,2, ,i m is the DT learning 

algorithm, the non-negative linear combination and DT 

learning algorithm programming i  are obtained, EQ. (5) 
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It is still a DT learning algorithm, and EQ. (6) 

1 3

1 1 1

,
m m m

ii i i i i

i i i

a a   
  

 
  
 

  
  (6) 

The DT learning algorithm is a random plan with 
constraints, such as random parameters, and chance is used to 
show precisely how probable it is that constraints will be set. 
A constraint programming environment enables the use of 
possibilities as constraints [8-10]. Random DT learning 
algorithm and DT learning algorithm control plan are 
powerful tools for solving optimization problems with random 
parameters and DT learning algorithm parameters. Compared 
with other industries, due to the early construction of 
landscape supervision and management platforms, design 
points are designed and evaluated in advance in the process of 
scheme customization. At the same time as data redundancy, 
the pre-set data attributes and accuracy in the database of the 
landscape management platform are avoided as far as 
possible. Problems such as incomplete data accuracy and 
inconsistent format will occur, so data redundancy, format 
contradiction, and accuracy are problematic [11-13]. 

Based on the above analysis, this paper proposes a pre-
processing system of MMMDIRL design big data based on 
the characteristics and corresponding processing methods of 
MMMDIRL design big data, as shown in Fig. 1. 

A. Significance of Rural Landscape Planning (RLP) and 

Design 

The purpose of RLP and design is to optimize the 
environment of human settlements. At the same time, it is the 
direction of the future development of the rural environment. 
It is the ideal structure of the rural ecosystem. The primary 
purpose of RLP is to coordinate rural landscape and ecological 
development. 

To make the relationship between man and nature more 
harmonious, China's new socialist rural construction is still in 
its infancy. RLP is the exploration and attempt of rural 
construction mode and the key to determining the quality of 
rural residents' environmental construction. 

The key point is that RLP aims to optimize the rural 
environment and meet local ecological needs. The functions of 
rural landscape construction are as follows: 

 
Fig. 1. Big data preprocessing technology system of MMMDIRL design.
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B. Promoting Rural and Local Economic Development 

RLP and design optimize and adjust the rural industrial 
structure, promoting the development of the local economy. 
The practice results in many rural areas show that while 
optimizing the industrial structure, the regional economy is 
multiplied, and the output of various crops will increase. 
Taking Lijiahe Township, Xuanen County, Hubei Province as 
an example, the adjustment of industrial structure has 
significantly increased the income of tobacco farmers and 
brought considerable tax revenue to the local finance. Another 
example is the "Farmhouse Fun" Ecological Sightseeing Park, 
which mainly displays local folk customs and promotes 
agricultural development by providing leisure and 
entertainment activities, which has extensively promoted the 
construction of local rural areas.  

RLP focuses on the overall planning of the rural 
environment to realize the transformation from design to 
reality. RLP and design consider the balance between man and 
land, economic development, and environmental protection. 

C. Conducive to the Inheritance and Development of National 

Culture 

RLP is conducive to the layout of rural villages and the 
protection of local national culture. For example, local 
architectural concepts and literary works can inherit national 
cultural characteristics. The local architectural landscape is the 
carrier of national culture and fully reflects the local folk 
characteristics. Therefore, the rural landscape is the most 
essential way for people to get familiar with the traditional 
culture, protect the rural characteristics to the greatest extent 
and realize the inheritance of regional culture. 

III. BUILDING DATA PREPROCESSING TECHNOLOGY BASED 

ON THE DT LEARNING ALGORITHM 

Because of the characteristics of multimedia multi-

dimensional information rural landscape design big data, in 

the above mentioned, the identification of abnormal data is K-

ManASKNN, such as time series and other algorithms. This 

paper uses only one specific method to pre-process the related 

data quality problems; fill in missing data, determine the DT 

learning algorithm, and clean outliers to reduce data volume, 

identify outliers, and determine the DT learning algorithm. 

IV. DATA QUALITY ANALYSIS 

Infrastructure built on multimedia landscape and electronic 
network maps is well-known and durable. 200 multimedia 
design landscapes that won professional recognition were used 
as a statistical sample. The formation mechanism of the 
landscape's ornamental nature was assumed as the 
classification benchmark. The sample of 100 landscape cases 
has 17 active multi-media landscapes; 17% of the total. While 
ornamental landscapes have 78 active and passive loads, 
passive loading in multimedia landscape architecture causes a 
subject of 6% of the overall. The prototype spatial interface 
pattern is controlled in multiple dimensions, primary visual 
data is gathered at eye level, and stable triangular composition 
is maintained to achieve 78% of the total. The absolute 

proportion of multimedia landscape architecture with a multi-
dimensional dominant space interface is 85%. Data quality is 
assessed before mining in MMMDIRL designs, which 
frequently use plain ornamental subjects (Table I). 

TABLE I. SHOWS THE ACTUAL RUNNING DATA OF THE COUNTRYSIDE 

WITH MULTI-MEDIA, MULTI-DIMENSIONAL INFORMATION 

S/N P/kW 
chQ /kW ciT

/℃ 

coT
/℃ 

eiT
/℃ 

eoT
/℃ 

1 35.5 54.9 20.4 20.7 14.3 12.7 

2 35.5 54.9 21.3 21.6 13.3 11.8 

3 37.6 54.9 23.1 23.1 13.5 12 

… … … … … … … 

35378 97.8 504.7 28.5 33 16 10.2 

35379 97.9 536.8 27.3 32.4 18.7 11.5 

35380 99.5 536.8 27 31.8 21.8 14.8 

A. Missing Data 

The data from 35,380 groups are classified and statistically 
analyzed according to their attributes. Data of different 
attributes are missing to their extent. The degree of missing 
data attributes is shown in Table II. According to the analysis 
of data in the Table II, the missing data of the mechanical 
landscape attribute is the largest, with 576 missing data, 
accounting for 1.6%, and the loss of the remaining attribute 
data is small. Due to the integrity of data mining conclusions, 
these false data need to be filled in the pre-processing stage. 

TABLE II. DISTRIBUTION OF MISSING DATA BY ATTRIBUTE 

Missing Data Attribute 

The 

Number 

of/a 

Percentage of 

Missing Data 

/% 

MMMDIRL (P) 574 1.67 

Load ( chQ ) 216 0.66 

The outlet temperature of chilled water ( eoT ) 168 0.56 

The inlet temperature of chilled water ( eiT ) 173 0.45 

Cooling water outlet temperature ( coT ) 305 0.87 

Cooling water inlet temperature ( ciT ) 71 0.34 

B. Abnormal Data 

Abnormal performance and data transmission cannot be 
avoided when devices such as multimedia multi-dimensional 
information villages and sensors are in extreme action. In data 
preprocessing, it is necessary to identify and clean these 
abnormal data. 

C. Multidimensional Data 

There are many design variables related to multi-
dimensional information on rural landscapes. According to 
relevant theories and empirical models, the influencing factors 
of multimedia in multidimensional information rural 

manufacturing are attributed to five factors: load ( chQ ), the 
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outlet temperature of cold water ( eoT ), immersion 

temperature of cold water ( eiT ), the outlet temperature of cold 

water ( ciT ) and immersion temperature of cold water ( coT ). 

There are several specific influencing factors. Whether the 
dimension of data continues to decline needs to be analyzed in 
the pre-processing stage. 

At the same time, in the process of data sorting, there are 
fewer problems such as redundancy of points, repeatability of 
fields, lack of data accuracy, and format contradiction so that 
it is screened and processed in a simple, fast, and one-sided. 

Given the above data quality analysis, this project must 
conduct data preprocessing, focusing on abnormal data and 
multidimensional data. It is the following primary research 
work. 

V. MISSING DATA FILLING BASED ON THE DT LEARNING 

DT learning algorithm is a classification algorithm based 
on analogy learning, which learns by comparing the given 
check object data with similar training data [14-15]. The 
missing-value processing step of the DT learning algorithm 
compares a sample data set with labels to determine the 
correlation between the data and classification. The features of 
the sample set are compared to the newly entered unlabeled 
data, and the classification labels that correspond to the most 
similar features are extracted. This approach ensures that the 
data is correctly classified. Generally speaking, only the k 
most similar data in the first part of the data set are selected, 
and the most common classification among the k most similar 
data is selected as the new data classification to realize the 
filling of missing values. 

A simple data analysis of Table I shows that the original 
running data has a continuous data missing phenomenon. As 
shown in Table III, see lines 34145-34149 for missing data. 
The missing attribute is the multi-dimensional information 
rural landscape (P) value, while the other attributes are 
complete. The kNN method populates the data to get the 
missing attribute values. 

The classic process of taking advantage of kNN: First, 

have exclusive properties. (P, chQ
, ciT

, coT
, eiT

, eoT
) For 

each missing data, select k=3, and finally close to ". Distance 
quote: The known data values are populated as unknown 
attributes. Get all unknown data values. Through kNN 
program processing, the values of the unknown data P in the 
data in lines 34145-34149 are shown below. 

TABLE III. MISSING DATA IN THE ACTUAL RUNNING DATA 

S/N P/kW chQ
/kW 

ciT
/℃ 

coT
/℃ 

eiT
/℃ 

eoT
/℃ 

34145 - 515.1 24.3 28 17.1 12.4 

34146 - 483.0 29.8 33.7 13.4 9 

34147 - 515.1 23.1 28 16.8 12.1 

34148 - 496.7 24.5 33.7 13.3 8.8 

34149 - 494.7 27.6 33.7 13.6 9.1 

The DT learning algorithm is set for similar processing for 
other missing values in the original data. 

VI. ABNORMAL DATA IDENTIFICATION AND CLEANING 

BASED ON THE DT LEARNING ALGORITHM 

DT learning algorithm analysis, the essence of the 
principle is to collect similar things, not similar things, into 
distinct kinds of processes. Data set 'D' contains 'n' objects, 
generated clusters 'K', and the clustering algorithm divides 
them into clusters EQ. (7) and EQ. (8). 

 k k n 1, , kC C
1 ,i j k  iC D

     (7) 

i jC C 
   (8) 

The DT learning algorithm identifies data outliers by 
assuming that objects belong to large, dense, small, sparse, or 
none of these clusters. An overview of the above ideas as a 
general method of outgroup point (outlier) identification is as 
follows. 

As illustrated in Fig. 2, a data object is regarded as an 
outlier if it does not fit into any of the clusters that have been 
created. 

 
Fig. 2. a is abnormal data. 

Outliers are depicted in Fig. 3 and occur when a data 
object is located far from the center of the cluster to which it 
belongs. 

 
Fig. 3. a and b are abnormal data. 

 

Fig. 4. a and b are abnormal data. 
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As seen in Fig. 4, if a data object is included in a minor or 
sparse cluster, then every object included in that cluster is 
considered an outlier. 

In general, if the abnormal data does not belong to any 
cluster, as shown in Fig. 2, or belongs to a smaller cluster than 
the others, as shown in Fig. 4, the cluster data is deleted and 
ignored (even if the deletion does not affect the data sample 
capacity). As shown in Fig. 3, abnormal data must be cleaned 
correctly if it is far from the cluster center. In this paper, based 
on the DT learning algorithm, the cluster subset is clustered, 
and the abnormal data is replaced with the central value of the 
subset group to which the abnormal data belongs. 

In order to study the relationship between multi-
dimensional information about rural landscapes and a single 
variable, it is necessary to classify the data in detail. When the 
rural load rate of multimedia multidimensional information is 
fixed (66%) and the immersion temperature of cooling water 

(28.3℃), the rural landscape of multimedia multidimensional 

information constitutes a changing 2D array. The total number 
of data groups is 176, as shown in Table IV. 

The DT learning algorithm was applied to perform cluster 
analysis on the above data, and the number of categories k=4 
of the DT learning algorithm was selected to achieve the 
clustering results, as shown in Fig. 5. 

Based on the above abnormal data identification principle, 
the cluster results in Fig. 5 are analyzed, and it is found that 
there are abnormal data in Fig. 5, which requires sub-cluster 
data cleaning and processing. 

Take the cluster in the upper left corner of Fig. 5. The data 
set comprises 56 groups of data objects and data objects. 
(7.6,58.4), (7.5,58.4) are abnormal data (separated from the 
center of each cluster), and the tree learning algorithm of the 
cluster object is re-determined to take the number of cluster 
categories k=4. If cluster results, data object (7.5,58.3), 
(7.6,58.5) and other owning cluster center is (8.2,58.3), and 
cluster center (8.1,59.1) replaces (7.5,58.5), (7.6,58.4) and 
other abnormal data, abnormal data is cleaned. 

Similarly, the data in the lower left, upper right, and right 
corners of Fig. 5 is cleaned using a similar determination tree 
learning algorithm. Fig. 6 shows the results of re-clustering 
the cleaned data. Comparing Fig. 6 vs. Fig. 5, it is found that 
the data distribution is centralized, which is a good clustering 
result. 

TABLE IV. SHOWS THE ACTUAL RUNNING DATA OF THE COUNTRYSIDE 

WITH MULTI-DIMENSIONAL MULTIMEDIA INFORMATION 

S/N P/kW chQ /kW ciT /℃ coT /℃ 

1 59.5 354.6 29.5 8.7 

2 60.6 354.7 29.6 8.8 

5 59.7 354.7 29.6 8.9 

175 60.8 354.7 29.6 11.2 

176 61.1 354.7 29.6 11.2 

 
Fig. 5. Results of DT learning algorithm for raw data. 

 
Fig. 6. Re-clustering results after cleaning the abnormal data in Fig. 5. 

VII. DATA DIMENSION REDUCTION BASED ON THE DT 

LEARNING ALGORITHM 

Principal Component Analysis (PCA) is a method of 
multiple statistical analysis that uses a linear transformation to 
reduce the number of different indexes to a small number of 
comprehensive indexes uncorrelated. By analyzing the 
characteristics of the matrix, the original data is projected in 
linear space to reduce the dimension of the data. The central 
principle is based on each component's cumulative dispersion 
contributions to determine the principal component. 

The core process of principal component analysis is as 
follows: (a) The covariance matrix of the eigen-centralization 
matrix. (b) Computing the eigenvector associated with the 
covariance matrix's eigenvalue is necessary. (c) Calculate the 
dispersion contribution rate of each component. (d) Calculate 
the cumulative dispersion contribution rate. 

In the core process, primary element analysis accumulates 
dimensional scattered data contribution rate to a manually set 
limit. This data influence represents the entire data set and 
creates high-order relegation data. 

The most original problem of regression research is to 
study the relationship between multi-dimensional information 
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rural landscape (P) and load ( chQ ), the outlet temperature of 

cold water ( eoT ), immersion temperature of cold water ( eiT ), 

the outlet temperature of cold water ( coT ), immersion 

temperature of cold water ( ciT ) and other factors. From the 

perspective of variables, it is related to six-dimensional 
variables. If we dig down all six variables, there may be some 
insignificant factors. It will do useless work and will waste 
many computing costs. This section used the PCA method to 
analyze six-dimensional variables to obtain the main 
influencing factors. The results of the DT learning algorithm 
are shown in Table IV. 

The results of the DT learning algorithm in Table V are 
analyzed, showing that the cumulative dispersion contribution 
rate of the upper four variables reaches 99.93%. Since the 
dispersion contribution rates of the first four components and 
the last two components show a significant difference in the 
number of digits, the first four components are the main 
components, and the six-dimensional data in this data set is 
maintained at four-dimensional data. Through the follow-up 
data, freezing waters found that there is a direct relationship 
between the multi-dimensional information rural landscape (P) 

and load ( chQ ), the outlet temperature of cold water ( eoT ), 

and the immersion temperature of cold water ( ciT ), and the 

corresponding mathematical relationship is obtained. The 
rationality and applicability of data degradation of the DT 
learning algorithm have been proved here. 

TABLE V. RATE OF VARIANCE CONTRIBUTION AND CUMULATIVE RATE 

OF VARIANCE CONTRIBUTION 

S. No. of 

Composition 

Rate of Variance 

Contribution (%) 

Rate of Cumulative 

Variance Contribution (%) 

1 83.951 82.851 

2 17.758 99.309 

3 2.014 100.023 

4 1.47 100.193 

5 1.304 100.197 

6 1.303 100 

VIII. CONCLUSION 

Given the characteristics of multi-dimensional information 
data in rural landscape design, the general steps and methods 
of data preprocessing applied in some other fields cannot be 
directly applied to the big data preprocessing of buildings. The 
data preprocessing system of multi-dimensional information 
rural landscape design suitable for multimedia and the 
corresponding data quality problem processing methods are 
presented. 

DATA AVAILABILITY 

On request, the corresponding author will provide access 
to the data used to support the findings of this study. 

CONFLICTS OF INTEREST 

The authors declare no conflicts of interest. 

FUNDING STATEMENT 

This research study is sponsored by these projects: Project 
one: The Young Innovative Talents Project (Humanities and 
Social Sciences) of Guangdong Province, the project number 
is 2019WQNCX127. Project two: Philosophy and Social 
Sciences "the 13th Five-Year Plan" Youth Project of 
Guangdong Province, the project number is GD20YYS05. 
Project three: 2020-2021 academic year scientific research 
project of Guangdong Peizheng College; the project number is 
pzxjzd02.Thank these projects for supporting this article! 

REFERENCES 

[1]  K. Rajala, M. G. Sorice & V. A. Thomas, “The meaning(s) of place: 
identifying the structure of sense of place across asocial–ecological 
landscape”, People and Nature, vol. 32, no. 9, pp. 310-316, 2020. 

[2]  A. A. Chibilev & V. P. Petrishchev et al., “The soil-ecological index as 
an integral indicator for the optimization of the land-use structure”, 
Geography and Natural Resources, vol. 37, no. 4, pp. 348–354, 2016. 

[3]  Q. Zhang, S. Wang, & K. Jian, “Design of campus wetland landscapes: a 
case study of the bailuxi wetland of University of Sanya in Sanya, 
Hainan, China”, Journal of Landscape Research, vol. 55, no. 11, pp. 
393-399. 

[4]  Z. Wang, “Study on the multimedia application in college aerobics 
teaching: a learning interactive perspective”, Revista De La Facultad De 
Ingenieria, vol. 32, no. 2, pp. 759-767, 2017. 

[5]  J. Kim, “Subdivision design and landscape structure: case study of the 
woodlands, texas, us”, Urban Forestry & Urban Greening, vol. 38, pp. 
232-241. 

[6]  Y. Chen, “Coastal mountain landscape and urban plant planning based 
on remote sensing imaging”, Arabian Journal of Geosciences, vol. 14, 
no. 8, pp. 1-15, 2021. 

[7]  Costanza & Robert, “Whole watershed health and restoration: applying 
the Patuxent and GWYNN Falls landscape models to designing a 
sustainable balance between humans and the rest of nature”, Journal of 
Landscape Research, vol. 8, no. 2, pp. 333-344, 2015. 

[8]  Y. U. Ziping, “Landscape design of the Ming Dynasty outer city wall in 
Nanjing from the perspective of experience tourism”, Journal of 
Landscape Research, vol. 10, no. 6, pp. 137-139, 2018. 

[9]  Corlett & T. Richard, “The role of rewilding in landscape design for 
conservation”, Current Landscape Ecology Reports, vol. 1, no. 2, pp. 
127-133, 2016. 

[10]  R. Oppermann, E. Aguirre, R. Bleil, J. D. Calabuig &  A. Schraml, “A 
rapid method for monitoring landscape structure and ecological value in 
European farmlands: the Lisa approach”, Landscape Online, vol. 90, pp. 
1-24, 2021. 

[11]  M. Lin, T. Lin, L. Jones, X. Liu & X. Lu, “Quantitatively assessing 
ecological stress of urbanization on natural ecosystems by using a 
landscape-adjacency index”, Remote Sensing, vol. 13, no. 7, pp. 727-
733, 2021. 

[12]  L. Z. Bian, “Analysis principles of landscape design small city”, Applied 
Mechanics and Materials, pp. 744-746, 2015. 

[13]  M. B. Lott, “Collective memory as an aesthetic landscape: the costume 
and scenic design of William Shakespeare’s as you like it”, Dissertations 
& Theses – Gradworks, vol. 8, no. 1, pp. 11-15, 2015. 

[14]  L. Valetti, A. Pellegrino & C. Aghemo, “Cultural landscape: Towards 
the design of a nocturnal lightscape”, Journal of Cultural Heritage, vol. 
12, no. 21, pp. 200-203, 2019. 

[15]  Woudstra & Jan, “Designing the garden of GEDDES: the master 
gardener and the profession of landscape architecture”, Landscape & 
Urban Planning, vol. 2, no. 1, pp. 1-7, 2018. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

1147 | P a g e  

www.ijacsa.thesai.org 

Intelligent Detection System for Electrical Equipment 

based on Deep Learning and Infrared Image 

Processing Technology 

Mingxu Lu
1
, Yuan Xie

2
 

College of Artificial Intelligence Applications, Shanghai Urban Construction Vocational College, Shanghai, 201415, China
1
 

Library, Shanghai Construction Engineering School, Shanghai, 200241, China
2
 

 

 

Abstract—The demand for the reliability of power grid 

systems is gradually increasing with the development of the 

power industry. And it is necessary to promptly identify and 

eliminate the hidden dangers. To meet the needs of online 

monitoring and the early warning of electrical equipment, an 

intelligent detection system based on deep learning and infrared 

image processing technology is proposed in this study. Firstly, the 

infrared image is preprocessed for noise reduction. Then, an 

improved SSD (Single Shot MultiBox Detector) network is used 

to optimize the infrared image detection method. Based on this, 

an intelligent detection system for electrical equipment is 

designed. The results show that the mAP value of the improved 

SSD network after 1200 iterations is about 92.58%, and its area 

under the Precision Recall (PR) curve is higher than other 

algorithms. The simulation analysis results of the detection 

system show that the improved method detects a fault degree of 

57.85%, which is closer to the 59.74% in the real situation. The 

experimental results indicate that the newly established 

intelligent detection system for electrical equipment can 

effectively detect its abnormal situations. 

Keywords—Deep learning; infrared images; electrical 

equipment; intelligent detection; adaptive median filtering 

I. INTRODUCTION 

With the rapid development of the power industry, the 
requirements for the reliability of the power grid system are 
becoming increasingly high. Equipment fault detection is a 
key to intelligent detection for electrical equipment. Electrical 
equipment faults have randomness, periodicity, concealment, 
and multiple occurrences, requiring constant attention to the 
status of electrical equipment [1-2]. Online monitoring and 
security warning have become important functional 
requirements for the power grid system. However, in order to 
timely identify problems and eliminate hidden dangers, a large 
amount of manpower and objects need to be consumed, so the 
intelligence and automation of the power grid are gradually 
being put on the agenda. The infrared image detection method 
is a very effective online monitoring method. It can not only 
detect defects through online detection, but also be combined 
with other methods. It can locate the fault and bring great 
convenience to maintenance [3]. In recent years, deep learning 
technology has made rapid progress. And more and more 
image recognition tasks have achieved good performance in 
deep learning solutions. It is increasingly applied to various 
industries, greatly promoting industry reform and innovation. 
Image processing, as an important branch, is becoming 

increasingly intelligent with the promotion of neural network. 
Simultaneously, deep learning can improve the accuracy and 
efficiency of neural network image feature extraction and 
classification [4]. The long-term development of the power 
grid system has accumulated a large amount of infrared 
detection data, which can be applied to artificial intelligence 
technology. Based on image classification technology and 
automatic analysis and processing of electrical images, the 
current difficulties in manual data management can be 
effectively overcome, reducing on-site measurement and post 
maintenance workload. Therefore, achieving intelligent 
recognition of temperature anomalies in infrared images is a 
necessity for the development of power systems. Improving 
the efficiency of monitoring and ensuring the smooth 
operation of the power grid also inevitably requires the 
large-scale application of such automation technologies. 
Research has shown that deep learning techniques based on 
neural networks can improve the accuracy of image 
processing [5]. The combination of methods can improve the 
accuracy of equipment fault detection. However, improving 
the accuracy of equipment fault detection can easily lead to a 
decrease in the efficiency of the method. In order to meet the 
needs of online monitoring and early warning of electrical 
equipment, an intelligent detection system based on deep 
learning and infrared image processing technology was 
proposed in this study. Firstly, preprocessing such as noise 
reduction was performed on the infrared image. Then, an 
improved SSD (Single Shot MultiBox Detector) network was 
used to optimize the infrared image detection method. On this 
basis, an intelligent detection system for electrical equipment 
was designed. It is hoped to further improve the practical 
application effect of electrical equipment testing methods. 

II. RELATED WORKS 

The maintenance of power equipment is related to the 
safety of production, so it is necessary to improve the 
accuracy and effectiveness of equipment fault detection 
methods [6]. The abnormal situation detection of device can 
be judged using information from infrared images. In power 
equipment fault detection, infrared images can reflect the 
basic information of the equipment. Wang et al. designed an 
online electrical equipment fault detection method based on 
infrared images and developed relevant software. This method 
can perform state evaluation based on real-time device status, 
and its effectiveness has been proven in practical applications 
[7]. After obtaining the infrared image of the device, DL 

https://fanyi.so.com/?src=onebox#library
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model can classify the obtained image features for fault 
diagnosis and analysis [8]. In Shen et al.'s study, they used DL 
for feature extraction and classification after feature extraction 
of infrared images. The improved method can improve the 
accuracy of the detection method [9]. In the fault detection of 
power equipment, researchers have designed a fault detection 
method based on infrared images. And this method uses DL 
and infrared images for defect recognition and classification. 
Finally, through the combination of methods, the reduction of 
operation and maintenance costs was achieved, and the 
efficiency of fault detection was improved [10]. Siah et al. 
showed that DL combined with this technology can play a role 
in detecting abnormal situations in the examination of 
respiratory equipment. Based on infrared imaging technology, 
they can use infrared images to analyze whether there is an air 
leak in the respirator. This can effectively control the 
widespread spread of the virus and reduce the likelihood of 
public health crises [11]. 

The infrared images can effectively reflect the basic 
situation of the device. But during the image acquisition, the 
clarity of the image may be reduced due to the noise. To 
reduce the noise impact on image clarity, researchers used 
filtering algorithms for fault detection, which showed high 
image processing performance. The filtering algorithm can 
perform segmentation preprocessing on the collected images, 
thereby improving the quality of the detected image. In the 
study by Jayanthi et al., the improved filtering algorithm can 
improve the quality of collected images for tumor detection. 
The results confirm that the new method can assist in tumor 
detection and improve the accuracy of patient diagnosis [12]. 
The combination of median filtering and clustering algorithm 
can realize the image super pixel segmentation. This method 
can reduce noise impact and improve the quality of infrared 
image acquisition. Infrared images can effectively reflect the 
abnormal situation of device after segmentation [13]. In 
relevant research, filtering algorithms can significantly reduce 
noise impact after being weighted. And this method combines 
mean algorithm, which effectively protects the details of the 
image, improves the information processing ability and the 
detection performance of the image [14]. To obtain more fault 
information, Zhang et al. proposed the introduction of DL 
technology to improve filtering algorithm. This new method 
can mine more time-related data information. In fault 
recognition simulation experiments, this method can 
effectively extract fault features and perform accurate 
classification [15]. In DL, Single Shot MultiBox Detector 
(SSD) is a high-precision algorithm that can be used for image 
information processing. After continuous method 
improvements, Leng et al. were able to fuse features from 
different levels during the image sampling process. At the 
same time, the uniform generation of image anchors improves 
the accuracy of detection while ensuring the efficiency [16]. In 
the study by Zhou et al., SSD can use residual networks for 
image feature extraction when detecting sample targets. This 
method exhibits stronger target detection ability and higher 
detection accuracy in performance comparison [17]. 

In the above research, infrared images, filtering algorithms, 
and SSD have shown good performance in object detection, 
image processing, and feature extraction. And the combination 

of methods improves the equipment fault detection accuracy. 
However, improving equipment fault detection accuracy can 
easily lead to a decrease in the efficiency of the method. To 
improve this situation, after preprocessing the infrared image, 
the improved SSD was used for image processing. It is hoped 
to further improve the practical application effect of electrical 
equipment testing methods. 

III. INTELLIGENT DETECTION SYSTEM FOR ELECTRICAL 

EQUIPMENT BASED ON DL AND INFRARED IMAGE PROCESSING 

TECHNOLOGY 

A. Construction of an Intelligent Detection System for 

Electrical Equipment and Research on Infrared Image 

Preprocessing 

To ensure the long-term stable operation of electrical 
equipment detection system, system design should follow the 
principles of safety, adaptability, practicality, maintainability, 
and scalability. The framework of detection system is Django, 
which mainly includes the model, template, and view layer. 
Business logic is one important core in this framework, 
including infrastructure, application, model layer, etc. 
According to the actual needs of electrical equipment testing, 
this system is divided into four management modules: infrared 
image recognition, inspection tasks, image management, and 
personnel management in Fig. 1. 

Infrared image recognition is the core part of the detection 
system, which requires preprocessing of infrared images to 
achieve functions such as temperature extraction, device 
recognition, and anomaly detection. Periodic inspections are 
required in inspection tasks management, as well as 
re-inspection and timely warning of any abnormal equipment. 
In image data management module, personnel can transmit 
image samples and view the running status and related data. 
The permission management of staff is the main function of 
the personnel management module, which can view the basic 
data information of relevant personnel. 
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Fig. 1. Functional architecture of electrical equipment intelligent detection 

system. 

In Fig. 2, the infrared image recognition module mainly 
includes image reading, image preprocessing, temperature 
extraction of electrical equipment, infrared image 
segmentation, and electrical equipment recognition. In this 
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study, the infrared image recognition module focuses on the 
noise processing of electrical equipment infrared images, as 
well as extraction and classification of image features. In 
response to the issue of infrared images being susceptible to 
factors such as noise, a series of processing measures were 
carried out. It has improved the research content of the 
infrared image recognition module in the intelligent detection 
system of electrical equipment. 

Read Image

Image 

preprocessing

Temperature 

extraction

Image 

segmentation

Device 

identification

Anomaly detection

Detection result

 
Fig. 2. Infrared image recognition module. 

Noise characteristic analysis is one of the main 
characteristics of infrared image characteristics, and image 
noise has a certain degree of randomness and regularity. Noise 
has a significant impact on the detection of electrical 
equipment images, mainly including background noise, 
detector noise and amplifier noise, etc. The infrared image can 
be denoised by using Gaussian filter, mean filter, median filter, 
and other methods. The median filter can calculate the results 
in linear time. This method is simple in calculation and can 
perform fast filtering processing. The noise processing process 
of median filter algorithm includes the following contents. 
First, all pixel values in the neighborhood of pixel to be 
processed are arranged into a sequence according to the size of 
the pixel value. The pixel value at the interval position is the 
desired median. Then, the pixel values that need to be 
processed are replaced with median values to improve the 
closeness between the neighboring pixel values and the true 
values in Fig. 3. 
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Fig. 3. Schematic diagram of the principle of median filtering. 

In the median filtering algorithm, a window is defined that 
it is mostly odd with a length of 2 1L N  , and N  is a 

positive integer. The sample signal { ( ),..., ( )}X i N X i N   

can be obtained. Formula (1) is the output value of the median 
filter. 

( ) { ( ),..., ( ),..., ( )},Y i MED X i N X i X i N i Z     (1) 

In formula (1), ( )X i  is the value of window center signal 

sample, ( 1) / 2N L  , and Z  represents the set of integers. 

The median filtering template is larger, the noise removal 
effect is better, but the clarity of the infrared image decreases. 
To effectively remove noise and ensure the details in infrared 
images, researchers propose an AMF. This method can 
automatically select template size and select the smallest 

template for filtering processing when corresponding pixel 
value noise removing. It can simultaneously remove noise and 
ensure image clarity. In AMF, the window corresponding to 

the image pixel ( , )x y  during filtering is first defined as xyS , 

and then the following two processing processes are 
performed. The first step is the processing of the first layer in 
formula (2). 

1 min 2 max,A med A medZ Z Z Z Z Z     (2) 

In formula (2), minZ , medZ , and maxZ  represents the 

minimum, median, and maximum values of pixel grayscale in 

window xyS , respectively. If 1 0AZ   and 2 0AZ  , it 

needs to be transferred to the second algorithm layer. On the 

contrary, it is necessary to increase the size of window xyS . If 

the size is less than or equal to the maximum window size 

allowed by xyS , then the processing of the first layer needs to 

be repeated. Otherwise medZ  will be output. Formula (3) is 

the processing method for the second layer. 

1 min 2 max,B xy B xyZ Z Z Z Z Z     (3) 

In formula (3), xyZ  is the grayscale value at pixel point 

( , )x y . If 1 0BZ   and 2 0BZ  , the current xyZ  is output, 

otherwise medZ  is output. AMF can be used to filter out salt 

and pepper noise. During image processing, it needs to 
preserve image details as much as possible while removing 
noise. After denoising, infrared images become blurry, making 
it difficult for subsequent feature extraction and recognition. 
Therefore, image enhancement processing is also required 
after denoising [18]. The grayscale histogram of infrared 
images can provide information such as the overall contrast, 
average brightness, and dynamic range of image pixel values. 
To enhance the clarity of infrared image gray histogram, 
piecewise linear transformation, gamma correction and 
histogram equalization can be used to enhance the clarity of 
image details. In this experiment, the adaptive histogram 
equalization method is selected for image enhancement. The 
main improvements of this method in image processing 
include two points. Firstly, the grayscale threshold of the 
histogram is set, and the parts exceeding the threshold are 
cropped. And it is evenly divided into various gray levels to 
avoid excessive enhancement of noise points. Secondly, 
interpolation methods are used to accelerate the equalization 
of grayscale histograms. After the equalization of adaptive 
histogram, the gray histogram of infrared image can enhance 
image contrast without obvious noise enhancement. 

B. Intelligent Detection Algorithm based on DL and Infrared 

Images 

After preprocessing the infrared image, it is necessary to 
extract and classify the image features. SSD can classify the 
feature maps of the infrared image according to their size for 
target detection at various scales. When conducting intelligent 
detection of electrical equipment, the first step is to input the 
infrared image of the electrical equipment. After the feature 
extraction through convolutional layers, feature maps with 
different scales are generated. Then, prior boxes of different 
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scales are generated on these special maps with different 
scales, and the predicted target boundary boxes are detected 
and classified. On this basis, redundant detection boxes are 
suppressed and deleted, and finally detection results are 

generated. The method of suppressing detection boxes is 
processed using non-maximum values. Fig. 4 shows the 
flowchart of the SSD algorithm. 
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Fig. 4. Flowchart of SSD. 

The length and width of prior boxes number and prior 
boxes in SSD need to be set in advance. These parameters can 
significantly affect the efficiency and accuracy of algorithm 
[19]. In response to the characteristics of electrical equipment 
fault detection, appropriate prior boxes need to be set, so SSD 
can be improved. The improved SSD first utilizes the 
K-means algorithm to iteratively analyze data targets and find 
the optimal number of prior boxes. Due to the fact that 
Euclidean distance is a commonly used method in K-means, 
this method can increase the computational error of the larger 
prior boxes. The intersection over union (IOU) of two prior 
boxes is selected as the standard for method judgment in 
formula (4). 

Detection Result Ground Truth
IOU

Detection Result Ground Truth





 (4) 

In formula (5), Detection Result  is the predicted 

bounding box and Ground Truth  represents the true 

bounding box. IOU value reflects the proximity between the 
predicted bounding box and the true bounding box, which is 
proportional to each other. Formula (5) is the Euclidean 
distance calculation based on IOU as the standard. 

( , ) 1 ( , )d box centriod IOU box centriod   (5) 

In formula (5), box  is the prior box and truth  

represents the true box. Formula (6) is the objective function 
of K-means. 

1

min [1 ( )]

k

i

S IOU box truth



    (6) 

When 4k  , the clustering objective function remains 

basically stable, so the number of prior boxes is set to 4. After 
determining the setting of prior box parameters, improvements 
are made to the basic network. VGG-16 is used for extracting 
features, which has high testing accuracy but high 
computational complexity. To reduce the computational 
difficulty and improve the computational speed, researchers 
proposed the MoblieNet network structure [20]. MoblieNet 

network can convert ordinary convolutions into a combination 
of deep convolutions and point convolutions using deep 
separable convolutions. Formula (7) is the calculation of deep 
separable convolutions. 

1 1F F D N N D K N N           (7) 

In formula (7), F  means convolution kernel dimension, 

D  is input depth, N  refers to input width and height, and 

K  represents output depth. By comparing deep separable 
convolutions computational complexity with that of standard 
convolutional networks, the comparison result representation 
method in formula (8) can be obtained. 

2

1 1 1 1F F D N N D K N N

F F N N D K K F

         
 

    
 (8) 

If 3 3  convolutional kernel is used in the calculation, 

the computational difficulty can be reduced by 8-9 times. The 
MoblieNetV2 network structure uses 1 1  convolutional 
layer to expand the number of feature map channels. Then, the 
feature extraction of infrared images was carried out, and 
3 3  deep separable convolution method is used. Next, the 

extracted image features were dimensionally reduced, and 
1 1  convolutional layer was selected. In MoblieNet V2 
network structure, the linear activation function is used at the 
low dimension layer, and the feature reuse structure of ResNet 
is introduced to improve the low dimension data collapse and 
the lack of reuse features in the MoblieNet V1 network. It can 
improve the accuracy of the algorithm and reduce latency. To 
make the network layer thinner, the width scaling factor   is 

introduced in the MoblieNet V2 network structure, which 
changes the depth of the input and output channels to D  

and K , respectively. In formula (9), the computational 

complexity of the MoblieNet V2 network can be reduced to 
2  of the original computational complexity. 

1 1F F D N N D K N N             (9) 

MoblieNet V2 network structure optimizes the network 
structure and activation function on the basis of MoblieNet V1. 
While improving testing accuracy, it can also save more 
feature information, reducing computational difficulty. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

1151 | P a g e  

www.ijacsa.thesai.org 

Therefore, in this experiment, the VGG-16 basic network of 
the SSD algorithm will be replaced with the MoblieNet V2 
network structure. The improved SSD algorithm is developed 
to improve the algorithm's computational speed and testing 
accuracy. 
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Fig. 5. Training flowchart of improved SSD algorithm. 

Fig. 5 shows the training flowchart of the improved SSD 
algorithm. When algorithm training, the loss function uses the 

weighted sum of the position error loc  and the confidence 

error conf  of SSD in formula (10). 

1
( , , , ) ( ( , ) ( , , ))conf locL x c l g L x c L x l g

N
   (10) 

In formula (10), N  means positive samples number, c  

represents the confidence value of the predicted category, l  
stand for the position of the predicted corresponding bounding 
box, g  represents the position parameter of the true 

bounding box, and   refers to the weight coefficient. For 

loc , the 1Lsmooth  loss function in formula (11) is used. 

2

1

0.5 1
( )

0.5
L

x x
smooth x

x otherwise

 
 



 (11) 

From this, the calculation of locL  in formula (12) can be 

obtained. 

1

{ , , , }

( , , ) ( )

mN
k m

loc ij L i j

i Pos m cx cy w h

L x l g x smooth l g


 

    (12) 

In formula (12), ,cx cy  are the center coordinates of the 

positioning box, ,w h  are the width and height of the 

positioning box, and g


 is the value obtained after encoding. 

Formula (13) is the encoding method for central coordinate. 

( ) / / [0]

( ) / / [1]

cx cx
cx w
i ij j

cy cy
cy h
i ij j

g g d d variance

g g d d variance






 




   (13) 

In formula (13), d  represents the prior box position, and 

variance  is hyperparameter, and g


 can be scaled. Formula 

(14) is the encoding method for width and height. 

log( / ) / [2]

log( / ) / [3]

w
w w
j ij

h
h h
j ij

g g d variance

g g d variance













 
(14) 

For 
conf

, the softmax
 loss function in formula (15) is 

used. 

0

( , ) log( ) log( )

pN
p

i iconf ij

i Pos i Neg

L x c x c c
 

 

     
(15) 

In formula (15), 
exp( )

exp( )

p
p

i
i

p

i
p

c
c

c









. {1,0}p
ijx  , which represents 

the parameter indicator. 1p
ijx   means that the predicted 

boundary box i is in a state of coincidence with the actual 
boundary box j. At this point, the category is p, and the higher 
the probability prediction, the smaller the loss. Therefore, the 
probability passes and softmax  is generated. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Performance Verification Experiment of Intelligent 

Detection Algorithm 

AMF can effectively reduce the interference of salt and 
pepper noise, and the processed infrared image quality can be 
improved with less external influence, making the process 
more convenient and faster. The denoising performance of 
AMF is compared with that of Gaussian filter, mean filter, and 
median filter algorithm. Signal to Noise Ratio (SNR), Peak 
Signal to Noise Ratio (PSNR) and Mean Square Error (MSE) 
are selected as performance comparison indicators. SNR and 
PSNR are larger, as well as MSE is smaller, algorithm’s 
denoising effect is better. The deep learning framework is 
Tensorflow-1.13.0rc2. During network training, the initial 
learning rate is set to 0.0001, the beam size is 16, the encoding 
scaling factor variable = [0.1 0.1 0.1 0.2 0.2], and the weight 
coefficient of the loss function is α=0.2. The results are shown 
in Table I. 

From Table I, the SNR and PSNR of AMF are greater than 
those of Gaussian filter, mean filter, and median filter 
algorithms under different noise concentrations. The MSE of 
AMF is less than that of Gaussian filter, mean filter, and 
median filter algorithms. The performance comparison results 
of different noise processing methods show that AMF is better 
than Gaussian filter, mean filter, and median filter algorithms 
in infrared image noise processing. 

In Fig. 6, the filtered images of different methods were 
compared when the noise concentration was 0.02. From the 
figure, AMF has a higher clarity of the filtered image and 
better similarity to the original image. Compared to other 
image processing methods, AMF exhibits better image 
processing performance. This method can effectively handle 
the impact of noise and has better denoising effect. 
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TABLE I. RESULTS OF DIFFERENT NOISE TREATMENT METHODS 

Noise concentration 
Mean filtering algorithm Median filter algorithm 

SNR/dB PSNR/dB MSE SNR/dB PSNR/dB MSE 

0.01 50.05 52.68 0.004 52.68 58.95 0.003 

0.02 43.52 51.63 0.006 49.21 57.89 0.004 

0.03 41.18 49.29 0.007 45.26 55.37 0.005 

0.04 36.51 44.74 0.008 43.26 51.77 0.008 

0.05 31.14 39.32 0.014 42.25 51.03 0.013 

0.06 22.49 30.58 0.036 37.52 46.15 0.034 

0.07 15.94 24.02 0.071 36.41 44.98 0.067 

Noise concentration 
Gaussian filter algorithm AMF 

SNR/dB PSNR/dB MSE SNR/dB PSNR/dB MSE 

0.01 53.7336 56.559 0.003 55.31 61.90 0.002 

0.02 46.7262 55.437 0.004 51.67 60.78 0.003 

0.03 44.217 52.9176 0.006 47.52 58.14 0.004 

0.04 39.1986 48.0318 0.007 45.42 54.36 0.005 

0.05 33.4356 42.2178 0.008 44.36 53.58 0.006 

0.06 24.1434 32.8338 0.011 39.40 48.46 0.009 

0.07 17.1156 25.7856 0.023 38.23 47.23 0.011 

Mean average precision (mAP) can be used to evaluate the 
performance of network models. In the performance research 
of the intelligent detection algorithms based on DL and 
infrared images, mAP was used to evaluate the performance. 
Fig. 7 shows the mAP curve in validation set. From Fig. 7, as 
the number of training sessions increases, the mAP value of 
the proposed model continues to increase. In 0-1200 iterations, 

the mAP value changes the most significantly and the 
accuracy increases significantly, indicating that the model is 
still in the learning stage in the 0-1200 iterations. When 
iterations exceed 1200, the mAP value gradually stabilizes and 
the curve gradually converges. After the model was trained in 
the validation set, its average accuracy was tested in the test 
set, and the final mAP value measured was 92.58%. 

(a) Original drawing (b) Adaptive median filtering algorithm

(c) Gaussian filter algorithm (d) Median filter algorithm (e) Mean filtering algorithm  
Fig. 6. Filter images of different algorithms. 
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Fig. 8. Change of loss function value and quasi curvature. 

The loss function can be used to describe the convergence 
degree of algorithm, and the accuracy can reflect algorithm 
precision. Therefore, this study will compare the performance 
of the proposed algorithm with VGG-16, MoblieNet V1, and 
MoblieNet V2 in Fig. 8. The algorithm in this paper tends to 
be stable after 500 iterations and reaches the convergence state. 
Its final loss function value is 0.31. Its accuracy stabilized 
after 950 iterations, and its final accuracy was 92%. Compared 
to VGG-16, MoblieNet V1, and MoblieNet V2, this algorithm 
has higher convergence speed and accuracy. 
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Fig. 9. Comparison of PR curves. 

Precision (P) and Recall (R) are used to describe sample 
classification accuracy and have many applications in 
evaluating model performance. The Precision Recall (PR) 
curve is a comprehensive judgment of P and R. This study 
compared performance of our algorithm with VGG-16, 

MoblieNet V1, and MoblieNet V2. The results are shown in 
Fig. 9. From Fig. 9, the area under PR curve of the proposed 
algorithm is higher than that of VGG-16, MoblieNet V1, and 
MoblieNet V2 algorithms, proving that the optimized SSD 
algorithm has good accuracy. The image feature extraction 
accuracy in improved algorithm is good, and the running time 
is shortened, which has good detection and classification 
performance. 
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Fig. 10. Comparison of ROC curves. 

In Fig. 10, the receiver operating characteristic curve 
(ROC) of different algorithms was simultaneously verified. 
From the figure, the area under ROC curve of the algorithm 
proposed in this experiment is the largest, and the validation 
results of ROC curve are consistent with those of PR curve. 
Based on the above performance analysis results, the 
algorithm proposed in this experiment has high accuracy, 
short running time, and good performance. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

1154 | P a g e  

www.ijacsa.thesai.org 

B. Simulation Analysis of Intelligent Detection System for 

Electrical Equipment 

Circuit breakers in electrical equipment may be damaged if 
they are out of oil or in other abnormal conditions. In severe 
cases, explosions may occur and intelligent detection of circuit 
breakers is necessary. In the simulation analysis of the 
intelligent detection system for electrical equipment, the 
experiment selected the fault detection of circuit breakers for 
example analysis. Firstly, pre-processing such as noise 
reduction and image enhancement was performed on the 
collected infrared of the circuit breaker. Then, an improved 
algorithm was used for graphic feature extraction and 
classification. By comparing abnormal and normal images, the 
abnormal condition of the circuit breaker was analyzed and 
judged. To verify the superiority of the intelligent detection 
method for electrical equipment based on deep learning and 
infrared processing technology, the threshold method, region 
method, clustering method, and the methods in this 
experiment were compared for anomaly detection of circuit 
breakers. The results are shown in Fig. 11. 

Threshold method

This paper
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Target prototype diagram
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Fault area diagram
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Fig. 11. Comparison of infrared image analysis of circuit breakers. 

From Fig. 11, in the original image of the circuit breaker, 
there is a large heating area in sleeve 1. After the judgment 
and analysis, the contact of sleeve 1 has a heating situation, 
and there is also a problem of poor contact, resulting in 
abnormal heating of the sleeve. After comparing four 
detection methods, it can be seen that the improved infrared 
image is closer to the real image. At the same time, the fault 
degree of various detection methods was compared. The 
improved method detected a fault degree of 57.85%, which is 
closer to the 59.74% in the real situation. Its fault detection 
accuracy is higher. The intelligent detection system 
established in this experiment can be better applied to the fault 
detection of electrical equipment. In order to verify the 
effectiveness of the proposed method in detecting fault states, 
comparative experiments were conducted on a test set for 20 
types of faults. At the same time, the fault detection rates of 
different detection methods [21-22] were compared, as shown 
in Table Ⅱ. The best detection results for each type of fault in 
the table are highlighted in bold. The experimental results 
show that the proposed method achieved the best results 14 
times, which is higher than other methods. At the same time, 
the proposed method has a detection rate of more than 10% 
higher than other methods for faults 16 and 19. The above 

simulation results confirm that the proposed method exhibits 
high detection performance in electrical equipment fault 
detection. 

TABLE II. RESULTS OF FAULT DETECTION RATES 

Fault type 
Reference 

21 

Reference 

22 

Reference 

23 

This 

paper 

Fault 1 99.38 99.40 94.53 100.00 

Fault 2 99.25 97.61 98.51 98.75 

Fault 3 28.16 67.46 92.54 56.52 

Fault 4 99.50 99.50 91.54 100.00 

Fault 5 34.46 99.40 92.54 91.79 

Fault 6 100.00 100.00 100.00 100.00 

Fault 7 100.00 100.00 100.00 100.00 

Fault 8 97.51 95.32 86.57 94.41 

Fault 9 34.33 64.87 31.84 70.89 

Fault 10 59.20 82.88 90.55 97.01 

Fault 11 76.50 86.37 82.59 90.92 

Fault 12 98.63 95.22 90.55 98.14 

Fault 13 84.95 91.44 89.55 97.01 

Fault 14 99.50 99.50 96.52 100.00 

Fault 15 34.06 65.17 32.84 52.34 

Fault 16 54.97 87.26 87.56 98.26 

Fault 17 94.77 92.44 91.54 94.72 

Fault 18 90.05 91.24 88.56 100.00 

Fault 19 41.92 75.02 45.37 87.94 

Fault 20 62.07 86.37 81.59 89.68 

Average value 74.46 88.82 83.26 90.92 

Optimal 

number 
6 3 3 14 

V. CONCLUSION 

The electrical equipment detection system requires 
accurate status recognition and judgment of electrical 
equipment to ensure the safety of production practice. In this 
design of the electrical equipment intelligent system, deep 
learning technology and infrared image processing technology 
are used to identify and judge the abnormal situations of 
electrical equipment. The experimental results of noise 
processing shows that the SNR and PSNR values of AMF are 
higher than those of Gaussian filter, mean filter and median 
filter algorithms. The MSE values of AMF are lower than 
those of other algorithms. In the research of infrared image 
processing, when the iterations exceed 1200, the mAP value 
of the improved SSD gradually stabilizes and the curve 
gradually converges. After this model was trained in the 
validation set, the improved algorithm was tested for average 
accuracy in test set, and the final mAP value measured was 
92.58%. The area under PR curve of improved SSD algorithm 
is higher than that of VGG-16, MoblieNet V1, and MoblieNet 
V2 algorithms, demonstrating its good accuracy. In actual 
fault detection experiment of electrical equipment, the fault 
degree of various detection methods was compared. The 
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improved method detected a fault degree of 57.85%, which is 
closer to the 59.74% in real situation, and its fault detection 
accuracy is higher. The intelligent detection system 
established in this experiment can be well applied to electrical 
equipment fault detection. This study is based on a deep 
learning system for anomaly recognition of electrical 
equipment, which can automatically recognize infrared images 
of equipment captured during inspection tasks. When the 
equipment is abnormal, a warning message is issued to remind 
the staff to inspect and repair it, so that problems can be 
detected in a timely manner. This can prevent larger grid 
failures and greatly reduce economic waste and human and 
material resources. At present, this method is still in secondary 
development and testing, and has not been widely applied in 
the power grid. The main reasons are as follows. Firstly, most 
of the samples of infrared devices come from daily infrared 
charged detection, which has problems such as a small sample 
size, inconsistent format, non-standard shooting, and lack of 
data labeling. These issues directly constrain the improvement 
of diagnostic accuracy of infrared devices based on big data. 
Moreover, the appearance of different devices varies, which 
can have an impact on the adaptability and accuracy of 
recognition and partitioning algorithms. At present, the deep 
neural network used for infrared image partitioning requires a 
large amount of computation, mainly relying on the 
computing power of the backend server. From a practical 
application perspective, there is an urgent need for real-time 
diagnosis in infrared detection sites. Real time diagnosis can 
provide more timely equipment defect prompts for 
professionals, avoiding unnecessary retesting and retesting. 
However, due to the large amount of image information and 
the large number of image files, the use of background 
diagnosis mode requires high transmission bandwidth. They 
increase the burden on communication links and network 
backend, and also reduce the reliability of the entire diagnostic 
system. Therefore, further improvements are needed in future 
research on this detection method. 
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