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Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—The Internet of Things (IoT) has revolutionized 

how we interact with the physical world, bringing a new era of 

connectivity. Billions of interconnected devices seamlessly 

communicate, generating an unprecedented volume of data. 

However, the dramatic growth of IoT applications also raises an 

important issue: the reliability and security of IoT data. Data 

anomaly detection plays a pivotal role in addressing this critical 

issue, allowing for identifying abnormal patterns, deviations, and 

malicious activities within IoT data. This paper discusses the 

current trends, methodologies, and challenges in data anomaly 

detection within the IoT domain. In this paper, we discuss the 

strengths and limitations of various anomaly detection 

techniques, such as statistical methods, machine learning 

algorithms, and deep learning methods. IoT data anomaly 

detection carries unique characteristics and challenges that must 

be carefully considered. We explore these intricacies, such as 

data heterogeneity, scalability, real-time processing, and privacy 

concerns. By delving into these challenges, we provide a holistic 

understanding of the complexity associated with IoT data 

anomaly detection, paving the way for more targeted and 

effective solutions. 

Keywords—Internet of things; anomaly detection; security; 

machine learning 

I. INTRODUCTION 

The Internet of Things (IoT) is a network of connected 
objects, systems, and devices that gather, share, and react to 
data. It facilitates device-to-human communication utilizing 
sensors, software, and internet connectivity [1]. IoT facilitates 
diverse applications and services, spanning from intelligent 
residences and urban environments to industrial automation 
and healthcare surveillance [2]. By seamlessly integrating 
physical objects into the digital realm, IoT enhances 
operational effectiveness, refines decision-making processes, 
and enables unprecedented levels of automation and 
connectivity across various facets of our everyday experiences 
[3]. The IoT structure typically consists of three main layers: 
perception, network, and application. The perception layer, 
also known as the sensing layer or physical layer, is the lowest 
layer of the IoT architecture. It comprises physical devices and 
sensors that capture data from the physical world. The network 
layer, also known as the communication layer, facilitates the 
connection and transmission of data between IoT devices and 
systems employing Wi-Fi, Bluetooth, Zigbee, cellular 
networks, or even IoT-specific protocols such as MQTT and 
CoAP. The application layer is the topmost layer in the IoT-
layered structure. This layer utilizes data from IoT devices to 
provide valuable insights and services. It processes and 

analyzes the data for various purposes, including data 
visualization, decision-making, automation, and control [4, 5]. 

Smart cities, healthcare, industrial automation, and 
transportation are among the sectors that have benefited greatly 
from IoT's rapid growth. Since IoT devices generate huge 
amounts of data, ensuring the integrity and reliability of this 
data is crucial [6]. There is a significant threat to security and 
efficiency in IoT systems due to anomalous data patterns, 
deviations, and outliers [7]. Detecting data anomalies in the 
IoT is crucial for several reasons. Firstly, anomalies can 
indicate system malfunctions, faults, or cyberattacks that may 
disrupt normal operations or compromise the safety and 
privacy of individuals and organizations [8]. Early detection of 
anomalies enables proactive measures and timely responses to 
mitigate potential risks. Secondly, anomaly detection is crucial 
in optimizing system performance, enhancing decision-making 
processes, and ensuring data quality. Organizations can 
improve operational efficiency, optimize resource allocation, 
and gain valuable insights from the collected data by 
identifying unusual patterns or outliers in the data [9, 10]. 

The significance of data anomaly detection in the IoT lies 
in its potential to enhance system reliability, security, and 
overall performance. Through traditional monitoring 
approaches it identifies critical events, anomalies, or 
irregularities that may go unnoticed [11]. Machine learning and 
advanced analytics can identify data anomalies in IoT systems 
to enable real-time insights and preventive maintenance [12]. 
This not only boosts operational efficiency within the IoT 
landscape but also ensures the safety, security, and 
sustainability of the infrastructure. Given the dynamic nature of 
IoT deployments and the diverse range of IoT devices and 
applications, effective data anomaly detection techniques are 
required. These techniques must be scalable, adaptable, and 
capable of handling high volumes of data [13]. 

The detection of abnormal patterns or behaviors within data 
flows generated by IoT sensors is of utmost importance, 
especially in fields that largely rely on IoT technology, such as 
education and agriculture. Within these industries, the seamless 
integration of devices results in a substantial amount of data 
that facilitates improvements in operational effectiveness and 
fosters innovation. Nevertheless, the increase in data volume 
also exposes these fields to possible vulnerabilities, hence 
emphasizing the significance of identifying atypical or 
unsuitable patterns to uphold integrity and ensure security. 
Through the utilization of sophisticated anomaly detection 
methods, educators and agricultural practitioners have the 
ability to protect against malevolent behaviors, deviations, and 
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anomalies that have the potential to disrupt systems or 
jeopardize confidential data. This process not only guarantees 
the dependability of IoT-driven processes but also emphasizes 
the crucial significance of anomaly detection in strengthening 
the fundamental aspects of Education and Agriculture. This 
enables these sectors to effectively utilize the advantages 
offered by IoT technology while maintaining the integrity of 
data and achieving operational excellence. 

Consequently, there is a growing interest in anomaly 
detection algorithms, innovative data preprocessing techniques, 
and integrating anomaly detection with real-time analytics and 
decision-making systems. In order to deploy IoT systems 
across various domains reliably and securely, advanced data 
anomaly detection techniques are needed [14]. This study 
makes the following major contributions: 

 To conduct a comprehensive review of the current 
trends and techniques used for data anomaly detection 
in the context of the IoT. 

 To identify and analyze the major research challenges 
and limitations associated with data anomaly detection 
in IoT environments. 

 To explore and evaluate existing anomaly detection 
methods and algorithms, including statistical 
approaches, machine learning techniques, and 
anomaly-scoring mechanisms. 

 To investigate the impact of different IoT data 
characteristics, such as high dimensionality, 
heterogeneity, and dynamic nature, on the performance 
of anomaly detection methods. 

 To propose potential solutions and strategies for 
enhancing the accuracy, efficiency, and scalability of 
data anomaly detection in IoT applications. 

 To highlight the open research issues and future 
directions in the field of data anomaly detection in IoT, 
providing insights for researchers and practitioners. 

The reminder of the paper is organized in the following 
manner. Data anomaly detection strategies are reviewed in 
Section II. Challenging problems in IoT data anomaly 
detection are outlined in Section III. Discussion in Section IV 
and future research directions are highlighted in Section V. 
Finally, Section VI concludes the paper. 

II. DATA ANOMALY DETECTION STRATEGIES IN IOT 

Anomaly detection in the context of IoT involves 
identifying unusual or abnormal behavior in the data generated 
by IoT devices. Statistical methods support IoT anomaly 
detection by leveraging various statistical techniques to detect 
deviations from expected patterns [15]. These methods analyze 
the data collected from IoT devices and apply statistical models 
to identify anomalies that could indicate potential security 
breaches, system failures, or other abnormal events [16]. One 
widely used statistical method for IoT anomaly detection is the 
use of probability distributions [17]. This approach assumes 
that the data generated by IoT devices follow a specific 
probability distribution, such as Gaussian or Poisson 
distribution. By fitting the observed data to these distributions, 

statistical parameters can be estimated, allowing for the 
identification of anomalies based on deviations from the 
expected distribution [18]. For example, if the data deviate 
significantly from the mean or exhibit unusually high or low 
values, it could indicate the presence of anomalies. Time series 
analysis is another statistical method commonly employed in 
IoT anomaly detection [19]. IoT data often exhibit temporal 
dependencies, where the measurements captured by devices are 
collected over time. Time series analysis techniques, such as 
Autoregressive Integrated Moving Average (ARIMA) or 
exponential smoothing models, can be used to model and 
forecast the expected behavior of the data. Anomalies are then 
detected by comparing the observed and predicted values, and 
any significant deviations from the expected pattern are flagged 
as anomalies [20]. 

An anomaly can be described as a data point that exhibits a 
substantial deviation from the expected behavior within a 
modeled system. Anomalies are generally regarded as 
infrequent events or observations that significantly deviate 
from known patterns of behavior. These aberrations have the 
potential to occur in a single data point, a particular context or 
temporal segment, or even over the whole dataset. Anomalies, 
at their core, are frequently ascribed to extraneous variables, 
such as sensor faults or external assaults [21]. The main goal of 
a detection algorithm is to accurately identify occurrences of 
abnormalities, while also classifying or deducing their root 
causes. The careful selection of an approximation model that 
closely matches with the expected behavior of the data is 
crucial in the domain of binary classification for anomalies. 
Furthermore, the complexities inherent in various situations 
frequently require customized detection approaches that are 
specifically designed for each specific application. Fig. 1 
illustrates a visual representation of several abnormalities as 
examples. The categorization of an IoT anomaly detection 
approach is derived by integrating the classifications presented 
in prior scholarly works, including [22]. The categorization of 
algorithms is determined by their problem-solving technique, 
application, method type, and algorithmic delay. Fig. 2 
provides a visual representation of the four categories, offering 
a comprehensive and explanatory perspective. 

A prevalent categorization of anomalies comprises three 
primary types: point, contextual, and collective anomalies. 
Point anomaly pertains to situations where a single data point 
diverges significantly from the anticipated behavior. An 
illustrative example involves the detection of credit card fraud 
[23]. In contextual anomaly, an instance could be regarded as 
anomalous within a particular context. Comparing multiple 
perspectives of the same data point might not consistently 
reveal anomalous behavior. Detection of contextual anomalies 
hinges upon considering both contextual and behavioral 
attributes together. For instance, anomalies related to traffic 
violations differ based on geo-location information [24]. 
Unlike point or contextual anomalies, the collective anomaly 
examines the entire dataset. A prime example of this type 
involves the use of electrocardiograms to monitor and identify 
anomalies or irregularities in the human heart's functioning 
[25]. 
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Fig. 1. Visual representations of anomalous occurrences. 

 
Fig. 2. An overview of anomaly classification. 

Anomaly categorization by application can be classified 
into three distinct routes: constructive, destructive, and data 
cleaning. Constructive applications are inherently productive 
and contribute value to various domains. Examples include 
monitoring the daily activities of the elderly to prevent falls 
using image descriptors [26]. These applications encompass 
evaluating the performance of classifiers like multilayer 

perceptron (MLP), k-nearest neighbors (k-NN), and support 
vector machines (SVM). Another instance involves the 
utilization of reinforcement learning by Lu, et al. [27] for 
diverse unmanned aerial vehicle (UAV) applications, such as 
smart farming. Additionally, Nguyen, et al. [28] employ a 
federated learning approach for smart home applications. 
Destructive applications are devised to disrupt regular 
operations, often for dubious financial gains or with intentions 
to inflict harm upon networks, application data flowing through 
IoT networks, or critical business practices. These applications 
have a detrimental impact on society. For instance, Alsheikh, et 
al. [29] conducted a survey on IoT cyberattacks, shedding light 
on the latest advancements in IoT security. Solutions to counter 
such applications, such as RAPPER [30] and NBaIoT [31] 
employing autoencoders (AEs), focus on prevention or 
preemptive measures taken before an illicit incident, as well as 
detection or actions executed after an incident. Data cleaning or 
data cleansing applications, like DeepAnT [32], employ deep 
convolutional neural networks (CNNs) to eliminate unwanted 
data spikes and sensor noise from input signals. These 
applications play a pivotal role in enhancing the quality of data 
used in various contexts. 

The latency and scalability characteristics of a detection 
algorithm play a pivotal role in determining its execution 
timeline, whether it operates on the fly during data collection 
or at a later storage stage. Online algorithms operate in a serial 
manner, processing information either one data point at a time 
or within a window. These algorithms function without 
requiring access to the entire input dataset. Traditional online 
methods encompass geometrical and statistical approaches, 
including distance-based, density-based, and deviation-based 
techniques. Illustrative examples of online methods are the 
IoT-Keeper by Hafeez, et al. [33], employing fuzzy C-means, 
and Bosman, et al. [34] adopt an ensemble approach. Offline 
algorithms, in contrast, have access to the complete dataset. 
These algorithms tend to be computationally intensive and 
sophisticated, aimed at solving complex problems within a 
reasonable timeframe. It is important to highlight that recent 
advancements have blurred the distinction between online and 
offline methods. For instance, [35] utilizes LSTM and 
Gaussian Naive Bayes, along with other aforementioned 
models, to perform model training offline and subsequently 
deploy the model online. This integration allows for more 
flexibility in the deployment process. 

The methods employed can be categorized into 
geometrical, statistical, or machine learning approaches. 
Geometrical methods operate under the premise that when 
employing distance-based or density-based strategies to depict 
a dataset, the anticipated and anomalous data points become 
distinguishable. Within a dataset, the underlying principle of 
isolation or density-based techniques revolves around the 
notion that anomalies tend to manifest within sparse regions. 
These techniques utilize a threshold, denoted as ‘t’, either 
statically or dynamically on the calculated distance 'd' to 
classify anomalies. This threshold-driven classification is 
represented by the following equation: 

  {
               (               )  
              (               ) 
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Statistical methods, exemplified by the minimal volume 
technique in [36], aim to model normal data patterns through 
mathematical models and distributions. The minimal volume 
approach constructs an n-dimensional simplex around the 
provided data cloud (considered as ground truth). The objective 
is to minimize the volume enclosed by the simplex while 
maximizing the inclusion of ground truth data points. Any data 
point that does not conform to the simplex is classified as an 
anomaly. Another example is the forecasting technique known 
as exponential smoothing [37], which predicts future data 
points using previous data and a smoothing parameter. 
Anomalous data detected via statistical methods are those that 
significantly diverge from the established model. 

The third subcategory encompasses machine learning and 
deep learning models, which have seen an uptick in publication 
frequency in recent years. The choice of model is contingent on 
the inherent characteristics of the supplied data [38]. For 
instance, when dealing with sequential data inputs like audio, 
video, and time series, models like long short-term memory 
(LSTM) and transformer models tend to be preferred [39]. 
Conversely, non-sequential data types, such as image inputs, 
align well with convolutional neural networks (CNN) and 
autoencoders (AE) [40, 41]. These algorithms endeavor to 
discern between normal and anomalous behaviors by 
establishing a decision boundary. Examples include the 
utilization of SVM classifiers [42] to delineate such boundaries 
or employing LSTM networks [35] for future value forecasting 
in streaming data [43]. The nature of the task dictates whether 
these approaches fall under the categories of supervised, semi-
supervised, self-supervised, or completely unsupervised 
learning [22, 44], depending on the availability of training 
labels. 

Machine learning algorithms also are crucial to statistical 
methods for IoT anomaly detection. These algorithms learn 
patterns and relationships from the data and use them to 
classify normal and abnormal events. Supervised learning 
techniques, such as SVM or random forests, excel in scenarios 
where labeled data is available. By training on labeled data, 
where anomalies are specifically identified, these techniques 
generate models capable of automatically detecting anomalies 
in new, unlabeled data. On the other hand, unsupervised 
learning techniques, including clustering or outlier detection 
algorithms, prove valuable in identifying abnormal data points 
without the need for labeled training data. 

Furthermore, statistical methods for IoT anomaly detection 
often involve thresholds or rule-based approaches. These 
methods establish predefined thresholds or rules based on the 
statistical properties of the data. Any data point that exceeds 
these thresholds or violates the predefined rules is considered 
an anomaly. For example, if the temperature readings from a 
temperature sensor exceed a certain predefined range, it could 
indicate a malfunction or abnormal condition. Statistical 
methods for IoT anomaly detection encompass a range of 
techniques, including probability distributions, time series 
analysis, machine learning algorithms, and threshold-based 
approaches. By leveraging statistical models and algorithms, 
these methods can effectively detect anomalies in the data 
generated by IoT devices, enabling proactive monitoring, early 

detection of abnormal events, and mitigation of potential risks 
in various IoT applications [45]. 

A. Machine Learning Algorithms for Anomaly Detection 

Machine learning algorithms enable the automated and 
efficient detection of abnormal events in the vast amount of 
data generated by IoT devices [46, 47]. As IoT systems 
become increasingly complex and interconnected, traditional 
rule-based or threshold-based approaches may not be sufficient 
to capture anomalies' diverse and evolving patterns. Machine 
learning algorithms can learn from historical data, identify 
hidden patterns, and adapt to changing conditions, making 
them well-suited for IoT anomaly detection. One key 
advantage of machine learning algorithms in IoT anomaly 
detection is their ability to handle large-scale and 
heterogeneous data [48]. IoT environments generate various 
data types, including sensor readings, network traffic data, and 
system logs. Machine learning algorithms can process and 
analyze this data to identify abnormal patterns that may 
indicate security breaches, system failures, or other abnormal 
behavior. These algorithms can handle the high volume, 
velocity, and variety of IoT data, making them scalable and 
applicable to real-time monitoring and analysis [49]. 

Machine learning algorithms are also capable of detecting 
anomalies that may not be recognized explicitly or anticipated 
in advance [50]. The capabilities of machine learning 
algorithms differ from those of rule-based approaches because 
they can learn from historical data and detect anomalies that 
may not be apparent to humans. This allows for proactive 
anomaly detection and early warning of potential issues, 
reducing the risk of system downtime or security breaches. 
Machine learning algorithms also offer the advantage of 
adaptability to changing IoT environments. As IoT systems 
evolve and new anomalies emerge, machine learning 
algorithms can continuously learn and update their models to 
capture these changes. This adaptability is crucial in dynamic 
IoT environments where anomalies manifest in various forms 
and evolve over time. By continuously analyzing and updating 
their models, machine learning algorithms can effectively 
detect and respond to emerging anomalies, ensuring the 
reliability and security of IoT systems. 

Automated anomaly detection in the realm of IoT is made 
possible through the utilization of machine learning algorithms. 
This approach significantly reduces the need for manual 
inspections and analysis [51]. Manual analysis of IoT data is 
known to be a time-consuming, error-prone, and inefficient 
process, particularly in large-scale deployments. By employing 
machine learning algorithms, data streams from IoT devices 
can be continuously and efficiently monitored in real time. 
This empowers human operators to focus their attention on 
more critical tasks, such as investigating anomalies, taking 
appropriate actions, or fine-tuning the anomaly detection 
system. In IoT anomaly detection, machine learning algorithms 
are indispensable for handling large-scale, heterogeneous data, 
detecting previously unseen anomalies, adjusting to changing 
environments, and automating the process. By leveraging 
machine learning, IoT systems become more secure, reliable, 
and efficient by proactively detecting and mitigating abnormal 
events. 
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B. Deep Learning Algorithms for Anomaly Detection 

The power of neural networks allows deep learning 
algorithms to detect IoT anomalies by analyzing the data 
generated by IoT devices and learning complex patterns and 
representations [52]. Deep learning algorithms, specifically 
deep neural networks (DNNs), have shown impressive 
performance in a variety of domains, such as computer vision, 
natural language processing, and speech recognition. Their 
ability to automatically extract hierarchical features and model 
intricate relationships makes them well-suited for detecting 
anomalies in IoT data. One key advantage of deep learning 
algorithms in IoT anomaly detection is their ability to handle 
high-dimensional and unstructured data. IoT environments 
generate vast amounts of data, often in the form of images, 
sensor readings, or textual information. Deep learning 
algorithms can effectively process and analyze this data, 
capturing subtle and nuanced patterns that may indicate 
anomalies. Convolutional neural networks (CNNs) excel at 
analyzing images or sensor data, while recurrent neural 
networks (RNNs) can handle sequential or time series data. 
These architectures enable deep learning algorithms to learn 
highly relevant representations for anomaly detection. 

Another crucial aspect of deep learning algorithms is their 
ability to automatically learn from data without relying on 
explicit feature engineering. Traditional machine learning 
algorithms often require manual extraction of relevant features, 
which can be time-consuming and challenging, especially in 
the context of IoT data. Deep learning algorithms can 
autonomously learn and extract relevant features directly from 
raw data, alleviating the need for extensive domain knowledge 
and manual feature engineering. This enables them to uncover 
intricate and non-linear relationships in the data, improving the 
accuracy and robustness of anomaly detection. Furthermore, 
deep learning algorithms offer the advantage of transfer 
learning and knowledge sharing across different IoT domains. 
Pretrained deep neural networks, trained on large-scale datasets 
from other domains, can be fine-tuned and adapted to specific 
IoT anomaly detection tasks. This knowledge transfer allows 
deep learning algorithms to leverage the learned 
representations and patterns from other domains, even when 

labeled training data is limited or unavailable in the IoT 
domain. Transfer learning facilitates faster model convergence, 
improves generalization, and enhances anomaly detection 
performance in IoT environments. 

Deep learning algorithms also exhibit the potential for 
anomaly detection in real-time or streaming IoT data. 
Recurrent neural networks, such as LSTM or gated recurrent 
units (GRU), are well-suited for modeling sequential 
dependencies in time series data. This makes them effective for 
detecting anomalies in streaming IoT data, where anomalies 
can occur in real-time. By analyzing the temporal patterns and 
dependencies in the data, deep learning algorithms can provide 
timely detection and response to abnormal events, enabling 
proactive monitoring and mitigation. Deep learning algorithms, 
with their ability to handle high-dimensional data, 
automatically learn relevant features, facilitate transfer 
learning, and analyze sequential dependencies, are instrumental 
in IoT anomaly detection. By leveraging deep neural networks, 
IoT systems can effectively detect anomalies in complex and 
diverse data generated by IoT devices. The role of deep 
learning algorithms extends to enhancing the security, 
reliability, and operational efficiency of IoT systems by 
enabling proactive anomaly detection and timely mitigation of 
abnormal events. 

C. Comparative Analysis of the Different Techniques 

Table I presents a side-by-side comparison of the machine 
and deep learning algorithms for IoT data anomaly detection. 
SVM is known for its high accuracy and effectiveness in 
handling linearly separable data. It is robust against overfitting 
and can handle high-dimensional data. However, SVMs can be 
computationally intensive for large datasets, and selecting 
appropriate kernel functions requires careful consideration. 
Random Forests offer high accuracy and are robust against 
overfitting. They handle high-dimensional data well and 
provide feature importance rankings. However, they are less 
interpretable compared to individual decision trees. k-NN is a 
simple and intuitive algorithm that detects local anomalies. It is 
non-parametric and adaptive, making it suitable for handling 
noisy data. However, k-NN is sensitive to the choice of 
distance metric and requires careful selection of the value for k. 

TABLE I.  AN OVERVIEW OF THE MACHINE AND DEEP LEARNING ALGORITHMS FOR IOT DATA ANOMALY DETECTION 

Algorithm Performance Strengths Limitations References 

Support Vector 
Machines (SVM) 

High accuracy 

Effective for linearly 

separable data 

Robust against overfitting 
Can handle high-dimensional data 

Computationally intensive for large 

datasets 
Requires careful selection of kernel 

functions 

[42, 53-59] 

Random Forests (RF) 
High accuracy 

Robust against overfitting 

Handles high-dimensional data 

Provides feature importance rankings 

Less interpretable compared to individual 

decision trees 
[8, 60-62] 

k-Nearest Neighbors (k-

NN) 

Simple and intuitive 

Effective for local anomalies 

Non-parametric and adaptive Handles 

noisy data 

Sensitive to the choice of distance metric 

Requires careful selection of k value 
[7, 63-66] 

Recurrent Neural 

Networks (RNN) 

Captures sequential 

dependencies in time series 
data 

Handles variable-length sequences 

Suitable for streaming data 

Can suffer from vanishing/exploding 

gradients 
Computationally intensive training 

[67-74] 

Long Short-Term 

Memory (LSTM) 

Captures long-term 

dependencies in sequential 
data 

Robust against vanishing gradients 

Suitable for modeling time series data 

Requires more training time compared to 

traditional RNNs 
[75-77] 

Convolutional Neural 

Networks (CNN) 

Effective for image or sensor 

data analysis 

Automatically learns hierarchical 
features 

Robust to spatial variations 

It may require large amounts of labeled 

training data 

Computationally intensive for large 
images 

[78-81] 
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Recurrent Neural Networks (RNNs) capture sequential 
dependencies in time series data, making them suitable for IoT 
anomaly detection. They can handle variable-length sequences 
and are well-suited for streaming data. However, RNNs can 
suffer from vanishing or exploding gradients during training 
and can be computationally intensive. LSTM networks are a 
type of RNN that can capture long-term dependencies in 
sequential data. They are robust against vanishing gradients 
and are suitable for modeling time series data. However, 
LSTM networks generally require more training time 
compared to traditional RNNs. Convolutional Neural Networks 
(CNNs) are particularly effective for analyzing image or sensor 
data in IoT applications. They automatically learn hierarchical 
features from the data and are robust to spatial variations. 
CNNs can capture local patterns and spatial dependencies, 
making them suitable for anomaly detection in image-based 
IoT data. However, CNNs often require large amounts of 
labeled training data to achieve optimal performance. Training 
large CNN models can also be computationally intensive, 
especially when dealing with high-resolution images or large-
scale datasets. 

III. CHALLENGES IN DATA ANOMALY DETECTION FOR IOT 

Data anomaly detection in IoT is challenging due to the 
unique characteristics of IoT data and the constraints imposed 
by IoT environments. Some of the key challenges are as 
follows: 

 High dimensionality: IoT data is often high-
dimensional, consisting of multiple sensors, devices, 
and data sources. This high dimensionality increases 
the complexity of anomaly detection, as the algorithms 
need to handle a large number of features and capture 
complex relationships between them. Dimensionality 
reduction techniques may be required to mitigate this 
challenge. 

 Scalability: IoT systems generate massive amounts of 
data in real-time. Anomaly detection algorithms must 
scale to handle the high data volume and velocity. 
Processing such large-scale data in real-time requires 
efficient algorithms and infrastructure capable of 
handling the computational and storage demands. 

 Imbalanced data: IoT datasets often suffer from 
imbalanced class distributions, where the number of 
normal instances significantly outweighs the number 
of anomalies. This imbalance can lead to biased 
models that favor the majority class and fail to detect 
anomalies accurately. Specialized techniques, such as 
oversampling or undersampling, must address this 
challenge and improve the detection of rare anomalies. 

 Concept drift: IoT environments are dynamic and 
subject to concept drift, where the statistical properties 
of the data change over time. Anomaly detection 
models trained on historical data may become less 
effective when faced with new data patterns. 
Continuous model updating and adaptation are 
necessary to cope with concept drift and ensure the 
detection of evolving anomalies. 

 Lack of labeled data: Anomaly detection typically 
requires labeled data for training supervised learning 
algorithms. However, acquiring labeled data for 
anomalies can be challenging in IoT settings, as 
anomalies are rare and may not be explicitly labeled. 
Obtaining a sufficient amount of accurately labeled 
data for training can be a significant obstacle, 
necessitating the exploration of unsupervised or semi-
supervised techniques. 

 Privacy and security: IoT data often contains sensitive 
information, making privacy and security crucial 
concerns. Anomaly detection algorithms must operate 
in a privacy-preserving manner, ensuring that sensitive 
data is not exposed or compromised during the 
detection process. This requires carefully designing 
algorithms and techniques to balance anomaly 
detection accuracy with privacy protection. 

 Real-time detection: Many IoT applications require 
real-time anomaly detection for timely response and 
mitigation. Achieving real-time detection poses 
challenges due to the computational complexity of 
certain algorithms and the need to process and analyze 
data in near real-time. Efficient algorithms and scalable 
infrastructure are necessary to enable real-time 
anomaly detection in IoT environments. 

 Interpretability: Understanding why a certain instance 
is flagged as an anomaly is important for effective 
anomaly management and decision-making. However, 
some advanced machine learning and deep learning 
algorithms, while powerful in detecting anomalies, 
may lack interpretability. Balancing accuracy and 
interpretability becomes crucial, especially in 
applications requiring explainability. 

Addressing the mentioned challenges in data anomaly 
detection for IoT requires the development of innovative 
algorithms, techniques, and frameworks for detecting high-
dimensional, streaming data effectively, adjusting to dynamic 
environments, maintaining privacy, and enabling detection in 
real-time. Such solutions should also be energy efficient and 
easily scalable to accommodate large-scale networks. Finally, 
they should be able to detect anomalies caused by malicious 
activities, natural phenomena, and human errors. 

IV. DISCUSSION 

Various case studies demonstrate the diverse applications 
of IoT data anomaly detection across industries, ranging from 
manufacturing and home security to healthcare. Organizations 
can achieve improved operational efficiency, enhanced 
security, and proactive decision-making in various IoT-enabled 
environments by leveraging anomaly detection algorithms. 
Table II shows an overview of case studies of IoT data 
anomaly detection. IoT sensors are deployed across machinery 
and equipment in a manufacturing plant to collect data on 
parameters such as temperature, vibration, and energy 
consumption. Anomaly detection algorithms are applied to this 
data to identify deviations from normal behavior that may 
indicate potential failures or malfunctions. By detecting 
anomalies in real-time, maintenance teams can proactively 
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schedule repairs or replacement of components before costly 
breakdowns occur. This approach is employed by companies 
like General Electric (GE) for their industrial IoT applications, 
resulting in shorter downtime, longer equipment lifetime, and 
reduced costs. 

TABLE II.  CASE STUDIES OF IOT DATA ANOMALY DETECTION 

Industry Case study Key benefits References 

Manufacturing 
Predictive 
maintenance 

Reduced downtime 

Increased equipment 
lifespan 

Cost savings 

[82-85] 

Smart home Security 

Improved home security 

Real-time anomaly 
detection 

Mitigation of potential 

security risks 

[86-89] 

Healthcare 
Patient 

monitoring 

Early detection of health 

issues 

Personalized healthcare 

monitoring 

Timely intervention 

[90-93] 

Smart homes use IoT devices, such as cameras, motion 
sensors, doors, and windows, to generate data on activities and 
events within the home. Anomaly detection algorithms are 
applied to this data to identify abnormal behaviors or potential 
intrusions. This allows homeowners to receive real-time alerts 
and take appropriate actions to mitigate security risks. 
Companies like Ring and Nest have implemented IoT data 
anomaly detection techniques in their smart home security 
systems, providing homeowners with improved security and 
peace of mind. IoT devices and wearables in healthcare 
generate vast amounts of patient data, including vital signs, 
activity levels, and medication adherence. Anomaly detection 
algorithms are applied to this data to identify deviations from 
normal patterns, indicating potential health issues or abnormal 
behavior. Healthcare providers can receive alerts and take 
timely interventions, leading to early detection of health issues 
and personalized patient care. Companies like Philips and 
Medtronic utilize IoT data anomaly detection in their 
healthcare monitoring solutions to improve patient outcomes 
and enhance healthcare delivery. 

V. FUTURE RESEARCH DIRECTIONS 

Future research in IoT data anomaly detection is expected 
to address several key challenges and explore novel techniques 
to improve the effectiveness and efficiency of anomaly 
detection in IoT systems. Here are some potential research 
directions: 

 Real-time and edge-based anomaly detection: As the 
IoT ecosystem continues to grow, there is a need for 
more real-time and edge-based anomaly detection 
methods. Research efforts will aim to develop 
lightweight algorithms and models to efficiently 
process and analyze IoT data at the edge, reducing 
latency and enabling timely anomaly detection and 
response. 

 Robustness to evolving IoT environments: IoT 
environments are dynamic, with device changes, data 
distributions, and system configurations. Future 

research will focus on developing anomaly detection 
techniques that adapt to evolving IoT environments. 
This includes techniques for transfer learning, online 
learning, and incremental learning, allowing anomaly 
detection models to learn and adapt to new patterns 
and anomalies continuously. 

 Multi-modal anomaly detection: IoT systems generate 
data from diverse sources, including sensors, images, 
audio, and video streams. Future research will explore 
multi-modal anomaly detection techniques that can 
effectively integrate and analyze data from different 
modalities to detect complex anomalies that may not 
be apparent when analyzing each modality 
individually. 

 Explainable AI for anomaly detection: Explainability 
and interpretability are critical for building trust and 
understanding in anomaly detection systems. Future 
research will focus on developing explainable AI 
techniques for anomaly detection in IoT data. This 
includes methods to provide interpretable explanations 
for detected anomalies, visualizations of anomaly 
patterns, and feature importance analysis to enhance 
the transparency and usability of anomaly detection 
models. 

 Privacy-preserving anomaly detection: IoT data often 
contain sensitive and personal information. Future 
research will explore privacy-preserving anomaly 
detection techniques that can detect anomalies without 
compromising the privacy of individuals or revealing 
sensitive data. This includes techniques such as 
federated learning, secure multi-party computation, 
and differential privacy to ensure data privacy and 
security in anomaly detection processes. 

 Adversarial anomaly detection: As IoT systems 
become more interconnected and susceptible to 
attacks; future research will investigate adversarial 
anomaly detection techniques. These techniques aim to 
detect anomalies caused by malicious activities, such 
as data poisoning or evasion attacks. Research efforts 
will focus on developing robust anomaly detection 
models to detect and mitigate adversarial attacks on 
IoT data. 

By addressing these research directions, IoT data anomaly 
detection can advance to effectively handle the complexities 
and challenges of large-scale IoT systems, leading to more 
reliable anomaly detection, enhanced security, and improved 
operational efficiency. 

VI. CONCLUSION 

Data anomaly detection plays a crucial role in the IoT 
ecosystem, enabling the detection of abnormal behavior, 
potential failures, and security breaches in IoT systems. This 
paper comprehensively reviews current trends and research 
challenges in IoT data anomaly detection. We have discussed 
utilizing machine learning and deep learning algorithms, such 
as ensemble methods, RNNs, and CNNs, in IoT anomaly 
detection. These algorithms offer advanced capabilities in 
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handling IoT data's complexity and high dimensionality, 
leading to more accurate and efficient anomaly detection. 
Additionally, unsupervised learning approaches and real-time 
processing have emerged as prominent trends, enabling the 
detection of anomalies without the need for labeled data and 
facilitating timely responses to detected anomalies. 

Furthermore, integrating multiple data sources and 
pursuing explainable AI techniques have been identified as 
important trends in IoT data anomaly detection. By leveraging 
diverse sources of IoT data and providing interpretable 
explanations for detected anomalies, organizations can enhance 
anomaly detection systems' reliability, usability, and 
trustworthiness. However, several research challenges remain 
in the field. These include the development of real-time and 
edge-based anomaly detection methods, addressing the 
robustness of anomaly detection models in evolving IoT 
environments, and exploring multi-modal anomaly detection 
techniques. Privacy-preserving and adversarial anomaly 
detection are crucial areas requiring further research to ensure 
data privacy, security, and resilience against malicious 
activities. 
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Abstract—The segmentation of the moving objects in the 

video sequences is one of the most usable series in the machine 

vision field, which has absorbed the consideration of researchers 

in the latter decades. It is a challenging task, especially when 

there are several motion objects in the video, and then the system 

needs to discover the objects that should be segmented among the 

trail. Therefore, in this article, we present a new method to 

segment several motion objects at the same time. In this work, 

the propagation of the credence of the confidently-estimated 

frames by fine-tuning the DCNN model with the other frames is 

the main idea. We exert a DCNN model (which is pre-trained) for 

the frames to estimate the class of the object; then, we gather the 

frames where the approximation is locally or globally reliable. In 

the following, we apply a collection of the frames of CE as the 

training set to fine-tune the pre-trained network with the existing 

examples in a video. Our proposed model provides acceptable 

results, which are better than the results of similar models. These 

comparisons are made in the dataset of YouTube-VOS. Also, our 

presented approach is applied in the dataset of DAVIS-2017 and 

the obtained results are better than the results of the similar 

works. 

Keywords—Segmentation; video processing; motion objects; 

deep convolutional neural network (DCNN) 

I. INTRODUCTION 

With the growth of technology and the presence of 
machines in human life, the various applications of this 
technology have increased daily. Currently, with the increase 
in computing capabilities along with the low price of the 
cameras, image perception is an important part of many 
applications. One of these applications in image processing is 
the segmentation of motion objects. The segmentation of the 
object is the separation of the background and the objects in a 
trail of video images with a specific purpose [1]. The discovery 
and segmentation of the moving objects on the trail of videos is 
a prerequisite step for the high-level systems of machine 
vision, such as stewardship systems, robotics, and so on. The 
accuracy of the mentioned systems depends on the 
segmentation method used. For example, in a surveillance 
system that uses the information of the movement model for 
the recognition of people, it should be possible to continuously 
segment and track the moving objects with high accuracy 
through the installed cameras in the desired location. Then, by 
analyzing the received information about the movement and 
the location of these people, in case of unfortunate events such 
as falling down which occur, the system can be notified 
automatically to the relevant centers such as the emergency [2]. 

With the consideration of the important mentioned applications 
in the above and many other applications of object 
segmentation, in the current article, we propose a novel 
approach for the segmentation of the object in video trials. 

Therefore, the main purpose of the segmentation of the 
video is to separate the foreground from the background with 
respect to a video trail [3]. Recently, new approaches have 
been proposed to segment all motion objects in a video and 
produce larger datasets. This work leads to more challenging 
tasks [4]. Most of the presented methods in this field evaluate 
the frames separately [5], and they do not remark on the 
dimension of the temporal to obtain the affiliation among the 
successive frames. Recently, an encoder-decoder architecture 
has been presented based on RNN [6] and is similar to our 
proposed method. 

Therefore, in this paper, the key idea is the propagation of 
the CE frame credence into another frame using the fine-tuning 
of the model of DCNN. So, we exert the DCNN model (which 
is pre-trained) for the frames to estimate the class of the object, 
and then, we gather the frames where the estimation as globally 
or locally is reliable. In the following, we exert a collection of 
the frames of CE as the training set to fine-tune the used pre-
trained model with the examples in the videos. Also, we 
confine the used model of DCNN [7] to only the video. For 
example, we perform the model centralization in the particular 
examples in the input video. We, in this procedure, only use 
the CE region labels and permit the CE frames to determine the 
un-estimated regions. In addition, we use the feeble labels to 
prevent the degradation of the model by a few incorrect labels. 
Our procedures for the generation of the self-consistent 
datasets and the use of the CE frames for the updation of the 
system can retrieve the unspecified parts or the classified 
sections from the frames of UE, which contain several objects. 

The article continuation is as the below: Section II 
characterizes the related works and their overview. Section III 
characterizes the details of our presented method. The 
evaluation details and the details of the performed tests are 
provided in Section IV. In this section also, we provide the 
visual outcomes and the numerical outcomes of the done tests. 
In Section V, we provide the suggestions and conclusions.  

II. RELATED WORKS 

Due to the wide applications of the segmentation of motion 
objects in the arena of machine vision, researchers have studied 
and have presented different methods for this task in recent 
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years. Among the comprehensive performed works in this field 
is the presented work in [8], which has reviewed and classified 
the proposed segmentation methods. In [9]–[12], the different 
methods for the segmentation and the tracking of the motion 
objects have been investigated. Usually, the segmentation is 
done based on the obtained information for a series of special 
characteristics from the objects. These characteristics include 
the below cases: the edge, the texture, the color of the objects, 
the movement information, the corner points, the appearance of 
the objects, etc. Any segmentation algorithm based on the 
application can use any of these characteristics or a 
combination of these characteristics. For example, in the 
algorithms that segment and track the objects based on the 
object contour, the edge feature [13] is used. In [14], the 
motion objects were segmented based on the difference 
between the existing edges between two consecutive frames. 
The detectors of the corner points in the literature on object 
segmentation are Moravec [15], Harris [16], KLT [17], and 
SIFT [18]. 

In addition, the segmentation of moving objects based on 
deep learning techniques has received regard in the association 
of the research in the latter years. It can be due to the 
emergence of novel segmentation datasets and new challenges: 
Berkeley (2011), SegTrack (2013) [19], Berkeley Freiburg 
(2014) [20], DAVIS (2016-2017) [21], and YouTubeVOS 
(2018) [22]. These datasets provide the biggest content of the 
tagged videos. 

The later works, such as [15], use the optical flow for the 
temporal adaptation after the use of the fields of Markov 
random, which is the basis on the taken specifications of a 
CNN model. The other suggestion for the obtention of the 
coherence of the temporal is the use of the boded masks on 
prior frames as a guide for the subsequent frames [7]. The 
proposed method in [23] disseminates the information using 
spatiotemporal features. Finally, the proposed method in [24] 
uses an architecture of the encoder-decoder RNN that employs 
the LSTM for the learning of the trail. 

In the segmentation of the objects in the video, the learning 
with the single-shot is found as the use from an alone tagged 
frame for the estimation of the residual frame’s segmentation 
in a sequence. Also, the learning with the zero-shot is found as 
the construction models, which do not require the initialization 
for the generation of the masks of the segmentation of the 
object in the trail of the video. There are multiple articles in the 
literature which is emphasized the first mask for the input to 
can propagate via the trail [3], [7], [10], [25], and [26]. 
Generally, the approaches with the single-shot outperform in 
comparison to the approaches with the zero-shot because the 
first segmentation is formerly taken, so there is no need for the 
estimation of the mask of the first segmentation of the 

abrasion. Most of the proposed systems emphasize online 
learning, which is the adaption of the weights with the first 
frame and associated masks. Usually, the methods of online 
learning achieve better outcomes, but they need more 
computing time. On the learning with the zero-shot, for the 
estimation of the segmentation of the object on a video, 
multiple papers have used the object saliency [8], [27], [28] or 
they have used the object suggestion methods outputs [12], or 
they have used network with two-stream. The exploitation of 
the motion templates on the videos is perused at [29], but the 
article of [14] formulates the 3D representation conclusion of a 
planar object and the motion segmentation. In addition, 
foreground segmentation which is the basis of the sample 
embedding is presented in [16]. 

Also, optical flow computation is one of the fundamental 
tasks in computer vision. Deep learning methods allow 
efficient computation of optical flow, both in supervised 
learning on synthetic data [42], and in the self-supervised [39] 
setting. Additionally, in [40], the authors propose to highlight 
the independently moving object by compensating for the 
background motion, either by registering consecutive frames, 
or explicitly estimating camera motion. Another line of work 
has tackled the problem by explicitly leveraging the 
independence, in the flow field, between the moving object and 
its background. For instance, [41] proposes an adversarial 
setting, where a generator is trained to produce masks, altering 
the input flow, such that the inpainter fails to estimate the 
missing information. 

Finally, in [43-45], two protocols have attracted increasing 
interest from the vision community, namely, semi-supervised 
video object segmentation (semi-supervised VOS), and 
unsupervised video object segmentation (unsupervised VOS). 
The former aims to re-localize one or multiple targets that are 
specified in the first frame of a video with pixel-wise masks, 
and the latter considers automatically separating the object of 
interest (usually the most salient one) from the background in a 
video sequence. 

III. PROPOSED METHOD 

To present our method, we consider an important 
hypothesis. We presume that the video contains at least some 
frames of CE such that it is useful for the improvement of the 
uncertainly-estimated frame outcomes. In the presented 
method, the main idea is the propagation of the credence of the 
frames of CE using the fine-tuning of DCNN. Therefore, our 
method includes the below stages: the election of the CE 
frames, the production of the label mapping, and the matching 
of a model with the input video. In the following subsections, 
we characterize the desired algorithm of these stages. Fig. 1 
displays the general format of our presented approach.
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Fig. 1. The general format of our presented approach. 

A. Steps of Our Presented Method 

Fig. 1 displays the general steps of our presented method. 
In this sub-section, we will characterize the presented approach 
details to segment the motion objects in the video frames.   
shows the collection of the indices of the frames; also   
displays the collection of the desired poor labels from the input 
video. The presented method starts using the DCNN model   
which is pre-trained (for the frame    ), then we apply 
        for the computation of the probability         
where  -th pixel is the organ of the class      which in it,   
represents a collection of the classes of the object and the 
classes of the background. The mapping of the semantic label   
can be measured by the use of the        for each pixel  : 

                       (1) 

We gather the self-adaptive dataset   for adaption of the 
model of DCNN with the input video, which   includes the 
frames of CE and the related tag mappings. We gather the 
global CE frames and the local CE frames. Then we calculate 

corresponding label mappings    and    for the make of a 
self-consistent collection. Algorithm 1 summarizes the 
processes of the frame selection and the label calculation. First, 
we apply the analysis of the connected part in each mapping 
from the class   for the generation of the collection of the 
candidate object zones. For  -th mapping of     , the 
confidence of     )  measures the evaluated zones, which in 
it, the operator      catches the label mapping as the input. 
Then, it calculates the mean probability of which pixels are 
labeled as objects. The label mapping has the labels of the 
related class. 

In the following, we construct the mapping of the label   
 

 

with the setting of the zone label when the confidence value 

trespasses an upper threshold   . Also, we adjust the label of 
the background for each pixel where             (for being 
the background) is the greater than the threshold of   . 

For the completion of   
 

, the residual undefined zones 

must be processed. We, for this goal, let the residual pixels be 
labeled as "ignored." The pixels of the unspecified "ignored" 
are not attended to in the calculation of the loss value for the 
updation of the model. Also, we relinquish all pixels which 
have tags that are not on the collection of  . We surcharge the 

global frames of CE with   
 

 which have one safe zone for 

self-consistent dataset  . 

Since the elected frames may be distributed temporally, our 
model can be overcome by the frames which are elected in a 
short time. For the reduction of the obtained error and for the 
regularization of the model, it is recommended to select the 
local frames of CE which have the best confidence of the 
object in each interval   . We determine the local CE frames 

and their label mapping    as follows: For each frame  , we 

create a label mapping   
  using label keeping of total pixels if 

and only if      to be consisted on  , when we set the 
background as the prior. In the following, we compute the 

frame confidence by the computation of     
   and then we 

consider the frame with the highest confidence during each part 
of the frame    as the local CE. Let the local frame of CE 
formerly not elected as the global frame of CE; then we 
surcharge it into the self-adaptive dataset  . 

With the consideration of the self-adaptive dataset   which 
is computed by the mentioned processes, finally, we reconcile 
the model   with the video. This task is done using the fine-
tuning of the model into    . In the following, we calculate the 
novel label mapping using     for each frame. 
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Algorithm 1. Procedures for Selecting the Frames and Calculating the Labels 

Input: DCNN model  , a set of weak labels   

Local best confidence     

for     do 

Initialize   
 

 ,   
  to ignored label  

Compute        and                     
Compute set   of connected components in   

for      do 

if         ,      then continue 

if            then 

Set   
 

          ,        

Set   
           ,        

Set   
 

       
      ,                         

if     
 
    then        

 
  

if     
     then  

Update     and       
   

if            then  

if   
 

   then 

           
   

Initialize     

Fine-tune DCNN model   to    using the set   

B. Development of Proposed Method for Un-Supervised 

Video 

Our presented approach can be used for the processing of 
unsupervised video. This task can easily be applied to 
unsupervised videos using the limitation of line eight in 
Algorithm 1. This omission means that the model doesn't 
manage whether the class emerges really on the video. So, we 
adjust all tags of the CE zones even if the tags are wrong. The 
experiments show that most processed videos have the same 
outcomes as the weakly-supervised videos is so much that the 
pixel tags specified by a great probability typically match the 
true tags. However, exceptions occur, which these exceptions 
are related to incorrect labels. They can degrade the model, and 
they can reduce the accuracy compared to the settings of 
weakly supervised. 

C. Implement the Post-Processing for the Correction 

Since the DCNN output is not sufficient to accurately 
characterize the object therefore, we apply the fully-connected 
CRF [30]. We apply the DCNN output for the single 
expression. Also, we apply the pixel's positions and the pixels' 
colors for the calculation of the even expressions (similar to 
[31]). We, finally, modify the label mapping via the practices 
of morphology (such as erosion and dilation). 

IV. TESTS AND THE OUTCOMES EVALUATION 

In this sub-section, first, we will present the 
implementation details and the performed tests. Also, we will 
introduce the used dataset. In the following, the tests' results 
are presented, and an analytical evaluation is done. 

A. Details of Implementation 

The tests in this article are performed as the single-shot and 
the zero-shot. Also, the designed tests are done using two 
datasets: YouTube-VOS [32] and DAVIS-2017 [33]. The first 
dataset, YouTube-VOS, contains 474 films on the set of the 
validation and 3471 films on the set of the training. It is the 
biggest dataset in the field of the segmentation of the video 
object. In addition, the training dataset contains 65 unique 

groups of the object, which are considered as the observed 
groups. Also, in the dataset of the validation, there are 91 
groups of the object that consist of 26 unseen groups and all 
seen groups. 

On the other hand, the dataset of DAVIS-2017 includes 60 
films for the training dataset, 30 films for the validation 
dataset, and 30 films for the test dataset. In both datasets, the 
videos contain several objects, and their duration is between 
three to six seconds. The Python programming language has 
been used for the implementation of these tests. The presented 
method is implemented in a machine with Core (TM) i7 CPU 
3.0 GHz Intel(R) and 8G RAM. The convolutional network is 
implemented on GPU, and the used graphic card in this method 
is NVIDIA GEFORCE 840M. The tests are analyzed by the 
use of the normal analysis criteria: (1) the accuracy of the 
contour   and (2) the similarity of the region  . On the 
YouTube-VOS dataset, these criteria are divided into two sub-
criteria, depending on whether groups already have been seen 
with a network (      and      ) or have not been seen by the 
model (        and        ). The concept of the seen (or the 
unseen) means that, these categories are included in the set of 
training (or are not included). 

B. Experiments and Results for the YouTube-VOS Dataset 

As mentioned, the tests and the results are presented in two 
modes: the single-shot and the zero-shot. The single-shot mode 
consists of the object segmentation of a video according to the 
mask of the objects on the initial frame. But zero-shot mode 
involves the video objects segmentation without the previous 
data about that which of the objects must be segmented. It 
means that no object mask is obtained. This work is more 
complicated than the single-shot mode because the network 
must identify and then segment the objects that appeared in the 
film. 

Table I shows the obtained results on the validation dataset 
of YouTube-VOS for the single-shot mode. All presented 
models in this study were trained using an 80-20 split for the 
training dataset. Fig. 2 shows some qualitative results, which in 
it, we can view, which our proposed method better maintains 
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the segmentation of the objects over time. The proposed 
network can learn how the fixing the faults that may arise in 
the deduction. Table I can view which this approach is strong 
and has a suitable performance. Fig. 3 displays some 
qualitative outcomes which compare our trained approach over 
the mask of the ground truth and our trained approach over the 
concluded mask. 

Table II displays the comparison of our presented model 
and similar approaches using the entire training dataset of 
YouTube-VOS. As it is clear, our proposed model has 
analogous outcomes with the mentioned model in [32]. The 
proposed method has an awhile worse turnover for the 
similarity of the region  . However, it has an awhile better 
turnover for the accuracy of the contour  . The proposed 
network performs better than the remaining advanced methods 
[25], [34]–[36] for the observed categories. Also, depending on 
the number of examples in the videos, Table III displays the 
related outcomes to the similarity of the region   and the 
accuracy of the contour  . We can view which objects for 
segmentation be fewer, then the work is easier, and we get 
better outcomes for the trails with only one or     annotated 
objects. Fig. 4 displays the qualitative outcomes for our 
presented approach for different trials from the validation set of 
YouTube-VOS. It contains the samples by the different 
samples number. Note that which samples are segmented 
correctly. However, there are different samples of a similar 
group on the video trail (the leopard, the sheep, the bird, the 
fish, or the person), or there are cases that vanish from the trail 
(a sheep on third row and a dog in fourth row). 

So far, we have presented the test outcomes for our 
presented approach in the single-shot mode for the YouTube-
VOS dataset. Also, we provide the outcomes for the mentioned 
dataset on the zero-shot mode. It should be noted that today, 
there is no designed special dataset for zero-shot segmentation. 
Although the YouTubeVOS dataset and the DAVIS-2017 
dataset can be used to train and evaluate the models without the 
use of the provided annotations in initial frame, these datasets 
have this restriction in which the total appeared objects on the 
film are not annotated. In the YouTube-VOS dataset, 
specifically, a maximum of five object instances in each video 
are annotated. This makes sense when the objects are given for 
the segmentation but may be problematic for the zero-shot 
segmentation because the model can correctly segment the 
objects which are not annotated on the dataset. Fig. 5 displays 
some samples in it and some annotations of the missing object. 
Notwithstanding the stated quandary on the annotations of the 
missing object, for this mode, we have trained our network 
using the existing object annotations in this dataset. 

Table IV displays the obtained outcomes for the validation 
dataset of YouTube-VOS on the segmentation with the zero-
shot. Similar to the segmentation problem in single-shot mode, 
the proposed model has a good performance for object 
segmentation in the video. Fig. 6 displays some outcomes for 
segmentation in the zero-shot mode on the validation dataset of 
YouTube-VOS. Note that the masks are not obtained, so the 
system must detect the objects that must be segmented. 

C. Experiments and Outcomes for the DAVIS-2017 Dataset 

We test our pre-trained model (which is trained using the 
YouTube-VOS dataset) on a different dataset: DAVIS-2017. 
As shown in Table V, if the pre-trained network is done 
directly for the DAVIS-2017 dataset, our presented approach 
performs better than the rest of the approaches that do not use 
online learning. In addition, when the proposed model is 
adjusted for the training dataset of DAVIS-2017, the proposed 
method outperforms some methods (for example, OSVOS [3]). 
Fig. 7 displays the obtained visual outcomes on the dataset of 
DAVIS-2017 in the single-shot mode. 

But in the zero-shot mode, by reviewing the articles and the 
research literature, it was found that there are no formal 
outcomes for the zero-shot mode on the DAVIS-2017 dataset 
so that we can compare our proposed method with it. The 
segmentation with zero-shot mode only is remarked for the 
DAVIS-2016 dataset, which in the unsupervised approaches 
have been made for it. Using the YouTube-VOS dataset on the 
zero-shot mode, if our model is directly done on the DAVIS-
2017 dataset, our pre-trained model yields an average region 
similarity equal to        and an average contour accuracy 
equal to       . If this pre-trained network is fine-tuned 
using the validation dataset of DAVIS-2017, then it results in a 
while better efficiency:         and       . This poor 
efficiency of the zero-shot segmentation on the DAVIS-2017 
dataset can be illustrated by the poor efficiency of the 
YouTube-VOS dataset in the unseen groups. Fig. 8 displays the 
visual outcomes of the test dataset of DAVIS-2017, which in it 
the mask of the object is not obtained. 

D. Discussion 

The results obtained from the qualitative experiments 
showed that our proposed method maintains the segmentation 
of the objects as better over time. This is because the proposed 
network can learn how to fix the errors that may occur in the 
deduction. Also, the results showed that when we test our pre-
trained model on a different dataset, our proposed approach 
outperforms other approaches that do not use the online 
learning. Furthermore, when the proposed model is adjusted to 
DAVIS-2017 training dataset, the proposed method 
outperforms other approaches. Also, the various tests on 
YouTube-VOS showed that if our model is run directly on the 
DAVIS-2017 dataset, our pre-trained model yields an average 
regional similarity of J=22.4 and an average contour accuracy 
of F= 28.0. If this pre-trained network is fine-tuned by using 
the DAVIS-2017 validation dataset, it gives the better 
performance for some time: F=30.6 and J=24.7. This poor 
performance of the zero-shot segmentation on the DAVIS-
2017 dataset can be illustrated by the poor performance of the 
YouTube-VOS dataset on the unseen groups. Finally, the 
presented method in this article has a specific limitation that 
occurs sometimes. This limitation occurs when a video does 
not match the hypothesis that we stated at the beginning (at 
least one zone of the object collates with the classes of the pre-
trained object, or at least one frame has the true tag). Mostly, 
these samples happen due to the size of very small the objects 
on a video. The lack of a frame for improvement of other 
frames gives similar outcomes to the base model. The 
researchers can remark on this limitation in their subsequent 
works. 
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TABLE I.  OBTAINED RESULTS FOR VALIDATION DATASET OF YOUTUBE-VOS IN THE SINGLE-SHOT MODE 

YouTube-VOS Dataset in the Single-Shot Mode 

                             

51.2 67.9 45.1 64.0 Proposed Method 

 

Fig. 2. Qualitative results for our presented approach in a single-shot mode for the YouTube-VOS dataset. 

 

Fig. 3. Some comparative qualitative outcomes for our presented approach on the single-shot mode for the YouTube-VOS dataset. 

TABLE II.  COMPARISON OF OUR PRESENTED APPROACH WITH THE ADVANCED APPROACHES FOR THE SINGLE-SHOT MODE ON THE VALIDATION SET OF 

YOUTUBE-VOS. THE TERM OL REFERS TO ONLINE LEARNING 

YouTube-VOS Dataset in Single-Shot Mode 

                            OL  

60.7 60.5 54.2 59.8 Yes OSVOS [3] 

47.9 59.5 45.0 59.9 Yes MaskTrack [25] 

51.4 62.7 46.6 60.1 Yes OnAVOS [35] 

44.0 60.1 40.6 60.0 No OSMN [36] 

50.3 65.5 48.2 66.7 No S2S w/o OL [32] 

51.9 68.4 45.4 64.8 No Proposed Method 

TABLE III.  ANALYSIS OF OUR PRESENTED APPROACH DEPENDING ON THE NUMBER OF SAMPLES IN THE SEGMENTATION OF THE SINGLE-SHOT 

Number of Samples (YouTube-VOS) 

5          

56.9 50.6 51.2 63.3 78.9       

66.8 62.9 56.4 68.1 76.1       
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Fig. 4. Some visual results for our presented approach for the different trials from the YouTube-VOS validation set. 

 

Fig. 5. The examples of the missing object annotations. 

TABLE IV.  THE RESULTS OF THE PERFORMED TESTS FOR THE SEGMENTATION WITH THE ZERO-SHOT MODE FOR THE DATASET OF YOUTUBE-VOS 

YouTube-VOS Dataset in the Zero-Shot Mode 

                             

24.2 45.9 24.1 45.2 Proposed Method 

 

Fig. 6. Qualitative outcomes for segmentation with the zero-shot mode for the dataset of YouTube-VOS. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

18 | P a g e  

www.ijacsa.thesai.org 

TABLE V.  COMPARISON OF OUR PRESENTED APPROACH OVER ADVANCED METHODS FOR SEGMENTATION IN THE SINGLE-SHOT MODE IN THE DAVIS-2017 

DATASET. NOTE THAT OL REFERS TO ONLINE LEARNING 

DAVIS-2017 Dataset in the Single-Shot Mode 

    OL  

54.8 47.0 Yes OSVOS [3] 

62.1 52.9 Yes OSVOS-S [37] 

70.5 64.5 Yes CINM [38] 

62.1 52.9 Yes OnAVOS [35] 

44.9 37.7 No OSMN [36] 

44.2 42.9 No FAVOS[4] 

53.3 48.8 No Proposed Method 

 

Fig. 7. Visual outcomes of the single-shot segmentation on the dataset of DAVIS-2017. 

 

Fig. 8. Visual outcomes of the test dataset of DAVIS-2017 in the zero-shot segmentation mode. 
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V. CONCLUSIONS AND SUGGESTIONS 

In our article, we propose a novel method for the 
segmentation of the motion objects which exist in the video. 
This method reconciles the model of the pre-trained DCNN 
with the input film. For the fine-tuning of the model, which is 
trained as vastly to be special for the video, we created a self-
adaptive set that includes multiple frames, which helps to the 
improvement of the results of the frames of UE. This model is 
designed for segmentation in the single-shot mode and the 
zero-shot mode. Also, this model is applied in the YouTube-
VOS dataset and the DAVIS-2017 dataset. The tests display 
that our trained model has a better performance than similar 
methods. In addition, our model improves the performance of 
similar methods. For future research, it is suggested to develop 
a semi-supervised film framework for the accuracy increase. It 
can also be expected that this efficient self-adaptive method 
can generate video datasets with accurate labels. 
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Abstract—Autism spectrum disorder is a debilitating 

neurodevelopmental illness characterized by serious impairments 

in communication and social skills. Due to the increasing 

prevalence of autism worldwide, the development of a new 

diagnostic approach for autism spectrum disorder is of great 

importance. Also, diagnosing the severity of autism is very 

important for clinicians in the treatment process. Therefore, in 

this study, we intend to classify the electroencephalogram (EEG) 

signals of mild and severe autism patients. Twelve patients with 

mild autism and twelve patients with severe autism with the age 

range of 10-30 years participated in the present research. Due to 

the difficulties of working with autism patients and recording 

EEG signals from these patients in the awake state, the Emotiv 

Epoch headset device was utilized in this work. After signal 

preprocessing, we calculated short-range and long-range 

coherence values in the frequency range of 1-45 Hz, including 

short- and long-range intra- and inter-hemispheric coherence 

features. Then, statistical analysis was conducted to select 

coherence features with statistical differences between the two 

groups. Multilayer perceptron (MLP) neural network and 

support vector machine (SVM) with radial basis function (RBF) 

kernel were used in the classification stage. Our results showed 

that the best MLP classification performance was obtained by 

selected inter-hemispheric coherence features with accuracy, 

sensitivity and specificity of 96.82%, 97.82% and 96.92%, 

respectively. Also, the best SVM classification performance was 

obtained by selected inter-hemispheric coherence features with 

accuracy, sensitivity and specificity of 94.70%, 93.85% and 

95.55%, respectively. However, it should be noted that the MLP 

neural network imposes a much higher computational cost than 

the SVM classifier. Considering that our simple system gives 

promising results in diagnosing autistic patients with mild and 

severe severities from EEG, there is scope for further work with 

a larger sample size and different ages and genders. 

Keywords—Autism spectrum disorder; electroencephalography 

(EEG); classification; neural network; support vector machine; 

coherence feature 

I. INTRODUCTION 

Autism spectrum disorder is a debilitating 
neurodevelopmental illness characterized by serious 
impairments in communication and social skills. Patients with 
autism manifest repetitive and restricted behavior [1-3]. The 
prevalence of autism has increased considerably from 0.67% in 
2000 to 2.58% in 2016 in the United States [4-6]. Therefore, in 
recent years, researchers emphasized different approaches to 
early diagnosis of this disorder to provide timely intervention 
and achieve better treatment outcomes [7, 8]. In this regard, it 
is also very important to determine the severity of the disease 
in autism spectrum disorder because it leads to changing 

treatment approaches due to the level of brain disorders [9]. 
Brain images have shown abnormalities in brain and head size 
and limbic and cerebellar structure in autistic patients [10]. 
Magnetic resonance imaging (MRI) studies have shown that 
autistic patients have serious disturbances in the functional 
connectivity between different brain regions [11, 12]. fMRI 
and diffusion tensor imaging (DTI) studies also showed that 
patients with autism had reduced long-range functional 
connectivity at rest and during different executive cognitive 
tasks [13]. However, due to its high availability, cheapness, 
and ease of use, many researchers have analyzed the 
electroencephalogram (EEG) signals of autism patients to 
study their brain function [14-18]. For instance, in a recent 
study, Hadoush et al. [19] analyzed and compared the brain 
complexity of children with mild and severe autism through 
multiscale entropy analysis of EEG signals. They found that 
the brain complexity of children with mild autism is higher 
than that of children with severe autism in the right parietal, 
right frontal, left parietal and central cortices. Finally, they 
concluded that EEG multiscale entropy could serve as a 
sensitive index to detect the level of autism severity. In a 
review study, Wang et al. suggested excessive power in low- 
and high-frequency EEG bands and impaired functional 
connectivity as common EEG abnormalities in autism 
spectrum disorders [20]. The organization of this article is as 
follows. In Section II, we briefly review some related work in 
autism diagnosis through EEG analysis. In Section III, the 
proposed system for preprocessing the EEG signal and 
extracting and classifying the EEG features of autism patients 
is presented. Then the obtained results are presented in 
Section IV. Section V discussed the obtained results. Finally, 
in the last section, the conclusion of this work is presented. 

II. RELATED WORK 

As mentioned, due to the increasing prevalence of autism 
worldwide, the development of a new diagnostic approach for 
autism spectrum disorder is of great importance. Several 
studies have shown significant differences between various 
EEG features of individuals with autism and normal 
individuals [21-23]. These studies mainly focused on the 
spectral power of EEG frequency bands, connectivity and 
coherence between cortical areas, and hemispheric activity 
asymmetry [24, 25]. For instance, Jamal et al. obtained an 
accuracy, sensitivity and specificity of 94.7%, 85.7% and 
100%, respectively, in autism diagnosis using connectivity 
features and a support vector machine (SVM) with the 
polynomial kernel [26]. Sheikhani et al. used spectral power 
features and K-nearest neighbours and reported a classification 
accuracy of 82.4% for autism diagnosis [27]. Fan et al. 
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proposed a similar framework for EEG classification of autism 
and non-autism subjects and reported an accuracy of 85% for 
this purpose [28]. 

On the other hand, several recent studies have investigated 
the nonlinear features of EEG for autism diagnosis. Bosl et al. 
reported good EEG classification results for autism diagnosis 
using multiscale entropy and SVM [29]. Ahmadlou et al. used 
the fractal dimension of EEGs and radial basis function neural 
network and achieved a classification accuracy of 90% for 
autism diagnosis [30]. Djemal et al. proposed an EEG-based 
computer-aided diagnosis of autism through entropy and 
wavelet-based features as well as an artificial neural network 
and achieved a classification accuracy of 99.71% [31]. 
Abdulhay et al. proposed a computer-aided autism diagnosis 
system through second-order plot area and empirical mode 
decomposition and achieved a classification accuracy of 94.4% 
for autism diagnosis [24]. 

Although several studies have been published in the field of 
computer-aided diagnosis of autism using EEG signals, very 
few studies have paid attention to the fact that in autism, we are 
dealing with a relatively wide range of patients with different 
behavioral and cognitive symptoms. Meanwhile, diagnosing 
the severity of autism is very important for clinicians in the 
treatment process. Therefore, in this study, we intend to 
classify the EEG signals of mild and severe autism patients 
using coherence indices and machine learning approaches (i.e., 
SVM and artificial neural networks).  

III. MATERIALS AND METHODS 

A. Patients 

Twelve patients with mild autism and twelve patients with 
severe autism were participated in the present research. All 
participants with autism were diagnosed by psychiatry experts 
according to the diagnostic criteria of DSM-5 [32]. Also, the 
severity of autism was determined through psychiatric 
interviews with specialists. The age range of the selected 
patients was 10-30 years. During the selection stage, patients 
with autism who had other neurological conditions, such as 
epilepsy or head trauma, were excluded. The patient 
enrollment was administered in a psychiatric clinic. The 
research project was done in accordance with the principles of 
the Declaration of Helsinki (1996) and the current Good 
Clinical Practice guidelines. The goal and an overview of the 
project were characterized by the participants and their parents 
during the initial contact. For those who agreed to participate, 
all the necessary information was provided prior to signing 
written informed consent. Information about the subjects was 
utilized anonymously and for the purpose of the study. 

B. Data Acquisition and Cleaning 

Previous studies have shown that resting with eyes open is 
the best EEG recording condition for EEG classification of 
autism from healthy subjects. Hence, in the current work, EEG 
recordings were performed while the patients were awake with 
their eyes open and sitting comfortably in an armchair without 
any stimuli. Depending on the subject's cooperation, EEG was 
recorded for 12-20 minutes for each patient in one session. Due 
to the difficulties of working with autism patients and 
recording EEG signals from these patients in the awake state, 

the Emotiv Epoch headset device was utilized in this work. 
Since the Emotiv Epoch headset is a wireless EEG device, the 
signal recording was conducted in autistic patients more easily. 
This EEG device uses a Bluetooth module for wireless 
communication. The Emotiv Epoch headset and Software 
Development Kit include 14 electrodes (AF3, AF4, F7, F8, F3, 
F4, FC5, FC6, T7, T8, P7, P8, O1, O2 based on 10-20 
international system) along with DRL/CMS references at 
P4/P3 locations. As depicted in Fig. 1, the EEG headset is 
wireless and has a large lithium-based battery for 12 hours. The 
sampling rate in this device is 128 Hz. The electrode 
impedance is reduced through the saline liquid and alcohol 
pads until the circles shown in Fig. 1 turn green. Emotive 
software was utilized to record EEGs and convert their format 
to MATLAB format. 

 
(a) 

 
(b) 

Fig. 1. Emotiv Epoch device and sensors organization. (a) headset and 

sensors, (b) 10-20 EEG international protocol. 
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Emotiv Epoch utilizes a 50 Hz notch filter to eliminate the 
main power line component. After EEG recording, in the signal 
preprocessing and conditioning stage, a band-pass Hanning 
window with a finite duration and frequency range of 1-45 Hz 
was applied to the signals via MATLAB software [33-35]. In 
addition, we performed electrode interpolation using adjacent 
channels for low-quality electrodes. EEGs were re-referenced 
to the common average and then were decomposed via 
independent component analysis (ICA). Components with 
motion and muscle artifacts were recognized by ICA and were 
then removed based on time courses and frequency scalp maps. 
The cleaned components were reconstructed, and a 50-second 
cleaned EEG signal was prepared for each patient. 

C. Coherence Features 

EEG coherences measure the level of synchronization 
between two channels (i.e., two brain regions) in terms of 
EEGs recorded at different regions of the scalp. The coherence 
function gives information about the functional connectivity of 
the brain [36]. The value of the coherence function is in the 
range of zero to one, which shows the correlation of two 
signals in terms of frequency. If the value of the coherence 
function is zero, it means that the two channels are independent 
of each other, and the value of one indicates a high correlation 
between the two channels. The coherence function of two 
signals, i and j, at frequency f, is calculated as follows: 

      ( )  
|    ( )|

 

    ( )     ( )
  (1) 

Where,     ( ) is the cross-spectrum of the two signals, and 

    ( ) and     ( ) are auto-spectrum of the two signals. Fig. 2 

shows the EEG coherence visualization method through matrix 
representation and node-link diagram. 

In this work, we calculated short-range and long-range 
coherence values in the frequency range of 1-45 Hz, including 
short- and long-range intra- and inter-hemispheric coherence 
features. Totally, 89 coherence features were calculated. 

D. Feature Selection and Classification 

To avoid the curse of dimensionality, statistical analysis 
was applied to the calculated coherence features to select 
features with significant differences between the two groups of 
patients with autism. Statistical analysis was also performed in 
MATLAB software. After performing the Shapiro-Wilk test to 
confirm the normality of the data, repeated measures analysis 
of variance (ANOVA) was used to handle the multiple 
comparison problems and the independent t-test was used as a 
post hoc analysis to compare the mean of the extracted features 
between the two groups [37-40]. P < 0.05 was considered as 
the threshold of significance. 

E. Multilayer Perceptron (MLP) Neural Network 

The selected coherence features through a statistical 
analysis were applied to suitable classifiers to classify the 
feature set into mild and severe autism. SVM and artificial 
neural networks are common classifiers in biomedical 
applications. Neural networks have been utilized in 
classification and pattern recognition for different research 
projects because of their unique properties, such as self-
organizing, adaptability, and robustness [41]. There are three 
layers in a feed-forward neural network like MLP: an input 
layer, a hidden layer, and an output layer. In the current 
research, the supervised learning network was utilized to 
classify mild and severe autism. The architecture of the 
network is depicted in Fig. 3. 

 
Fig. 2. EEG coherence visualization method. (a) matrix representation, (b) node-link diagram [43]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

24 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 3. Artificial neural network architecture. 

The neural network was configured with n neurons (based 
on the number of selected features) in the input layer, five 
neurons in the hidden layer, hyperbolic tangent hidden transfer 
function, softmax output transfer function, and backward 
propagation training algorithm. The bias and weights for the 
network were initialized through the Nguyen-Widrow method. 
The neurons of each layer are connected to the next layer with 
a certain weight, which is defined as follows: 

        ( )  ( )   (2) 

The above equation is known as the delta law, through 
which weight correction is done from neuron i to neuron j. η, 
δj(n) and yi(n) are the learning rate parameter, local gradient 
and input signal of neuron j, respectively. If j is a neuron in the 
hidden layer, then δj(n) is obtained by: 

  ( )    
 (  ( ))∑   ( )   ( )  (3) 

Where, k is a neuron in the output layer, and   
 (  ( )) 

denotes the activation function to characterize the input-output 
relationships of the non-linearity to neuron j. 

F. SVM with Radial Basis Function (RBF) Kernel 

SVM has been widely utilized by researchers to solve 
various nonlinear problems and classification tasks with small 
data samples [42]. We used SVM in this study because this 
classifier minimizes the expected risk in the test data and 
considers a margin around the class boundaries, which leads to 
increased generalizability of the results. SVM uses a kernel 
function to transform the nonlinear classification problem into 
a linear one by increasing the dimensionality of the dataset. In 
this work, we used the RBF kernel. The RBF kernel is the most 
widely utilized kernel in SVMs. The RBF kernel has good 
performance in various classification problems. It is expressed 
as: 

(     )     (  ‖     ‖
 
)      (4) 

Where, γ is the free parameter to scale the extent of 
influence, two samples have on each other. 

IV. RESULTS AND EVALUATION 

The coherence features were calculated from every 14 
channels of EEG signals. Fig. 4 shows an example of recorded 
EEG signals of mild autistic and severe autistic patients for the 
right and left hemispheres after preprocessing. After feature 
extraction, the feature selection process was done through 
statistical analysis. Fig. 5 shows box plots for short-range and 
long-range intra-hemispheric coherence features with 
significant differences (P < 0.05) between mild and severe 
autism groups. As shown, there were significant differences in 
both the left and right hemispheres. In addition, Fig. 6 shows 
box plots for short-range and long-range inter-hemispheric 
coherence features with significant differences (P < 0.05) 
between mild and severe autism groups. These 10 coherence 
features with significant differences between the two groups 
were considered as selected features for the classification step. 
In the classification step, based on the results obtained from the 
statistical analysis, we considered four feature sets as input to 
the classifiers: all coherence features, all selected features, 
selected intra-hemispheric features, and selected inter-
hemispheric features. It should be noted that the training and 
testing processes of the classifier were carried out with the 
four-fold cross-validation method. 

Accuracy, sensitivity and specificity were calculated in this 
study to measure classification performance. These metrics 
were calculated based on the concepts of false negative (FN), 
false positive (FP), true negative (TN), and true positive (TP), 
which represent cases that were incorrectly or correctly 
identified as negative or positive cases. 
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Fig. 4. Sample EEG signals of mild autistic (top) and severe autistic (bottom) patients for right and left hemispheres. 

 
Fig. 5. Box plots for short- and long-range intra-hemispheric coherence features with significant differences (P < 0.05) between mild and severe autism groups. 

 
Fig. 6. Box plots for short- and long-range inter-hemispheric coherence features with significant differences (P < 0.05) between mild and severe autism groups. 
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The performance of the MLP and SVM classifiers is 
evaluated based on the above indices, as depicted in Tables I 
and II. 

Table I shows the performance of the MLP neural network 
in the classification of coherence features using the four 
mentioned feature sets. According to this table, the best 
classification performance was obtained by selected inter-
hemispheric coherence features with accuracy, sensitivity and 
specificity of 96.82%, 97.82% and 96.92%, respectively. 
Furthermore, Table II shows the performance of the SVM 
classifier with RBF kernel in the classification of coherence 
features using the four mentioned feature sets. Again, the best 
classification performance was obtained by selected inter-

hemispheric coherence features with accuracy, sensitivity and 
specificity of 94.70%, 93.85% and 95.55%, respectively.  

Fig. 7 compares the accuracy rates obtained by MLP and 
SVM for coherence features extracted from EEG signals for 
mild and severe autism classification. As shown, the MLP 
neural network has performed better in classifying coherence 
features and distinguishing mild autism from severe autism 
compared to the SVM classifier with the RBF kernel. 
However, it should be noted that the MLP neural network 
imposes a much higher computational cost than the SVM 
classifier. Table III shows the average time of classification 
operations (in terms of seconds) using MLP and SVM 
classifiers with and without feature selection. 

TABLE I. PERFORMANCE OF MLP NEURAL NETWORK IN THE CLASSIFICATION OF COHERENCE FEATURES 

Feature set Accuracy (%) Sensitivity (%) Specificity (%) 

All coherence features 88.94 85.90 89.36 

All selected features 92.25 91.45 92.99 

Selected intra-hemispheric features 93.68 93.70 92.51 

Selected inter-hemispheric features 96.82 97.82 96.92 

TABLE II. PERFORMANCE OF SVM CLASSIFIER WITH RBF KERNEL IN THE CLASSIFICATION OF COHERENCE FEATURES 

Feature set Accuracy (%) Sensitivity (%) Specificity (%) 

All coherence features 86.39 84.10 87.91 

All selected features 91.12 90.34 92.02 

Selected intra-hemispheric features 91.97 89.63 92.69 

Selected inter-hemispheric features 94.70 93.85 95.55 

 
Fig. 7. Average accuracies obtained by MLP and SVM for coherence features extracted from EEG signals for mild and severe autism classification. 

TABLE III. AVERAGE TIME OF CLASSIFICATION OPERATIONS USING MLP AND SVM CLASSIFIERS WITH AND WITHOUT FEATURE SELECTION 

Operation Time (s) 

MLP classification without feature selection 40.82 

MLP classification with feature selection 5.16 

SVM classification without feature selection 0.62 

MLP classification with feature selection 0.28 
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V. DISCUSSION 

In the present work, we attempted to investigate the 
potential of EEG coherence features in the classification of 
mild from severe autism and compare the ability of the MLP 
neural network and SVM classifier with RBF kernel to classify 
these features. Our findings showed that the MLP neural 
network has a better classification performance than the SVM 
classifier in the task of classifying the coherence features 
extracted from the EEG signals of two patient groups (96.82% 
versus 94.70%) at the cost of a more complicated 
computational process. The computation time of MLP 
classifier implementation was much longer than that of SVM. 
Very few similar studies have been published to date to 
classify mild from severe autism through brain signal analysis. 
For this reason, it is very challenging to compare the results of 
this research with other methods based on engineering 
algorithms. Cheong et al. applied wavelet transform to feature 
extraction from EEG signals and MLP classifier and reported 
an accuracy of 92.3% for classifying mild autistic patients from 
severe autistic patients [44]. In a three-class problem, Howell 
et al. [45] proposed a general linear model for feature 
extraction, a recursive feature elimination method for feature 
selection, and a random forest classifier to classify fMRI data 
into mild, moderate, and severe autism. They reported 72% 
accuracy on this three-class problem. Therefore, compared to 
the previous limited works in this field, our neural network-
based system performs better. This can be due to the use of 
coherence features in the present work. Many 
electrophysiology and neuroimaging studies on autism 
spectrum disorders have shown that abnormality and 
impairment in brain connectivity are one of the most reported 
neuropathological mechanisms of autism [46-48]. Therefore, 
the coherence feature, which expresses the degree of coupling 
of different brain regions with each other, can be one of the 
strengths of our proposed system for classifying different 
severities of autism. In addition, it should be noted that most 
coherence impairments are located in the frontal region, 
consistent with previous neurophysiological works [49, 50].  

Although SVM is a powerful classifier for two-class 
classification problems, MLP neural network was able to show 
better performance in the present work. However, the high 
computational cost of neural networks can limit their practical 
application in clinical systems [51-54]. Therefore, it is 
recommended to optimize the MLP neural network in order to 
reduce the calculation cost and improve the classification 
performance in future research. In addition, the investigation of 
other SVM kernels (such as linear, polynomial or sigmoid 
kernels) can also be done in future research. Furthermore, our 
results showed that feature selection through statistical analysis 
is a suitable approach to optimize the two-class classification 
problem of autism spectrum disorders. In fact, the feature 
selection approach adopted in this study led to improved 
classification performance and a significant reduction in 
computational cost. Therefore, future studies should do more 
research on the feature selection stage extracted from the EEG 
signals. 

The strength of our study is to propose a simple semi-
automatic system based on coherence features and a neural 
network for classifying mild autistic patients from severe 

autistic patients from EEG signals. However, limitations such 
as the small sample size could reduce the generalizability of the 
results of the current research. Furthermore, in this work, the 
resting state EEG was analyzed, while previous 
neurophysiological studies have demonstrated that patients 
with autism spectrum disorders exhibit important 
neuropathological mechanisms in different states of arousal. 
Therefore, different EEG recording protocols should be 
considered in future studies. 

VI. CONCLUSION 

In this paper, the classification of mild and severe autism 
from EEG signals was investigated by coherence features with 
MLP neural network and SVM classifier with RBF kernel. The 
effectiveness of these features was investigated via statistical 
analysis, and it was seen that coherence features with 
significant differences between the two groups have more 
discrimination in diagnosing autistic patients with different 
severities. In addition, the effectiveness of MLP and SVM was 
compared, and the MLP neural network yielded the maximum 
classification accuracy, sensitivity, and specificity. Considering 
that our simple system gives promising results in diagnosing 
autistic patients with mild and severe severities from EEG, 
there is scope for further work with a larger sample size and 
different ages and genders. 
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Abstract—Breast cancer is a class of cancer that starts in the 

cells of the breast. It happens once the cells of the breast divide 

and amplify abnormally and uncontrollably. Other parts of the 

body, including lymph nodes, bones, lungs, and liver, can be 

affected by breast cancer. Early diagnosis and treatment are 

critical in helping to lessen the risk of death from breast cancer. 

Machine learning is a type of artificial intelligence that can be 

used to diagnose breast cancer. It uses algorithms to analyze data 

and assess patterns associated with breast cancer. Machine 

learning models can help improve diagnostic accuracy, reduce 

false-positive results, and improve the efficiency of diagnosis. 

Elman Neural Networks (ENNs) are machine learning 

algorithms that can be used to diagnose breast cancer. ENNs use 

medical data to detect patterns that are associated with the 

presence of cancer. The accuracy of ENNs in diagnosing breast 

cancer is still being researched, but they have the potential to 

help improve diagnostic accuracy and reduce false-positive 

results. In the existing study, a new modified version of ENN 

founded on a combination of an upgraded version of the 

imperialist competitive algorithm is proposed for this objective. 

Likewise, the results of the model compared with some other 

methods illustrated the proposed method's higher efficiency. 

Keywords—Breast cancer model; Elman Neural Network; 

upgraded imperialist competitive algorithm 

I. INTRODUCTION 

A class of cancer that begins in the cells of the breast is 
called breast cancer. It occurs once the cells in the breast start 
to expand abnormally and uncontrolled. It can affect both men 
and women, although women are more likely to be diagnosed 
with it than men [1]. The advantage of recognizing breast 
cancer in the initial steps is that it can significantly increase a 
person's chances of survival and decrease the risk of 
complications from surgery and other treatments [2]. Early 
treatment is also more likely to be successful, as tumors are 
generally smaller when detected in their earliest stages. 
Furthermore, early detection can reduce the risk of cancer 
spreading to other organs in the body. 

The use of AI, machine learning, and computer-aided 
detection (CAD) technologies can help with early breast cancer 
diagnosis [3]. The CAD utilizes algorithms to pinpoint 
potentially harmful areas in mammography images and 
compare them with existing patterns [4]. Moreover, AI-based 
automatic identification of tumors is becoming more precise 
and is allowing doctors to detect smaller, possibly more 
aggressive cancers sooner. Additionally, AI is the wing of 

computer science focused on developing machines able to 
execute duties that usually demand human wit. ML (Machine 
learning ) is a type of AI which involves algorithms and 
models that can “learn” from data to make decisions on their 
own [5]. 

An ANN (artificial neural network) is a type of ML 
algorithm inspired by how neurons work in the human brain to 
process information. It uses a large number of connected 
“neurons” to form an interconnected web of nodes [6]. Each 
node can take in data, process it, and pass it along to another 
node, eventually forming a prediction or classification. 

Vijayakumar et al. suggested a technique based on DNN 
(deep Feed-forward Neural Network) with four Activation 
Functions (AFs) for the category of breast cancer [7]. Its 
purpose was twofold: increase understanding of how different 
AFs can be used in different layers of a DNN and develop a 
predictive model with improved accuracy. The model 
performance was evaluated using a 10-fold Cross Validation 
(CV) method and various metrics. Results showed that the 
proposed solution performed better than other AFs-based 
DNNs, making it a viable expert-level system for breast cancer 
dataset classification [6]. Also, the method provided better 
results than the other validated techniques. 

Al-Haija et al. introduced a precise and comprehensive 
computational model for diagnosing breast cancer with the 
help of ResNet-50 CNN [8]. The given framework used the 
ResNet-50 CNN as a pre-trained neural network on ImageNet 
for the purpose of transferring learning to classify the BreakHis 
dataset into benign or malignant. The evaluation results 
demonstrated that their method attained outstanding 
classification accuracy, exceeding the performance of other 
models trained on a similar dataset. 

Ahila et al. presented a bio-inspired algorithm to optimize 
variables of a neural network for computer-aided diagnosis of 
breast ultrasound images [9]. The preprocessing of the images 
involves sigmoid filtering, despeckling, and anisotropic 
diffusion, followed by extraction of the location of concern 
from which weave and morphological features are tallied. The 
classification task is achieved using a wavelet neural network 
tuned with grey wolf optimization, culminating in evaluating 
the model's performance against 346 images via the receiver 
operating and confusion matrix characteristic. Analysis shows 
this method produces higher accuracy than existing methods, 
thus proving its application in accurate tumor detection and 
classification. Among different kinds of artificial neural 
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networks, Elman Neural Network (ENN) is an artificial 
Recurrent Neural Network (RNN) type of Artificial 
Intelligence (AI) that can be used to analyze and identify 
patterns in data. It has a recurrent connection between its input 
and output layers, allowing it to remember the previous output 
when computing its current output. This memory enables the 
algorithm to learn from past experiences and apply them to 
future decisions. In this study, a modified form of ENN (Elman 
Neural Network) founded on a modified metaheuristic has 
been used in order to Model Breast Cancer. The method is a 
variation of the Elman Neural Network specifically adapted for 
breast cancer modelling. The modifications are designed to 
enable the algorithm to analyze hundreds of different features 
of the breast tissue in order to identify cancerous cells 
accurately. In this process, the modified Elman Neural 
Network can model the data. 

In summary, this paper delves into the pivotal role of AI, 
machine learning, and neural networks in revolutionizing the 
early detection and accurate classification of breast cancer. 
Through an exploration of various models, including Elman 
Neural Networks, ResNet-50 CNNs, and optimized algorithms, 
we aim to illuminate the strides being made towards enhancing 
diagnostic accuracy and ultimately improving patient 
outcomes. The subsequent sections delve deeper into these 
methodologies, their applications, and the promising results 
they yield. By harnessing the power of technology and 
innovative approaches, we aim to contribute to the ongoing 
efforts in combating breast cancer and transforming the 
landscape of medical diagnosis. 

II. ELMAN NEURAL NETWORKS 

ENNs are a Recurrent Neural Network developed by 
Ronald J. Elman in the late 1980s [10]. Unlike traditional feed-
forward neural networks, Elman Neural Networks can retain 
and use information from previous inputs, allowing them to 
understand context and patterns over time better. This makes 
them particularly well-suited for processing time series data 
[11]. They have been used in various applications, such as 
predicting stock market prices and recognizing speech patterns. 

The core components of the network are analogous to those 
in a feed-forward neural network [12]; the junctions between 

the input layer (  
 ), the hidden layer (  

 ), and the output 
layer (  

 ) are similar to what's found in a multi-layer neural 
network. As seen in Fig. 1, this is an overall representation of 
an Elman Neural Network. 

Furthermore, Elman Neural Networks includes an extra 
layer known as the context layer (  

 ), which takes input from 
the hidden layer's outputs in order to store the values of the 
hidden layer from the prior step [11]. This is visible in Fig. 1. 

It is assumed that the dimensions of both the output and 
input layers are  , such that: 

         
       

           
       (1) 

                              (2) 

While the context layer dimension is  . 

The     input layer and the     hidden layers are 
undeniably essential for optimal functionality. 

             (3) 

      ∑    
      

     
    ∑    

         
 
    (4) 

where,             and            . 

The    
     describes the hidden layers' weights from the 

    node and   
     signals converted from the     the node of 

the context layer powerfully demonstrates that there should be. 
Therefore, the weight of the hidden layer   for the input layer   
can be determined by    

    . 

Therefore, the following approach can determine the last 
output of the hidden layer presented to the context layer. 

        ( ̅    ) (5) 

where, 

 ̅     
 

   (     )
       (6) 

where,  ̅     specifies the hidden layer’s normal value. 

As a result, the context layer produces its output in the 
following way. 

                         (7) 

Such that                defines the self-connected feedback 

between [0, 1]. 

As a result, the Elman Neural Network’s output layer has 
been gained as follows: 

      ∑    
          

 
    (8) 

Such that,    
     specifies the connection weight from the 

    layer into the     layer, where,          . 

Utilizing Ren et al.'s method [13], the structure of the ENN 
has been enhanced. This approach is executed according to the 
pseudocode provided in Table I. 

Such that   is a constant,   specifies the recent iteration,   
signifies the learning rate. 

To maximize the effectiveness of the upgraded Elman 
Neural Network, it is essential to incorporate it with a 
metaheuristic algorithm. In this study, an upgraded version of 
the imperialist competitive algorithm has been utilized for this 
purpose.
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Fig. 1. Configuration of the Elman Neural Networks. 

TABLE I.  PSEUDOCODE OF THE IMPROVED ENN ON THE BASIS OF REN ET AL.'S METHOD [13] 

Learning rate value initialization     

In the lth iteration: 

if l ≤ 2 : 

              ; 

end if    && e(l)<1.02e(l - 1): 

  
    

 
 
  

      
 

else 

               
end 
end 

Improve weights; 

compute e(t); 
If stop criteria have been earned: 

stop; 

else 
carry on 

 

III. UPGADED IMPERIALIST COMPETITIVE ALGORITHM 

A. The Conception of the Imperialist Competition Algorithm 

As a population-based optimization approach, the 
Imperialist competition algorithm is introduced to solve 
optimization problems that take inspiration from human 
societal and cultural processes [14]. It begins with an initial 
population of random values and progresses toward an optimal 
solution by exploring the problem space, much like other 
population-based optimization methods. 

This algorithm uses principles of assimilation, imperialistic 
competition, and revolution to solve complex optimization 
issues [15]. It takes the form of countries and gradually 
optimizes the solutions through an iterative process until it 
finds the best solution. As with other heuristic-based 
algorithms, it initiates with a haphazard initial population 
named “countries”. A few of the highest-performing elements, 
akin to the GA elites, are then picked as "imperialists," while 

the remainder is considered colonies [16]. These colonies were 
drawn to the imperialist based on their strength via a specific 
process. Any empire's power is determined by its imperialist 
country (as the central core) and its colonies. 

The initial stage of the algorithm includes setting up the 
conditions for displaying the solution, generating the first 
group of entities, and forming the original colonies. The 
response will be shown as a vector with n components, where n 
is the quantity of orders and g is the number of pieces per 
order. Any piece must be manufactured n times, meaning it is 
repeated in each part number of the string [17]. Assembling 
begins by taking all parts that were created in the preliminary 
phase of production. The starting population of the ICA (the 
quantity of countries) is randomly generated. The algorithm 
stops when the set processing time elapses. 

In order to ensure that a solution is always possible in the 
permutation display method for this problem, it is essential to 
observe the entire permutation and keep any operators from 
disrupting its completion [18]. To figure out the costs of each 

                  

         
   

   

   

  

  

           

  

  

Input Layer 
Context Layer 

Hidden Layer 

Output Layer 
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country, their cost function is measured. From the number of 
empires, the participants in the candidates with the less cost 
function value are chosen as the remaining colonizers. The 
"Roulette wheel selection" technique is employed to split the 
colonies among the colonizers. This entails taking the cost of 
all colonists and computing their normalized cost with Eq. (9). 

                  (9) 

where,    describes the     imperialist cost value, and    

signifies the     colonizer and   specify the normalized cost   
of the maximum cost among all colonizers.    describes the 
number of empires. With       having a normalized cost, the 
normalized relative power of any colonizer is computed 
according to Eq. (10) and is the basis for dividing the colonized 
countries among the colonizers. 

   |
  

∑   
  
   

| (10) 

And 

∑   
  
      (11) 

The roulette cycle technique is one of the most well-known 
selection approaches. Initially, the selection chance figures are 
organized nearby one another, and afterwards, a haphazard 
number in the scope of zero to one is made. This scope is 
chosen on the grounds that the aggregate of the determinations 
in likelihood will dependably be equivalent to one. 
The random number is compared to the roulette wheel interval 
to determine the colonizer that corresponds to it. Since the 
probability of each colonizer taking up a section of the roulette 
wheel, higher quality colonizers (with lower cost functions) are 
more likely to be picked. After assigning all countries to their 
respective colonizers, the process moves into a loop with the 
colonial competition algorithm, continuing until a set stopping 
condition is reached. 

In every empire, the colonizing country tries to increase the 
number of its colonies in order to increase its influence; 
therefore, in each empire, the colonized countries move 
towards the respective colonizer. In the presented algorithm, 
the attraction policy is defined as follows: to change the colony 
based on the emperor, two points in the colony are selected and 
before and after these two points are removed; then the 
removed components are added to the solution based on their 
relative order in the colonizer. 

The revolution brings about an abrupt alteration to a 
nation's social and political qualities. In the imperialist 
competition algorithm, revolution is simulated by moving an 
imperial country to a separate random position. From a 
computational standpoint, the revolution halts the evolutionary 
moves from getting stuck in a nearby optimum snare, 
potentially enhancing the spot of a nation and carrying it 
towards areas with a more desirable situation. In the presented 
algorithm, each colony within a respective empire may revolt 
with a designated likelihood. 

In this Algorithm, 2 positions are randomly chosen and 
swapped. As a result of the migration to a colonizing nation 
and the implementation of policies of revolution, some of these 
countries might potentially move up in comparison to the 

colonizer. This means that the colonizer and the colonized will 
exchange places with one another, and the algorithm will 
continue with the newly appointed ruling nation. This country 
can then begin to enforce assimilation policies on its colonies. 

The might of the colonizing country as well as a ratio of the 
entire might of its colonies, is the entire power of an empire; 
Hence, the whole cost of an empire is calculated through Eq. 
(12): 

                 
    (12) 

where,     describes the whole cost of the     empire and 

        
   signifies the mean amount of the cost of the 

colonizer  ,   is a positive integer. Any empire that cannot 
improve its power and lose its competitive power during the 
colonizer's competition will be eliminated. For modelling this 
fact, it is supposed that the empire being deleted is the feeble-
existent empire. Therefore, in each iteration of the algorithm, 
one or a number of the weakest colonies are removed from the 
weakest empire, and a rivalry is created among every empire to 
take over these colonies. Noteworthy colonies will not 
necessarily be taken over by the strongest emperor. Rather, 
stronger empires are more likely to take over. For simulating 
the rivalry between empires to take over this colony, first of all, 
its normalized total cost is determined from the entire cost of 
the empire via Eq. (13): 

                      (13) 

     describes the normalized total cost of the     empire, 

    is the     empire, and        is the total cost of the 
weakest empire. 

With the normalized total cost, the probability of taking 
over the competing colony by each empire is calculated 
through Eq. (14): 

      
    

∑     
  
   

 (14) 

With the possibility of taking over any empire, the said 
colony belongs to the empire that wins the Roulette wheel. In 
the proposed algorithm, when an empire having no colonies is 
added as a colony to another empire. Selection Empire is made 
through the roulette cycle. 

This research introduces a modified version of the 
imperialist competitive algorithm (ICA) called the upgraded 
imperialist competition (UIC) algorithm that hopes to address 
the issues of being prone to local minima and slow 
convergence speeds. Despite its successes, the original 
algorithm still poses a challenge. 

B. Upgraded Imperialist Competition Algorithm 

To avoid becoming stuck in a local optimum, population-
based evolutionary algorithms can apply the concept of 
revolution (colonial competition) or mutation (genetic 
algorithm). This research specifically investigates the use of 
the Quad Countries Algorithm and its “rejection policy” in 
order to help populations escape from such traps. 

The algorithm of the Quad Countries Algorithm is based on 
the ICA, and in addition to colonial and colonizing countries, 
two new types of countries with the names of independent 
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countries and countries seeking independence have been added 
to its set of countries [19]. Independent countries search the 
solution space randomly, and countries seeking independence 
distance themselves from colonizing countries according to a 
targeted policy called exclusionary policy. 

In the basic Imperialist competitive algorithm, when the 
revolution operator is applied, firstly, the position of a number 
of colonial countries changes randomly, and secondly, it 
changes in the form of divergence (moving away from the 
colonizer). 

While in the ICA, inspired by the policy of repelling the 
algorithm of the Quad Countries Algorithm, at the time of the 
revolution, firstly, the position of some colonial countries 
changed in a purposeful way, and secondly, it changes in the 
form of convergence (getting closer to the colonizer). 

The purposeful calculation of the new position of the 
colonial countries when the revolution is applied is that the 
total distance between the colonizer and the target country is 
first calculated in all dimensions. 

Then by multiplying the current position of the desired 
colony country by the resulting vector (Center), the desired 
country moves to a new position. This causes when the 
revolution operator is applied, the position of a percentage of 
the population elements is purposefully moved in the direction 
of the best element (the colonizer) to change. 

       ∑(         ) (15) 

Eq. (15) shows how to calculate the Center vector. In this 
regard, first, the sum of the distances of all colony countries 
(   ) with the colonizing empires (   ) is calculated. Then 
the product of this vector with a coefficient of 0.1 in the vector 
of the current position of the colony gives the new position of 
the colony country. 

    
        

                  (16) 

In the basic colonial competition algorithm, when a 
revolution occurs, the colonies move randomly in space and 
away from the colonizer, the best element of the empire, 
hoping to gain a better position in the problem space. While the 
colonies in the improved colonial competition algorithm avoid 
random movements while analyzing the movement of the best 
element of the group, they follow its movement and in order to 
reach a better position, not only do they not move away from 
the colonizer, but also according to their distance from the 
emperor. The leader's movement is inspired, and they step in 
that direction. This method makes all the colonies participating 
in the revolution process guess the optimal global location in 
the same number of algorithm iterations and converge around 
the global optimal point. 

IV. OPTIMAL MODIFIED ENN USING UIC ALGORITHM 

In the given section, the procedure for refining the ENN has 
been outlined. To refine the suggested ENN, the aim is to 
determine its best possible weights. This study implements a 
two-layered neural network for modelling purposes, as shown 
below: 

∑    (∑         
   ) 

    (17) 

Where   describes the hidden layer neurons’ quantity,   
signifies the network's weightings, the bias is defined by  , and 
the activation function for the neurons is defined by  . The 
main steps for the developed ENN optimization can be outlined 
as follows: 

1) Set the starting positions of the population. 

2) Compute the error function value for all of the 

locations. The error function is achieved as follows: 

          ∑ ∑ (           )
 

 
   

 
    (18) 

Where   is the output nodes quantity,   stands for the 
training set quantity, and the output of the real and the expected 
output value are defined, In turn, by       and      . 

3) Save the finest place of the population. 

4) Adjust the locations of the population by moving closer 

(or away from) the neighbors founded on local attractive and 

repulsive forces. 

5) Introduce the random solutions movement. 

6) Analyze the termination criteria to determine if the 

network has achieved the desired error rate. 

7) Should the termination criteria be met, proceed to step 

9. Otherwise: 

8) Utilize chaos dynamics to develop chaotic positions 

and go to phase 2. 

9) Stop the process 

V. SIMULATION RESULTS 

This insightful study utilizes input variables to ascertain 
whether breast cancer is benign or malignant accurately. 

A. Dataset Description 

The objective of this study is to leverage input variables for 
predicting the classification of breast cancer as either malignant 
or benign. To achieve this, the researchers analyzed a dataset 
sourced from a Wisconsin Hospital's breast cancer patient 
records, which was accessible via the UCI machine learning 
repository [20]. This dataset comprises a total of 699 examples, 
each characterized by nine distinct features. It's noteworthy that 
among these samples, sixteen instances lack complete attribute 
information. Collectively, these data points are represented in 
the form of a 683x9 matrix, where each row corresponds to a 
patient's data entry. 

Within the dataset, a fundamental division exists between 
two primary categories of breast tumors: benign and malignant. 
The analysis reveals that out of the entire dataset, 444 patients 
(approximately 65%) are diagnosed with benign tumors, while 
the remaining 239 patients (about 35%) are diagnosed with 
malignant tumors. This distribution of tumor types forms a 
critical foundation for the subsequent analysis and model 
development. 

The essence of the dataset lies in its nine features, which 
play a pivotal role in determining the classification of breast 
cancer. These features encompass a diverse range of 
parameters, including clump thickness, uniformity of cell size, 
and uniformity of cell shape, marginal adhesion, single 
epithelial cell size, bare nuclei, bland chromatin, normal 
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nucleoli, and mitoses. Each of these attributes holds 
significance in differentiating between benign and malignant 
tumors. 

By delving into these specifics, the study provides a more 
comprehensive context regarding the dataset's origin, its 
composition, the distribution of tumor types, and the 
significance of the individual features that contribute to the 
accurate classification of breast cancer. 

Table II provides the descriptive statistics of the disease 
and its varying range [21]. The number of network inputs is 
nine parameters, as in similar studies in Table II. A confusion 
matrix is generally used to check the success and efficiency of 
disease classification and diagnosis systems. The analysis of 
this matrix in the classification and diagnosis of patients leads 
to four classes of TP, TN, FN, and FP (True Positive, True 
Negative, False Negative, and False Positive). 

From the results of the confusion matrix, three indicators of 
sensitivity (accuracy of the system in detecting the malignant 
type), specificity (accuracy of the system in detecting the 
benign type) and precision (the proportion of all cases that 
were correctly classified) are obtained, which are used to 
analyse the performance of the classification systems. The 
algorithm used in this research is presented in Fig. 2. 

As the algorithm shows, in this research, after separating 
the test and test samples and dividing them into two benign and 
malignant, cancer was modelled with the help of two different 
types of neural networks, including the Bayesian network [22] 
and the standard improved ENN to demonstrate its efficiency 
and the outcomes were compared with each other. During the 
simulations, 80% of the data are employed for training, and 
20% are used for testing the dataset. 

B. Results and Discussions 

This research examined 685 patients with breast cancer 
whose data was derived from the Wisconsin hospital in the 

UCI machine learning database. The number of clinical 
variables in each patient equalled nine risk factors. In order to 
train the network, 80% of the patients (548 samples) were 
used. The remained 10% (137) were used to test the system. As 
the range for each of the nine disease risk factors ranged from 
one to ten, Tables III to IV  illustrate their frequency 
distributions. 

Several strategies have been presented in various studies to 
discover the relationships between breast cancer factors. The 
use of artificial neural networks to diagnose the type of cancer 
has been investigated in various studies. In this research, we 
tried to use the proposed modified ENN/UIC network to 
improve disease diagnosis. 

The confusion matrix of the proposed modified ENN/UIC 
network compared with the Bayesian network (BN) [22] and 
the standard improved ENN is shown in Fig. 3. 

Fig. 3 makes it abundantly evident that, as shown by the 
numerous metric indicators, the proposed modified ENN/UIC 
model beats the modified ENN model and BN model with 
regard to predictive ability. Remarkably, the improved 
ENN/UIC model offers a breast cancer model that is more 
accurate. Figure 4 indicates the comparison between the three 
types of networks used in this research [22]. 

 In Fig. 4, using the suggested modified ENN/UIC model 
with 98.54% accuracy yield the best results when compared to 
the other approaches, including the ENN/UIC model with 
96.78% and BN model with 97.95% accuracy. The simulation 
results show that applying the proposed strategy yields superior 
outcomes when compared. The results indicated that all three 
types of neural networks have the ability to predict breast 
cancer disease with high ability.

TABLE II.  INPUT VARIABLES AS MATRIX COLUMNS INCLUDING NINE FEATURES TO DETERMINE THE TYPE OF CANCER [21] 

Attribute Domain 

Clump Thickness 1-10 

Uniformity of Cell Size 1-10 

Uniformity of Cell Shape 1-10 

Marginal Adhesion 1-10 

Single Epithelial Cell Size 1-10 

Bare Nuclei 1-10 

Bland Chromatin 1-10 

Normal Nucleoli 1-10 

Mitoses 1-10 
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TABLE III.  DESCRIPTIVE STATISTICS OF THE DISEASE AND ITS VARYING RANGE 

feature name Class          

The thickness of the gland 

Benign 

malignant 

Total 

           

           

           

Cell size uniformity 

Benign 

malignant 
Total 

           

           

          

Uniformity of cell shape 
Benign 
malignant 

Total 

           

           

           

Stickiness of edges 

Benign 

malignant 

Total 

           

           

           

The size of a single mucous cell 

Benign 

malignant 
Total 

           

           

           

Bare nuclei 
Benign 
malignant 

Total 

           

           

           

Light color 

Benign 

malignant 

Total 

           

           

           

Normal nuclei 

Benign 

malignant 
Total 

           

           

           

Cell nucleus division 
Benign 
malignant 

Total 

           

           

           

 

Fig. 2. The flowchart of proposed framwork in this research. 

TABLE IV.  PREVALENCE OF NINE RISK FACTORS ASSOCIATED WITH BREAST CANCER IN REGARDED CASES 

 1 2 3 4 5 6 7 8 9 10 Total 

Stickiness of edges 
Percent 80.6 6.0 4.8 1.8 0.9 0.5 1.4 1.2 2.1 0.0 99.3 

Abundance 571 36 32 13 5 4 10 9 15 0 695 

Normal nuclei 
Percent 62.4 5.3 6.1 2.7 2.8 3.2 2.4 3.4 2.2 8.7 99.2 

Abundance 423 37 43 19 20 23 17 22 16 61 681 

Light color 
Percent 22.6 22.8 23.1 5.7 4.8 1.4 10.3 4.2 1.7 2.8 99.4 

Abundance 151 162 163 40 35 10 72 29 12 21 695 

Bare nuclei 
Percent 57.6 4.4 4.1 2.8 4.4 0.7 1.2 3.1 1.4 18.8 98.5 

Abundance 403 32 29 20 31 5 9 22 10 133 694 

The size of a single 

mucous cell 

Percent 6.4 57.4 10.3 7 5.5 5.8 1.7 0.4 0.4 4 98.9 

Abundance 45 376 72 49 39 41 12 22 3 31 690 

Cell nucleus 
division 

Percent 56.3 8.4 8.4 4.8 3.4 3.0 1.8 3.7 0.6 7.8 98.2 

Abundance 394 59 59 33 24 21 12 26 4 54 686 

Cell size 

uniformity 

Percent 53.5 6.5 7.5 5.4 4.4 3.7 2.8 4.1 0.9 9.7 98.5 

Abundance 374 46 53 38 31 26 20 29 6 68 691 

The thickness of 

the gland 

Percent 19.9 7.3 14.8 11.4 18.4 4.8 3.4 6.4 2.2 9.9 98.5 

Abundance 139 51 103 80 129 34 24 45 15 69 689 

Uniformity of cell 

shape 

Percent 49.6 8.4 7.7 6.3 4.7 4.2 4.4 3.9 1.2 8.4 98.8 

Abundance 347 59 54 44 33 30 31 27 8 59 692 

Start Separation of test training samples
Separation of patients into two classes, 

benign and malignant

Checking the performance of all three 

networks with test samples
Comparing resultsEnd

Data set
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Fig. 3. Confusion matrix of (A) modified ENN/UIC, (B) BN, and (C) modified ENN. 

 

Fig. 4. Comparison between three types of networks used in this research. 

VI. CONCLUSION 

Among different cancers, one cancer that starts from breast 
cells is breast cancer. Both men and women are affected by this 
disease, but this cancer is more prevalent among women. 
Symptoms of breast cancer can consist of a mass in the breast, 
a change in the form or measure of the breast, variations to the 
skin over the breast, like puckering or dimpling, and a 
discharge from the tit. Breast cancer treatment can be various, 
contingent on the sort and phase of the disease, but may 
comprise chemotherapy, radiation therapy, surgery, hormone 
therapy, and aimed therapy. Many deep neural networks show 
excellent results in accurately classifying tumor cells. 
Therefore, a deep artificial neural network can be used along 
with other non-invasive diagnostic methods that are usually 
used (such as mammography and radiography), as a diagnostic 
support system with high sensitivity and specificity to identify 
benign and malignant breast tumors. The existing study aimed 
to diagnose benign and malignant breast cancer using a new 
method based on deep neural networks and an improved meta-
heuristic algorithm. Since artificial neural networks based on 

deep calculations in the diagnosis of diseases have attracted the 
attention of many researchers in recent years, therefore, in this 
research, a novel optimized and improved process was used for 
classifying the type of breast cancer into two categories, 
malignant and benign. First, a modified version of the Elman 
Neural Network was trained with samples. Then, it was 
optimized on the basis of an upgraded version of the 
imperialist competitive algorithm. 

At last, the model was evaluated with test samples. The 
model validation was performed based on a breast cancer 
dataset of the Wisconsin hospital. For a failed comparison, the 
outcomes of the proposed technique were validated by two 
other methods, including the Bayesian network and the 
standard improved ENN without optimization. Outcomes 
showed that all three methods provide good accuracy for a 
cancer diagnosis; using the proposed method for this aim 
achieved higher accuracy. 

Looking forward, advancements in nanotechnology hold 
the potential to revolutionize early detection and monitoring of 
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breast cancer. Researchers are exploring the development of 
highly sensitive and specific nanosensors that can detect subtle 
molecular changes associated with cancer cells. These 
nanosensors could be integrated into wearable devices, 
providing continuous monitoring of biomarkers in bodily 
fluids. This real-time data could offer clinicians valuable 
insights into disease progression and treatment response, 
enabling more precise and timely interventions. Moreover, the 
combination of nanotechnology with AI could enhance the 
accuracy of data interpretation, leading to earlier and more 
accurate diagnoses. While this field is still in its infancy, the 
convergence of nanotechnology and AI could pave the way for 
groundbreaking advancements in breast cancer management, 
ultimately improving patient outcomes and quality of life. 

REFERENCES 

[1] S.L. Jacob, L.A. Huppert, H.S. Rugo, Role of immunotherapy in breast 
cancer, JCO Oncology Practice, p. OP. 22.00483, 2023. 

[2] R.C. Chan, C.K.C. To, K.C.T. Cheng, T. Yoshikazu, L.L.A. Yan, G.M. 
Tse, Artificial intelligence in breast cancer histopathology, 
Histopathology, 82, pp. 198-210, 2023. 

[3] E. Castro, J.C. Pereira, J.S. Cardoso, Symmetry-based regularization in 
deep breast cancer screening, Medical Image Analysis, 83, p. 102690, 
2023. 

[4] B. Gyawali, M. Bowman, I. Sharpe, M. Jalink, S. Srivastava, D.T. 
Wijeratne, A Systematic Review of eHealth Technologies for Breast 
Cancer Supportive Care, Cancer Treatment Reviews, p. 102519, 2023. 

[5] R. Wu, J. Luo, H. Wan, H. Zhang, Y. Yuan, H. Hu, J. Feng, J. Wen, Y. 
Wang, J. Li, Evaluation of machine learning algorithms for the 
prognosis of breast cancer from the Surveillance, Epidemiology, and 
End Results database, Plos one, 18, p. e0280340, 2023. 

[6] F. Hamedani-KarAzmoudehFar, R. Tavakkoli-Moghaddam, A.R. 
Tajally, S.S. Aria, Breast cancer classification by a new approach to 
assessing deep neural network-based uncertainty quantification methods, 
Biomedical Signal Processing and Control, 79, p. 104057, 2023. 

[7] K. Vijayakumar, V.J. Kadam, S.K. Sharma, Breast cancer diagnosis 
using multiple activation deep neural network, Concurrent Engineering, 
29, pp. 275-284, 2021. 

[8] Q.A. Al-Haija, A. Adebanjo, Breast cancer diagnosis in 
histopathological images using ResNet-50 convolutional neural network,  
2020 IEEE International IOT, Electronics and Mechatronics Conference 
(IEMTRONICS), IEEE, pp. 1-7, 2020. 

[9] S. Bourouis, S.S. Band, A. Mosavi, S. Agrawal, M. Hamdi, Meta-
heuristic algorithm-tuned neural network for breast cancer diagnosis 
using ultrasound images, Frontiers in Oncology, 12, p. 834028, 2022. 

[10] Y.-c. Cheng, W.-M. Qi, W.-Y. Cai, Dynamic properties of Elman and 
modified Elman neural network,  Proceedings. International Conference 
on Machine Learning and Cybernetics, IEEE, pp. 637-640, 2002. 

[11] W. Jia, D. Zhao, Y. Zheng, S. Hou, A novel optimized GA–Elman 
neural network algorithm, Neural Computing and Applications, 31, pp. 
449-459, 2019. 

[12] Q. Wu, Q. Zhu, S. Han, Elman Neural Network-Based Direct Lift 
Automatic Carrier Landing Nonsingular Terminal Sliding Mode Fault-
Tolerant Control System Design, Computational Intelligence and 
Neuroscience, 2023, 2023. 

[13] G. Ren, Y. Cao, S. Wen, T. Huang, Z. Zeng, A modified Elman neural 
network with a new learning rate scheme, Neurocomputing, 286, pp. 11-
18, 2018. 

[14] E. Atashpaz-Gargari, C. Lucas, Imperialist competitive algorithm: an 
algorithm for optimization inspired by imperialistic competition,  2007 
IEEE congress on evolutionary computation, Ieee, pp. 4661-4667, 2007. 

[15] S. Talatahari, B.F. Azar, R. Sheikholeslami, A. Gandomi, Imperialist 
competitive algorithm combined with chaos for global optimization, 
Communications in Nonlinear Science and Numerical Simulation, 17, 
pp. 1312-1319, 2012. 

[16] D. Lei, Y. Yuan, J. Cai, D. Bai, An imperialist competitive algorithm 
with memory for distributed unrelated parallel machines scheduling, 
International Journal of Production Research, 58, pp. 597-614, 2020. 

[17] S.M.G. Kashikolaei, A.A.R. Hosseinabadi, B. Saemi, M.B. Shareh, A.K. 
Sangaiah, G.-B. Bian, An enhancement of task scheduling in cloud 
computing based on imperialist competitive algorithm and firefly 
algorithm, The Journal of Supercomputing, 76, pp. 6302-6329, 2020. 

[18] Y. Tang, F. Zhou, An improved imperialist competition algorithm with 
adaptive differential mutation assimilation strategy for function 
optimization, Expert Systems with Applications, 211, p. 118686, 2023. 

[19] N. Razmjooy, M. Ramezani, N. Ghadimi, Imperialist competitive 
algorithm-based optimization of neuro-fuzzy system parameters for 
automatic red-eye removal, International Journal of Fuzzy Systems, 19, 
pp. 1144-1156, 2017. 

[20] Breast Cancer Wisconsin (Diagnostic) Data Set, in: U.M.L. Repository 
(Ed.), 2017. 

[21] American Cancer Society Information and Resources about for Cancer: 
Breast, Colon, Lung, Prostate, Skin, 2020. 

[22] H. Chen, W. Lu, Y. Zhang, X. Zhu, J. Zhou, Y. Chen, A Bayesian 
network meta‐analysis of the efficacy of targeted therapies and 
chemotherapy for treatment of triple‐negative breast cancer, Cancer 
medicine, 8, pp. 383-399, 2019. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

39 | P a g e  

www.ijacsa.thesai.org 

Stacked LSTM and Kernel-PCA-based Ensemble 

Learning for Cardiac Arrhythmia Classification 

Azween Abdullah
1
, S. Nithya

2
, M. Mary Shanthi Rani

3
, S. Vijayalakshmi

4
, Balamurugan Balusamy

5
 

Faculty of Applied Science and Technology, Pedana University, Kuala Lumpur, Malaysia
1 

The Gandhigram Rural Institute (Deemed to be University), Gandhigram
2, 3

 

Christ University, Pune
4
 

Shiv Nadar Institution of Eminence
5 

Center for Global Health Research, Saveetha Medical College and Hospital,  

Saveetha Institute of Medical and Technical Sciences, India
5 

 

 
Abstract—Cardiovascular diseases (CVD) are the most 

prevalent causes of death and disability worldwide. Cardiac 

arrhythmia is one of the chronic cardiovascular diseases that 

create panic in human life. Early diagnosis aids physicians in 

securing life. ECG is a non-stationary physiological signal 

representing the heart's electrical activity. Automated tools to 

detect arrhythmia from ECG signals are possible with Machine 

Learning (ML). The ensemble learning technique combines the 

power of two or more classifiers to solve a computational 

intelligence problem. It enhances the performance of the models 

by fusing two or more models, which extremely increases its 

strength. The proposed ensemble Machine learning amalgamates 

the potency of Long Short-Term Memory (LSTM) and ensemble 

learning, opening up a new direction for research. In this 

research work, two novel ensemble methods of Extreme Gradient 

Boosting-LSTM (EXGB-LSTM) are developed, which use LSTM 

as a base learner and are transformed into an ensemble learner 

by coalescing with Extreme Gradient Boosting. Kernel Principal 

Component Analysis (K-PCA) is a significant non-linear 

dimensionality reduction technique. It can manage high-

dimensional datasets with various features by lowering the 

dimensionality of the data while retaining the most crucial 

details. It has been applied as a preprocessing step for feature 

reduction in the dataset, and the performance of EXGB-LSTM is 

tested with and without K-PCA. Experimental results showed 

that the first method, fusion of EXG-LSTM, has reached an 

accuracy of 92.1%, Precision of 90.6%, F1-score of 94%, and 

Recall of 92.7%. The second proposed method, KPCA with 

EXGB-LSTM, attained the highest accuracy of 94.3%, with a 

precision of 92%, F1-score of 98%, and Recall of 94.9% for 

multi-class cardiac arrhythmia classification. 

Keywords—Arrhythmia classification; ensemble learning; 

extreme gradient boosting; kernel PCA; LSTM; machine learning 

I. INTRODUCTION 

Cardiovascular diseases have become a significant public 
health problem globally, accounting for an average of 30% of 
all deaths worldwide in 2008. With the rapid increase in the 
world population, cardiovascular disease prevalence has been 
on a steady rise, increasing related mortality and morbidity. 
Recent statistical data indicate that CVD caused 17 million 
fatalities in 2015 [1]. 

This rising trend in cardiovascular diseases presents a 
challenge to both developed and developing countries. 

Moreover, they cause a major economic burden on nations due 
to the significant costs associated with treatment and 
management [2]. 

Each patient's clinical examinations and medical histories 
provide the basis of the conventional CVD diagnosis paradigm. 
These results are evaluated under a set of quantitative medical 
indicators to categorize the patients based on the taxonomy of 
medical disorders [3]. 

One of the most dangerous symptoms of heart disease is car
-diac arrhythmia. Early arrhythmia prognosis is becoming 
more significant in heart failure research since it can 
support clinical patient treatment. Diagnosing potentially fatal 
cardiac arrhythmias now requires the competence of 
cardiologists [4]. 

 Cardiac Arrhythmia is an abnormal phenomenon observed 
in the electrical activity of the human heart. The irregular heart 
rhythm indicates numerous complications in the heart chamber. 
This condition is due to an unhealthy lifestyle and various 
medical conditions [5]. Bradycardia and tachycardia are the 
two main categories of arrhythmias. Bradycardia is an 
arrhythmia in which the heartbeat is less than 60 beats per 
minute (bpm), while tachycardia is an arrhythmia in which the 
heartbeat can increase to 100 bpm [6]. A sudden onset of a 
cardiac problem, such as inadequate heart blood flow, 
shortness of breath, chest pain, fatigue, or unconsciousness, is 
how arrhythmia often occurs. Abnormal ECG indicates the 
symptoms. As a result, it's critical to recognize and address 
arrhythmia as soon as possible [7]. Cardiologists typically 
spend a lot of time classifying arrhythmias with great precision. 
Automatic arrhythmia classifiers based on AI algorithms can 
assist cardiologists in getting higher precision and spending 
less time diagnosing patients [8]. 

The Electrocardiogram (ECG) is a painless method to 
register the electrical impulse generated by the heart in a 
human being. It is a time-varying signal that reflects ionic 
current flow resulting from the contraction and subsequent 
relaxation of the heart [9]. ECG is composed of the P wave that 
corresponds to the electrical activity of the atria, the Q, R, and 
S waves composing the QRS complex that corresponds to 
depolarization of the ventricles, and the T wave that registers 
the repolarization of the ventricles [10]. Furthermore, the R-R 
intervals, the time difference between two R waves, can be 
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obtained from the QRS complex. The different components of 
the ECG signal have specific shapes in the time and frequency 
domains, which allow specialists to detect possible anomalies 
by analyzing the ECG signal in these two domains. Moreover, 
the ECG signal is stochastic and can include abnormal 
components such as narrower or wider QRS complexes. The 
abnormal ECG signal can provide important information about 
cardiac abnormalities and may aid in diagnosing various heart 
conditions.  However, there is still much to learn about the 
ECG signal and its uses in clinical settings. In recent years, 
researchers have made significant progress in enhancing the 
accuracy and efficacy of ECG signals [11]. 

The ECG signal is a crucial diagnostic tool for identifying 
heart diseases and assessing cardiac health, so understanding 
its properties and analysis techniques is paramount. The 
abnormal heart rhythms are recorded through ECG to help the 
physicians identify the abnormal rhythm. Earlier diagnosis of 
irregular beats can avoid various cardiac complications. 
Prediction of cardiovascular disease is a tedious process for the 
cardiologist. Hence, the automated arrhythmia diagnosis will 
assist clinicians in diagnosing and providing timely patient 
treatment, averting fatalities [12]. 

 The situation will worsen in areas with inadequate medical 
professionals and clinical equipment, particularly in emerging 
nations. This drives the need for a trustworthy, automated, 
affordable monitoring and diagnosing system. The need for this 
is growing among healthcare professionals so that using 
computer-aided diagnosis (CADS) systems can be linked to 
doing the necessary medical assessments [13]. 

ML is a powerful tool playing a pivotal role in every field, 
such as Healthcare, Text classification, Plant disease 
classification, Robotics, Compression, Banking, etc., [14 - 20]. 

With advancements in technology and signal processing 
techniques, the accuracy of ECG signal analysis has 
significantly improved. Furthermore, using ML algorithms has 
shown promising results in enhancing accuracy in diagnosing 
arrhythmia. 

The significance of effective and precise arrhythmia 
categorization and detection is becoming more evident with the 
advent of remotely controlled healthcare systems for heart 
disease patients. Over the past several years, various ML 
techniques have been built into diagnostic systems to help with 
the difficult challenge of accurately classifying arrhythmias 
from recorded ECG data. Selecting the best methods for 
identifying and categorizing cardiac disease might be 
challenging. It entails considering context, analyzing data, and 
the needs of particular patients‟ details [21]. 

Effective ML techniques enable implicit programming-free 
ML. The goal is to create an algorithm that can take a set of 
patterns and automatically generalize from preliminary data 
with or without human intervention. Cluster analysis, or 
clustering, is a component of unsupervised ML techniques [22-
26]. 

Recently, boosting algorithms have been applied to 
accelerate the performance of ML algorithms. The concrete 
objective of this research work is to develop ensemble learning 
for predicting cardiac arrhythmia challenges. 

The novelty of the article includes the following significant 
contributions: 

 Development of Ensemble Model for effective     
Arrhythmia classification. 

 Implementation of fusion of Stacked LSTM and 
XGBoost algorithms in the classification. 

 Application of K-PCA for Feature Reduction. 

 Identification of 16 types of arrhythmias with enhanced 
accuracy by hyper-parameter tuning. 

 Validation and comparison of the performance of the 
proposed models with state-of-the-art methods. 

The organization of the paper is outlined as follows. 
Section I presents the introduction. Section II elaborates on the 
literature survey in related fields and datasets. Section III 
presents a brief note on the dataset used for experimentation, 
followed by the methods used for classification. Section IV 
depicts the experiments and results obtained, followed by a 
discussion. Finally, the work is concluded in Section V. 

II. LITERATURE REVIEW 

Numerous methods are currently available for classifying 
heart arrhythmias. Some techniques use ML techniques, 
including support vector machines, neural networks, decision 
trees, and K Means. This section presents a brief survey of ML 
and DL-based methods for arrhythmia classification. 

Ozcift et al. focused on the following two strategies: i) To 

choose pertinent characteristics from the cardiac arrhythmia 
dataset, using a correlation-based feature selection algorithm. 
ii) The effectiveness of the suggested training method is 
assessed using the performance of selected features with and 
without simple random sampling using the Random Forest 
(RF) ML algorithm. This method achieved an accuracy of 90% 
[27]. 

Namsrai et al. developed a new ensemble method using 
feature selection schema to derive several feature subsets from 
the original dataset. The feature subsets are then used to train 
classification models, and the classification performance of 
each feature set is combined with a voting approach. The 
ensemble classifier reportedly beats the classifiers learned on 
the original dataset by 7.28 % for Naive Bayes (NB), 2.27 % 
for the Support Vector Machine (SVM), 17.84 % for the 
Decision Tree (DT), and 13.43 % for the Bayes Network of F-
score [28]. 

Guvenir et al. presented a Voting Feature Intervals (VFI), a 
supervised ML algorithm for detecting arrhythmia 
classification. A majority vote among the class predictions 
produced by each characteristic individually is the basis for 
how it operates. The VFI algorithm performs better than other 
standard algorithms like Naive Bayesian and K-Nearest 
Neighbour (KNN), according to comparisons [29]. 

Freund et al. proposed a novel Adaptive Boosting 
(AdaBoost) algorithm and the ensemble technique based on the 
Adaptive Boosting algorithm by engrafting the decision tree 
into a framework. They created the new boosting algorithm by 
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using the multiplicative weight update technique. This boosting 
approach doesn't need any prior understanding of how well the 
weak learning algorithm performs. Additionally, 
they investigated how the novel boosting approach can be 
applied to problems involving learning functions whose 
domain, rather than being binary, is an arbitrarily finite set or a 
bounded segment of the real line [30]. 

Friedman et al. developed a general gradient descent 
boosting paradigm for additive expansions based on any fitting 
criterion. Tools for analyzing Tree Boost models are described, 
and special enhancements are built for the particular case 
where the individual additive components are regression trees. 
Gradient boosting of regression trees generates highly 
competitive, dependable, and comprehensible regression and 
classification algorithms that are particularly suitable for 
mining imperfect data [31]. 

Khemchandani et al. developed Twin SVM (TSVM) since 
conventional SVM has computational complexity. The 
developed twin SVM is faster in computation and has good 
generalization for binary classification [32]. 

Dhyani et al. employed SVM and the 3D Discrete Wavelet 
Transform (DWT) to characterize and analyze ECG signals. 
SVM is used to classify the ECG using the nine types of 
heartbeats identified by the different classifiers. In comparison 
to the complex support vector machine (CSVM) 98.5% and 
weighted support vector machine (WSVM) 99%, the SVM 
classifier has a normal precision of 99.02% [33]. 

Mohanty et al. experimented with the Cubic Support 
Vector Machine (CSVM) and the C4.5 classifiers for the 
classification of Ventricular Fibrillation (VF), ventricular 
tachycardia (VT), and normal sinus rhythm (NSR). Early 
detection and prevention of ventricular arrhythmias require the 
ability to predict VT and ventricular fibrillation VF). By 
combining temporal, spectral, and statistical data, the 
researchers described a method for identifying and categorizing 
VT and VF arrhythmias. The results of this study indicate that 
the suggested approach outperformed cubic SVM, which had 
an accuracy of 92.23%, with a sensitivity of 90.97%, 
specificity of 97.86%, and accuracy of 97.02% in the C4.5 
classifier [34]. 

Yadav et al. determined the significance of particular 
elements pertinent to diagnosing cardiac arrhythmia. They 
employed a random forest classifier model, measuring the 
significance of many features like blood pressure, sodium, 
potassium, calcium, and respiratory rate, among other features. 
Hyperparameter optimization methods like grid search and 
genetic algorithms are compared to find the maximum number 
and depth of trees in the forest. Area Under the Receiver 
Operator Curve (AUC) score of 0.9787 was the model's highest 
performance [35]. 

Kumari et al. researched classifying arrhythmias more 
accurately and quickly than before. The research uses an SVM 
classifier using Discrete Wavelet Transform (DWT). DWT was 
used to extract 190 features from the prepared data. The SVM 
classifier, which is the best for classification, was given the 
retrieved features. The testing set was used to assess the results, 

and a confusion matrix was used to plot the final results. The 
model's performance accuracy is 95.92 % [36]. 

Taher et al. tested with a fusion-based model, which is used 
to choose the highest-ranked features most effectively. The 
fusion's output is subsequently subjected to an ensemble of 
classifiers.  High-ranked features acquired from several 
heuristic feature-selection algorithms are fused using a fuzzy-
based feature-selection fusion method. The three primary 
sections of the work are sensing data and 
preprocessing, feature queuing, selection and extraction from 
features, and the predictive model. The method performs 
classification tasks with higher accuracy, F1 measure, recall, 
and precision. For binary and categorized class modes, 
respectively, it obtains an accuracy of 98.5% and 98.9% [37]. 

Ayar et al. suggested a model for binary and multi-class 
classification, and the model used genetic algorithms for 
feature selection and the C4.5 algorithm with DT for 
classification. The average accuracy for binary classification 
was 86.96%, and for multi-class classification, it was 78.76% 
[38]. 

Jadhav et al. proposed an approach based on feature 
elimination to diagnose arrhythmia in binary classification. 
With ensemble sizes of 15 and 20, the random subspace 
ensemble classifier can identify arrhythmias with an accuracy 
of 91.11% [39]. 

Khan et al. (2018) depicted a two-stage cascade structure 
technique for categorizing cardiac arrhythmia. The first stage 
used logistic regression (LR), DT, and RF to classify 
arrhythmias. In contrast, the second stage used Multi-Layer 
Perceptron‟s (MLP) and then LSTM to classify arrhythmias 
into many classes and binary classes. The accuracy obtained by 
the first experiment for the LR, DT, and RF was 83.0%, 85.4%, 
and 87.5%, respectively. The accuracy obtained for the MLP 
and LSTM experiments was 89.0% and 94.8%, respectively 
[40]. 

Itzhak et al. proposed a study on detecting three forms of 
arrhythmia: Atrial fibrillation, bradycardia, and tachycardia. 
The authors used random forest, SVM, and logistic regression 
as classifiers. Their best result was a multiclass random forest 
classifier that performed with a sensitivity and specificity of 
0.92 and 0.86, respectively [41]. 

 Chang et al. found 12 different cardiac rhythm classes 
using an LSTM model. The LSTM model had an accuracy of 
0.982 and an AUC of 0.987 for classifying each of the 12 
cardiac rhythms. The F1 score was 0.777, and the precision and 
recall were 0.692 and 0.625, respectively [42]. 

Xu et al. developed an innovative ML approach called the 
Twin Support Vector Machine (TSVM), which seeks to 
identify two nonparallel planes for each class.  The binary 
classification issue can be solved using traditional TSVM. The 
multi-class categorization problem can be solved with the 
Twin-KSVC multi-class classification technique. It combines 
the benefits of the Support Vector Classification Regression 
Machine for K-class classification (K-SVCR) with both TSVM 
and K-SVCR [43]. 
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Mustaqeem et al. selected the wrapper feature selection 
method in conjunction with SVM-based methods like one-
against-one (OAO), one-against-all (OAA), and an error-
correction code (ECC) for determining whether an arrhythmia 
is present or absent. Kappa statistics, accuracy, and Root Mean 
Square Error (RMSE) measures are used to measure the 
performance. OAO outperformed all others by scoring 92.07% 
[44]. 

Khan et al. tested with Principal Component Analysis 
(PCA) for feature reduction technique in classifying 
arrhythmia. The Deep Learning (DL) architecture LSTM is 
used for classification.  An accuracy of 93.5% was attained 
using PCA and LSTM together [45]. 

Chen G et al. suggested a wrapper method called Cosine 
Similarity Measure Support Vector Machines (CSMSVM) by 
introducing the cosine distance into SVM to reduce features. 
Traditionally, feature selection methods have extracted features 
and learned SVM parameters separately or in the attribute 
space. This may have led to a loss of information about the 
classification process or increased classification error when the 
kernel SVM was included. The suggested CSMSVM 
framework combines feature selection, SVM parameter 
learning, and removing low-relevance features to achieve 
better performance [46]. 

Chandrashekar et al. experimented with several feature 
selection methods since each underlying algorithm will 
respond differently to different data types. Using feature 
selection approaches demonstrates that more information may 
not be better in ML applications. The feature selection 
technique for the application is chosen based on the following 
factors: simplicity, stability, number of reduced features, 
classification accuracy, storage needs, and computing 
requirements. It will have advantages like stronger classifier 
models, improved generalization, and identification of 
irrelevant variables [47]. 

Celin et al. used filtering techniques such as low pass, high 
pass, and Butterworth filter to eliminate the high-frequency 
noises. The peak detection algorithm is used to locate the 
peaks, and statistical parameters extract the signal's features. 
The ML classifiers SVM, Adaboost, ANN, and NB were 
implemented. The accuracy of the SVM, Adaboost, ANN, and 
NB classifiers is 87.5%, 93%, 94, and 99.7%, respectively, 
according to experimental results [48]. 

Park. J et al. suggested a novel heartbeat classification 
model that combines an adaptive feature extraction approach 
and cascade classifiers. The cascade classifiers are constructed 
from two different random forest classifiers. This can be used 
with normalized beat morphology features in an environment 
with limited resources. This model's accuracy was 97.34 %. 
The random forest classifier was chosen to reduce 
computational costs and memory even though the k-NN 
classifier performed better on the initial feature set [49]. 

Amorim et al. implemented Contourlet, and Shearlet 
transforms to separate ECG signals into different frequency 
bands and then extracted features from time-frequency 
coefficients. They evaluated the performance of KNN, SVM, 
and Random Forest classifiers on these collected features to 

categorize seven different forms of beat arrhythmia. With an 
accuracy of 91.32% and a sensitivity of 90.23%, they used 
features based on contourlet transforms to get the greatest 
performance for random forests [50]. 

 Romdhane et al. presented a CNN model to design an 
algorithm for heartbeat segmentation. This approach is 
straightforward and efficient because it doesn't need any signal 
processing that depends on prior knowledge of the signal's 
morphology or spectrum. The work focused on imbalanced 
datasets and designed a deep CNN model using a novel focal 
loss function. The evaluation's findings showed that the 
targeted loss function increased the overall metrics and the 
classification accuracy for imbalanced classes. Our suggested 
strategy achieved 98.41% accuracy, 98.38% F1-score, 98.37% 
precision, and 98.41% recall [51]. 

Sharma et al. employed both noisy and denoised (clean) 
ECG signals. The ECG signals were wavelet decomposed 
using a dyadic orthogonal filter bank with stop-band energy 
(SBE) minimization. Characteristics based on fuzzy entropy, 
Renyi entropy, and fractal dimension were then extracted for a 
quicker and more precise classification into the five classes. 
These features were then fed into classifiers, with the KNN 
classifier attaining maximum accuracy (MAAC) of 98.1%, 
maximum sensitivity (MASE) of 85.63%, and maximum 
specificity (MASP) of 98.27% for clean data and MAAC of 
98.1%, maximum sensitivity (MASE) of 85.33% for noisy 
data. This technology can be utilized in intensive care units to 
help clinicians make fast diagnoses [52]. 

Chen et al. developed a novel methodology of piecewise 
linear splines for feature selection and a gradient-boosting 
algorithm to classify atrial fibrillation and other cardiac 
dysrhythmias.  A piecewise linear spline is used to fit the ECG 
waveform, and morphological properties associated with the 
coefficients of the piecewise linear spline are retrieved. The 
morphological coefficients and heart rate variability features 
are categorized using XGBoost. The algorithm received an 
average F1 score on the independent testing set of 81% and an 
F1 score on a 10-fold cross-validation of 81%. With certain 
morphological features, the system performs well on multi-
label short ECG classification [53]. 

Assodiky et al. employed LSTM to categorize the types of 
arrhythmias, using AdaDelta as the adaptive learning rate 
method and improved performance. It was contrasted with 
LSTM, which lacked an adaptive learning rate. The best 
outcome that demonstrated great accuracy was produced by 
combining LSTM and AdaDelta. The accurate classification 
rate for train and test data was 98% and 97%, respectively [54]. 

Although the aforementioned techniques have shown some 
reasonable accuracy in classifying arrhythmias, more work has 
to be done, such as increasing accuracy. Most arrhythmia 
classification techniques currently in use are based on 
traditional ML techniques, which emphasize careful feature 
selection and classification less. DL techniques have found 
widespread usage due to the quick development of tools for 
working with high-dimensional data and advancements in 
computing power. Despite several research works reported in 
the literature, there is still a pressing need for novel strategies 
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to improve the accuracy and effectiveness of classification 
models for Arrhythmia. 

III. MATERIALS AND METHODS 

A. Experimented Dataset 

The proposed research work has been experimented with 
the Arrhythmia dataset available in the UCI Irvine ML 
repository. The dataset contains data on 452 patients in total, 
and each record has 279 features that describe the traits of an 
arrhythmia. Age, sex, height, and weight are the first four 
characteristics that best describe the subject. The remaining 
274 features are taken from recordings of typical 12-lead 
ECGs. The heart muscle depolarizes during each heartbeat, 
causing small electrical changes on the skin that are detected 
and amplified by the ECG. A 12-lead ECG captures 12 distinct 
electrical heart impulses at approximately the same time. 
Arrhythmia data has an extensive feature size, which may need 
a feature reduction approach. It has numerous missing values. 
Some columns with missing values are eliminated, and the 
experiments are carried out. The goal is to categorize cardiac 
arrhythmia into one of the three categories and to distinguish 
between its presence and absence. Class 01 denotes regular 
ECG classes, Class 02 through Class 15 denotes various 
arrhythmia classes, and Class 16 denotes the remaining 
unclassified ones [63]. 

B. Methods 

The proposed work reports on two methodologies EXGB-
LSTM and KPCA-EXG-LSTM. The proposed methods 
classify arrhythmia through a pipeline that includes extreme 
boosting and stacked LSTM together and implemented in the 
preprocessed dataset. The flow diagram of the proposed work 
is shown in Fig.1. 

 

Fig. 1. A flow diagram of EXG-LSTM with K-PCA. 

The implementation of the proposed model EXGB-LSTM 
is shown in the Algorithm 1. 

Algorithm 1 EXGB-LSTM 

Input: UCI Arrhythmia Machine Learning Dataset  

Output: Classification of 16 classes of Arrhythmia 

Begin 

Phase I : Data Cleaning 

            Eliminating colum 

ns with more number of     
               missing values. 

Phase II : Applying Stacked LSTM with XGBoost 

             Fusion of Stacked LSTM with XGBoost in the  
                Processed dataset. 

Phase III:  Multi-Class Classification of Arrhythmia 

End 

In the second method, the dataset is dimensionally reduced 
by K-PCA, followed by ensemble learning using LSTM and 
extreme boosting and classification. The steps of the proposed 
K-PCA with the EXGB-LSTM model are outlined below in the 
Algorithm 2. 

Algorithm 2 K-PCA + EXGB-LSTM 

Input: UCI Arrhythmia Machine Learning Dataset  

Output: Classification of 16 classes of Arrhythmia 

Begin 

Phase I : Data Cleaning 

             Eliminating columns with more missing values. 

Phase II : Dimensionality Reduction using Kernel-PCA 

Phase III: Applying Stacked LSTM with XGBoost 

                    Fusion of Stacked LSTM with XGBoost in the 
Processed dataset. 

Phase IV     : Multi-Class Classification of Arrhythmia 

End 

C. Kernel Methods 

Dimensionality reduction plays a significant role in 
effectively handling massive dimensional data. The motive of 
dimensionality reduction may be noise reduction, pre-
processing, compression, etc. PCA is a mathematical approach 
to converting several correlated variables into uncorrelated 
variables known as Principal components (PC). This PC 
represents the maximum variance in the dataset. PCA works 
only for linear structures, and K-PCA has been developed as a 
non-linear extension of standard PCA. The primary notion of 
K-PCA is to map the original data into a huge dimensional 
space through a specific function and then implement the PCA 
algorithm to it. The linear PCA of the vast dimensional feature 
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space represents a non-linear. Most interesting directions can 
be found in the original input space by the PCA [64]. It is 
mainly applied in complex non-linear data such as 3D 
reconstruction, handwritten digits, bioinformatics face images, 
natural signals, and geostatistics kriging. Various kernel 
methods include polynomial, Gaussian, Laplace Radial Basis 
Function, Sigmoid, and hyperbolic tangent. One of the merits 
of K-PCA is that original data can be regenerated from its 
principal components [65] in the following three steps. 

 Computing Covariance Matrix 

The Covariance Matrix(C) is used to represent the 
relationship between two random variables and is defined in 
Eq. (1): 

   
 

 
∑         

  

   
  (1) 

where     represents the input feature space, x
T 

represents 
the Transpose and x

i 
, is one of the „n‟ multivariate 

observations. Also, the mean of the data in the feature space is 
assumed to be zero. 

 Decomposition of Eigenvalues 

Eigen decomposition of an input data distribution results in 
the generation of eigenvectors, which form the principal 
components of the data as given in Eq. (2):  

         (2) 

where „  „ is the eigenvalue and „v‟ is the eigenvector 
which is a linear combination of samples. 

 Selection of Eigenvectors and transform data 

A function that holds the vectors in the original input space 
and when the dot product of the vectors in the feature space is 
returned then it is known as a kernel function as is shown in 
Eq.(3): 

 (     )     
      (3) 

Kernel extracts up to „n‟ samples in non-linear PCs without 
expensive computations [65]. 

D. LSTM 

A conventional Recurrent Neural Network (RNN) is an 
extension of a feedforward neural network that can handle 
variable lengths of sequential input, also called an Auto 
Associative or Feedback Network. The neural network model 
is structured to preserve previously hidden neurons' output, and 
it is fed as input to the next cell [66]. LSTM was first proposed 
in 1997 by Sepp Hochreiter and Jurgen Schmidhuber. A 
modified version of RNN makes each recurrent unit adaptively 
capture dependencies of different time scales. It has a forget 
cell to modulate the flow of information. RNN suffers from 
complex training time for longer sequences and vanishing 
gradient problems. LSTM was structured to eliminate gradient 
problems with three gates namely, an input gate   , an output 
gate   , and forget gate   . The design of the LSTM cell is 
represented in Fig. 2. 

 

Fig. 2. LSTM cell. 

The Model of LSTM is working in principle by 
representing the input sequences as {x1, x2, x3…., xt}, {y1, y2, 
y3…., yt} as an output sequence and {S1, S2, S3…., St} as an 
internal sequence of cell states. 

In the LSTM cell, the three gates are computed with Eq..(4-
5): 

                      (                     )    (4) 

                     (                     )  (5) 

                    (                  )   (6) 

where   ,    , and    denote the weight of the 
corresponding input, and   ,   , and    are the respective bias 
in the cell. The activation function sigmoid is represented as 
„ ‟ in the equation. 

The candidate state   ̂ is computed with the Eq. (7):  

  ̂       (                     )   (7) 

The current cell state value       is calculated from the 
previous cell state value        using Eq. (8): 

                    ̂  (8) 

The output of the cell yt is determined by Eq. (9): 

               (  )  (9) 

The input gate in the LSTM model chose what to store in 
the current cell. The output gate determines what is to be 
passed over. The forget gate determines how to forget the 
current state [65]. 

E. Stacked LSTM 

Multiple hidden layers in stacked LSTM architectures can 
be used to increase the amount of abstraction gradually. They 
operate better because they give a more accurate representation 
of sequence data. In the stacked LSTM architecture, the input 
from the previous LSTM hidden layer is passed into the current 
LSTM hidden layer. This has the potential to improve neural 
network performance significantly. Including enough layers in 
the model improves the LSTM model's accuracy and 
dependability. Fewer neurons are needed in each layer, which 
cuts down on training time. In this study, a stacked LSTM 
network is suggested with the fusion of XGBoost [67, 68] 
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F. Extreme Gradient Boosting 

The eXtreme Gradient Boost (XGBoost) is a decision tree-
based algorithm that transforms weak learners into strong 
learners. Boosting is an iterative algorithm compared to 
bagging, a parallel algorithm. The computational procedure for 
constructing a decision tree in gradient boosting is very time-
consuming. XGBoost is an optimized version of the gradient 
boosting algorithm, which improves the training time. Many 
models were trained on different subsets of data, and the best-
performing model was chosen. It is best suited for non-linearity 
problems [69, 70]. Combining the models is part of ensemble 
learning, where different models are combined to optimize the 
algorithm's performance. Stacking is one of the usual processes 
in combining models and training an ensemble model on the 
classification, enabling convenient experimentation and model 
comparisons. Even though Light Gradient Boosting is faster 
when compared with the performance it is equivalent [71-73]. 
The framework of the developed method is presented in Fig. 3. 

 

Fig. 3. A framework of EXG-LSTM with K-PCA. 

IV. EXPERIMENTATION AND ANALYSIS 

A. Experimental Setup 

The proposed model uses an Intel Core(R) i5-9300H CPU 
running at 2.40 GHz, an NVIDIA GeForce® GTX 1050 
graphics card, a 64-bit operating system, and 8GB of RAM. 

The experiment on ensemble LSTM was carried out with 
the Arrhythmia dataset. The medical dataset consists of 206 
linear valued features and a few categorical features among the 
279 features. 452 instances are present in the dataset. It has 
been distinguished into 16 groups to indicate the existence and 
non-existence of arrhythmia. Class 1 shows healthy or normal 
samples. The total number of healthy samples is 245. Classes 
2-15 are categorized as different types of arrhythmias. Class 16 
indicates the other unclassified arrhythmia. As the dataset may 
have null values for certain features. Those features having 
more missing values are removed during the pre-processing 
stage. The remaining features with fewer missing values are 
treated by the statistical mean method. The proposed work was 
tried in two different ways. The dataset was chosen directly 
after applying data cleaning and data normalization methods to 
implement LSTM in the first experiment. To improve the 
performance of LSTM, XGBoost was added, and it showed a 
better performance. In the second method, the dataset was 
further subjected to feature reduction by K-PCA sequentially 
followed by the stacking LSTM with XGBoost. The 
parameters used for K-PCA is listed in the Table I. 

TABLE I.  EXPERIMENTAL PARAMETERS 

Experimental Parameters for K-PCA Values 

n_components 94.3 

Kernel rbf 

Gamma 0.04 

Alpha  0.03 

fit_inverse_transform True 

eigen_solver Auto 

n_jobs -1 

The dataset is split into 80/20 for training and testing. The 
results obtained by both proposed methods are shown in 
Table II. 

TABLE II.  PERFORMANCE OF PROPOSED METHODS 

Classifier Accuracy Precision 
F1-

score 
Recall 

No. of 

Features 

EXG-LSTM 92.1 90.6 94.0 92.7 252 

KPCA+EXG-

LSTM 
94.3 92.0 98.0 94.9 135 

The proposed model EXG-LSTM reached an accuracy of 
92.1%, a precision of 90.6%, a recall of 92.7%, and an F1-
score of 94 % with the features 252. The second method 
performed exceptionally well when applying K-PCA compared 
with the result of EXG-LSTM by accomplishing an accuracy 
of 94.3%, a precision of 92 %, a recall of 94.9%, and with an 
F1-score of 98% by reducing the feature into 135. The 
proposed methods‟ results are compared with the state-of-the-
art techniques presented in Table II. Using the cardiologist as 
the gold standard, the attempt is made to lessen this difference 
by utilizing ML methods. 

TABLE III.  PERFORMANCE OF THE PROPOSED METHODS WITH STATE-OF-
THE-ART METHODS 

Authors Classifier Accuracy Class 

Zuo et al. [55] 

(2008) 
KDF-WKNN 70.66 2 

Kohli et al. [56] 
(2007).  

OAK 73.40 2 

Niazi et al. [57] 

(2015).  
KNN with IFSFS 73.80 2 

Prathibhamol et al. 
[58] (2017).  

P-CA-CRA 80.00 16 

Pandey et al. [59] 

(2019).  
RNN 83.10 2 

Durga [60] (2021).  DT 84.13 - 

Jadhav et al. [39] 

(2014).  
MLP 86.67 2 

Mitra et al. [61] 

(2013).  
CFS+LM 87.71 2 

Raut et al. [62] 

(2008).  
MLPNN 90.00 7 

Mustaqeem et al. 
[44] (2018).  

OAO 92.07 16 

Khan et al. [45] 

(2021).  
PCA + LSTM 93.50 16 

Proposed Method 

1 
EXG-LSTM 92.10 16 

Proposed Method 

2 
KPCA+EXG-LSTM 94.30 16 
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Table III clearly reveals the superior performance of our 
proposed methods. It is worth noting that our proposed 
methods are capable of classifying 16 classes of arrhythmia 
with the highest accuracy of 94.30 when compared with state-
of-the-art methods as depicted in Fig. 4. 

 

Fig. 4. Proposed models with state-of-the-art methods. 

Arrhythmias are potentially fatal. Hence, it is imperative 
that prediction and analysis be employed in the medical 
profession with the greatest possible accuracy. The proposed 
approach highlights these issues by selecting a few notable 
features using a feature selection mechanism, which enhances 
classification efficiency. 

V. CONCLUSION 

A novel hybrid DL pipeline for multi-class Arrhythmia 
classification has been proposed. This approach involves 
selecting maximally distinct features using the feature selection 
technique and helps improve the performance of the 
classification of arrhythmia data. The work implied Kernel-
PCA and a Stacked LSTM DL technique with the fusion of 
XGBoost for classification to determine whether an arrhythmia 
was present or absent. This research work aims to upgrade the 
performance of LSTM through the novel pipeline with 
XGBoost. It was good in its execution and recorded a high 
accuracy of 92.1%. Concurrently, feature reduction was done, 
and the performance of the ensemble of LSTM is monitored. 
Both the proposed models performed well. Among them, 
EXG-LSTM with K-PCA has reached the highest accuracy of 
94.3%. This research works on stacking LSTM shows that the 
strength of LSTM was boosted by ensembling, and showed 
better results in classifying the classes of arrhythmia 
efficiently. Arrhythmias are deadly disorders. Hence prediction 
and analysis must be exceedingly accurate before being applied 
in the medical field. The suggested method draws attention to 
these problems by choosing several standout features with an 
improved feature selection mechanism, which 
enhances classification efficiency with reduced number of 
features of 135. The future direction of the research would be 
to construct an interpretable ML classifier to augment the 
classifier‟s accuracy that will serve as an effective handy 
diagnostic tool for physicians. 
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Abstract—IEEE 802.11ax introduces Uplink Orthogonal 

Frequency Division Multiple Access (OFDMA)-based Random 

Access (UORA), a novel feature for facilitating random channel 

access in Wireless Local Area Networks (WLANs). Similar to the 

conventional random access scheme in WLANs, UORA employs 

the OFDMA backoff (OBO) procedure to access the channel’s 

Resource Units (RUs) and selects a random OBO counter within 

the OFDMA contention window (OCW) range. The Access Point 

(AP) can determine and communicate this OCW range to each 

station (STA). Multiple STAs accessing RUs result in 

transmission failure due to RU collisions, which occur when 

specific RUs remain unassessed by any STA, leading to wastage. 

Efforts to optimize channel efficiency require minimizing both 

collisions and idle RU despite the challenges arising from 

UORA’s distributed and random nature. The Fisher-Yates 

shuffle algorithm introduces a random uniform distribution 

strategy for managing RU allocations among STAs. The results 

demonstrate that this approach enables STAs to access RUs in a 

distributed manner, effectively reducing idle and wasted RUs, 

especially in scenarios involving a limited number of STAs. 

Furthermore, this approach effectively mitigates collisions 

among STAs, even in scenarios with a more significant number 

of STAs. 

Keywords—IEEE 802.11ax; OFDMA; UORA; random access; 

backoff; resource units allocation; multi-user 

I. INTRODUCTION 

Developing MAC (Medium Access Control) protocols that 
can support large-scale networks with low-power devices 
elevate the growing number of Internet of Things (IoT) 
devices; hence, secure communication is essential. OFDMA is 
a wireless communication technique that allows multiple users 
to transmit data simultaneously over the same frequency band 
[1, 2]. Utilizing OFDMA allows sending (e.g., power) to utilize 
only a fraction of the bandwidth, facilitating simultaneous 
transmissions, minimizing MAC congestion and reducing 
overhead, enhancing data transmission efficiency over dense 
networks, and reducing time wastage. 

OFDMA functions in two distinct modes: scheduled access 
(SA) and random access (RA) [3]. While random access 
methods like Distributed Coordination Function (DCF) or 
Enhanced Distributed Channel Access (EDCA) were employed 
to manage or distribute radio resources in previous WLAN 
standards, they do not apply to the OFDMA system [1]. UORA 
is a new feature for random channel access introduced in IEEE 
802.11ax. 

The channel split into sub-carrier groups known as 
Resource Units (RUs) in the UORA process. These comprise 
the minimum OFDMA RUs that STAs need to reach the 
channel and transmit a frame. With various RUs, multiple 
STAs can send data packets simultaneously. Each STA 
chooses a random OBO counter from the OCW value and 
reduces it by the number of RUs available for UORA to send a 
particular control frame called a trigger frame (TF). The TF 
carries information such as the identity information of each 
STA that may take part in the UL multi-user transmission, the 
transmission duration, the RUs allocation for each STA, and 
other helpful information. If the decreased OBO counter drops 
to zero or less, the STA can send the TF with any available 
RU. UORA can flexibly control the OCW range based on the 
number of contending STAs, unlike DCF and EDCA, where 
the range of contention window (CW) is predetermined. 

OCW range is crucial to the UORA performance and 
primarily depends on the number of contending STAs, but it is 
challenging for the AP to accurately and quickly estimate or 
keep track of the number of contending STAs without a 
specific signaling mechanism. 

The Wi-Fi standard random access protocol seldom enables 
the advantages of reducing network congestion and channel 
access delay because of the severe frame collision brought by 
the crowded network conditions to initiate the OFDMA uplink 
broadcasts. Most studies consider saturation network 
throughput, but 802.11ax nodes’ access delay needs careful 
examination due to their dependency on AP schedules. In 
short, the operation of UORA is based on the OCW range and 
OBO counter values, showing that the random modes of 
operation make the STAs compete to access the RUs in order 
to send their UL request during the random selection of one of 
the 26-RU [4, 5]. 

The organization of the remaining sections of this article is 
as follows. Section II delves into the discussion of related open 
issues concerning UORA. Section III presents the problem 
formulation. The proposed algorithm is presented in Section 
IV. The performance evaluation and discussion are in Section 
V. The conclusion is provided in Section VI. 

II. RELATED OPEN ISSUES IN UORA 

Numerous strategies have been put forth in the literature to 
enhance UORA effectiveness, such as grouping, joint, and 
clustering [6-12]. By aiming to give high channel efficiency, 
[6, 7] developed an adaptive grouping scheme on UORA. The 
study [6] consider a target wake time (TWT) to reduce 
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transmission collision. At the same time, [7] proposed a Buffer 
State Report (BSR)-based Two-stage Mechanism-based 
adaptive STA grouping scheme (BTM) that analyses the 
relationship between group size and the RU efficiency in an 
ultra-dense wireless network, mainly when RUs properties are 
not identical. The proposed spatial clustering group division-
based OFDMA (SCGD-OFDMA) by [8] allows the head STA 
and multiple STAs to compete for the channel resource where 
the number of STAs is up to 200 when used for random access. 
The AP in the Grouping-based UORA (G-UORA) method by 
[9] divides users based on the utility and distributes resources 
accordingly using the utility prediction model and matching the 
utility-based resource allocation algorithm. (OFDMA)-based 
joint reservation and cooperation MAC (OJRC-MAC) protocol 
proposed in [10] combines channel reservation and cooperation 
to reduce access collisions and increase transmission 
dependability, outperforming the basic UORA. Another 
protocol outperforms the basic UORA by [11] splitting 
network STAs into spatial groups based on neighbor channel 
sensing capacity. Designing an information collection system 
utilizes a probability-based two-level buffer state report, where 
intra-group STAs transmit data with minimal power 
consumption. Simultaneously, the AP strategically organizes 
two spatial groups to prevent interference. The modification by 
[12] from the 2019 IEEE 802.11be Wi-Fi standard combined 
with a novel resource allocation algorithm provides effective 
real-time communications for the uplink OFDMA feature. 

UORA introduces the OBO counter for the operation of 
multi-user transmission. An important observation is that the 
backoff procedure for UORA differs from that of DCF or 
EDCA. While DCF and EDCA perform backoff in the time 
domain to decide when to transmit, UORA’s backoff procedure 
is two-dimensional, which simultaneously determines both the 
RUs to occupy in the frequency domain and the transmission 
time to produce high-efficiency results [1, 13, 14, 15, 16]. The 
research in [1] demonstrates a noteworthy increase in 
throughput through a straightforward modification to the OBO 
counter. However, implementing this suggested mechanism in 
real-world WLANs with practical settings becomes impractical 
due to the complexities associated with the OBO control rule. 
The CRUI (Collision Reduction and Utilization Improvement) 
method, introduced in [13], improves UORA performance by 
reducing transmission collisions. This enhancement involves 
increasing backoff times and utilizing opportunistic sub-
channel hopping. Notably, the CRUI scheme ensures that it 
does not degrade the performance of UL transmissions and 
prioritizes distributed real-time STA transmissions. 
Retransmission number aware channel access (RNACA) 
increases throughput when there are more random access RUs 
than STAs and lowers packet latency [14]. By optimizing 
parameters like CWmin and CWmax, RNACA significantly 
increases the throughput of the maximum number of 
transmission trials (MNTTSTAs can conduct complementary 
transmission without backoff using the probability 
complementary transmission scheme (PCTS) described in [15]. 
However, it is essential to note that this scheme is applicable 
only in WLANs with lower mobile station numbers than 
random access RUs, as STAs must choose RUs based on 
OFDMA-based backoff counters, causing retransmission 
delays. In [16], developing a new uplink hybrid UORA (H-

UORA) OFDMA access mechanism introduces an RU-sensing 
slot, enabling additional channel sensing to minimize 
transmission collisions further. However, H-UORA needs a 
much finer carrier sensing circuit for the current 802.11ax 
amendment. 

The 802.11ax network throughput can be optimized 
through RU allocation strategies, as demonstrated in [17, 18, 
19, 20, 21]. The research in [17] examined the effects of 
various RA RU and SA RU distributions on the MAC layer 
performance, while [18] created a new RU distribution 
scheduler for managing access that features a closed-loop 
feedback controller with proportional gain. In [19], the research 
algorithm achieves a delay of less than one millisecond with a 
remarkably high level of reliability. On the other hand, in [20], 
OFDMA transmissions ensure reliable and dependable 
communication, especially in the presence of interference. 
Both studies demonstrate the ability to support real-time 
applications. The study in [21] proposed a channel access 
scheme for next-generation vehicle-to-anything (V2X) systems 
that expands backward compatibility with IEEE 802.11-based 
extension. 

Fair Allocation and Effective Utilisation of RUs (FAEU-
RUs) protocol in [5] handles the OFDMA MU 
communications based on the two factors. First is the fairness 
criterion of ensuring that all STAs in UL reasonably access the 
RUs, and second is the practical criterion of ensuring that the 
RUs are optimally allocated and used. The suggested solution 
in [3] guarantees fairness in RU access and requires minimal 
overhead, producing results close to optimal. However, it does 
not effectively adapt to traffic needs. 

UORA and RU allocation are a big area to discover 
because of the drawback of this access mode, which is the high 
rate of collisions due to competition. Researchers continuously 
refine advancements in RU allocation for OFDMA as indicated 
by ongoing research on related open issues. This research 
focuses on the RU allocation for UORA. 

III. PROBLEM FORMULATION 

The IEEE 802.11ax standard [22] defines scheduled and 
random access as two distinct kinds of uplink multi-user (MU) 
OFDMA operations. In scheduled access, each STA uses BSR 
signaling to ask the AP for authorization to transmit while the 
STAs share the OFDMA RUs without causing any contention. 
The AP then transmits a TF carrying the scheduling data to 
allot a dedicated RU to a particular STA. On the other hand, in 
a random access mode, the STA acquires the RU by the UORA 
mechanism in a contention-based way. 

Fig. 1 illustrates a multi-user wireless communication 
network model with a single AP and a plurality of STAs based 
on [4] invention. Table I presents device attributes, which are 
in Fig. 1. The AP represents the access points, while STA1, 
STA2, STA3, STA4, STA5, STA6, and STA7 represent 
various wireless communication devices or STAs. 

The UORA method operated by the AP shows that every 
n

th
 TF for random access transmitted by the AP includes at 

least one RU for random access available to 20 MHz operating 
STAs, where N is a positive integer. In other words, every Nth 
TF for random access contains at least one RU for random 
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access in the primary 20 MHz channel and is unrestricted from 
being used for 20 MHz operating STAs. A 20 MHz operating 
STA is allowed to reach the AP with the UORA mechanism 
when receiving TF for random access. 

 

Fig. 1. Network model of a multi-user wireless communication network. 

 

Fig. 2. UORA method operated by a 20MHz station. 

The flow chart in Fig. 2 shows an example UORA method 
operated by a 20 MHz operating station with a detailed 
explanation in Table II. We assume this scenario occurs 
between the AP and any available STA capable of operating 
with a 20 MHz channel width, particularly STA3, STA6, and 
STA7, as indicated in Table I, since these STAs can only 
operate using this channel width. 

TABLE I. DEVICES ATTRIBUTES 

 STA1 STA5 STA2 STA4 STA3 STA6 STA7 

Device type laptop CCTV smartphone smartwatch 
Door 

lock 
Thermostat 

QoS 

requirement 
high low 

Power Low power Concern about Compassionate power 

management saving power 

consumption 

consumption 

Channel 

width (MHz) 

20, 40, 80, 

80+80, 160 
20, 40, 80 20 

TABLE II. DETAILING ON STEPS ACCORDING TO THE FLOW CHART IN 

FIG. 2 

Step Event 

1 20 MHz operating STA receives a TF for random access from the AP. 

2 

20 MHz operating STA determines its UL transmission as an initial 
trigger-based PPDU transmission, follows a successful trigger-based 

PPDU transmission, or follows an unsuccessful trigger-based PPDU 

transmission for which there is no more retransmission attempt. 

2.1 

If 20 MHz operating STA UL transmission fulfils Step 2, the STA 

sets OCW value to OCWmin value and the Random Access Retry 

(RAR) counter to zero. 

2.2 
If 20 MHz operating STA UL transmission is unfit, Step 2, 20 MHz 
operating STA, continues to check if its UL transmission is a 

retransmission of an unsuccessful trigger-based PPDU transmission. 

2.2.

1 

If 20 MHz operating STA UL transmission is retransmission, the 

UORA method proceeds to Step 3 

2.2.

2 

If 20 MHz operating STA UL transmission is not retransmission, 20 

MHz operating STA determines if the OBO counter is equal to value 
zero. 

2.2.

2.1 

If the 20 MHz operating STA OBO counter equals zero, the UORA 

method proceeds to Step 5, implying that the 20 MHz operating STA 

won the contention but did not transmit a trigger-based PPDU in the 
previously selected RU in Step 1 since one or more 20 MHz channels 

containing the previously selected RU are considered busy. 

2.2.

2.2 

If the 20 MHz operating STA OBO counter is not equal to zero, the 
UORA method proceeds to Step 4. This situation implies that the 20 

MHz operating STA did not win the contention to access the RUs for 

random access in the previous TF in Step 1. 

3 
20 MHz operating STA initializes its OBO counter to a random value 
in the range of zero and OCW. 

4 

20 MHz operating STA checks that its OBO counter is smaller or 

equal to the number of RUs for random access in the previous TF in 
Step 1. 

4.1 

If the OBO counter is smaller or equal, 20 MHz operating STA 

decreases its OBO counter to zero. This situation implies that 20 MHz 

operating STA wins the random access contention, which proceeds to 
Step 5. 

4.2 

If the OBO counter is higher than 0, 20 MHz operating STA 

decrement its OBO counter by the number of RUs for random access 
in the received TF in Step 1, which proceeds in Step 11. 

5 
20 MHz operating STA determines if at least one RU for random 

access available to 20 MHz operating STA exists in the received TF. 

5.1 
If 20 MHz operating STA fulfills Step 5, the UORA method proceeds 
to Step 6. 

5.2 If 20 MHz operating STA is unfit in Step 5, proceed to Step 11. 

6 
20 MHz operating STA randomly selects one of the RUs for random 

access in the previous TF in Step 1. 

7 

20 MHz operating STA checks if each of one or more 20 MHz 

channels, including the selected RU, is idle due to physical and 

virtual carrier sensing. 

7.1 
If the selected RU is idle, 20 MHz operating STA transmits a trigger-
based PPDU at the selected RU. 

7.2 If the selected RU is not idle, proceed with Step 11. 

8 
The STA operating at 20 MHz determines the successful transmission 
of the trigger-based PPDU on the selected RU. 

8.1 In the event of a successful transmission, proceed to Step 11. 

8.2 
If an immediate response is not received as solicited by Step 8, 

consider the transmission unsuccessful and proceed to Step 9. 

9 

20 MHz operating STA increments the RAR counter by one and sets 

the OCW value to the minimum of a sum of double the current OCW 

value plus one and a value of OCWmax. 

10 
20 MHz operating STA determines if the RAR counter is more 
significant than a RARetryLimit threshold, indicating the maximum 
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number of random access retransmission attempts. 

10.1 If the RAR counter is lesser than RARetryLimit, proceed to Step 11. 

10.2 

If the RAR counter is enormous than RARetryLimit, 20 MHz 

operating STA determines there is no more retransmission attempt 

and then proceeds to Step 11 

11 UORA method comes to an end or stops. 

 

 
Fig. 3. An example of UORA operation in time and the OBO 

decrementation after TF reception based on [23]. 

The usage of the UORA mechanism in a contention-based 
manner, the STA acquires the RU, as shown in Fig. 3. The AP 
sends a TF to start the UORA process in the UORA 
mechanism. The TF includes various data bits, including the 
associated association identifiers and the eligible random 
access RUs (RA-RUs) (AIDs). The associated STAs can utilize 
RA-RUs with the AID number 0, while unassociated STAs can 
occupy RA-RUs with the AID number 2045 following the 
802.11ax standard. The AP may assign some RUs to planned 
access and others to random access. 

However, to concentrate on the efficiency of UORA, the 
assumption was made that all RUs are qualified for random 
access without taking scheduled access into account. To be 
more precise, one RU is assigned to have an AID of 2045 and 
the rest to have an AID of 0. According to the IEEE 802.11ax 
standard, the overall number of RUs depends on the channel 
bandwidth and the number of sub-carriers used for each RU. 

Fig. 3 represents an example of the UORA operation. STA 
1 is unassociated, and STAs 2-7 are associated. The channel 
bandwidth is 20 MHz, and 9 RA-RUs consist of eight RUs 
with AID 0 and one with AID 2045. On receiving the TF, STA 
1 decreases its OBO counter by 1, and STAs 2-7 decrease the 
OBO counter by 8. In this example, the OBO counter for STAs 
2-7 becomes ≤ 0, which means the OBO counter is not greater 
than the number of eligible RUs, and then the STAs sets its 
OBO counter to 0. Each time OBO = 0, the STAs select a 
random RA-RU among RU 1-8 to transmit a frame. If there are 
cases between the STAs where the OBO counter is > 0, the 
STA cannot access the channel and decreases its OBO counter, 
waiting for the next contention round upon receiving the next 
TF. This example also shows that RU can collide and remain 
idle. STA 3 and STA 6 access the came RU 2, so their 
transmission can fail due to collisions. Instead, STAs do not 

access specific RUs (1, 3, and 8), causing these RUs to become 
wasted. In case of an unsuccessful transmission, the STAs 
follow the retransmission procedure shown in Algorithm 1 as 
in the standard UORA. To ensure channel efficiency, one must 
minimize the number of collisions and wasted RUs. However, 
achieving this goal is challenging, given the distributed and 
random nature of UORA. The backoff procedure in UORA is 
two-dimensional because it determines which RU to occupy in 
the frequency domain and simultaneously establishes the 
transmission time, unlike DCF or EDCA, which performs the 
backoff procedure in the time domain to determine when to 
transmit. 

Algorithm 1 Standard UORA 

           

            

 if  first transmission, then 

               

                     (     )  

 else if retransmission, then  

                    

  if              then 

               
  end if 

                     (     )  
 end if  

 Station decrements OBO by number of RU and selects a random 

RU for transmission if       

More examples are provided by [4] for different types of 
STA channel widths to perform the frequency scheduling for 
OFDMA multi-user transmission in 802.11ax. Frequency 
scheduling is generally performed based on RU that comprises 
a plurality of consecutive subcarriers. According to frequency 
scheduling, a radio communication AP adaptively assigns RUs 
to a plurality of STA based on the reception qualities of 
frequency bands of the STAs. The situation makes it possible 
to obtain a maximum multi-user diversity effect and efficiently 
perform communication. 

While the techniques outlined in this disclosure apply to 
various wireless communication systems, it is essential to note 
that, for illustrative purposes, the subsequent descriptions in 
this disclosure pertain to an IEEE 802.11 WLAN system and 
its associated terminologies. However, this choice of example 
should not restrict the scope of this disclosure concerning 
alternative wireless communication systems. In IEEE 802.11-
based WLANs, most networks operate in infrastructure mode, 
i.e., all or most of the traffic in the network must go through 
the AP. As such, any STA wishing to join the WLAN must 
first negotiate the network membership with the AP through 
association and authentication. 

IV. PROPOSED VERSATILE SHUFFLE RECOMPUTATION RU 

ALGORITHM 

We proposed to change the operation of standard UORA 
behaviors as in Algorithm 1 to improve its efficiency. To 
ensure the adaptability of STAs allocation based on the 

STA 1 STA 2 STA 3 STA 4 STA 5 STA 6 STA 7

(unassociated) (associated) (associated) (associated) (associated) (associated) (associated)

Random initial 

OBO value
0 7 7 5 6 5 3

OBO counter 0 - 1 = -1 7 - 8 = -1 7 - 8 = -1 5 - 8 = -3 6 - 8 = -2 5 - 8 = -3 3 - 8 = -5
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RU9 (2045) Access - - - - - -

TF Info

Multi User Uplink Transmission

IDLE

Collision (STA 3 and STA 6)

IDLE

PPDU from STA 4

PPDU from STA 2
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available RUs, we introduce the versatile shuffle 
recomputation RU (VSR-RUs) algorithm. 

In VSR-RUs, The Fisher-Yates shuffle algorithm [24] 
shown in Algorithm 2, also known as the Knuth shuffle or the 
Durstenfeld shuffle, was applied for the RUs recomputation. 
The Fisher-Yates shuffle algorithm is employed to efficiently 
generate a random permutation of an array of elements by 
randomly shuffling them. This shuffle algorithm iterates the 
array in reverse order and swaps the current element at each 
step with a randomly chosen element that comes before it 
(including itself). This process ensures that every element in 
the original array has an equal chance of being placed in any 
position within the shuffled array, which means that when 
applied to UORA, it is the RUs allocation. Introducing 
randomness at each process step establishes a uniform 
likelihood of interchanging with any previous element. The 
algorithm has a time complexity of O(n), where n is the 
number of elements in the array. It is considered a highly 
efficient and unbiased method for shuffling arrays. 

Algorithm 2 The Fisher-Yates shuffle algorithm 

 function fisherYatesShuffle(array) 

           (     )  
   

  for                       
                   (   )  
       (                 )  
                     (     )  
  

 function randomInteger(min, max): 

  return random(min, max);  

  

 function swap(a, b): 

           
        
           

Table III shows the STAs RA-RUs allocation in standard 
OURA in Fig. 3 after applying the Fisher-Yates shuffle 
algorithm. Recomputing the allocation of RUs prevents 
collisions within RU 2 while distributing the available RUs 
among STAs ensures that each STA is guaranteed its allocation 
without sharing. However, RU 3 and RU 4 remain idle as the 
number of STAs is < the number of RUs. If an STA OBO 
counter is greater than 0 and cannot access the channel, it could 
be due to the STA not being allocated in any available RUs. In 
such cases, the STA must wait for the next contention round 
upon receiving the next TF. 

Fig. 4 is an example of the Fisher-Yates shuffle mechanism 
using the RUs array [1, 2, 3, 4, 5, 6, 7, 8, 9]. The mechanism is 
performed in the following order; 

1) Randomly select a number k from 1 to 9, and then swap 

the k
th

 and 9
th

 STA. So, if the random number is 4, swap the 

4
th

 and 9
th

 STA in the list. 

2) Select the following random number from 1 to 8 and 

swap the chosen STA with the 8th STA. If it is 6, for example, 

swap the 6
th

 and 8
th

 STA. 

3) If the array contains multiple STAs, a random selection 

will determine which STAs are placed on the list. 

4) The iteration continues until the permutation is 

completed, as illustrated in Fig. 4. 

After shuffling, the last row of the shuffle displays the 
output on RUs. This process ensures that the original order of 
the array is completely randomized while maintaining a 
uniform distribution of possible outcomes. 

TABLE III. THE STAS RUS SELECTION ON STANDARD UORA BEFORE 

AND AFTER APPLYING ALGORITHM 2 

RU # 
STAs allocation on RU # 

Before After 

RU 1 [] [Associated STA 5 (AID: 0)] 

RU 2 
[Associated STA 3 (AID: 0), 

Associated STA 6 (AID: 0)] 
[Associated STA 3 (AID: 0)] 

RU 3 [] [] 

RU 4 [Associated STA 4 (AID: 0)] [] 

RU 5 [Associated STA 2 (AID: 0)] 
[Unassociated STA 1 (AID: 

2045)] 

RU 6 [Associated STA 7 (AID: 0)] [Associated STA 6 (AID: 0)] 

RU 7 [Associated STA 5 (AID: 0)] [Associated STA 2 (AID: 0)] 

RU 8 [] [Associated STA 7 (AID: 0)] 

RU 9 
[Unassociated STA 1 (AID: 
2045)] 

[Associated STA 4 (AID: 0)] 

 

Fig. 4. Recomputation of array for RUs allocation by using Fisher-Yates 

shuffle. 
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V. PERFORMANCE EVALUATION AND DISCUSSION 

This section concentrates on the implementation and 
evaluation of the performance of the proposed VSR-RUs 
algorithm. A comparison is made against the standard UORA 
[22]. These evaluations are used to assess the effectiveness of 
the VSR-RUs algorithm. The Java programming language 
develops the DES simulation using Eclipse IDE for Java 
Developers with Indigo Service Release 2 software. 

Algorithm 3 Standard OURA pseudocode structure 

 for                            do 

  initialization() 

  for                        do 

                             //rand()%(OCW-1) 

  end for  
  while simulation run do 

   if (                 ) then 

   scheduler() 

   update simulationClock() 

   if             then 

    intendtoTransmit() 
   else if             then 

    packetGeneration() 
   else if             then 

    triggerFrame() 
   else if             then 

    acknowledgment() 
   end if 

  end if 

 end while 

 result() 

end for 

Algorithm 3 shows the pseudocode structure for the novel 
UORA. The pseudocode begins with the initialization of all the 
parameters involved. Table IV displays the parameters. Each 
STA has an event defined, and Table V illustrates these defined 
events. The Random() function from the mathematical Java 
library generates the random number, adhering to a uniform 
distribution. The larger the number generated, the smaller the 
access probability. During the simulation, as long as the 
simulation time remains under a minute, the scheduler function 
will execute, leading to an update of the simulation clock. 
Subsequently, the event will be chosen based on its type, and 
the simulation present the outcome afterwards. 

TABLE IV. SIMULATION PARAMETERS 

Parameter Value 

Simulation time 60 s 

Channel bandwidth 20 MHz 

Number of subcarriers RU 26 

Number of RU AID = 0 8 

Number of RU AID = 2045 1 

Number of contending STAs 1~100 

Data rate per RU 6.67 Mb/s 

Trigger frame length 100μs 

TABLE V. UPLINK OFDMA EVENT DEFINE 

No Event STA Time Assign 

1 
Frame transmission 

intention 
1 ev[1][1] 

2 Generate random number 1 ev[1][2] = rand(); 

3 Trigger frame 1 ev[1][3] = transmit TF 

4 Acknowledgment 1 ev[1][4] = transmit ACK 

No Event AP Time Assign 

1 
Frame transmission 

intention 
1 evAP[1] 

2 Trigger frame 1 evAP[2] = transmit TF 

3 Acknowledgment 1 evAP[3] = transmit ACK 

 
(a) Collision probability. 

 
(b) Channel access probability. 

Fig. 5. Performance comparison of collision probability and channel access 

probability between standard UORA and the proposed VSR_RU. 

Fig. 5 compares the collision probability and channel 
access probability between the standard UORA and VSR_RU 
proposed algorithm. Fig. 5(a) shows that the number of 
collision probabilities for VSR-RUs is at steady state once the 
number of STAs approaches ten and increases. As the number 
of STAs increases, the RUs allocation is more uniformly 
distributed, thus contributing to the decrease in collision. 
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When examining Fig. 5(b), it becomes evident that with 
fewer STAs (1-20), the increased access probability of 
VSR_RUs has reduced the probability of having idle RUs. This 
reduction in idle RUs has the potential to enhance overall 
throughput. Conversely, employing lower access probabilities 
from VSR_RU could be a strategic choice for distributing 
resources among STAs or processes demanding a higher 
quality of service or performance. This approach would 
prioritize critical tasks appropriately. 

The proposed VSR_RU algorithm improved the random 
distribution for allocating STAs to RUs, resulting in lower 
collisions among STAs. This strategy enables STAs to access 
RUs in a distributed fashion, which may cause fewer idle and 
wasted RUs, especially in scenarios with limited STAs. 
Besides, STA collisions are less when the number of STAs is 
higher. 

VI. CONCLUSION 

The VSR_RU algorithm, as proposed, employs a random 
uniform distribution approach using the Fisher-Yates shuffle 
algorithm for each STA to manage allocations in available 
RUs. This algorithm operates without requiring any prior 
information about the number of STAs. The key innovation 
lies in introducing a shuffled random distribution for assigning 
STAs to RUs, effectively minimizing collisions among STAs. 
This approach enables STAs to access RUs in a distributed 
manner, thereby reducing the occurrence of idle and wasted 
RUs, particularly in scenarios with a small number of STAs. 
Moreover, it also mitigates STA collisions in scenarios with 
many STAs. The adaptability incorporated into the proposed 
algorithm improves the standard IEEE 802.11ax UORA 
mechanism. 

Further development could involve refining the OBO 
control rule through a more efficient UORA mechanism within 
the proposed algorithm. The limitation of the research is that 
shuffling can take a significant amount of time for massive 
arrays by applying the Fisher-Yates algorithms. Additionally, 
reinforcement learning technology can enhance UORA 
performance in real-world WLAN environments. 
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Abstract—Self-supervised learning (SSL) is a type of machine 

learning that does not require labeled data. Instead, SSL 

algorithms learn from unlabeled data by predicting the order of 

image patches, predicting the missing pixels in an image, or 

predicting the rotation of an image. SSL has been shown to be 

effective for a variety of tasks, including image classification, 

object detection, and segmentation. Dental image processing is a 

rapidly growing field with a wide range of applications, such as 

caries detection, periodontal disease progression prediction, and 

oral cancer detection. However, the manual annotation of dental 

images is time-consuming and expensive, which limits the 

development of dental image processing algorithms. In recent 

years, there has been growing interest in using SSL for dental 

image processing. SSL algorithms have the potential to overcome 

the challenges of manual annotation and to improve the accuracy 

of dental image analysis. This paper conducts a comparative 

examination between studies that have used SSL for dental caries 

processing and others that use machine learning methods. We 

also discuss the challenges and opportunities for using SSL in 

dental image processing. We conclude that SSL is a promising 

approach for dental image processing. SSL has the potential to 

improve the accuracy and efficiency of dental image analysis, and 

it can be used to overcome the challenges of manual annotation. 

We believe that SSL will play an increasingly important role in 

dental image processing in the years to come. 

Keywords—Machine learning; dental imaging; dental caries; 

oral diseases 

I. INTRODUCTION 

Artificial intelligence (AI) represents a domain within 
computer science that focuses on crafting intelligent entities, 
these being systems endowed with the capacities of logical 
deduction, knowledge acquisition, and independent decision-
making. The field of AI has witnessed remarkable 
achievements in formulating potent methodologies to address a 
diverse spectrum of challenges, spanning from strategic game 
playing to intricate medical diagnostics [1]. Interest in the 
medical application of AI has lately surged due to the impact of 
this technology on the outcome and caliber of clinical practice 
during and after the 1980s [2]. Precision medicine, population 
health, and natural language processing are just a few of the 
areas of healthcare and medical practice where AI has been 
researched [3]. 

 Machine learning (ML), a type of AI that allows 
computers to learn without being programmed. ML algorithms 
are trained on large datasets of data, and they can then be used 
to make predictions or decisions. ML is being used in a variety 
of medical applications, including diagnosis, treatment 
planning, drug discovery, personalized medicine, and 

healthcare management. ML algorithms have been shown to be 
effective in a variety of tasks, such as detecting cancer, 
planning radiation therapy, and identifying potential new 
treatments for diseases [4]. 

Annotation in medical imaging is the process of labeling or 
describing medical images with relevant information. This 
information can be used to train machine learning algorithms to 
diagnose diseases, plan treatments, or conduct research. There 
are a variety of ways to annotate medical images, including: 
Manual annotation, Semi-automated annotation, and 
Automated annotation [5]. Nonetheless, the substantial 
expenses tied to acquiring essential specialized annotations 
often impede endeavors to employ machine learning 
algorithms for aiding clinical applications. Even partially 
automated software tools might fall short of significantly 
alleviating the financial burden associated with annotations. 
[5]. Self-supervised representation learning [6] is a type of 
machine learning that learns to represent data without being 
explicitly labeled. This is in contrast to supervised learning, 
where the data is labeled with the desired output. Recently, 
interest in these techniques has increased [7, 8]. In particular, 
self-supervised representation learning may enhance label 
effectiveness and performance in scenarios involving the 
classification of dental caries. In the area of dental caries, this 
article reviews self-supervised algorithm and compare it to 
other learning techniques. 

II. MATERIALS AND METHODS 

A. Artificial Intelligence and Machine Learning in Dental 

Caries 

Dental caries, commonly known as tooth decay, is a disease 
that causes tooth decay by bacteria in the mouth producing 
lactic acids, which directly harm the tooth surface layer known 
as the enamel layer. This can progressively lead to a small hole 
or cavity in the teeth; if not treated, this can cause discomfort, 
infection, and finally tooth loss [9]. Early detection of carious 
lesions is necessary for the management of dental caries. 

The discipline of dentistry saw the emergence of AI, just 
like other industries. In a dental clinic, it can carry out simple 
and difficult tasks with higher precision, accuracy, sensitivity, 
and—most importantly—in less time [10]. In recent years, 
Machine Learning algorithms have the potential to be used to 
develop automated caries detection systems that are more 
accurate and efficient than traditional methods. Adaptive neural 
network architecture [11], deep learning [12], an artificial 
multilayer perceptron neural network [13], convolutional 
neural network [14], backpropagation neural network [15], and 
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k-means clustering [16] are some of the different methods used 
in dentistry, specifically for the detection of caries. A large, 
difficult assignment has been seen to disappear utilizing these 
strategies. Therefore, this review aims to provide an overview 
of the diverse artificial techniques used to identify dental 
cavities in this systematic review, as follows: 

B. Artificial Neural Networks 

Artificial Neural Networks (ANNs) are computational 
systems profoundly influenced by the functioning of biological 
nervous systems, such as the human brain. ANNs consist 
predominantly of numerous interconnected computational 
units, commonly known as neurons. These neurons 
collaboratively operate in a distributed manner to assimilate 
knowledge from input data, with the objective of refining their 
ultimate output. 

O’Shea [17] represented the fundamental architecture of an 
ANN as depicted in Fig. 1. 

 

Fig. 1. The basis of a number of common ANN architectures. 

The input, often organized as a multidimensional vector, is 
introduced to the initial layer, known as the input layer. 
Subsequently, this input is propagated through intermediary 
layers called hidden layers. In these hidden layers, decisions 
are made based on the preceding layer's information. The 
hidden layers then assess how alterations within themselves 
positively or negatively impact the final output. This iterative 
process of evaluating and adjusting is termed learning. The 
stacking of multiple hidden layers, creating a tiered 
arrangement, is commonly referred to as deep learning. 

C. Adaptive Neural Network Architecture 

An adaptive neural network architecture refers to a type of 
artificial neural network that can dynamically adjust its 
structure and parameters based on the characteristics of the 
input data. In the context of images, an adaptive neural 
network architecture is designed to intelligently adapt its 
layers, nodes, or connections to better capture the features 
present in the input image. This concept aims to enhance the 
network's performance by tailoring its architecture to the 
specific complexities and patterns within the image data. 

The adaptive nature of such architectures allows the neural 
network to optimize its internal representation as it learns from 
the data. Traditional neural network architectures have fixed 
structures, making them less flexible in handling variations in 
data characteristics. In contrast, an adaptive neural network 
architecture has the ability to modify itself during training, 
potentially leading to improved accuracy, efficiency, and 

generalization. Haykin [18] presents a conceptual framework 
outlining a singular stage of neural processing intended for 
adaptable behavior in Fig. 2. 

 

Fig. 2. Schematic diagram of an adaptive system. 

The model centers on the retention of past experiences to 
predict likely future occurrences. Specifically, for a given input 
vector x(n-1) at time n-1, the model estimates the expected 
value x*(n) at time n. By comparing this prediction to the 
actual value x(n), the difference, termed the correction or 
innovation signal, is computed. A non-zero correction signifies 
an unfamiliar condition, necessitating model updates to better 
anticipate similar situations. This dynamic adjustment enables 
the model to learn and adapt to its environment, as it 
continually operates in real-world scenarios. 

D. Convolutional Neural Network 

A convolutional neural network (CNN) represents an 
evolved variant of artificial neural networks, meticulously 
designed to handle the intricate analysis of visual data like 
images and videos. Fig. 3 shows the concept model of 
convolutional neural network. Drawing inspiration from the 
intricate visual processing mechanism observed in the human 
brain, CNNs demonstrate exceptional proficiency in tasks that 
encompass image recognition, classification, and the domain of 
computer vision. The quintessential prowess of CNNs 
originates from their innate ability to independently glean 
intricate features from visual content, thereby accentuating 
their utility in intricate data interpretation. This is achieved 
through several distinctive architectural components: 

 

Fig. 3. The concept model of convolutional neural network [19]. 
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 Convolutional Layers: These layers employ adaptable 
filters for performing convolution operations on input 
images. This hierarchical feature extraction 
encompasses both rudimentary features, such as edges, 
and more intricate features, like object contours. 

 Pooling Layers: Subsequent to convolution, pooling 
layers downsize the spatial dimensions of features 
while retaining vital information. Employing methods 
like max-pooling, these layers preserve the maximum 
value within localized regions, distilling key features. 
This pooling process bolsters resilience against minor 
input variations and concurrently reduces 
computational requirements. 

 Fully Connected Layers: Features extracted from prior 
layers are flattened and channeled through fully 
connected layers. These layers mirror conventional 
neural network structures and undertake roles as 
classifiers or regressors, relying on the features they 
have learned. 

E. Backpropagation Neural Network 

The backpropagation algorithm, integral to neural network 
training [20], operates as a pivotal mechanism in optimizing 
model parameters for improved performance in tasks such as 
classification, regression, and pattern recognition. This process 
empowers neural networks to glean insights from labeled 
training data, effectuating adjustments in weights and biases to 
minimize the disparity between projected outputs and actual 
target values. Backpropagation fosters neural networks to 
refine parameters, facilitating an enhanced fit to training data. 
By iteratively adjusting weights and biases using gradients, 
networks learn to identify pertinent features and relationships 
within data. This systematic learning process enables neural 
networks, encompassing deep learning architectures like CNNs 
and Recurrent Neural Networks (RNNs), to achieve elevated 
levels of performance across various tasks. 

F. K-Means Clustering 

K-means clustering is a widely utilized unsupervised 
machine learning technique employed to partition a dataset into 
distinct groups, or clusters, based on inherent patterns in the 
data. This technique is particularly effective in uncovering 
underlying structures and relationships within unlabeled 
datasets. The K in K-means represents the user-defined number 
of clusters. The choice of K significantly impacts the quality of 
the clustering results. 

G. Studies of Predicting Depression based on Self-Supervised 

Learning Method 

Self-Supervised Learning is an emerging machine learning 
paradigm that leverages unlabeled data to train models in a 
semi-supervised manner [21]. A two-phase learning scheme in 
self-supervised learning is illustrated by Taleb et al. [22]. Fig. 4 
shows the flowchart of self -supervised learning stages. 

Unlike traditional supervised learning, where labeled data 
is used to directly predict specific targets, self-supervised 
learning formulates tasks that allow the model to learn 
meaningful representations from the data itself. In self-
supervised learning, the learning signal comes from the data 

itself, generating surrogate tasks that help the model capture 
underlying patterns and structures.  For a more comprehensive 
perspective on self-supervised learning, we shall conduct a 
comparative examination juxtaposed against alternative 
machine learning techniques. Several studies are illustrated in 
Table I. 

 

Fig. 4. Flowchart of self-supervised learning stages. 

TABLE I.  SUMMARY OF DENTAL CARIES DETECTING STUDIES 

Article Data 
Models 

/Algorithms 
Results 

Patil et al. 

(2019)[11] 

Small size of 
dataset 

(45 

dental images) 

K-nearest 

neighbor, ANN 

Accuracy=95%, 

Precision=90%, 

Casalegno 
et al. 

(2019)[12] 

217  

X-dental images 

Convolutional 
Neural Network 

(CNN) algorithm 

Accuracy of 85.6% 
and 83.6% 

 

Devito  

et al. 

(2008)[14] 

160 radiographic 
images  

Backpropagation 
algorithm 

Accuracy= 88.4% 

Zanella-
Calzada et 

al. 

(2018)[23] 

9812 subjects 

were in an age 
range of 0 to 80 

years old;  

4830 belonged 
to the masculine 

gender  

and 4982 to the 
feminine gender 

ANN  
by  

classifying 

subjects 

Accuracy= 88% 

Lee et al. 

(2018)[24] 

2417 images 

(853 healthy 
tooth 

surfaces/1,086 

non-cavitated 
carious 

lesions/431 

cavitations/47 
automatically 

excluded images 

during 
preprocessing). 

Convolutional 

Neural Networks  
Accuracy= 93% 

Taleb  
et al. 

(2022)[22] 

38,094 bitewing 

radiographs 

Self-Supervised 

Learning 

Algorithms 
 

ROC-AUC= 71.50 
Sensitivity=51.80 

Specificity of 91.30 
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III. RESULTS AND DISCUSSION 

Patil et al. (2019) [11] embarked on a comprehensive 
exploration to discern the optimal algorithm for diagnosing 
tooth caries. This endeavor entailed a thorough assessment of 
multiple algorithms, including support vector machines 
(SVM), k-nearest neighbors (KNN), Naïve Bayes (NB), and 
the adaptive dragonfly algorithm (ADA-NN). Their dataset 
encompassed 120 dental images, forming the foundation for a 
series of three distinct tests, each centered around 40 dental 
images. Notably, the ADA-neural network emerged as a 
consistent frontrunner across these evaluations, showcasing 
superior performance vis-à-vis the aforementioned algorithms. 
Impressively, the ADA-neural network surpassed its 
counterparts by margins of 5.5%, 11.76%, and 6.5%, 
respectively. However, it's crucial to acknowledge that Patil 
and collaborators operated within a notably constrained 
dataset, comprising a mere 45 images, thereby raising 
legitimate queries regarding the reliability of their findings. 
The utilization of such a limited dataset, consisting of merely 
45 images, inevitably instills doubts concerning the robustness 
of their outcomes. Within this subset, 30 images were 
earmarked for training, while the remaining 16 were allocated 
for testing. 

In parallel, the studies orchestrated by Devito et al. [14] 
harnessed the potent backpropagation algorithm within deep 
learning for dental caries prognosis. In the realm of Devito et 
al.'s investigation, the training dataset encompassed 80 dental 
images, with the remaining 80 images partitioned into two 
distinct subsets: 40 images for validation purposes and an 
additional 40 images designated for comprehensive testing 
[14]. Expanding the scope of inquiry, Devito and associates 
directed their efforts toward forecasting the proximal category 
of dental caries through the prism of X-ray dental radiographs, 
culminating in a commendable accuracy level of 88.4%. 

Likewise, Casalegno et al. (2019) [12] pursued a separate 
avenue of exploration, deploying a dataset brimming with 217 
X-ray dental images. Embracing the CNN algorithm, their 
study undertook the ambitious task of caries prediction, 
encompassing the nuanced realms of proximal and occlusal 
caries. Impressively, the outcomes bore witness to a level of 
accuracy amounting to 85.6% for proximal caries and 83.6% 
for occlusal caries. 

The expedition orchestrated by Lee et al. (2018) [24] 
unfolded within the realm of CNNs, their dataset comprising 
2,417 images. This comprehensive assemblage featured 853 
images depicting healthy tooth surfaces, 1,086 images of non-
cavitated carious lesions, 431 images capturing cavitations, and 
a subset of 47 images that underwent automatic exclusion 
during the preprocessing phase. It's noteworthy; however, Lee 
and co-authors deviated from the conventional dataset division 
percentages of 25%, 50%, 75%, and 100% for training. Rather, 
their dataset was bifurcated into a training set (comprising 
1,891/673/870/348 images for each respective category) and a 
test set (consisting of 479/180/216/83 images for the 
corresponding categories). This unconventional distribution, 
though divergent, did not deter them from achieving an 
impressive diagnostic precision through CNNs, boasting an 
accuracy rate approximating 93.3%. 

Taleb et al. (2022) [22] utilized a Self-Supervised Learning 
Algorithms on dental caries detection. The dataset was 
obtained by three specialized dental clinics in Brazil, focusing 
on radiographic and tomographic examinations [22] and 
consisted of 38,094 BWRs taken between 2018 and 2021. The 
study's strengths included its pioneering demonstration of self-
supervised techniques in dentistry, with the potential to address 
the immense volume of X-ray images generated globally. 
Additionally, it employed a dataset of over 30,000 Bitewing 
Radiographs (BWRs) with EHR-based labels, overcoming the 
challenge of diagnostic inconsistency by incorporating a 
refined ground truth. Nonetheless, limitations included the use 
of EHR-based labels, which may be biased and incomplete, 
and the focus on tooth-level classification rather than finer 
assessments. This discrepancy might account for the relatively 
minor decrement in study results compared to those reported 
by Lee et al. [24]. 

In summary, the amalgamation of Self-Supervised 
Learning Algorithms has shown effectiveness in enhance 
performance and optimize label utilization in scenarios 
involving dental caries classification. Nevertheless, the 
predictive efficacy of machine learning approaches differs 
between studies due to disparities in data distribution, the 
characteristics of features integrated into the model, and the 
manner in which the outcome variable is gauged. 
Consequently, while certain investigations have indicated 
proficient performance of ML algorithms, a persistent 
requirement remains for further research to authenticate the 
predictive capabilities of each algorithm. This necessity arises 
from the inability to universally extend the results to 
encompass all forms of data. 

IV. CONCLUSION 

In conclusion, the potential of self-supervised learning for 
advancing dental caries detection is substantial. By pretraining 
models on large datasets derived from routine care, self-
supervised learning provides a practical solution for scenarios 
where labeled data is limited. The presented studies underscore 
the positive impact of self-supervised learning algorithms on 
the predictive performance of dental caries classification 
models. However, it's important to acknowledge that the 
success of self-supervised learning is not uniform across all 
scenarios. Variability in data distribution, feature 
characteristics, and outcome measurement can lead to differing 
predictive performances. While some studies have 
demonstrated impressive results, the applicability of these 
findings to all types of data requires careful consideration. 

Despite these challenges, the prospect of self-supervised 
learning remains promising. It offers a pathway to leverage the 
vast amounts of unannotated data generated in routine clinical 
practice, potentially revolutionizing dental diagnostics. As this 
field continues to evolve, further research is imperative to 
refine methodologies, validate findings, and establish the 
generalizability of self-supervised learning techniques in dental 
caries detection. The integration of self-supervised learning 
into clinical practice could mark a significant advancement in 
early caries diagnosis, ultimately leading to improved patient 
care and oral health outcomes. 
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Abstract—Due to cost and energy consumption limitations, 

there are significant differences in the positioning capabilities of 

mobile terminals, resulting in unsatisfactory quality of trajectory 

data. In this paper, satellite Doppler data is used to optimize 

trajectory data. First, the system state equation is established by 

the kinematic relationship between the measured velocity and 

position, and the static linear Kalman filter estimates the optimal 

system state. Then a dynamic Kalman filter system is established 

by correlating the measurement error matrix parameters of the 

Kalman filter with the vertical dilution of precision of satellite 

positioning. Finally, the whole-day trajectory of a taxi in 

Shenzhen was visualized, and the deviation between the 

trajectory points and the urban road was calculated to compare 

the optimized and non-optimized taxi trajectories. The results 

show that the proposed optimization method can effectively 

reduce the deviation between trajectory points and urban roads, 

and this method can be used to process vehicle trajectory data in 

urban traffic research. 

Keywords—Urban transportation; Kalman Filter; information 

fusion; trajectory data 

I. INTRODUCTION 

The rise of mobile Internet and location-based services 
(LBS) has generated a large amount of trajectory data. These 
data provide abundant materials for analyzing and researching 
social behavior and economic activities and have significant 
scientific research value. In the study of social phenomena, 
trajectory data have many advantages [1, 2], such as: 
1) Trajectory data is an objective record and description of the 
position changes of mobile terminals and users, which is not 
affected by subjective feelings and has objectivity. 2) Mobile 
Internet has the characteristics of timeliness, which makes 
trajectory data update very fast and can provide timely 
feedback on social phenomenon and behavior changes. 3) With 
the popularity of mobile terminals such as mobile phones, 
location-based services have been widely applied, generating a 
massive amount of trajectory data. 4) Mobile terminals with 
positioning functions, such as mobile phones, tablets, taxis, and 
shared bicycles, can generate various trajectory data through 
various methods such as GPS, cellular network positioning, 
WI-FI positioning, etc. 

During the collection process of trajectory data, there are 
inevitably systematic errors due to positioning technology. For 
example, the positioning accuracy of GSP is related to factors 
such as the signal reception ability of the receiver, calculation 
methods, local shading conditions, atmospheric conditions, and 
the number of observable satellites, and the positioning 
accuracy of cellular networks is closely related to network 

format, solution methods, and the density of signal base 
stations. Due to cost, energy consumption, safety, and other 
reasons, mobile terminals such as mobile phones can usually 
only receive L1 carrier signals and C/A codes and cannot use 
differential positioning based on carrier phase. Therefore, 
optimizing their trajectories is very crucial [3]. 

Improving positioning and information communication 
technology is a direct way to improve positioning accuracy. 
For example, the third-generation GPS satellite launched in 
2018 can launch a new civilian signal L1C in the 1575.42MHz 
band, making GPS more compatible with other GNSS systems 
and enabling receivers to receive more satellite signals [4]. In 
addition, the third-generation GPS satellite is equipped with a 
better accurate rubidium atomic clock and has higher signal 
transmission power [5,6]. With the upgrading of 
communication technology, the accuracy of positioning 
technology based on cellular networks is also unceasingly 
improving [7]. In 3GPP Release 16, a new Down Link-Position 
Reference (DL-PRS) is brought in, and various positioning 
technologies with better performance, such as DL-TDOA, UL-
TDOA, DL-AOD, UL-AOA, E-CID, could be used in the fifth-
generation communication network [8]. In the fifth-generation 
communication network, the dense network makes TDOA and 
DOA positioning more reliable, Massive Multiple Input 
Multiple Output (Massive MIMO) technology provides an 
Infrastructure for AOA positioning, and lower network latency 
improves the accuracy of time-based positioning methods [9-
11]. 

In addition to improvements in positioning and 
communication technology, data processing and fusion can 
also improve the quality of trajectory data. Using spatial 
clustering and filtering algorithms can make trajectory data 
smoother, avoiding deviations or anomalies in trajectory data 
[12-15]. By integrating information beyond positioning data, 
such as electronic maps, Doppler velocimetry, and vehicle 
inertial measurement units, the quality of trajectory data can 
also be improved [16-18]. 

In this study, the trajectory data is optimized using the 
velocity measured by GPS satellites based on the Doppler 
effect. The structure of this article is as follows: In Section II, 
the system state equation is established according to the 
kinematics principle, and then the acquisition of the 
measurement value of the system state equation is introduced, 
that is, the pseudo-range positioning method and the Doppler 
velocity measurement method of the satellite. In Section III, 
the static Kalman filter is used to estimate the optimal system 
state. Then the dynamic Kalman filter is used to estimate the 
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optimal system state by correlating the system measurement 
matrix with the satellite positioning Dilution of Precision 
(DOP). In Section IV, the daily trajectory of a taxi in Shenzhen 
was visualized, and the deviation between the trajectory and 
the urban road network was calculated to compare the 
optimized and non-optimized taxi trajectories. 

II. ESTABLISH SYSTEM STATE EQUATION 

The state equation of the Kalman filter system mainly 
includes two prediction and measurement processes. According 
to the laws of kinematics, the system state equation can be 

obtained as Formula (1). In this formula, ko  is the system state 

at time k, which includes ( , )k kx y  meaning the position of the 

object and ( , )k k

x yv v  meaning the speed of the object. kA  is the 

system state transition matrix, kw  is the system noise, which 

conforms to the Gaussian distribution with the mean value of 0, 

and the variance of Q , kv  is the measured noise, which 

conforms to the normal distribution with the mean value of 0 

and the variance of R . 
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A. System Measurement: GPS Pseudo-Range Positioning 

GPS has the advantages of fast positioning speed, accurate 
positioning, low cost, and wide coverage. The positioning 
results can be obtained by solving Formula (2) with four 
unknown variables x , y , z ,  . When the receiver can 

receive four satellite signals, the equation has a unique 
solution; when the received signal is less than 4, the GPS 
satellite cannot independently calculate the receiver position; 
When the received signals are more than 4, the least square 
method is usually used to solve the overdetermined equations. 
When many satellite signals can be received, the more the 
number of equations, the more stable the solution result, and 
the more minor effect of one satellite measurement deviation 
on the positioning result, making the positioning result more 
accurate and stable [19, 20]. The positioning accuracy of GPS 
is closely related to the number of satellite signals received. 
Due to cost and energy consumption limitations, mobile 
terminals' satellite signal reception capacity is commonly 
insufficient, and high-rise buildings could block GPS signal 
transmission in urban areas. Many reasons will affect the 
reception of satellite signals, resulting in inaccurate 
positioning, so improving the accuracy of trajectory data is 
crucial [21]. 

2 2 2( ) ( ) ( ) ( )s s s sx x y y z z c       
 (2) 

In Formula (2), [ , , ]s s sx y z  is the coordinates of the 

received satellite; [ , , ]x y z  is the coordinates of the 

receiver;   is the receiver’s clock error; c  is the speed of 

light; 
s  is the pseudo-range of the received satellite, which 

can be calculated by Formula (3). 

( )s s s sr I T c        
 (3) 

In Formula (3), sr  is the time required for the signal to be 
transmission between the receiver and the satellite under 

vacuum conditions, s  is the clock error of the satellite, I  is 

the ionospheric delay, T  is the tropospheric delay, and s  is 

the error of the pseudo-range. 

B. System Measurement: Satellite Doppler Velocimetry 

Formula (3) calculates the derivative of time to obtain 
Formula (4). 

( )s s s sr I T c        
 (4) 

In Formula (4),  
s  is the rate of change of pseudo-range, 

which can be calculated by Doppler frequency shift [22], as in 

Formula (5);  sr c  is the change rate of the geometric distance 

between the receiver and satellite, as shown in Formula 

(6);   and s  are frequency drift of receiver and 

satellite;  I  and T  are the change rate of ionospheric delay 
and tropospheric delay, which are small enough to be ignored 
[23]. 

( )s sf f   
 (5) 

In Formula (5),   is the wavelength of the transmitted 

signal, f  and 
sf  are the frequency of the signal received by 

the receiver and the frequency of the signal transmitted by 
satellite, respectively. 

( )s s sr c v v I 
 (6) 

In Formula (6), 
T[ , , ]s s s s

x y zv v v v  is the travel speed of the 

satellite; 
T[ , , ]x y zv v v v  is the travel speed of the terminal 

device or user, which is an unknown variable to be solved; sI  
is the directional unit vector of the receiver, which can be 
calculated according to Formula (7). 
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Substitute Formula (5-6) into Formula (4) to get Formula 
(8), and then sort out all unknown variables into the left side to 

get Formula (9) with four unknown variables xv , 
yv , zv ,  . 

When the number of satellite signals that can be received is 
greater than or equal to four, the travel speed of the mobile 
terminal or user can be obtained by solving Formula (9). 

( ) ( )s s s s sf f v v I         
 (8) 
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s s s s svI f f v I         
 (9) 

III. KALMAN FILTERING SYSTEM 

Kalman filter is an optimal estimation method using the 
system state equation. When the measurement variance is 
known, the Kalman filter can estimate the optimal state of the 
system from a series of measurements containing noise [24, 
25]. This Section introduces the basic calculation process of the 
Kalman filter, and the static Kalman filter method is used to 
calculate the changing trend of system Kalman gain and system 
state uncertainty. Then, the random error of the measured value 
of the system is correlated with the DOP of satellite positioning 
to establish a dynamic Kalman filter system. 

C. Static Kalman Filter System 

The linear Kalman filter method calculation includes two 
stages of prediction and update involving five formulas.  

In the prediction stage, the calculation of the linear Kalman 
filter includes: 

 System state prediction equation. It uses the previous 

state 1
ˆ

ko   to infer the current state ˆ
k

o , such as Formula 

(10). In Formula (10), A  is the state transition matrix, 
which establishes the relationship between the current 
system state and the system state at the previous 
moment through kinematics laws. 

( ) ( )s s s s sf f v v I         
 (10) 

 Prediction equation of system uncertainty. It calculates 

the prior estimate k
P  of the current system state 

uncertainty according to the uncertainty 1kP   of the 

previous moment and the system's random error Q  of 

the observation value, as shown in Formula (11). 

( ) ( )s s s s sf f v v I         
 (11) 

 In the update stage, the calculation of the linear Kalman 
filter includes: 

k
k

k

P
K

P R



 (12) 

 System state update equation. It calculates the current 

system optimal state ˆ
ko  according to the prior 

estimate ˆ
k

o  of the system state, the current measured 

value kz , and the Kalman gain kK , such as Formula 

(13). 

ˆ ˆ ˆ( )k k kk k
o o K z o  

 (13) 

 Update equation of system uncertainty. It calculates the 

optimal uncertainty kP  of the current system state 

according to the prior estimated uncertainty 
k

P  and 

Kalman gain kK , such as Formula (14). In Formula 

(14), E  is an identity matrix. 

( )k k k
P E K P 

 (14) 

The calculation flow of the whole Kalman filter is shown in 
Fig. 1. The upper level of Fig. 1 includes two initial and 
measurement modules responsible for data input. The 
initialization module inputs the iterative initial values 

of 0ô
 and 0P

, and the parameters needed for random error R , 

systematic error 
Q

, and transition matrix kA
 to establish the 

system equation. The measurement module continuously 

inputs the measured values kz
 in the iterative calculation 

process of the system. The middle level of Fig. 1 is the core of 
the calculation in the Kallman filter, which uses Formula (10-
14) to iterate the system’s state, including the prediction and 
update modules. The lower level of Fig. 1 is responsible for the 
output of the system's optimal state and uncertainty.

 

Fig. 1. The calculation flow of the linear kallman filter. 
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This study uses the Doppler velocity measurement and 
pseudo-range positioning results of GPS to establish the system 

state, with a calculation step of t =10, and the settings of the 
system error and random error of measurement are shown in 
Formula (15-16). 
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According to the established system state equation, the 
variation trend of the Kalman gain and uncertainty with 
iteration is calculated and plotting Fig. 2. This Kalman filter 

system is static because the parameters A , Q , and R  of the 
system are constant. According to Fig. 2, the Kalman gain and 
uncertainty gradually decrease and converge with the 
calculation iteration in the static system. 

D. Dynamic Kalman Filtering System  

The transition matrix A  is invariant, determined by the 
kinematic relationship between position and speed in the 
system state equation, as well as the system error 

matrix Q  will not be easily changed in specific equipment. 
However, the number and geometric distribution of received 
satellites in space change over time according to the ephemeris 

and can affect the measurement random error R . 

When ( )R t  is added to the system instead of R , a dynamic 
Kalman filter system can be obtained [26]. Generally, GPS 
measurement random error can be indicated by the DOP. Fig. 3 

shows the DOP and the number of received satellites in the 
study area on the day of the experiment. 

Fig. 3 shows five different DOPs, geometric DOP, time 
DOP, position DOP, horizontal DOP, and vertical DOP, among 
which the horizontal DOP is the most suitable for establishing 

a functional relationship with ( )R t . At 9:50, the maximum 
value of horizontal DOP was 1.66, and at 00:00, the minimum 
value of horizontal DOP was 0.73. Therefore, the variation 
trend of the Kalman gain and system state uncertainty with 

iteration was calculated when ( )R t =1.66 and ( )R t =0.73, as 
shown in Fig. 4. In the dynamic Kalman filter system, the 
Kalman gain and the system state uncertainty will vary within 
the values of the filling area in Fig. 4. With the iterative 
calculation of the system, the Kalman gain and the system state 
uncertainty will gradually stabilize and fluctuate in a small 
range. 

 

Fig. 2. The variation trend of the kalman gain and uncertainty in the iterative 

calculation. 

 

Fig. 3. The DOP and the number of received satellites in the study area on the day of the experiment. 
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Fig. 4. The variation range of the kalman gain and the uncertainty in the dynamic kalman filtering system. 

IV. EXPERIMENT 

A. Study Region 

In this study, the performance of the proposed method is 
verified by using the taxi travel trajectory data in Shenzhen. 

The longitude range of the study area is 113.8 to 114.25, and 
the latitude range is 22.5 to 22.75. The study date is October 
22, 2013. Fig. 5 shows the study area's administrative 
divisions, natural resources, land use, and urban road 
conditions.

 

Fig. 5. The geographic information of the study region. 
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B. Data Description 

The data set records the taxi ID, current time, longitude, 
latitude, speed, and occupancy status. Table I shows some data. 

TABLE I.  EXAMPLES OF SOME RECORDS IN THE DATA SET 

taxi 

ID 
time longitude latitude 

speed 

(m/s) 

occupancy 

status 

22223 00:03:39 114.167732 22.562550 2.56 1 

22223 00:03:54 114.168999 22.562550 11.94 1 

22223 00:04:09 114.170998 22.562550 13.06 1 

22223 00:04:23 114.172897 22.562599 15.11 1 

22223 00:04:39 114.175232 22.561701 18.33 1 

The field taxi ID is used to distinguish between different 
taxis and has no practical meaning. The time, longitude, 
longitude, and speed fields record an equipment's current time, 
position, and speed. The field occupancy status records 
whether the taxi has an ongoing order, with 1 meaning a 
passenger and 0 meaning no passenger. The data set contains 
46927855 records of 14728 taxis. To display the spatial 
distribution of trajectory points in the study area, evenly divide 
the study area into 100 by 100 grids, count the number of 
records in each grid, and draw Fig. 6. 

C. Data Analysis and Visualization 

The entire dataset contains a large number of trajectories, 
which cannot be displayed in one picture, so just one taxi's 
trajectories are drawn. Fig. 7 shows 21 orders' trajectories for 
one taxi in a whole day. Due to trajectories having different 
lengths and too many trajectories are easy to overlap, it is 
unsuitable to be displayed in a figure with a constant scale. So, 
Fig. 7 is divided into four subfigures with different view ranges 
and scales. In Fig. 7, the solid line represents the trajectory that 
has not been optimized, and the dotted line represents the 
trajectory that the Kalman filter has optimized. Fig. 7(a), with 
the largest scale, shows some orders with long travel 
trajectories and long service duration, most of which occur late 
at night. Fig. 7(d), with the smallest scale, can more clearly 
compare the trajectories before and after optimization, which 
shows some orders in the city center. 

D. Results 

In order to more intuitively compare the accuracy of the 
trajectory before and after optimization, the deviation between 
the trajectory point and the nearest road is calculated, and 
accumulate the deviations by each order. The results show that 
the average deviation between trajectory points and urban 
roads is reduced by 33.6%, which indicates that the trajectory 
data optimization method based on Doppler velocimetry 
proposed in this study can reduce the deviation between 
trajectories and urban road networks and improve the quality of 
trajectory data. Notably, the deviation between trajectory 
points and urban roads is related to the error level but cannot 
directly represent it. For example, in the trajectory of the 19th 
order in Fig. 7(d), there is a section of the trajectory with a 
significant deviation. Still, the deviation value of the entire 
order is insignificant due to the lack of positioning points in 
this trajectory section. Sometimes the optimized trajectory 
cannot reduce the deviation, such as the 7th order in Fig. 7(c). 
At the overall level, the proposed optimization method can be 
considered efficient. 

 

Fig. 6. The spatial distribution of trajectory points in the study area. 
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Fig. 7. Visualization of travel trajectories of a taxi before and after optimization. 

V. CONCLUSIONS 

With the development of the mobile Internet, the number of 
terminal devices with positioning capability has increased 
rapidly. However, due to cost and energy consumption, the 
positioning capabilities of these devices have significant 

differences. This paper establishes the system state equation of 
travel trajectory using Doppler velocity measurement and 
pseudo-range positioning data. By correlating the measured 
random error in the system state with the DOP of satellite 
positioning, a dynamic Kalman filter system is established to 
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optimize the trajectory data. The results show that the 
optimized trajectory data can better fit the urban road and can 
be applied to data analysis in transportation studies. 
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Abstract—It is challenging to detect small targets in aerial 

images captured by drones due to variations in target sizes and 

occlusions arising from the surrounding environment. This study 

proposes an optimized object detection algorithm based on 

YOLOv7 to address the above-mentioned challenges. The 

proposed method comprises the design of a Genetic Kmeans (1- 

IoU) clustering algorithm to obtain customized anchor boxes that 

more significantly apply to the dataset. Moreover, the 

SPPFCSPC_group structure is optimized using group 

convolutions to reduce model parameters. The fusion of Spatial 

Pyramid Pooling-Fast (SPPF) and Cross Stage Partial (CSP) 

structures leads to increased detection accuracy and enhanced 

multi-scale feature fusion network. Furthermore, a Detect Head 

is incorporated into the classification phase for more accurate 

position and class predictions. According to experimental 

findings, the optimized YOLOv7 algorithm performs quite well 

on the VisDrone2019 dataset in terms of detection accuracy. 

Compared with the original YOLOv7 algorithm, the optimized 

version shows a 0.18% increase in the Average Precision (AP), a 

reduction of 5.7 M model parameters, and a 1.12 Frames Per 

Second (FPS) improvement in the frame rate. With the above-

described enhancements in AP and parameter reduction, the 

precision of small target detection and the real-time detection 

speed are increased notably. In general, the optimized YOLOv7 

algorithm offers superior accuracy and real-time capability, thus 

making it well-suited for small target detection tasks in real-time 

drone aerial photography. 

Keywords—Small target detection; drone aerial photography; 

YOLOv7; clustering algorithm; spatial pyramid pooling 

I. INTRODUCTION 

Modern urban areas are characterized by dense city blocks, 
tall buildings, high population density, and heavy traffic, and 
they are capable of creating complex and dynamic 
environments. Satellite remote sensing is subjected to 
limitations in capturing high-resolution and high-dynamic 
range information for small targets for its revisit cycles, spatial 
resolution, and urban canyon effects. As sensor technology has 
been leaping forward, Unmanned Aerial Vehicles (UAVs) 
equipped with various sensors have emerged as effective tools 
for dynamically acquiring target images. UAV aerial imaging 
offers several advantages (e.g., a wide field of view, strong 
target detection capability, high real-time performance, as well 
as comprehensive information acquisition). Accurate detection 
and recognition of small targets through UAV aerial imaging 
enable fine-grained monitoring and provide valuable data for 
data-driven decision-making. However, conventional object 
detection algorithms struggle to effectively localize and 
accurately recognize small targets due to their low resolution 
and high noise interference. 

Deep learning-based object detection algorithms have 
become the mainstream method due to their optimized 
efficiency and accuracy. The above-mentioned algorithms 
typically employ two-stage or one-stage detection strategies. 
Two-stage detection methods generate a series of candidate 
object boxes, which are subsequently filtered and refined by 
classifiers. Examples of two-stage algorithms include Faster 
Region-based Convolutional Neural Network (Faster R-CNN) 
[1] and Region-based Fully Convolutional Network (R-FCN) 
[2]. One-stage detection methods utilize convolutional neural 
networks [3] to extract image features and perform object 
classification and localization based on the above-described 
features. Algorithms such as You Only Look Once (YOLO) 
[4]–[11] and Single Shot MultiBox detector (SSD) [12] offer 
higher accuracy and generalization capability. To be specific, 
YOLOv7 has been confirmed as an advanced detection 
algorithm in the YOLO series, surpassing previous versions for 
inference speed and detection accuracy. Besides, it exhibits 
enhanced performance in detecting targets at different scales. 
However, challenges remain when YOLOv7 is employed for 
small target detection in UAV aerial imaging. First, small 
targets exhibit weak feature representation, such that they turn 
out to be susceptible to background interference and result in 
issues (e.g., false positives and false negatives). Second, deep 
learning models require significant computational resources for 
training and inference, whereas UAV aerial systems are 
subjected to limited computing resources and storage capacity. 
Accordingly, improving model size and computational 
efficiency becomes necessary. Lastly, deep learning algorithms 
are dependent on large-scale, high-quality annotated datasets to 
enhance their generalization capability, which is challenging to 
obtain specifically tailored for small target detection in UAV 
aerial imaging. 

In this study, an enhanced YOLOv7 algorithm is presented 
for detecting small targets in UAV aerial imaging, to tackle the 
above challenges and fulfill the improvement requirements. 
The VisDrone2019 dataset is employed as the benchmark for 
detection. The proposed algorithm incorporates several 
significant enhancements, which comprise the redesign of 
anchor box sizes using an optimized clustering algorithm, the 
reduction of unnecessary candidate boxes, the reconstruction of 
the Spatial Pyramid Pooling (SPP) module, the integration of 
group convolutions and improved pooling connections, the 
reduction of model parameters, and the increased detection 
efficiency. Furthermore, a more accurate detection head, 
termed Detect, is introduced for target classification and 
position regression. The specific contributions of this study are 
elucidated below: 
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 The design of a high-precision anchor box clustering 
algorithm, termed Genetic Kmeans (1-IoU), employs 
genetic algorithms to optimize Kmeans clustering and 
adopts Intersection over Union (IoU) distance as a 
novel distance metric. The above-described algorithm 
leads to  higher detection accuracy while reducing the 
likelihood of missing small targets. 

 The optimization of the SPP module, 
SPPFCSPC_group, by integrating group convolutions 
and combining the SPPF module and the CSP 
structures. This enhancement improves the ability 
exhibited by the algorithm to detect multi-scale targets 
and reduces model complexity while increasing object 
detection accuracy. 

 The adoption of a more precise detection head, termed 
Detect, achieves higher precision and recall in target 
classification and localization. Accordingly, false 
positives are reduced significantly, and the model is 
endowed with the enhanced ability to distinguish 
between targets and the background. 

The optimized YOLOv7 algorithm is assessed on 10 target 
categories. Comparative analysis with the baseline YOLOv7 
model demonstrates a 0.18% increase in Average Precision 
(AP), a reduction of 5.7% in model parameters, and a 1.12 
times improvement in Frames Per Second (FPS). As revealed 
by the experimental results, the optimized YOLOv7 algorithm 
achieves high precision and speed in the recognition of tiny 
objects during UAV aerial imagery. 

II. RELATED WORK 

In object detection, small targets are commonly defined in 
accordance with the relative scale, with a bounding box area to 
image area ratio less than the square root of 0.33, or following 
the absolute scale, with a resolution less than 32 by 32 pixels. 
In UAV aerial imaging, tiny target detection requires 
adjustments in data format, algorithm structure, and parameter 
settings to tackle several challenges (e.g., small target size, 
weak feature representation, occlusion, deformation, high noise 
interference, and real-time requirements). In general, 
researchers address the above-mentioned challenges by 
implementing multi-scale detection strategies to cope with 
small targets of different sizes, incorporating contextual 
information and spatial constraints to increase the target 
localization accuracy, and introducing attention mechanisms to 
handle complex scenarios with occlusions and deformations 
involved. 

For algorithm optimization, Zhang et al. [13] proposed 
YOLOv7-RAR algorithm for urban vehicle recognition. To be 
specific, these researchers reconstructed the backbone network 
using the Res3Unit structure, with the aim of enhancing the 
model’s capability to capture more nonlinear features. 
Moreover, they introduced an ACmix attention mechanism to 
address weak target localization arising from background 
interference. Zhu et al. [14] developed TPH-YOLOv5 
algorithm for target detection in UAV captured scenes. In the 
above-described method, YOLOv5 serves as the baseline 
model, a Transformer prediction head is employed, and a 
Convolutional Block Attention Module (CBAM) attention 

mechanism is incorporated to enhance detection performance 
in dense aerial target scenarios. The enhanced algorithm 
achieves a 7% increase in accuracy compared with the baseline 
YOLOv5 model. However, the above-described methods often 
introduced additional network layers and parameters, resulting 
in increased computational complexity and limiting practical 
applications. 

For data preprocessing, augmenting the training dataset can 
lead to the enhanced diversity and quantity of small targets, 
such that the model can be endowed with the enhanced 
generalization capability. Optimizing anchor box strategies can 
reduce computational costs and improve the matching between 
anchor boxes and real targets, enhancing detection accuracy. 
For instance, Liu and Wang [15] developed a YOLO-based 
detection network for corn detection and used a technique for 
data synthesis to create simulated images of broken maize from 
genuine corn photographs, such that the challenge of acquiring 
training data for damaged corn can be addressed. In the task of 
insulator defect detection, Zheng et al. [16] optimized 
YOLOv7 algorithm using the Kmeans++ clustering algorithm 
to cluster insulator targets and generate anchor boxes that more 
significantly apply to the detection of insulator defects. In the 
video surveillance vehicle detection task, Pan et al. [17] 
designed the improved YOLOv5s algorithm using Kmeans 
algorithm to correct the anchor frames and coordinated the CA 
attention mechanism for image recognition, which provided 
more accurate vehicle detection results and higher efficiency in 
terms of processing speed. The proposed method achieved high 
detection accuracy and speed on NVIDIA TX2 platform. 
However, optimized anchor boxes may struggle to accurately 
differentiate targets when they are occluded or overlapped, 
such that the detection accuracy can be reduced. 

To conform to real-time requirements, algorithm 
optimization techniques (e.g., network pruning and 
quantization) are capable of reducing model computation and 
memory usage, such that the inference process can be 
expedited. Moreover, computational complexity can be 
reduced using lightweight model structures. Wu et al. [18] 
employed pruning techniques to lightweight the YOLOv4 
network for concrete crack detection, where the EvoNorm-S0 
algorithm was adopted to increase the detection accuracy. The 
resulting model achieved a high mAP value of 92.54% and a 
15.9% reduction in the inference time, such that a real-time and 
high-precision detection algorithm was yielded. With the aim 
of detecting rice diseases and pests, Jia et al. [19] improved the 
YOLOv7 method and used the lightweight MobileNetV3 
network for feature extraction, such that the model parameters 
were reduced, while an accuracy of 92.3% was generated. 
However, lightweight structures or network pruning may 
reduce model capacity while adversely affecting its 
representation capability, particularly in complex scene tasks, 
such that the accuracy and generalization capability can be 
decreased. 

Despite the advancements achieved by regulating network 
structures, existing network architectures still struggle to 
reconcile detection speed and accuracy, particularly in highly 
overlapping small target areas. Thus, in-depth improvements 
should be made to increase the speed and precision of small 
target recognition algorithms based on UAV aerial imagery, 
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ultimately elevating the capabilities of small target recognition 
and fine-grained monitoring in UAV aerial photography. 

III. OPTIMIZED YOLOV7 ALGORITHM 

A. Overview of YOLOv7 

YOLOv7 refers to a single-stage deep learning-based 
object detection framework that achieves efficient object 
detection by detecting all objects in a single forward pass [11]. 
Compared with previous versions of the YOLO series, 
YOLOv7 offers faster convolution operations and higher 
detection accuracy, enabling it to detect more fine-grained 
objects while maintaining high detection speed. The YOLOv7 
network structure comprises three components, i.e., a backbone 
network, a feature pyramid pooling layer, and a Head. Fig. 1 
presents the simplified diagram of the YOLOv7 network 
structure. Backbone utilizes multiple convolutional layers to 
extract rich feature information, which is employed for 
subsequent object detection. The neck structure introduces the 
Path Aggregation-FPN (PAFPN) structure, combining feature 
maps at different scales to endow the algorithm with the 
enhanced capability to recognize various-sized things. The 
head layer employs the RepConv structure in conjunction with 
the IDetect Head to predict the target class and bounding boxes 
from the feature maps. The YOLOv7 algorithm exhibits high 
speed and real-time object detection capabilities while finding 
wide applications in areas (e.g., real-time video surveillance, 
UAV aerial imaging, and autonomous driving). It is capable of 
expediting the realization of intelligent and automated 
applications in a wide variety of scenarios. 

 

Fig. 1. Simplified diagram of YOLOv7 network structure. 

However, YOLOv7 has high memory usage and may not 
be advantageous for mobile devices or resource-constrained 
systems. Additionally, the default anchor boxes of YOLOv7 
are clustered based on the entire Common Objects in Context 
(COCO) training set, which may result in significant 
differences in target sizes and aspect ratios compared with the 
targets in specific detection scenarios. Accordingly, it is 
necessary to optimize and improve the YOLOv7 algorithm to 
better adapt to practical detection tasks and achieve superior 
detection performance. 

B. Overall Structure of the Optimized YOLOv7 Network 

In the optimized YOLOv7 object detection algorithm, 
YOLOv7 serves as the baseline model, and optimizations and 
improvements are introduced in three aspects (i.e., clustering 
anchor box sizes, SPP structure, and detection head). Fig. 2 
presents the overall structure of the optimized YOLOv7. At the 

preprocessing stage, the Genetic Kmeans (1-IoU) clustering 
algorithm is proposed in this study to redefine the shape of 
anchor boxes. The above-described algorithm adopts genetic 
algorithms to optimize Kmeans clustering while employing 
IoU distance as a distance metric. Based on this method, the 
redefined anchor box shapes are more significantly consistent 
with the custom sample data, such that the detection accuracy 
can be improved, and the false positives can be reduced. The 
spatial pyramid structure in the feature fusion network divides 
the feature map into various groups via group convolution, and 
each group is then subjected to convolution processes 
independently. Moreover, the SPPF module with a serial 
structure is combined with the CSP structure to decrease 
computational costs and increase the effectiveness of the 
receptive field. This combination forms the SPPFCSPC_group 
module, which reduces the number of parameters, accelerates 
inference speed, and enhances the generalization ability of the 
model. The head layer incorporates RepConv module and 
Detect Head. By stacking multiple convolutional layers and 
sharing weights, the model can enhance its capacity to 
represent features and better comprehend the target’s finer 
nuances. Moreover, RepConv module can adapt to targets of 
different scales and shapes. When combined with the Detect 
Head, it can be applied to feature maps at a wide range of 
levels, enhancing the model’s capacity to recognize targets of 
all sizes and forms. 

 

Fig. 2. Overall structure of optimized YOLOv7 network. 

C. Genetic Kmeans (1-IoU) Anchor Box Clustering 

Algorithms 

At the preprocessing stage of the object detection 
algorithm, this study proposes Genetic Kmeans (1-IoU) 
algorithm to recluster the anchor box shapes. Genetic Kmeans 
(1-IoU) algorithm utilizes genetic algorithms to optimize 
Kmeans clustering [20]. Following the random initialization of 
the population and iterative optimization through genetic 
operations, the problem of local optima is addressed, and 
clustering quality is improved [21]. Furthermore, under the 
presence of significant overlap between different scales and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

73 | P a g e  

www.ijacsa.thesai.org 

categories in the dataset employed in this study, the 
conventional Kmeans algorithm employs Euclidean distance as 
the distance measure between sample points without 
considering the size and overlap of the object bounding boxes. 
This increases the uncertainty of the model regarding the object 
bounding boxes. Thus, Genetic Kmeans (1-IoU) algorithm 
introduces IoU distance, taking into account the separation 
between the center points and the overlap of the two bounding 
boxes. To be specific, this algorithm measures the similarity 
between different categories by calculating the IoU distance 
between the cluster centers and sample points. 

The specific steps of Genetic Kmeans (1-IoU) algorithm 
are elucidated below: 

1) Randomly select k samples as the initial centers of the 

clusters and randomly initialize the cluster centers. Determine 

the IoU distance between each sample's location and the 

center of each cluster, then place the sample in the cluster to 

which it is closest. The calculation equations are written in Eq. 

(1) and Eq. (2). 

 (            )       (            ) (1) 

             
     

     
 (2) 

2) Transform the clustering problem into an optimization 

problem of assessing the objective function, which can be 

written as: 
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center of class cj, which is determined by Eq. (5); m represents 
the center of all samples, which is written in Eq. (6). 
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3) The clustering performance of the genetic algorithm is 

assessed using the fitness value, as shown in Eq. (7). A higher 

fitness value indicates a greater likelihood for the individual's 

genes to be selected for the next generation. 
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D. SPPFCSPC_Group Structure 

Based on the SPPCSPC module (as shown in Fig. 3(a)), the 
SPPFCSPC_group module is designed to perform feature 
fusion and dimensionality reduction at different scales in the 
Neck network structure of the improved YOLOv7 algorithm. 
Fig. 3(b) presents the structure of the SPPFCSPC_group 
module, comprising a series of group convolutions, SPPF 
module, and CSP structure. By partially connecting at different 
stages of the network and cross-linking the features of the 
earlier stage with the later stage, the SPPFCSPC_group module 

increases the performance of target recognition and the 
network's capacity to represent features. 

  

(a) (b) 

Fig. 3. Space pyramid pooling module (a) Structure of SPPCSPC module (b) 

Structure of SPPFCSPC_group module. 

To be specific, the input image undergoes feature extraction 
through a series of group convolution layers. After feature 
extraction, the SPPF module uses group convolutions to 
execute multi-scale pooling operations to capture broad and 
specific information at various scales. The input feature map is 
divided into various scales by the SPPF module, and each scale 
undergoes a group convolution operation to obtain scale-
specific feature representations [22]. The group convolutions 
concatenate the feature maps from multiple scales, resulting in 
a feature representation that contains global and local 
information at different scales. After feature fusion, The CSP 
module separates the feature map into two parts after feature 
fusion: one portion directly conducts the subsequent 
convolution operation; the other half is preprocessed before 
being fused with the previous component, such that the feature 
representation capability can be enhanced. 

Fig. 4 depicts the structure of group convolution. Eq (8) 
and (9), respectively, indicate the number of parameters in a 
single convolution kernel and the total number of parameters in 
the convolution layer. 

   {
                    
                     

 (8) 

                   (9) 

where the input is expressed as    ,    ,    , and    ; the 
output is denoted as     ,     ,     , and     . 

Group convolution divides the input feature map into g 
groups following the channel dimension while applying a 
regular convolution to the respective group. The number of 
parameters for group convolution is represented by Eq. (10). 

                 

{
     (

   

 
      )           

     (
   

 
        )          
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where 
   

 
 denotes the number of channels in each group of 

the input feature map, i.e., the number of channels in the 
respective convolutional kernel. After group convolution is 
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completed, a regular convolution is applied to the respective 
group. Since the respective group requires at least one 
convolutional kernel, the output channel number      for 
group convolution is at least  . If the respective group covers n 
convolutional kernels, the output channel number      is given 
by     (   ) , here y expresses the number of groups. In 
other words, the output channel number      is a multiple of 
the number of groups. Accordingly, group convolution requires 
that the input and output channel numbers be evenly divided by 
the number of groups  . The reduction in the number of 
parameters is the fundamental reason behind the decrease in 
the channel number of the respective convolutional kernel to 
1/  after group convolution is completed. 

 

Fig. 4. Structure of group convolution. 

E. Optimized YOLOv7 Detection Head 

The optimized YOLOv7 algorithm utilizes the Detect Head 
in the Head layer to obtain prediction results. The feature map 
transfers the Detect Head by the optimized YOLOv7 model. 
Fig. 5 depicts the Detect module’s flowchart. The Detect Head 
utilizes a series of convolutional layers and fully connected 
layers to predict the position and class of the target. The above-
described layers extract features through convolution 
operations and nonlinear activation functions and map them to 
the spatial coordinates and class of the target. The optimized 
YOLOv7 algorithm outputs the prediction results through the 
Detect Head, along with labels and confidence scores for the 
target classes. Since no extra classifiers or regressors are 
necessary because the Detect Head can anticipate the bounding 
boxes and classes of the targets directly, the model structure 
can be simplified, computational and memory overhead can be 
reduced, and the inference speed can be increased. 
Furthermore, the Detect Head is not dependent on feature 
vectors to predict the position and size of the targets, such that 
the bounding boxes and classes can be directly predicted. 
Consequently, the Detect Head enhances the precision of target 
localization to a certain extent. 

 
Fig. 5. Flowchart of detection head. 

IV. EXPERIMENTAL VALIDATION AND ANALYSIS 

A. Dataset Preparation 

In this study, the performance of the optimized YOLOv7 
model for small object detection is assessed using the 
VisDrone2019 dataset. A total of 2158 samples are randomly 
selected to generate a custom dataset, with the aim of 
investigating the detection capabilities of the optimized 
YOLOv7 algorithm on small objects. A training set and a test 
set are divided into the custom dataset in 7:3 ratio. The original 
detection categories are further assigned to 10 classes. For 
simplicity, new names are assigned to the above-mentioned 10 
classes in the experiment. The names and distribution of the 
target categories are listed in Table I. In the custom dataset, 
based on the definition of small objects for relative scale, small 
objects account for approximately 70% of the dataset. Likewise, 
small objects take up approximately 54% of the dataset, 
following the definition of small objects for absolute scale. 

TABLE I.  CORRESPONDING NAMES AND QUANTITY DISTRIBUTION OF 

TARGET CATEGORIES 

Category Models Accuracy (%) 

pedestrian C1 79339 

people C2 27059 

bicycle C3 10480 

car C4 144867 

van C5 24956 

truck C6 12875 

tricycle C7 4812 

awning-tricycle C8 3246 

bus C9 5926 

motor C10 29647 

B. Experimental Condition and Assessment Metrics 

The experiments are performed on an Alienware X15 R1 
laptop with the following hardware specifications: 11th Gen 
Intel (R) Core (TM) i7-11800H CPU (2.3GHz), 32GB RAM, 
NVIDIA GeForce RTX 3070 GPU with 8GB VRAM. The 
experiments are performed using the PyTorch deep learning 
framework on Windows 11 operating system. The program 
code is implemented in Python, utilizing libraries (e.g., CUDA, 
Cudnn, and OpenCV). The above-mentioned setup contributes 
to the training and testing of tiny item detection on the 
VisDrone2019 dataset. In the comparative experiments and 
fusion studies, the input image is configured to be 640 by 640 
pixels. 50 total epochs of training are completed, with a batch 
size of 2. Weight decay is set to 0.0005, momentum is set to 
0.937, and the initial learning rate is set to 0.01. 

Common assessment metrics in object detection algorithms 
are employed to objectively evaluate the effectiveness of the 
detection models. The above-described metrics comprise AP, 
mean Average Precision (mAP), Number of Parameters 
(Params), Giga Floating-point Operations Per Second 
(GFLOPS), as well as FPS. 
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C. Comparative Analysis of Experimental Results 

1) Comparison and analysis of clustering algorithm loss 

curves: During the training of the YOLOv7 model, the Best 

Possible Recall (BPR) between the default anchor boxes and 

each target in the custom dataset is automatically determined 

by the network. If the BPR falls below 0.98, the detection 

model uses a combination of genetic algorithm and Kmeans to 

recluster and generate new anchor boxes, known as 

Autoanchor. Autoanchor combines genetic algorithm with 

Kmeans clustering and utilizes Euclidean distance for 

mutation on the clustering results. The experiment tested three 

different clustering algorithms: Autoanchor using Euclidean 

distance, Kmeans using 1-IoU distance, and Genetic Kmeans. 

Table II displays the predicted anchor box forms for each 

clustering algorithm at various scales. 

TABLE II.  ANCHOR BOX SHAPES FOR THREE CLUSTERING ALGORITHMS 

AT PREDICTED SCALES 

Branch P3 P4 P5 

Dimension 80 × 80 40 × 40 20 × 20 

Autoanchor (2,3,3,8,6,5) (7,14,12,8,21,12) (13,21,30,23,48,45) 

Kmeans (1-IoU) (2,3,3,7,6,5) (6,12,11,9,11,20) (22,12,25,25,47,39) 

Genetic Kmeans 

(1-IoU) 
(2,4,3,8,6,6) (6,12,12,9,11,18) (25,14,23,28,47,36) 

Table III presents a comparison of assessment metrics for a 
variety of clustering algorithms. The models with optimized 
anchor box sizes achieve overall improved detection accuracy 
compared with the baseline network. mAP achieved by the 
model using Genetic Kmeans (1-IoU) as the clustering 
algorithm reaches 31.8%, marking improvements of 0.4% and 
0.4% compared with Autoanchor and Kmeans (1-IoU), 
respectively. To be specific, mAP is raised by 0.9% in 
comparison to the original YOLOv7 algorithm. Furthermore, 
AP obtained by training the network with Genetic Kmeans (1-
IoU) reaches 17.04%, marking improvements of 1.41% and 
0.61% over the original YOLOv7 algorithm and Autoanchor, 
respectively. As revealed by the above-mentioned results, the 
detection model achieves higher detection accuracy by using 1-
IoU distance and improving Kmeans clustering method with 
genetic algorithms to generate anchor boxes that more 
effectively match the sizes of detection targets in the sample 
dataset. In general, compared with the original YOLOv7 
model, Genetic Kmeans (1-IoU) achieves the optimal 
performance. 

TABLE III.  COMPARISON OF ASSESSMENT METRICS FOR DIFFERENT 

CLUSTERING ALGORITHMS 

Anchor YOLOv7 Autoanchor 
Kmeans 

(1-IoU) 

Genetic 

Kmeans (1-IoU) 

AP (%) 15.63 16.43 17.05 17.04 

mAP (%) 30.9 31.4 31.4 31.8 

GFLOPS 103.5 103.5 103.5 103.5 

FPS 60.61 65.79 65.79 64.93 

Params (M) 36.54 36.54 36.54 36.54 

The trained models are further validated for loss. Fig. 6 
presents the comparison of loss curves for different clustering 
algorithms. As depicted in Fig. 6, Autoanchor and Kmeans (1-
IoU) have slightly higher losses compared with Genetic 
Kmeans (1-IoU), with average losses of 0.13, 0.1309, and 
0.1288, respectively. In contrast, YOLOv7 has the slowest 
decrease in loss, with a final average loss of 0.1316. The above 
result suggests that the Genetic Kmeans (1-IoU) algorithm 
reduces the loss of the original YOLOv7 algorithm by 0.28%. 

 

Fig. 6. Comparison of loss curves for different clustering algorithms. 

2) Comparison and analysis of assessment metrics for 

pyramid pooling structure: A fusion experiment is performed 

on the pyramid pooling module to validate the effectiveness of 

the SPPFCSPC_group module, which utilizes grouped 

convolution and the SPPF structure, in small object detection 

from aerial images captured by drones. Starting with the 

SPPCSPC module, improvements are made sequentially with 

grouped convolution and the SPPF structure. Table IV 

presents the comparison of assessment metrics for the fusion 

study of the pyramid pooling module. As seen in Table IV, 

using grouped convolution decreases the module’s parameter 

size by 5.7 M. The SPPFCSPC_group structure achieves an 

AP value of 15.82%, marking an improvement of 0.19% 

compared with the SPPCSPC structure. Moreover, FPS is 

increased by 3.91, validating the performance of the optimized 

structure for accuracy and speed. 

TABLE IV.  PERFORMANCE COMPARISON OF ASSESSMENT METRICS IN 

FUSION STUDY ON PYRAMID POOLING MODULE 

Neck SPPCSPC SPPCSPC_group 
SPPFCSPC_group 

AP (%) 15.63 15.26 15.82 

mAP (%) 30.9 30.8 30.8 

GFLOPS 103.5 99.0 99.0 

FPS 60.61 60.98 64.52 

Params 

(M) 
36.54 30.84 30.84 
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To further verify the effect of the SPPFCSPC_group 
module on the detection accuracy of small object samples in 
the YOLOv7 model for aerial drone images, experiments are 
performed to compare five different pyramid pooling 
structures, i.e., SPP [23], SPPF, Atrous Spatial Pyramid 
Pooling (ASPP) [24], Receptive Field Block (RFB) [25], and 
SPPFCSPC_group. Table V presents the comparison of 
assessment metrics for the comparative study of the pyramid 
pooling module. 

As depicted in Table V, the YOLOv7 baseline network 
achieves the maximum AP value and mAP value when using 
the SPPFCSPC_group structure, which is 15.82% and 30.8% 
respectively. The adoption of group convolution reduces the 
model parameters to only 30.84 M, resulting in a reduction of 
14.61 and 2.44 M compared with the ASPP module and the 
RFB module that utilize dilated convolution, respectively. As 
revealed by the above result, while reducing the model 
parameters, the model maintains a high detection accuracy and 
avoids weakening the information interaction between different 
layers by using group convolution. The above-described 
findings validate the effectiveness of SPPFCSPC_group 
module. 

TABLE V.  PERFORMANCE COMPARISON OF ASSESSMENT METRICS IN 

COMPARATIVE STUDY ON PYRAMID POOLING MODULE 

Neck SPP SPPF ASPP RFB 
SPPFCSPC 

_group 

AP (%) 15.26 15.50 15.73 15.78 15.82 

mAP (%) 30.6 30.7 30.6 30.5 30.8 

GFLOPS 98.7 98.7 110.6 100.9 99.0 

FPS 65.79 68.49 64.51 64.94 64.52 

Params 

(M) 
30.51 30.51 45.45 33.28 30.84 

3) Comparison and analysis of different detection heads: 

The positive and negative sample allocation strategy of 

YOLOv7 is designed around the Lead head and the Auxiliary 

head, combining the positive and negative sample allocation 

strategies of YOLOv5 and YOLOX. To assess the impact of 

different detection heads on the model’s detection accuracy, a 

comparative analysis was conducted among YOLOv5, 

YOLOX, the default Detect Head used in YOLOv7, 

Decoupled Head, and IDetect Head. 

TABLE VI.  PERFORMANCE COMPARISON OF DIFFERENT DETECTION 

HEADS IN DETECTORS 

Head IDetect Decoupled Head Detect Head 

AP (%) 15.63 16.80 15.73 

mAP (%) 30.9 24.7 30.4 

GFLOPS 103.5 144.6 103.5 

FPS 60.61 54.05 62.50 

Params (M) 36.54 44.03 36.54 

As depicted in Table VI, the Decoupled Head achieves the 
minimum overall precision, with a mAP value of only 24.7%, 
which is significantly lower than the IDetect Head (6.2%) and 

the Detect Head (5.7%). Besides, the Decoupled Head also has 
the largest parameter count, exceeding that of IDetect by 7.49 
M and Detect by 7.49 M. Furthermore, when using the Detect 
Head, the overall AP value reaches the maximum point at 
15.73%, representing a 0.1% increase compared with IDetect 
Head, while keeping the model size unchanged. 

In order to further observe the effect of different detection 
heads on the model detection accuracy, the experiments are 
shown in Fig. 7 as scatter plots of the P-R curves on the 
VisDrone dataset for detectors using different detection heads. 
The precision P is represented by the vertical axis, while the 
recall rate R is represented by the horizontal axis. The area 
enclosed by the curve and the coordinate axes represents the 
AP value, where a curve closer to the top right corner indicates 
a better detection model. As seen in Fig. 7, the recall rate 
steadily raises but the accuracy declines as the number of 
epochs rises. Decoupled Head shows a rapid decline in 
precision when the recall rate reaches 20%, suggesting a lower 
performance of the detector. The P-R curve of Detect largely 
envelops the curve of IDetect, demonstrating higher precision 
and recall. This indicates that Detect has stronger adaptability 
to different scenes, lighting conditions, and variations in target 
morphology. Thus, through experimental analysis and 
comparison, Detect achieves optimal classification 
performance, making it the preferred detection head for the 
detection model. 

 

Fig. 7. P-R scatter plot of detectors with different detection heads on the 

VisDrone dataset. 

4) Comparative analysis of fusion studies: To validate the 

effect of the suggested improvements on the detection model, 

fusion studies were conducted by testing the components of 

the improvement method. Table VII compares the results of 

the fusion studies. The fusion experiments were performed 

based on the YOLOv7 baseline model, and the improvements 

were incrementally added to observe their effects on the 

research objectives and assess their importance. First, IDetect 

Head was replaced with the Detect Head. Then, Genetic 

Kmeans (1-IoU) clustering algorithm was added. Finally, the 
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SPPFCSPC_group module was added on top of the previous 

modifications. 

TABLE VII.  COMPARATIVE RESULTS OF FUSION STUDIES 

Method Baseline 
+Detect 

Head 

+Genetic Kmeans 

(1-IoU) 

+SPPFCSPC 

_group 

AP (%) 15.63 15.73 15.13 15.81 

mAP (%) 30.9 30.4 30.0 30.3 

GFLOPS 103.5 103.5 103.5 99.0 

FPS 60.61 62.50 59.52 61.73 

Params 
(M) 

36.54 36.54 36.54 30.84 

Table VII shows that the proposed improvements have 
achieved performance gains in small object detection from 
aerial images. First, replacing the Detect Head resulted in 
higher detection accuracy with a 0.1% increase in AP and a 2.4 
FPS improvement in detection speed, suggesting the good 
performance of the Detect Head in the context of this study. 
Second, when the Genetic Kmeans (1-IoU) algorithm and 
SPPFCSPC_group module were added on top of the Detect-
based model, AP reached its maximum value at 15.81%, which 
is an improvement of 0.8% compared with YOLOv7. 
Additionally, the model’s parameter count decreased to 30.84 
M, which is a reduction of 5.7 M compared with YOLOv7, 
while achieving an FPS of 61.73, which is a 1.12 improvement 
over YOLOv7. The above-mentioned results demonstrate that 
the model may concentrate on positive anchor boxes of high 
quality by upgrading the original anchor boxes leading to 
increased detection accuracy. Moreover, the improvements in 
the form of group convolution and the SPPF module 
effectively reduce the model’s parameter count while 
increasing the inference speed, thus conforming to the 
requirements for real-time detection. 

5) Comparison and analysis of different models: Table 

VIII lists the comparative experimental results of a variety of 

algorithms. Two lightweight models (i.e., YOLOv5s and 

YOLOv7-Tiny) are tested and compared through the 

experiments. As depicted in Table VIII, YOLOv5s achieves a 

higher AP value than YOLOv7-Tiny by 1.45%, whereas its 

mAP value is 70.7% lower than that of YOLOv7-Tiny. As 

indicated by the above results, YOLOv5s exhibits high 

performance in certain categories, while YOLOv7-Tiny 

exhibits overall higher performance. Among other larger 

models, the YOLOR-P6 algorithm achieves the minimum 

detection accuracy, with an AP value of only 10.21% and an 

mAP value of 20.9%. Optimized YOLOv7 achieves the 

maximum AP value, with improvements of 0.89%, 3.63%, 

5.6%, and 0.18% compared with YOLOv3-SPP, YOLOv5l, 

YOLOR-P6, and YOLOv7, respectively. mAP value of 

Optimized YOLOv7 is 30.3%, with improvements of 1.0%, 

4.8%, and 9.4% compared with YOLOv3-SPP, YOLOv5l, and 

YOLOR-P6, respectively. 

TABLE VIII.  COMPARATIVE EXPERIMENTAL RESULTS OF DIFFERENT 

ALGORITHMS 

Models 
AP 

(%) 

mAP 

(%) 
GFLOPS FPS 

Params 

(M) 

YOLOv3-
SPP 

14.92 29.3 155.7 54.05 62.61 

YOLOv5l 12.18 25.5 114.3 59.52 44.66 

YOLOv5s 10.20 16.6 16.4 100.00 7.08 

YOLOR-P6 10.21 20.9 80.4 63.29 36.87 

YOLOv7-
Tiny 

8.75 17.3 13.2 70.42 6.04 

YOLOv7 15.63 30.9 103.5 60.61 36.54 

Optimized 

YOLOv7 
15.81 30.3 99.0 61.73 30.84 

To provide a more intuitive comparison of different models 
in detecting the same samples, the comparison of AP values for 
the respective category is presented in Fig. 8. For some 
categories with fewer samples, difficult discrimination, and 
occlusion, such as ‘people’, ‘truck’, and ‘bicycle’, the 
improvement in accuracy and speed of the models is limited. 
However, in general, there is a balance between the reduction 
in model parameters and the improvement in accuracy. 

 

Fig. 8. Comparison of AP values for the respective category. 

The detection results of YOLOv3-SPP, YOLOv5l, 
YOLOR-P6, and the optimized YOLOv7 algorithm are 
compared for three different scenarios: slight category 
differences, dense object distribution, and low-light conditions 
at night. As depicted in Fig. 9, detection algorithms are more 
prone to false positives and false negatives when there exists 
slight category differences and dense object distribution. Under 
low-light conditions at night, the visibility of small objects 
declines significantly, such that the blurred details and edges 
are generated, adversely affecting the effective feature 
extraction of the detection network. In contrast to other 
algorithms, the optimized YOLOv7 algorithm is effective in 
mitigating the above described interference factors and 
demonstrates outstanding detection performance in various 
scenarios. 
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Fig. 9. Comparison of test outcomes among various algorithms. 

6) GradCAM heatmap visualization analysis: In this 

study, the heatmaps of the 102nd layer of the detection 

network are visualized using GradCAM. The highlighted 

regions in the heatmaps represent the areas that the network 

considers relevant to the target categories. The 102nd layer 

represents the P3 branch of the model, i.e., the feature layer 

specifically developed for small object detection. This 

visualization presents a more intuitive insight into the 

network’s attention and decision-making process in detecting 

small objects. In the VisDrone dataset, categories (e.g., 

‘pedestrian’, ‘people’, and ‘motor’) are considered small 

objects for their relatively small sizes. Moreover, ‘car’ can 

still be considered a small object category in scenarios with 

long distances and significant occlusions even it exhibits a 

larger relative size. During the experiment, feature 

visualization is performed for the above-mentioned four small 

object categories, and Fig. 10 presents the visualization of the 

detection image heatmaps. 

As depicted in Fig. 10, the highlighted regions in the 
heatmaps represent the detected object positions, suggesting 
that the network can clearly concentrate on small targets. 
Furthermore, the intensity of colors in the heatmaps represents 
the degree of network attention. Compared with the YOLOv7 
algorithm, the optimized YOLOv7 algorithm exhibits stronger 

intensity in the highlighted regions (① and ②) when detecting 

‘pedestrian’ and ‘people’, suggesting that the optimized 
YOLOv7 algorithm accurately focuses on the target objects 
while exhibiting a higher level of attention towards small 
targets. In the visualization image for the ‘motor’ category, as 

indicated by the label (③), when a significant overlap exists 

between ‘people’ and ‘motor’, the YOLOv7 algorithm tends to 
produce false positives. However, the optimized YOLOv7 
algorithm displays a more distinctive and accurate highlighting 
in the area representing the ‘motor’ target, suggesting 
improved attention towards the detection targets. For the ‘car’ 

category, under a long distance or tree occlusion, the attention 
intensity of YOLOv7 turns out to be weaker, such that 
potentially missed detections are conducted. In contrast, the 
optimized YOLOv7 algorithm achieves the notably enhanced 

color intensity in the heatmap, marked as (④), suggesting an 

improvement in detecting small objects that are previously 
missed. 

  

  

  

  
YOLOv7 Optimized YOLOv7 

Fig. 10. Visualization of detection image heatmaps. 

As revealed by the experimental analysis, the optimized 
YOLOv7 algorithm demonstrates significant advantages in 
accuracy and speed for locating tiny objects in aerial 
photographs taken by UAVs. In the comparative experiments, 
the proposed Genetic Kmeans (1-IoU) clustering algorithm 
allows the model to more effectively cluster the anchor box 
sizes for small targets. Moreover, the optimized 
SPPFCSPC_group module, utilizing group convolution, 
effectively reduces the model parameters. The integration of 
the SPPF module with the CSP structure enhances both the 
speed of inference and the precision of detection. Lastly, the 
use of the Detect Head improves the model’s confidence in 
target detection. The optimized YOLOv7 algorithm is capable 
of recognizing small-sized objects in UAV aerial images more 
significantly, even in sophisticated backgrounds. Furthermore, 
fusion experiments are used to confirm the effectiveness of the 
proposed methods. 

V. CONCLUSION 

In this study, an optimized YOLOv7 algorithm is proposed 
to address the challenges of detecting small-sized and heavily 
occluded objects in aerial images captured by UAVs. The 
proposed method comprises three key steps. At the 
preprocessing stage, an anchor box clustering algorithm is 
designed to achieve anchor boxes that better suit the dataset, 

  
YOLOv3-SPP Optimized YOLOv7 

  
YOLOv5l Optimized YOLOv7 

  
YOLOR-P6 Optimized YOLOv7 
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increasing the accuracy of object detection and reducing the 
rate of missed detections for small targets. In the feature fusion 
network, SPP structure based on group convolution is 
introduced to reduce model parameters and computational 
complexity. The inference speed of the model is enhanced by 
adopting a serial pyramid pooling method. Lastly, a detection 
head that is more tailored to the custom dataset is employed to 
refine the detection layers. With this method, more accurate 
detection of small-sized and low-count categories of objects 
can be achieved. Experimental findings show that compared 
with the standard YOLOv7, the suggested approach achieves 
an AP improvement of 0.18%, reduces the model size by 4.5 
GFLOPS, decreases the network parameter size by 5.7 million, 
and increases FPS by 1.12. Accordingly, the proposed method 
enhances the applicability of the YOLO algorithm for locating 
tiny targets in aerial photographs that UAVs have recorded. 
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Abstract—The importance of accelerating software 

development to meet rapidly changing business needs has driven 

the Indonesian Public Health Organization (IPHO) to adopt 

DevOps. But after three years, the expected benefits have not 

been achieved. This research aims to identify the main challenges 

and obstacles in implementing DevOps at IPHO. A 

comprehensive examination of existing literature is employed to 

recognize prevalent difficulties encountered by organizations 

when implementing DevOps. The main factors are ranked using 

the Fuzzy Analytic Hierarchy Process (FAHP) based on survey 

data from DevOps practitioners at IPHO. This study helps fill in 

some gaps left by empirical studies on the challenges in applying 

DevOps, especially in the public healthcare sector. It also 

streamlines the data collection and analysis process by utilizing 

FAHP, simplifying the survey process, and reducing the number 

of questions compared to previous approaches. According to the 

research findings, the primary hurdle that requires attention is 

the mindset to transform from a traditional approach to 

continuous delivery. In addition, the lack of understanding about 

the benefits of implementing DevOps and the lack of cross-

functional leadership are also identified as challenges that need 

to be considered. However, IPHO does not view the use of legacy 

tools and technologies as a significant impediment to adopting 

DevOps. 

Keywords—DevOps; challenges; fuzzy AHP; software 

development 

I. INTRODUCTION 

Organizations are currently competing to speed up the 
conversion of business requirements and business concepts into 
software applications. The rapidity of software application 
development plays a critical role in addressing the swiftly 
shifting business needs of customers and accommodating the 
ever-changing demands of the business landscape [1]. Software 
organizations must release effective and sustainable products in 
a volatile market to compete and maintain a competitive 
advantage [2]. Therefore, companies that focus on software 
development must continuously improve their project 
management practices to achieve higher product quality and 
enter the market faster [3]. 

The new approach known as DevOps is often described as 
a way to deliver software faster and with higher quality 
through collaboration between development (Dev) and 
operations (Ops) teams [3]. DevOps is still considered a 
relatively new approach in software engineering but has 
garnered significant attention from organizations seeking to 
improve their software delivery processes [1]. DevOps 
encompasses various aspects such as tools, organizational 
culture, practices, and collaboration and can help the software 

industry achieve better performance and development 
processes [2]. 

As Indonesia's largest social insurance company, appointed 
by the Indonesian government to execute a social health 
insurance program [4], the Indonesian Public Health 
Organization (IPHO) is currently attempting to implement 
DevOps technology in its information system development 
process. However, the expected benefits have not been realized 
after running this program for three years. Although IPHO 
obtained DevOps software licenses and technical support in 
2020 [5], no software has yet to utilize DevOps technology in 
intensive production successfully. 

This research aims to identify the key factors that pose 
challenges and barriers to implementing DevOps at IPHO. The 
study begins with a literature review to identify challenges and 
obstacles commonly encountered by companies implementing 
DevOps technology and culture. A survey is then conducted 
among the teams at IPHO who have been directly involved in 
the DevOps implementation process over the past three years. 
From the survey, the factors posing the main challenges and 
barriers at IPHO are ranked using the Fuzzy Analytical 
Hierarchy Process (FAHP) approach. 

Comprehensive empirical research on the analysis of 
challenges in implementing DevOps is currently scarce, 
especially in sectors such as Public Health Organizations. 
Hence, this research has the potential to contribute novelty to 
the domain of DevOps adoption. Furthermore, it will 
streamline the data collection and analysis of survey data by 
employing FAHP (Fuzzy Analytic Hierarchy Process). 
Previous research conducted by M. A. Akbar et al. [6] and A. 
A. Khan et al. [7] involved two stages of the survey: sentiment 
assessment of the categories for ranking and pairwise 
comparison survey. These previous approaches took a long 
time and required many questions of survey. In this study, the 
researcher attempts to conduct only one survey stage: a 
sentiment survey regarding the suitability of categories to real-
life events. The researcher will then use the technique of 
geometric means to translate the scores provided by the survey 
respondents into Triangular Fuzzy Numbers (TFN) for the 
computation of pairwise comparisons. The study poses the 
following research issues regarding this: 

RQ1: What are the common challenges and barriers in a 
company during the implementation of DevOps? 

RQ2: What are the main challenges and barriers in 
implementing DevOps at IPHO? 
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In this research, the author proposes several sections to 
provide a clear and comprehensive understanding. Section II 
provides an in-depth discussion of the research's theoretical 
foundation, while Section III explains the research 
methodology used to collect and analyze data. Section IV 
presents the study results and discussion. Finally, Section V 
summarizes the study and provides limitations on this research 
and recommendations for future research directions. 

II. BACKGROUND OF DEVOPS 

Evolution tools and methodologies have undergone 
considerable modifications as a result of the quick 
development of information technology. Businesses are driven 
to switch from manual to digital processes because automation 
can increase efficiency and ensure consistent product quality. 
The demand for software systems has dramatically expanded 
[8]. 

Software organizations continue to seek active 
development approaches to meet market demands by 
developing and delivering high-quality software on time and 
within budget [8]. Dörnenburg [9] suggests that software 
organizations must adopt new and efficient software 
development approaches to respond to market demands and 
effectively address technological changes. 

Agile paradigms like Scrum and Kanban have superseded 
traditional software development methodologies like Waterfall 
and Spiral to keep up with technological changes and market 
trends. Because manual processing is prone to mistakes and 
can cause delays in feedback, production and operational 
processes have grown more complex [10]. Therefore, a new 
and more effective software development model known as 
DevOps has arisen to stay up with the current trend in the 
software business. 

DevOps offers supplemental agile methods based on agile 
concepts and operational considerations. This strategy 
facilitates the rapid and continual delivery of developed 
features over shorter life cycles. DevOps initially had 
conflicting meanings in the software industry since some 
communities saw it as a career path requiring expertise in 
development and operations [11]. Research that defines 
DevOps as a development environment where growth and 
operational teams collaborate closely has resolved this issue 
[11]–[13]. 

Although there is still a division between developers and 
operations in DevOps, the operations team oversees changes 
made to service levels and production [10]. In contrast, the 
development team consistently creates new features to meet 
established business objectives. The two teams' tools, 
procedures, and knowledge bases are distinct. With the help of 
this system, the development team can continually add new 
features. In contrast, the operational team works to run the 
most recent version and control modifications to uphold project 
quality standards and other non-functional needs [10]. 

An automated pipeline is needed to address the information 
flow between the development and operations teams [14]. 
According to Humble and Farley's [10] automated deployment 
pipeline, each software version committed to the repository 
must be prepared for production. To provide a route that 

enables automated development, testing, and the quick delivery 
of tested software features to production, Sten [15] highlights 
the significance of automation procedures. Callanan and 
Spillane [16] refer to the deployment pipeline as the DevOps 
platform and emphasize the need for continuous delivery. 

III. RESEARCH METHODOLOGY 

The process depicted in Fig. 1 encompasses several stages. 
To identify the optimal strategies pertaining to DevOps 
initiatives, a systematic literature review (SLR) was conducted 
initially. Subsequently, a survey with a questionnaire was 
carried out to gather feedback and viewpoints from business 
experts regarding the selected DevOps concepts. The identified 
challenges were then prioritized using the fuzzy Analytic 
Hierarchy Process (fuzzy-AHP) method. 

 

Fig. 1. The utilized research methodology. 

 Phase 1:  It entailed performing a comprehensive review 
of the literature to determine the difficulties with 
DevOps as stated in previous studies. 

 Phase 2: It comprised a questionnaire survey aimed at 
validating the identified challenges empirically, 
specifically from an industrial perspective. 

 Phase 3:  Applied the fuzzy AHP methodology to 
determine the relative importance of the identified 
challenges in DevOps. 

A. Conducting a Systematic Literature Review (SLR) 

The systematic literature review (SLR) used in this study 
was conducted following the standards set out by Kitchenham 
and Charter [16]. The SLR process was divided into three 
stages: planning, conducting, and reporting. 

1) Planning the review: Making the protocols for data 

collection and analysis is part of planning. The procedures in 

the review methodology listed below are employed to obtain 

and evaluate the available literature to respond to the research 

question. 

a) Data Collection Source: Finding literature pertinent 

to the study's purpose requires carefully selecting data sources. 

We followed the recommendations of Zhang [17] and Chen 

[18] in this investigation. The following digital archives found 

the primary studies relevant to the search: 

 Science Direct at https://www.sciencedirect.com 

 ACM Digital Library at https://dl.acm.org 

 ProQuest at https://www.proquest.com 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

82 | P a g e  

www.ijacsa.thesai.org 

 Scopus at https://www.scopus.com 

 IEEE Xplore at https://ieeexplore.ieee.org 

b) Search String: We used the recommendations in the 

pertinent literature to create the search string for this 

investigation. First, essential phrases from the relevant papers 

were determined. Then, the search string was created by 

combining the "AND" and "OR" operators with the following 

key phrases and their synonyms: ("DevOps" OR 

"Development and Operation") AND ("challenge" OR 

"barriers" OR "obstacles" OR "hurdles" OR "difficulties" OR 

"impediments" OR "hindrance") 

c) Inclusion And Exclusion Criteria: The protocols' 

primary function is to apply the exclusion and inclusion 

standards to literature found using search terms. Other 

information technology research, such as those by Niazi and 

colleagues [19] and the work of Akbar [20], have also used 

this strategy. The requirements for inclusion are specified in 

the procedures below: 

 Inclusion Criteria: 

- The publication must be from a credible journal, 

conference, or book. 

- The publication ought to go into the difficulties of 

putting DevOps into practice. 

- The report must clearly explain how DevOps is 

implemented. 

- English must be used in the writing of the chosen 

article. 

 Exclusion Criteria: 

- Only the most comprehensive one will be 

considered when two studies are relevant to the 

same project. 

- The paper lacks specific information regarding the 

implementation of DevOps. 

- Studies unrelated to DevOps will be disregarded. 

- Literature studies will not be considered. 

d) Conducting Quality Assessment (QA): The efficacy 

of the chosen literature in answering the study aim was 

evaluated using the quality assessment (QA) procedure. The 

QA procedure adhered to the recommendations made in [16]. 

The Likert scale is depicted in Table I and was used to 

evaluate the five questions created. Appendix B (Table XIV) 

has the full QA scores. 

TABLE I.  CHECKLIST FOR QA OF THE CHOSEN STUDIES 

No Checklist Questions Likert scale 

QA1 
Does the analysis strategy use to answer the 
questions posed? 

"Yes=l, Partial=0.5, 
NO=0" 

QA2 
Does the analysis look at the difficulties that 

come with DevOps? 

"Yes=l, Partial=0.5, 

NO=0" 

QA3 
Does the report offer a convincing 
justification for putting DevOps into 

practice? 

"Yes=l, Partial=0.5, 
NO=0" 

QA4 
Are the data gathered pertinent for using 
DevOps techniques? 

"Yes=l, Partial=0.5, 
NO=0" 

QA5 
Do the outcomes that have been discovered 

support the research issues? 

"Yes=l, Partial=0.5, 

NO=0" 

2) Conducting the Review: In the initial response of the 

search string on the chosen databases, 906 studies were 

recovered. The gathered literature was further improved using 

the tollgate technique created by Afzal [21]. The tollgate 

technique involves five steps, and each meticulously carried 

out with the ultimate goal of selecting the studies for data 

extraction. As indicated in Fig. 2, 24 studies were chosen for 

the last data extraction procedure (see Table XIII in 

Appendix A). 

 

Fig. 2. Filtering formal literature. 

a) Assessment of Selected Study Quality: The quality 

evaluation aims to analyze how well the chosen literature 

addresses the study's research topic. The selected studies are 

sufficiently relevant in addressing the research topic since 

65% of the papers evaluated had a score of or higher than 60% 

(see Table XIV in Appendix B). During the quality evaluation 

procedure, a cutoff point of 50% was selected. 

b) Years of Publication of Chosen Articles: During the 

data extraction stage, we gathered the studies' publication 

years to investigate the prevalence of DevOps literature. 

According to the frequency evaluation, the chosen studies 

cover 2018 through 2023, demonstrating a developing trend in 

DevOps research. The result indicates that the field of 

software engineering research is actively interested in 

DevOps. 

B. Conducting an Empirical Study 

The questionnaire was created using the Google Forms 
platform, specifically the docs.google.com/forms platform. The 
questionnaire was broken up into three different sections for 
clarity and organization. 

The first section's primary goal is to collect bibliographic 
data from survey respondents to give their comments some 
context. A set of closed-ended questions aimed at addressing 
the DevOps difficulties discovered via a thorough and 
systematic literature review (SLR) research was added in the 
second part. These closed-ended questions provide respondents 
with a predetermined range of response alternatives, enabling a 
complete examination of the problems that have been 
highlighted. 
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Finally, the questionnaire's third section includes open-
ended questions meant to elicit participants' responses on any 
additional DevOps security problems that the SLR research 
might not have covered. Therefore, contributors are 
encouraged to offer thorough justifications, viewpoints, and 
proposed solutions in this part to contribute to a thorough 
knowledge of the topic. 

The survey's target population includes all IPHO personnel 
actively working on the DevOps implementation project, 
which began in 2020 at the early stages of DevOps adoption 
and will continue until this research is finished in 2023. The 
main goal is to have a more profound knowledge of the 
limitations and difficulties encountered while IPHO embraced 
DevOps. 

C. Utilizing The Fuzzy Analytic Hierarchy Process (Fuzzy 

AHP) 

The fuzzy AHP presents a practical approach for 
addressing multicriteria decision-making problems. One of the 
key advantages of utilizing fuzzy AHP is its ease of application 
and comprehensibility, making it accessible to users. 
Moreover, it can handle both quantitative and qualitative data 
effectively. The primary steps employed in implementing the 
fuzzy AHP methodology are as follows: 

 Step 1: Organize the complex decision-making problem 
into a hierarchy. 

 Step 2: Determine the highest and lowest values for 
each hierarchy element. 

 Step 3: Check each pairwise comparison matrix's 
consistency to confirm correctness. 

 Step 4: Establish final ranks for each factor and its 
corresponding categories. 

When assessing the relative importance of various criteria, 
the traditional Analytic Hierarchy Process (AHP) cannot deal 
with the ambiguity and vagueness of decision-makers. The 
AHP approach has been combined with fuzzy theory to solve 
this issue, creating a fuzzy AHP. As mentioned in the reference 
[22], this method permits the determination of more precise 
and dependable judgments in real-time and unforeseen issue 
scenarios. 

In multicriteria decision-making (MCDM) situations, fuzzy 
AHP is applicable to both qualitative as well as quantitative 
inputs. The extent analysis approach is used in this method to 
estimate the priority weight of certain criteria and express 
preference ratings for the criteria utilizing triangular fuzzy 
numbers. For this investigation, we used Chang's fuzzy AHP 
method, which produces more accurate and reliable findings 
than the traditional AHP method [23]. 

IV. RESULT AND DISCUSSION 

A. Findings of SLR Study 

The SLR technique was carefully used to pinpoint DevOps 
operations' challenging and essential elements. Table II lists the 
34 tasks that were examined in total. The five categories of 
"Culture," "Management," "Process," "Teams," and "Tools," 
which are seen to be crucial elements for the effective use of 
DevOps principles in the software industry, were then used to 
map these challenges. This procedure led to the creation of the 
structure shown in Fig. 3. This mapping exercise's primary goal 
is to run a fuzzy AHP analysis. 

 

Fig. 3. Mapping of investigated challenges into categories. 
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TABLE II.  LIST OF DEVOPS CHALLENGES 

No Factors Source 

C1 Fragmentary DevOps [24]–[26] 

C2 Ineffective channels for communication [27] 

C3 
Mindset for transforming from traditional into 
continuous delivery 

[28]–[30] 

C4 
Not yet knowing the benefits of implementing 

DevOps 
[28], [31] 

C5 Resistance to change [3], [32] 

C6 The adoption of new processes [3] 

C7 Difficulties in allocating resources [33]–[36] 

C8 Lack of cross-functional leadership [25] 

C9 Lack of leadership [25], [37] 

C10 
Lack of performance evaluation with a quality 
metric 

[31], [37]–[40] 

C11 Lack of a clear concept and strategic direction [24], [37], [41] 

C12 Less management support [25], [27] 

C13 Lack of practice guidelines [24] 

C14 The complexity of processes [26], [29] 

C15 Long release of processes [29], [42] 

C16 
Difficulties in the learning and knowledge 

propagation process 
[32] 

C17 Lack of technical expertise staff 
[25], [27], [29], 
[41] 

C18 Weak collaboration 
[24], [25], [27], 

[41] 

C19 Big effort to move from manual to automation [29], [33], [43] 

C20 
Difficulties in the implementation of Automated 
Testing 

[34] 

C21 
Difficulties in implementation of Infrastructure, 

Operation, Test as Code 

[29], [34], [35], 

[44] 

C22 
Difficulties in implementing good technical 

documenting 
[35] 

C23 Lack of automated testing tools [34], [45] 

C24 Legacy tools and technologies [26], [29], [37] 

B. Empirical Study Results 

1) Analysis of survey participants' demographic data: 

Detailed demographic data on the survey respondents was 

gathered while the data was being collected. According to 

Patten [46], demographic information is critical for 

understanding survey respondents and assessing if the 

participants in a given research are a representative sample of 

the target population to generalize the findings. According to 

Finstad [47], bibliographic information on survey respondents 

might provide insight into the maturity of the gathered dataset. 

Furthermore, Altman [48] underlined that knowing more 

about survey respondents aids in comprehending the target 

population's viewpoints. This study acknowledged the 

significance of the respondents' bibliographic information, and 

an analysis of many factors, including respondents' 

designation and organization size, was done. The following 

sections explain the findings of this analysis. 

a) Designation of the respondent: The importance of the 

influencing elements, which differ depending on the 

characteristics of the respondents, were stressed by Finstad 

[47]. Niazi [19] adds that the practitioner's position affects 

how a factor has an effect, adding that the influence of a 

component may be appropriately rated if the responder 

regularly works with that specific issue. The analysis of 

respondents based on their titles is shown in Fig. 4, which 

demonstrates that project managers make up most survey 

respondents. According to the results, "Junior Programmer 

(Staff)", "Senior Programmer (Assistant Manager)", and 

"Senior Programmer (Manager)" are the most often used 

response designations. 

 

Fig. 4. Job title evaluation in survey. 

b) Respondent's Experience: An analysis was conducted 

on the experience of the survey participants. The median and 

mean values were computed, resulting in scores of 3 and 2.4, 

respectively, indicating a relatively young group of 

participants. Additionally, notable variations in the 

respondents' experience were briefly observed. Fig. 5 shows a 

visual depiction of the survey respondents' information. 

 

Fig. 5. Survey respondents' experiences. 
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TABLE III.  AN EMPIRICAL INVESTIGATION OF CHALLENGES FACTORS 

ID Challenges List 

Number of Responses (P=25) 

Positive Negative Neutral 

S-A A % D S-D % N % 

P1 Culture 5 15 74% 0 0 0% 7 26% 

C1 Fragmentary DevOps 12 7 70% 7 0 28% 1 2% 

C2 Ineffective channels for communication 8 14 81% 0 0 0% 5 19% 

C3 Mindset for transforming from traditional into continuous delivery 13 11 89% 1 0 4% 2 7% 

C4 Not yet knowing the benefits of implementing DevOps 16 9 94% 2 0 7% 0 0% 

C5 Resistance to change 10 5 56% 6 1 26% 5 19% 

C6 The adoption of new processes 6 12 67% 0 3 9% 6 24% 

P2 Management 2 20 81% 0 0 0% 5 19% 

C7 Difficulties for allocating resources 7 10 63% 3 1 15% 5 19% 

C8 Lack of cross functional leadership 12 13 93% 0 0 0% 2 7% 

C9 Lack of leadership 9 16 93% 1 0 4% 1 4% 

C10 Lack of performance evaluation with quality metric 6 11 63% 2 2 15% 6 22% 

C11 Lack of strategic direction and clear definition 9 11 74% 2 1 11% 4 15% 

C12 Less management support 8 8 59% 3 1 15% 7 26% 

P3 Process 5 12 63% 1 0 4% 9 33% 

C13 Lack of practice guidelines 9 15 89% 1 0 4% 2 7% 

C14 The complexity of processes 7 11 67% 4 2 22% 3 11% 

C15 Long release of processes 4 14 67% 5 1 22% 3 11% 

P4 Teams 5 12 63% 0 0 0% 10 37% 

C16 Difficulties in the learning and knowledge propagation process 10 11 78% 1 0 4% 5 19% 

C17 Lack of staff with the right technical skills 7 12 70% 2 0 7% 6 22% 

C18 Weak collaboration 6 11 63% 5 0 19% 5 19% 

P5 Tools 4 13 63% 0 0 0% 10 37% 

C19 Big effort to move from manual to automation 11 8 70% 4 0 15% 4 15% 

C20 Difficulties in implementation Automated Testing 11 10 78% 2 0 7% 4 15% 

C21 Difficulties in implementation of Infrastructure, Operation, Test as Code 10 8 67% 4 0 15% 5 19% 

C22 Difficulties in implementing good technical documenting 9 13 81% 1 0 4% 4 15% 

C23 Lack of automated testing tools 9 9 67% 3 0 11% 6 22% 

C24 Legacy tools and technologies 6 11 63% 5 2 27% 3 10% 

Average   73%   10%  17% 

2) Analysis of responses to DevOps challenges: The 

empirical study‘s primary objective was to learn more from 

business experts about the difficulties faced by DevOps, as 

determined by a systematic literature review (SLR). Three 

categories—positive (―agree, strongly agree‖), negative 

(―disagree, strongly disagree‖), and ―neutral‖—were used to 

classify the replies given by practitioners. The positive 

category represents the proportion of survey participants who 

acknowledged the difficulties that might negatively influence 

DevOps techniques. The opposing group comprises 

respondents who frequently disagreed with the challenges 

noted in the SLR research. The neutral type represents the 

participants who often expressed uncertainty about how the 

specified factors will affect DevOps operations. Please see 

Table III for more specific data. 

The study's findings are shown in Table III, which shows 
that most survey respondents concur that DevOps has a bad 
relationship with the issues in actual operations. According to 
the frequency analysis, over 50% of survey respondents 
considered each challenging element. C4, or ―Not yet knowing 
the benefits of implementing DevOps,‖ was cited as the most 
challenging problem by survey respondents (94%). 

The poll respondents named P2 (Management, 81%) as the 
most critical categories among the researched complex 
variables, with P1 (Culture, 74%) placing second. The third 
most important types of problems are P3 (Process, 63%) and 
P4 (Team, 73%). 

Among the challenges categorized as negative factors, 
C1(Fragmentary DevOps) emerged as the highest-ranking 
challenge, with 28% of the respondents disagreeing with its 
classification as a significant factor in DevOps practices. 
Following closely behind, and C24 (Legacy tools and 
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technologies, 27%) received the second highest level of 
disagreement among the respondents. 

Additionally, challenges were sorted based on respondents‘ 
limited understanding of their impact on both DevOps 
implementation with neutral response options. The top-ranked 
challenge, labeled as C6 (The adoption of new processes), 
received a 24% response rate. It was closely followed by C10 
(Lack of performance evaluation with quality metric), C17 
(Lack of staff with the right technical skills), and C23 (Lack of 
automated testing tools), all of which received a 22% response 
rate and were ranked as the second-highest challenges. 

C. Implementing Fuzzy AHP 

The fuzzy-AHP used to investigate the rank of challenges 
and the categories they fall into is presented in this part. The 
issues were prioritized using the fuzzy AHP step-by-step 
procedures mentioned in the preceding section. 

Step 1 (Hierarchical Categorization of Complex Problems): 
The complicated problem is separated into linked decision-
making components using the method described in [49] and 
[50] to do the fuzzy AHP analysis. The top level of the 
problem reflects the primary goal, whereas Stages 2 and 3 
show the types of issues and their accompanying challenges. 
Fig. 6 depicts the suggested hierarchical structure. 

Step 2 (The process of pairwise comparisons): On the basis 
of professional judgments, the pairwise comparison was 
undertaken. The author continued using the first questionnaire's 
data (see Table XV in Appendix C) to gather reference values 
for the paired comparison data process utilizing the geometric 
mean calculation approach to provide sufficient and quicker 
pairwise comparison data. Triangular fuzzy numbers (TFNs) 
can be generated using the geometric mean from survey 
respondents' judgments. The following geometric mean 
formula was applied in this study: 

Geometric mean    n√j1 x j2 x j3 jn (1) 

j =Individual judgment weights 

n =Count of judgments 

Step 3 (Verifying the Pairwise Matrix's Consistency): The 
method for determining if the pairwise comparison matrices 
are consistent is laid out sequentially in this section. The 
matrices must show consistency in fuzzy AHP. Consideration 
is given to the categories on the Likert scale (Table IV). To 
create the matching Fuzzy Crisp Matrix (FCM) displayed in 
Table V, the primary categories triangular fuzzy numbers in 
the pairwise comparison matrix are defuzzification into crisp 
numbers. 

The fuzzy Analytic Hierarchy Process (AHP) can use a 
comparison matrix that is adequate and trustworthy for many 
issue categories. The consistency ratio for each category of 
challenge elements was computed using the same approach, 
and the results are shown according to Tables VI to X in the 
appropriate order. 

 

Fig. 6. The hierarchy of the problem structure. 

TABLE IV.  CONVERSION SCALE OF A FUZZY [51] 

Grade Linguistic scale Triangular fuzzy scale 
Triangular fuzzy reciprocal 

scale 

1 Element j holds the same level of importance as element i. (1, 1, 1) (1, 1, 1) 

2 Slightly of lower importance. (1, 2, 3) (0.33, 0.50, 1.00) 

3 Somewhat important, falling within the range of slightly important. (2, 3, 4) (0.25, 0.33, 0.50) 

4 Moderately important, ranging from slightly important to more important. (3, 4, 5) (0.20, 0.25, 0.33) 

5 Significantly more important. (4, 5, 6) (0.17, 0.20, 0.25) 

6 Between a more important and highly important. (5, 6, 7) (0.14, 0.17, 0.20) 

7 Highly important. (6, 7, 8) (0.13, 0.14, 0.17) 

8 Between highly important and most important (7, 8, 9) (0.11, 0.13, 0.14) 

9 Most significance. (9, 9, 9) (0.11, 0.11, 0.11) 

TABLE V.  CHALLENGE CATEGORY FUZZY-CRISP MATRIX (FCM) 

 P1 P2 P3 P4 P5 Priority Vector Weight 

P1 1.00 3.00 8.00 5.00 6.00 0.4995 

P2 0.33 1.00 6.00 3.00 4.00 0.2585 

P3 0.13 0.17 1.00 0.25 0.33 0.0388 

P4 0.20 0.33 4.00 1.00 2.00 0.1216 

P5 0.17 0.25 3.00 0.50 1.00 0.0816 
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TABLE VI.  CULTURE CATEGORY PAIRWISE COMPARISONS 

 C1 C2 C3 C4 C5 C6 

C1 (1.00, 1.00, 1.00) (0.33, 0.50, 1.00) (0.17, 0.20, 0.25) (0.20, 0.25, 0.33) (3.00, 4.00, 5.00) (2.00, 3.00, 4.00) 

C2 (1.00, 2.00, 3.00) (1.00, 1.00, 1.00) (0.20, 0.25, 0.33) (0.25, 0.33, 0.50) (4.00, 5.00, 6.00) (3.00, 4.00, 5.00) 

C3 (4.00, 5.00, 6.00) (3.00, 4.00, 5.00) (1.00, 1.00, 1.00) (1.00, 2.00, 3.00) (7.00, 8.00, 9.00) (6.00, 7.00, 8.00) 

C4 (3.00, 4.00, 5.00) (2.00, 3.00, 4.00) (0.33, 0.50, 1.00) (1.00, 1.00, 1.00) (6.00, 7.00, 8.00) (5.00, 6.00, 7.00) 

C5 (0.20, 0.25, 0.33) (0.17, 0.20, 0.25) (0.11, 0.13, 0.14) (0.13, 0.14, 0.17) (1.00, 1.00, 1.00) (0.33, 0.50, 1.00) 

C6 (0.25, 0.33, 0.50) (0.20, 0.25, 0.33) (0.13, 0.14, 0.17) (0.14, 0.17, 0.20) (1.00, 2.00, 3.00) (1.00, 1.00, 1.00) 

Imax = 6.222, CI= 0.044, CR= 0.036 

TABLE VII.  MANAGEMENT CATEGORY PAIRWISE COMPARISONS 

Imax = 6.112, CI= 0.039, CR= 0.031 

TABLE VIII.  PROCESS CATEGORY PAIRWISE COMPARISONS 

 C13 C14 C15 

C13 (1.00, 1.00, 1.00) (6.00, 7.00, 8.00) (3.00, 4.00, 5.00) 

C14 (0.13, 0.14, 0.17) (1.00, 1.00, 1.00) (0.20, 0.25, 0.33) 

C15 (0.20, 0.25, 0.33) (3.00, 4.00, 5.00) (1.00, 1.00, 1.00) 

Imax = 3.076, CI= 0.038, CR= 0.066 

TABLE IX.  TEAMS CATEGORY PAIRWISE COMPARISONS 

 C16 C17 C18 

C16 (1.00, 1.00, 1.00) (3.00, 4.00, 5.00) (6.00, 7.00, 8.00) 

C17 (0.20, 0.25, 0.33) (1.00, 1.00, 1.00) (3.00, 4.00, 5.00) 

C18 (0.13, 0.14, 0.17) (0.20, 0.25, 0.33) (1.00, 1.00, 1.00) 

Imax = 2.023, CI= 0.025, CR= 0.043 

TABLE X.  TOOLS CATEGORY PAIRWISE COMPARISONS 

 C19 C20 C21 C22 C23 C24 

C19 (1.00, 1.00, 1.00) (0.14, 0.17, 0.20) (0.20, 0.25, 0.33) (0.13, 0.14, 0.17) (0.25, 0.33, 0.50) (1.00, 2.00, 3.00) 

C20 (5.00, 6.00, 7.00) (1.00, 1.00, 1.00) (2.00, 3.00, 4.00) (0.33, 0.50, 1.00) (3.00, 4.00, 5.00) (6.00, 7.00, 8.00) 

C21 (3.00, 4.00, 5.00) (0.25, 0.33, 0.50) (1.00, 1.00, 1.00) (0.20, 0.25, 0.33) (1.00, 2.00, 3.00) (4.00, 5.00, 6.00) 

C22 (6.00, 7.00, 8.00) (1.00, 2.00, 3.00) (3.00, 4.00, 5.00) (1.00, 1.00, 1.00) (4.00, 5.00, 6.00) (7.00, 8.00, 9.00) 

C23 (2.00, 3.00, 4.00) (0.20, 0.25, 0.33) (0.33, 0.50, 1.00) (0.17, 0.20, 0.25) (1.00, 1.00, 1.00) (3.00, 4.00, 5.00) 

C24 (0.33, 0.50, 1.00) (0.13, 0.14, 0.17) (0.17, 0.20, 0.25) (0.11, 0.13, 0.14) (0.20, 0.25, 0.33) (1.00, 1.00, 1.00) 

Imax = 6.217, CI= 0.022, CR= 0.018 

Tables VI to X indicate that the consistency ratio (CR) is 
below 0.1, allowing the questionnaire data to be used for the 
subsequent step, calculating local and global ranking weights. 

Step 4 (Weights are determined locally and globally):  The 
weights of the challenges and their associated categories, both 
locally and globally, were computed. Table XI displays the 
findings and compares each task's importance to all other 
challenges (global weight), showing how each problem ranks 
within its category. 

TABLE XI.  CALCULATE THE CUMULATIVE WEIGHT OF THE CHALLENGES 

Category 

Weight 
Challenges 

Local Global 

Weight Rank Weight Rank 

Culture 

(0.49952) 

C1 0.09543 4 0.04767 7 

C2 0.13911 3 0.06949 6 

C3 0.39976 1 0.19968 1 

C4 0.28827 2 0.14400 2 

C5 0.03210 6 0.01603 15 

C6 0.04534 5 0.02265 14 

Category 

Weight 
Challenges 

Local Global 

Weight Rank Weight Rank 

Management 
(0.25854) 

C7 0.13911 3 0.03597 8 

C8 0.39976 1 0.10335 3 

C9 0.28827 2 0.07453 5 

C10 0.03210 6 0.00830 20 

C11 0.09543 4 0.02467 12 

C12 0.04534 5 0.01172 16 

Process 

(0.03880) 

C13 0.69183 1 0.02685 11 

C14 0.07648 3 0.00297 23 

C15 0.23169 2 0.00899 19 

Teams 

(0.08156) 

C16 0.69183 1 0.08411 4 

C17 0.23169 2 0.02817 10 

C18 0.07648 3 0.00930 18 

Tools  
(0.12158) 

C19 0.04534 5 0.00370 22 

C20 0.28827 2 0.02351 13 

C21 0.13911 3 0.01134 17 

C22 0.39976 1 0.03260 9 

C23 0.09543 4 0.00778 21 

C24 0.03210 6 0.00262 24 

 C7 C8 C9 C10 C11 C12 

C7 (1.00, 1.00, 1.00) (0.20, 0.25, 0.33) (0.25, 0.33, 0.50) (4.00, 5.00, 6.00) (1.00, 2.00, 3.00) (3.00, 4.00, 5.00) 

C8 (3.00, 4.00, 5.00) (1.00, 1.00, 1.00) (1.00, 2.00, 3.00) (7.00, 8.00, 9.00) (4.00, 5.00, 6.00) (6.00, 7.00, 8.00) 

C9 (2.00, 3.00, 4.00) (0.33, 0.50, 1.00) (1.00, 1.00, 1.00) (6.00, 7.00, 8.00) (3.00, 4.00, 5.00) (5.00, 6.00, 7.00) 

C10 (0.17, 0.20, 0.25) (0.11, 0.13, 0.14) (0.13, 0.14, 0.17) (1.00, 1.00, 1.00) (0.20, 0.25, 0.33) (0.33, 0.50, 1.00) 

C11 (0.33, 0.50, 1.00) (0.17, 0.20, 0.25) (0.20, 0.25, 0.33) (3.00, 4.00, 5.00) (1.00, 1.00, 1.00) (2.00, 3.00, 4.00) 

C12 (0.20, 0.25, 0.33) (0.13, 0.14, 0.17) (0.14, 0.17, 0.20) (1.00, 2.00, 3.00) (0.25, 0.33, 0.50) (1.00, 1.00, 1.00) 
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Step 5 (Challenges Prioritization): The fuzzy AHP 
analysis's primary goal is to rank the researched challenges 
according to their importance to the DevOps paradigm. Table 
XII lists the final standings for each challenge. 

TABLE XII.  PRIORITY ORDER FOR THE DIFFICULTIES 

ID Challenges List Rank 

C3 
Mindset for transforming from traditional into continuous 

delivery 
1 

C4 Not yet knowing the benefits of implementing DevOps 2 

C8 Lack of cross-functional leadership 3 

C16 
Difficulties in the learning and knowledge propagation 

process 
4 

C9 Lack of leadership 5 

C2 Ineffective channels for communication 6 

C1 Fragmentary DevOps 7 

C7 Difficulties in allocating resources 8 

C22 Difficulties in implementing good technical documenting 9 

C17 Lack of staff with the right technical skills 10 

C13 Lack of practice guidelines 11 

C11 Lack of strategic direction and clear definition 12 

C20 Difficulties in the implementation of Automated Testing 13 

C6 The adoption of new processes 14 

C5 Resistance to change 15 

C12 Less management support 16 

C21 
Difficulties in implementation of Infrastructure, Operation, 

Test as Code 
17 

C18 Weak collaboration 18 

C15 Long release of processes 19 

C10 Lack of performance evaluation with quality metric 20 

C23 Lack of automated testing tools 21 

C19 Big effort to move from manual to automation 22 

C14 The complexity of processes 23 

C24 Legacy tools and technologies 24 

Based on the global weights, it is decided that C3 (Mindset 
for changing from conventional into continuous delivery) is the 
most critical challenge that must be solved to implement 
DevOps methods at IPHO effectively. Additionally, C4 (Not 
understanding the advantages of applying DevOps) and C8 
(Lack of cross-functional leadership) are listed as the second 
and third most significant priority difficulties for implementing 
DevOps methods. It is also important to note that C24 (Legacy 
tools and technologies) is listed as the least major issue for the 
DevOps paradigm in IPHO. 

V. CONCLUSION 

IPHO has adopted DevOps principles due to the 
significance of expediting software application development to 
satisfy quickly changing business demands and preserve a 
competitive edge. The anticipated advantages have not 
materialized despite this program being in place for three years. 
This study tries to pinpoint the key variables that IPHO must 
overcome to use DevOps technology successfully. 

The research utilizes a systematic literature review to 
identify common challenges companies face when 
implementing DevOps technology and culture. Furthermore, 
over the past three years, a survey has been conducted among 
teams directly involved in the DevOps implementation process 
at IPHO. Using the Fuzzy Analytical Hierarchy Process 

(FAHP) method, the detected elements that provide significant 
problems and impediments are rated. 

The limits of empirical studies concerning difficulties in 
DevOps adoption, particularly in the public healthcare sector, 
are addressed in this study. It also makes data gathering and 
analysis easier by employing FAHP, which streamlines the 
survey process and uses fewer questions than earlier methods. 

The most critical challenge that has to be resolved for 
IPHO to apply DevOps methods effectively is C3 (Mindset for 
transitioning from conventional to continuous delivery), 
according to the global weights used in the analysis. In 
addition, C4 (Lack of knowledge about the advantages of 
applying DevOps) and C8 (Lack of cross-functional 
leadership) are noted as the second and third priority hurdles in 
implementing DevOps methods. It is important to note that at 
IPHO, C24(Legacy tools and technologies) is rated as the least 
important issue for the DevOps concept. 

A. Limitations 

Although this study has implemented a comprehensive 
research methodology, the authors acknowledge the presence 
of limitations. One of these limitations is the constraint of 
using only one public health institution as a case study, 
resulting in a study with a limited scope and more relevant to 
that specific institution. Additionally, the number of 
respondents involved in this research is considered inadequate 
for achieving a more robust analysis. 

B. Future Work 

In the future, researchers can still conduct multivocal 
literature studies to examine the factors influencing DevOps 
practices but expand the research scope to investigate the 
success and challenges of adopting DevOps in organizations 
and involve multiple companies for more comprehensive 
results. Additionally, utilizing multiple case studies within the 
same sector can provide a larger sample size and generate more 
comprehensive analyses. 
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APPENDIX A 

TABLE XIII.  SELECTED PUBLICATION 

Authors Title Journal/Proceedings Year ID 

Zhou, X., et al. 
A Cross-Company Ethnographic Study on Software Teams for 

DevOps and Microservices: Organization, Benefits, and Issues 

The 44th International Conference on Software 

Engineering 
2022 SP1 

Li, H., et al. 
Adopting Autonomic Computing Capabilities in Existing Large-Scale 
Systems 

The 40th International Conference on Software 
Engineering 

2018 SP2 

Luz, W. P., et al. 
Building a Collaborative Culture: A Grounded Theory ofWell 

Succeeded DevOps Adoption in Practice 

The 12th ACM/IEEE International Symposium on 

Empirical Software Engineering  
2018 SP3 

Debroy, V., et al. 
Building Lean Continuous Integration and Delivery Pipelines by 
Applying DevOps Principles: A Case Study at Varidesk 

The 2018 26th ACM Joint Meeting on European 
Software Engineering Conference  

2018 SP4 

D\'az, J., et al. DevOps in Practice – An Exploratory Case Study 
The 19th International Conference on Agile 

Software Development 
2018 SP5 

Henkel, J., et al. 
Learning from, Understanding, and Supporting DevOps Artifacts for 
Docker 

The ACM/IEEE 42nd International Conference 2020 SP6 

Maroukian, K., et 

al. 

The Link Between Transformational and Servant Leadership in 

DevOps-Oriented Organizations 

The 2020 European Symposium on Software 

Engineering 
2020 SP7 

Gupta, R. K., et al. 
Challenges in Adopting Continuous Delivery and DevOps in a 
Globally Distributed Product Team 

2019 ACM/IEEE 14th International Conference on 
Global Software Engineering (ICGSE) 

2019 SP8 

Bijwe, A. and P. 

Shankar  

Challenges of Adopting DevOps Culture on the Internet of Things 

Applications - A Solution Model 

2022 2nd International Conference on 

Technological Advancements  
2022 SP9 

Batra, P. and A. 
Jatain 

Measurement Based Performance Evaluation of DevOps 
2020 International Conference on Computational 
Performance Evaluation  

2020 SP10 

Häkli, A., et al. 
Towards Cloud Native Continuous Delivery: An Industrial Experience 

Report 

2018 IEEE/ACM International Conference on 

Utility and Cloud Computing Companion 
2018 SP11 

Lapointe-Boisvert, 
A., et al. 

Towards Modelling Acceptance Tests as a Support for Software 
Measurement 

2021 ACM/IEEE International Conference on 
Model Driven Engineering Languages  

2021 SP12 

Shahin, M., et al. A Qualitative Study of Architectural Design Issues in DevOps Cornell University Library, arXiv.org 2021 SP13 

Sorgalla, J., et al. 
Applying Model-Driven Engineering to Stimulate the Adoption of 

DevOps Processes in Small and Medium-Sized Organizations 
Cornell University Library, arXiv.org 2021 SP14 

Mauro Lourenço, 

P., et al. 
DevOps ADOPTION: EIGHT EMERGENT PERSPECTIVES Cornell University Library, arXiv.org 2021 SP15 

Trigo, A., et al. DevOps adoption: Insights from a large European Telco Cornell University Library, arXiv.org 2022 SP16 

Díaz, J., et al. 
DevOps in Practice – A preliminary Analysis of two Multinational 
Companies 

Cornell University Library, arXiv.org 2019 SP17 

Garg, S., et al. 
On Continuous Integration / Continuous Delivery for Automated 

Deployment of Machine Learning Models using MLOps 
Cornell University Library, arXiv.org 2022 SP18 

Theo, T., et al. 
A mapping study on documentation in Continuous Software 
Development 

Information and Software Technology 2022 SP19 

Minaoar Hossain, 

T., et al. 
A mixed method study of DevOps challenges Information and Software Technology 2023 SP20 

Welder Pinheiro, 
L., et al. 

Adopting DevOps in the real world: A theory, a model, and a case 
study 

Journal of Systems and Software 2019 SP21 

Monika, S., et al. 
The pipeline for the continuous development ofartificial intelligence 

models—Current state ofresearch and practice 
Journal of Systems and Software 2023 SP22 

Muhammad 
Azeem, A., et al. 

Toward successful DevSecOps in software development 
organizations: A decision-making framework 

Information and Software Technology 2022 SP23 

Fritzsch, J., et al. 
Adopting microservices and DevOps in the cyber-physical systems 

domain: A rapid review and case study 
Software - Practice and Experience 2023 SP24 

Pereira, I. M., et al. Investigating Continuous Delivery on IoT Systems Association for Computing Machinery 2022 SP25 

Patel, A. R. and S. 

Tyagi 
Lightweight Review: Challenges and Benefits of Adopting DevOps 

Proceedings of 2022 1st International Conference 

on Informatics, ICI 2022 
2022 SP26 

Rowse, M. and J. 

Cohen 
A survey of DevOps in the South African software context 

Proceedings of the Annual Hawaii International 

Conference on System Sciences 
2021 SP27 

Snyder, B. and B. 

Curtis 

Using Analytics to Guide Improvement during an Agile–DevOps 

Transformation 
IEEE Software 2018 SP28 

Senapathi, M., et 

al. 

DevOps capabilities, practices, and challenges: Insights from a case 

study 

The 22nd International Conference on Evaluation 

and Assessment 
2018 SP29 

Premchand, A., et 

al. 
Simplification of application operations using cloud and DevOps 

Indonesian Journal of Electrical Engineering and 

Computer Science 
2019 SP30 

Pallis, G., et al. 
DevOps as a Service: Pushing the Boundaries of Microservice 

Adoption 
IEEE Internet Computing 2018 SP31 

Lewis and R. 

Jayadi 

IMPLEMENTING CONTINUOUS DELIVERY IN A FINTECH 

COMPANY: A CASE STUDY 

Journal of Theoretical and Applied Information 

Technology 
2022 SP32 

Kuusinen, K., et al. A Large Agile Organization on Its Journey Towards DevOps 
2018 44th Euromicro Conference on Software 
Engineering and Advanced Applications 

2018 SP33 

Caraturan, S. B. O. 

G.  

Major Challenges of Systems-of-Systems with Cloud and DevOps - A 

Financial Experience Report 

2019 IEEE/ACM 7th International Workshop on 

Software Engineering  
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APPENDIX B 

TABLE XIV.  QUALITY RATING OF THE CHOSEN STUDIES 

ID Reference QAl QA2 QA3 QA4 QA5 Total % 

SP1 [24] 1 1 1 1 1 5 100% 

SP2 [33] 1 0.5 1 1 1 4.5 90% 

SP3 [45] 1 1 1 1 1 5 100% 

SP4 [42] 1 1 1 1 1 5 100% 

SP5 [28] 1 1 1 0.5 1 4.5 90% 

SP6 [44] 1 1 1 1 0.5 4.5 90% 

SP7 [25] 1 0.5 1 0.5 1 4 80% 

SP8 [29] 1 1 1 1 1 5 100% 

SP9 [27] 1 0.5 0.5 1 1 4 80% 

SP10 [38] 1 0.5 1 1 1 4.5 90% 

SP11 [39] 1 0.5 1 0.5 1 4 80% 

SP12 [31] 1 0.5 0.5 1 1 4 80% 

SP13 [34] 1 1 1 1 1 5 100% 

SP14 [35] 1 0.5 0.5 1 1 4 80% 

SP15 [32] 1 0.5 1 1 0.5 4 80% 

SP16 [3] 1 0.5 1 1 0.5 4 80% 

SP17 [26] 1 0.5 1 1 1 4.5 90% 

SP18 [52] 1 1 1 1 1 5 100% 

SP19 [53] 0.5 0.5 1 1 1 4 80% 

SP20 [54] 1 0.5 1 1 1 4.5 90% 

SP21 [55] 1 0.5 1 0.5 1 4 80% 

SP22 [56] 1 0.5 1 1 1 4.5 90% 

SP23 [57] 0.5 0.5 1 0.5 1 3.5 70% 

SP24 [58] 0.5 0.5 1 0.5 1 3.5 70% 

SP25 [59] 1 0.5 1 1 1 4.5 90% 

SP26 [60] 1 0.5 0.5 1 0.5 3.5 70% 

SP27 [61] 1 0.5 1 1 1 4.5 90% 

SP28 [62] 1 0.5 0.5 1 0.5 3.5 70% 

SP29 [11] 1 0.5 1 1 1 4.5 90% 

SP30 [63] 0.5 0.5 1 0.5 1 3.5 70% 

SP31 [64] 1 0.5 1 1 1 4.5 90% 

SP32 [65] 0.5 0.5 1 1 0.5 3.5 70% 

SP33 [66] 1 0.5 1 1 1 4.5 90% 

SP34 [67] 1 0.5 0.5 1 0.5 3.5 70% 

 

APPENDIX C 

TABLE XV.  SAMPLE SURVEY QUESTIONNAIRE WAS USED TO CONFIRM THE SECURITY ISSUES WITH DEVOPS 

Survey questions to determine the challenges with DevOps adoption in IPHO 

Section A: Personal information of respondents. 

Name  

EmployeeID  

Email address  

How long have you been familiar with or 

using DevOps? 

< 1 year 
 

 

1 year 
 

 

2 years 
 

 

3 years 
 

 

4 years 
 

 

5 years 
 

 
Section B: Challenges related to security in DevOps and their categorization. 

The purpose of this section is to identify Challenges that can have a negative impact on the adoption of DevOps in IPHO. Please provide a rating for each 

challenge based on your understanding and experience. 

Strongly Agree   ‘S-A‘, Agree   ‗A‘, Neutral   ‗N‘, Disagree   ‗D‘, Strongly Disagree   ‗S-D‘ 

ID Factors and Categories Identified S-A A N D S-D 

C1 Does the separation of Developer and Operational teams pose a barrier to implementing DevOps? 
     

C2 Does ineffective communication channel pose a barrier to implementing DevOps?      
C3 Does the mindset shift from traditional to automated deployment processes pose a barrier to 

implementing DevOps?      

C4 Does lack of awareness of the benefits of DevOps implementation pose a barrier to its implementation? 
     

C5 Does resistance to change pose a barrier to implementing DevOps?      
C6 Does adoption of new processes pose a barrier to implementing DevOps?      
C7 Does difficulty in resource allocation pose a barrier to implementing DevOps? 
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C8 Does lack of cross-functional leadership pose a barrier to implementing DevOps?      
C9 Does lack of a key leader pose a barrier to implementing DevOps?      

C10 Does lack of performance evaluation with quality metrics pose a barrier to implementing DevOps? 
     

C11 Does lack of strategic direction and clear definition pose a barrier to implementing DevOps? 
     

C12 Does lack of management support pose a barrier to implementing DevOps?      
C13 Does lack of examples/guidelines in practice pose a barrier to implementing DevOps?      
C14 Does process complexity pose a barrier to implementing DevOps? 

     
C15 Does long release cycles pose a barrier to implementing DevOps? 

     
C16 Does difficulty in learning and disseminating knowledge pose a barrier to implementing DevOps?      
C17 Does lack of staff with good technical skills pose a barrier to implementing DevOps?      
C18 Does weak collaboration pose a barrier to implementing DevOps? 

     
C19 Does significant effort to transition from manual to automation pose a barrier to implementing DevOps? 

     
C20 Does difficulty in implementing Automated Testing pose a barrier to implementing DevOps?      
C21 Does difficulty in automating code generation for Infrastructure, Operation, and Test functions pose a 

barrier to implementing DevOps?      

C22 Does difficulty in implementing good technical documentation pose a barrier to implementing DevOps? 
     

C23 Does lack of automated testing tools pose a barrier to implementing DevOps?      
C24 Does the use of legacy tools and technologies pose a barrier to implementing DevOps?      

Please give other factors that hinder the implementation of DevOps in IPHO (optional): ----------------------- 
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Abstract—Both academia and business firmly endorse the 

notion that a smart home would be the solution to easing the 

excessive social burden associated with demographic ageing and 

improving older adults' quality of life by enhancing living 

independence while encouraging their desire to age in place. This 

study uses bibliometric analysis to examine the research trends 

on elderly people's acceptance of smart home. The results are 

derived from analysis using the VOSviewer software on 257 

documents in the Scopus database. The results reveal that: there 

is an accelerating growth rate for the smart home literature 

focusing on the elderly’s acceptance since 2004; the majority of 

these studies are journal articles filed in the research area of 

computer science; the most commonly mentioned keywords 

include “smart home(s)” and “older adults”; the US has 

produced the highest number of related works; and the most 

cited articles are composed by authors across nations with tight 

collaborations. 

Keywords—Smart home; acceptance; elderly people; ageing-in-

place; bibliometric analysis; VOSviewer 

I. INTRODUCTION 

A report from the United Nations [1] revealed a global 
ageing trend by stating that the worldwide population of people 
aged 65 and above has grown to 771 million by 2022, and is 
estimated to reach 1.6 billion by 2050 with an increased 
proportion of 16 percent from 10 percent (in 2022) of the 
overall population. Demographic ageing may incur serious 
social problems, such as overburdened health care systems due 
to the increased demand for nursing facilities and care services 
[2],[3]. In addition, elderly people are showing significant 
willingness to continue living in their own homes [4], [5] for 
the strong desires of independent living, healthcare and social 
connection [6]. Meanwhile, the elderly care industry has been 
driven towards intelligence by the Internet technology sector's 
quick expansion, so the smart home-based elderly care model 
has come into being for the reason that smart homes would 
considerably ease the strain of social health care systems by 
integrating limited elderly care resources in the market and 
society to provide elderly care services with wisdom, precision 
and efficiency [7], and on the other hand, would satisfy the 
need for ageing-in-place (AIP) by the elderly [2]. Therefore, 
smart home research from the elderly perspective is of great 
significance to comprehensively learn how their intentions to 
accept and utilize smart home technologies are formed. 

Smart homes are commonly considered as residences in 
which devices and appliances equipped with interconnected 
sensors are placed for the purpose of improving inhabitants’ 
comfort, convenience, safety, security and quality of life [5], 
[8]. The increasingly expanding consumer interest has led to a 

rapid growth in the smart home industry. Tech giants like 
Google, Amazon, Apple, Huawei, Xiaomi and Samsung are 
racing to meet the demands for their smart home products and 
services by competing in this emerging market [9]. As Statista 
[10] estimated, from US$115.7 billion in 2022, the global 
smart home market's revenue is projected to soar to US$222.9 
billion in 2027, a CAGR of 22%. Users can benefit from 
personalized smart home services through either automation or 
remote control [11] since data and information are 
automatically interchanged between devices to make 
corresponding responses according to changes in surrounding 
environment or users’ customization [12]. With the aid of 
assistive technologies, the elderly may enjoy a higher quality of 
life in a "smart home" as evidence has shown that the 
utilization of nursing homes or care-givers leads to negative 
impacts on older people, such as feelings of stress, depression 
and change of habit [3]. In this case, the academia around the 
world all considered AIP through the adoption of smart home 
as the optimal solution for ageing societies [13], [14]. 

The term "smart home" is used in this study to describe 
homes that provide their residents with superior levels of 
convenience, security, and comfort, which is actualized by 
networked devices and appliances with processers and sensors 
[15]. Elderly people, following the extant research, particularly 
include people who are aged 60 years old and above [16], [17]. 
Thus, this study's overarching goal is to identify the current 
state of research on the topic of elderly citizens' adoption of 
smart homes, including its driving forces and key players, with 
the expectation of potentially providing suggestions for future 
studies in this domain. 

The remainder of the study is organized as follows. Based 
on different research focuses on smart homes, Section II 
overview the recent literature mainly from the perspective of 
older adults. Section III describes the employed methodology. 
The results and findings are presented in   Section IV, followed 
by a detailed discussion on the findings. Section V makes 
conclusions of the whole study. 

II. LITERATURE REVIEW 

A. From Technology Perspective 

There has been a lot of research on many aspects of the 
smart home for the elderly. One group of researchers looked at 
how and whether smart home technologies helped the elderly. 
For example, with the use of Ambient Assisted Living 
technology, Blackman et al. [18] demonstrated that older 
individuals' autonomy and quality of life could be improved. 
Aramendi et al. [19] tried to detect functional health decline in 
the elderly using in-home behavior data collected by smart 
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homes, and they concluded that functional health issues are 
predictable from smart home data, which is important for early 
intervention in ageing societies. Fritz et al. [20] explored a 
potentially prominent use of health-monitoring smart homes to 
provide assistance to older adults with chronic conditions by 
remotely detecting a range of physical status. Results showed 
that smart homes helped recognize clinical changes in seniors’ 
health and treatment and medication management. To foresee 
the likelihood of falls among the elderly, Kulurkar et al. [21] 
developed a low-cost fall detection system using wearable 
sensors in a smart home setting, and they ended up with a 
considerably high accuracy rate of 95.87%. 

B. From User Perspective 

Another group of researchers has been looking into smart 
homes from the viewpoint of the elderly since there is a dearth 
of literature on the attitudes of older individuals about 
embracing such technology [22]. According to research by 
Pigini et al. [23], elderly people value health monitoring 
systems that employ smart technology for their own protection. 
Yu et al. [24] clustered Korean seniors based on their 
residential lifestyles to examine whether or not there are 
distinct requirements for smart home features, and they found 
that there was some variation. In a focus-group-based study, 
Ghorayeb et al. [5] revealed that both users and non-users of 
smart home monitoring technology considered feasibility, 
customization and data security of great importance to accept 
the technology; while users concerned more about utility, and 
less about privacy intrusion and trust. 

C. Bibliometric and Scientometric Work 

Benefit from the rapid growth of information technology 
and statistics tools, scholars have recently made effort to 
systematically analyze extant smart home literature through 
bibliometric data. Choi et al. [25] used a bibliometric approach 
and analyzed 2339 articles published between 2015 and 2019 
from the Scopus database in smart home and Internet of Things 
(IoT) domain in order to indicate key research trends and 
knowledge mapping for future studies. Li et al. [26] applied a 
scientometric analysis with smart home research published 
from 2000-2021 in the Scopus database to illustrate historical 
changes, emerging trends, and research clusters. Ohlan and 
Ohlan [27] comprehensively analyzed bibliometric data 
published in the Web of Science from 2001 to 2021, and 
suggested indispensable trends and patterns of smart home 
research. Another study by Hong et al. [28] applied 
bibliometric and scientometric analyses with 1408 related 
articles acquired from the Web of Science database to 
thoroughly overview smart home features for the elderly. 

However, in the existing review studies on smart homes, 
bibliographic approach was seldom applied, and none of the 
authors made older adults the central focus of their work. 
Besides, taking the competence of smart homes in helping ease 
social stress into consideration in the context of demographic 
ageing, there is a need for systematic research to 
comprehensively analyze the research trends on the smart 
home acceptance literature particularly for the elderly. As far 
as the authors are aware, no research has been done in the area 
of Smart Home Acceptance by the Elderly (SHAE). Given that 
it contributes to substantial insights via bibliometric analysis on 

a specific subject, structurally reviewing earlier studies to tease 
out key research trends becomes crucial for scholars. 
Therefore, this study aims to investigate current research trends 
of smart home studies, especially those related to the 
acceptance by the elderly, applying a bibliometric approach to 
summarize current directions in this field, prominent venues 
and authors, research clusters, as well as to identify and suggest 
prospective research directions. Findings of this study will 
present relevant stakeholders, such as academics, 
policymakers, and businesses, with research and working 
directions for the near future. 

III. METHODOLOGY 

A. Bibliometric Analysis 

In the study, published articles in the Scopus database on 
the global trend of SHAE from 2004 through 2023 (by 25 July) 
are analyzed using bibliometric analysis. Bibliometric analysis 
was firstly introduced by Pritchard [29], and has been 
commonly described as a technique using mathematics to 
statistically analyze published books, articles, and other 
communication media so as to provide a broad overview of 
certain knowledge field [25], [30]. By conducting this 
technique, academics will gain insight into selected research 
domains in terms of research trends, significant authors, 
institutions, publishers, nations, as well as potential research 
gaps [31]. 

B. Data Collection 

The Elsevier Scopus database was utilized to collect 
bibliographic data for this study, which has been recognized as 
a leading multidisciplinary repository of influential peer-
reviewed research in social science fields [25], [32] for the 
reason that it contains a considerable number of high-quality 
materials, e.g., 75.5 million files, 24.6 thousand titles, and 194 
thousand books [26]. Compared to other commonly used 
databases for bibliometric analyses (i.e., PubMed and Web of 
Science), Scopus is advantageous for the reasons that it is the 
largest database containing multidisciplinary publications, and 
publications are classified into multiple research areas 
accordingly [33], which makes it more suitable for mapping 
based on research areas. And the appropriateness of adopting 
Scopus database has been particularly acknowledged by 
scholars in the smart home domain [25], [26]. Thus, from the 
time the first publication on SHAE appeared in the Scopus 
database until this study was composed, all publications on the 
subject of the smart home acceptance by the elderly were 
included (25 July, 2023). 

The objective of this research is to examine, from a user's 
point of view, the relationships between and clusters of related 
studies on smart homes. Therefore, the query (TITLE-ABS-
KEY (smart AND home) AND (adoption OR acceptance)) was 
set as the search task, which produced a number of 1421 
documents. Based on the search results, the query was then 
refined as (TITLE-ABS-KEY (smart AND home) AND 
(adoption OR acceptance) AND (elderly OR older)) to focus 
on the predetermined target age-group, and this resulted in a 
reduced number of 257 documents. All of the generated 
documents from the refined searching are retained for a 
thorough analysis and understanding of the research trends. 
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The data was collected on 25 July, 2023. The search result 
includes conference papers, articles, book chapters, reviews, 
conference reviews, books, notes, letters, and short survey. 
Data were exported in “CSV” format to be compatible with 
VOSviewer, the software employed for data analysis. 

IV. RESULTS 

A. Publication Trend 

Table I summarized the publication trend by year since the 
first article on the elderly acceptance in smart home industry 
published in 2004. It is clear that not all research articles have 
been cited. Except for the first six years (2004 – 2009), the 
proportions of cited publications over total yearly publications 
never reached 100% for the following years onwards. Overall, 
the average proportion was 77.14% with a standard deviation 
of 13.10 from 2010 to 2023. The number of citations received 
also varied a lot. Documents published in 2018 seem to be 
most influential since they gained the highest number of 
citations of 855. Besides, publications in the years of 2008, 
2014, 2016 and 2019 also had significant impact for the 
academia with citations over 460, respectively. 

TABLE I.  PUBLICATION TREND 

Year 
Number of 

Publications 

Cited 

Publications 
Proportion 

Total 

Citations 

2004 2 2 100% 67 

2005 0 0 - 0 

2006 1 1 100% 1 

2007 2 2 100% 50 

2008 5 5 100% 503 

2009 3 3 100% 40 

2010 6 5 83% 69 

2011 10 8 80% 256 

2012 13 11 85% 204 

2013 9 6 67% 339 

2014 13 10 77% 520 

2015 10 9 90% 202 

2016 13 12 92% 505 

2017 17 13 76% 341 

2018 22 15 68% 874 

2019 20 16 80% 480 

2020 23 21 91% 285 

2021 30 26 87% 359 

2022 41 26 63% 92 

2023 17 6 35% 17 

Total 257 197  5204 

The publication trend can be seen in three stages in terms of 
research productivity, which is shown in Fig. 1. The first 
publication appeared in 2004, and was composed by Barlow 
and Venables [34], entitled “Will technological innovation 
create the true lifetime home”. For the first stage (2004-2009), 
no more than five documents were published each year. With 
an average of 2.2 publications per year, 13 publications 
(5.06%) in total were produced throughout this time period. In 
the second stage (2010-2017), a steady growth emerged, and 
yearly publications ranged from 6 to 17. Overall, 91 
publications (35.41%) were produced with an annual average 
of 11.4. Starting from 2011, a threshold of minimum ten 
articles (except for 2013, 9 articles) were achieved every year. 
The third stage extends throughout the most recent six years 
(2018-2023). Productivity increased considerably as 

researchers shifted their focus to the positive or negative 
effects of smart homes on the elderly. The lower bound for 
annual publications in this phase increased to 20 from the 
previous level of 6 with an exception of 17 publications in 
2023, which is just the middle of the year. Notably, scholars 
made the most publications of 41 solely in 2022, and the total 
publications since 2020 (111) has way exceeded the sum of the 
entire second stage (91). 

 

Fig. 1. Publication trend. 

B. Types of Documents & Sources 

By analyzing the data obtained from the Scopus database, 
seven types of documents were identified, i.e., article, 
conference paper, conference review, review, book chapter, 
book, and note. As displayed in Table II, the proportion of 
“article” (43.58%) is the highest, followed by “conference 
paper” (34.24%). While other document types account for less 
than 10% respectively, and there are only one “book” and one 
“note” published only within the investigated time range. 

TABLE II.  SUMMARY OF DOCUMENT TYPES 

Document Types Number of Publications Proportion 

Article 112 43.58% 

Conference Paper 88 34.24% 

Conference Review 22 8.56% 

Review 20 7.78% 

Book Chapter 13 5.06% 

Book 1 0.39% 

Note 1 0.39% 

Total 257 100% 

From Table III, all publications related to the elderly 
people's openness to smart homes fall into four source types. 
More than half of the total documents were published in 
“journal” (52.14%). Not much differences were found between 
“conference proceeding” (24.12%) and “book series” 
(19.07%), while “book” seems to be the least interested by 
researchers since only 12 have been published throughout 19 
years since 2004. 

TABLE III.  SUMMARY OF SOURCE TYPES 

Source Types Number of Publications Proportion 

Journal 134 52.14% 

Conference Proceeding 62 24.12% 

Book Series 49 19.07% 

Book 12 4.67% 

Total 257 100% 
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C. Subject Areas 

In all, 21 research areas were addressed by the 257 
documents. The distribution of the top ten subject areas related 
to older adults' adoption of smart homes over a five-year period 
is shown in Table IV. The density of publications is shown by 
the red backdrop. The more papers that emerged within a 
certain year period, the deeper is the shade of red. “Computer 
Science” (140 publications) has the highest number of articles 
that are relevant; it is followed in relevance by “Medicine” (80 
publications), “Engineering” (70 publications), “Mathematics” 
(46 publications), and “Social Sciences” (40 publications). It 
seems that the majority of the studies examining the benefits of 
smart homes for the elderly focus on their technical and 
medical applications. In contrast to recent increase in 
“Biochemistry”, “Genetics”, and “Molecular Biology”, subject 
areas such as “Engineering”, “Social Sciences”, and “Physics 
and Astronomy” exhibit constant growth. “Health Professions” 
shows a brief decline followed by a minor recent rise. 

TABLE IV.  DISTRIBUTION OF TOP TEN SUBJECT AREAS IN FIVE-YEAR 

PERIOD 

Research Area 
2004-

2008 

2009-

2013 

2014-

2018 

2019-

2023 

To

tal 

Computer Science 4 26 43 67 
14

0 

Medicine 5 11 24 40 80 

Engineering 1 9 30 30 70 

Mathematics 3 13 13 17 46 

Social Sciences 2 3 10 25 40 

Nursing 3 0 8 16 27 

Biochemistry, Genetics and 

Molecular Biology 
1 1 6 8 16 

Health Professions 2 5 1 5 13 

Physics and Astronomy 0 1 3 8 12 

Business, Management and 

Accounting 
0 2 2 7 11 

D. Source Title 

Research on the SHAE is covered by 160 publication 
sources. With a minimum of three publications, Table V lists 
the publications sources with the most activity. The greatest 
numbers of studies relating to computer science fields are 
presented in the form of conference proceedings, which are 
included in the source of "Lecture Notes in Computer Science" 
(31, 12.1%). When it comes to producing high-quality 
conference materials, “ACM International Conference 
Proceeding Series” is another top pick, coming in at number 
four on the list of all source titles. “Gerontechnology”, 
“Communications In Computer And Information Science” and 
“Jmir Aging” are the three most prolific journals, with 7, 6, and 
5 publications, respectively. Each of the remaining sources 
contributes less than 2%. 

E. Author Keywords 

Understanding the distribution and links between the 
primary research themes on the SHAE was facilitated by the 
use of co-occurrence analysis, which may probe the internal 
relationships of a given academic subject [35]. Based on 

“keywords” of bibliographic data, a map is produced using the 
VOSviewer software co-occurrence analysis. Setting the 
minimum occurrence number to five resulted in a clear 
keyword network visualization after a number of optimization 
processes that varied the minimum number of keyword 
occurrences. The results created a graph with 32 keywords 
based on five clusters, each with a different focus (see Fig. 2). 
Cluster 1 (red) focuses on assistive technology for older adults, 
Cluster 2 (green) emphasizes smart home functionality, Cluster 
3 (blue) highlights the Internet of Things and healthcare, 
Cluster 4 (olive) emphasizes the acceptance of smart home 
technology, and Cluster 5 (purple) focuses on older people and 
gerontechnology. Generally, the most common keywords 
related to older adults and smart homes are included in Cluster 
1, while Cluster 4 is mainly about aging and disease. 

TABLE V.  PRODUCTIVE PUBLICATION SOURCES 

Source Title Publications Proportion 

Lecture Notes In Computer Science 31 12.1% 

Gerontechnology 7 2.7% 

Communications In Computer And 

Information Science 
6 2.3% 

ACM International Conference 
Proceeding Series 

6 2.3% 

IEEE Access 5 1.9% 

Jmir Aging 5 1.9% 

International Journal Of Environmental 

Research And Public Health 
4 1.6% 

Gerontology 3 1.2% 

Handbook Of Smart Homes Health Care 

And Well Being 
3 1.2% 

International Journal Of Medical 
Informatics 

3 1.2% 

Journal Of Medical Internet Research 3 1.2% 

Personal And Ubiquitous Computing 3 1.2% 

Procedia Computer Science 3 1.2% 

Proceedings Of The ACM On Human 
Computer Interaction 

3 1.2% 

Sensors 3 1.2% 

Universal Access In The Information 

Society 
3 1.2% 

Others 166 64.6% 

In particular, regarding the topic of ageing-in-place and the 
use of smart technology by the elderly, the most often 
occurring terms are concentrated in Cluster 1, which has a total 
link strength of 168. The keyword “smart home” dominates 
Cluster 2 and has the greatest frequency of occurrence and total 
link strength of any other term generated. Cluster 3 is 
somewhat related to Cluster 2 and focuses on the application of 
IoT technology in the field of geriatric care due to the tight 
relationship between the technical features of smart homes and 
IoT. Ageing and the acceptance of smart home technologies 
are the two topics majorly covered under Cluster 4. With the 
lowest total link strength of 84 among all five clusters, Cluster 
5 focuses primarily on investigating elderly-oriented 
technologies. 
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Fig. 2. Co-occurrence network by author keywords. 

Table VI lists all keywords generated from related 
publications in a cluster view. All clusters contain keywords 
relating to both the elderly (e.g., “older adults”, “elderly 
people”, “elderly”, “ageing”, “older people”) and technological 
concepts (e.g., “assistive technology”, “ambient intelligence”, 
“internet of things”, “ambient assisted living”, 
“gerontechnology”). However, only the fourth cluster 
specifically concerns about individuals’ willingness to accept 
or adopt smart home technology. This is consistent with the 
viewpoint that there is a lack of studies regarding smart homes 
from the perspective of users’ perceptions of embracing smart 
home technologies [12], especially for the elderly people [5]. 

TABLE VI.  KEYWORDS BY CLUSTERS 

Cluster Keyword Occurrence Total Link Strength 

Cluster 1 

(red) 

older adults 26 39 

aging in place 14 37 

assistive technology 14 29 

smart home technology 12 16 

privacy 6 17 

telehealth 6 10 

telemedicine 6 8 

security 5 12 

Cluster 2 

(green) 

smart home 58 86 

independent living 8 17 

ambient intelligence 6 13 

elderly people 6 5 

smart technologies 5 10 

sensors 5 9 

usability 5 7 

Cluster 3 elderly 21 35 

Cluster Keyword Occurrence Total Link Strength 

(blue) internet of things 15 24 

healthcare 10 13 

iot 8 10 

smart technology 5 8 

elderly care 5 7 

Cluster 4 

(olive) 

smart homes 24 33 

technology acceptance 21 33 

ambient assisted living 16 33 

technology adoption 8 18 

ageing 5 12 

Cluster 5 

(purple) 

user-centered design 5 5 

gerontechnology 12 34 

older people 13 15 

home automation 7 14 

technology 6 10 

artificial intelligence 5 11 

F. Citation Analysis 

The top ten most influential papers in the field of SHAE as 
determined by citation analysis are listed in Table VII of the 
findings. The article with the highest total citations addressed 
elderly people’s adoption of voice-activated smart homes and 
proposed corresponding benefits and concerns [36]. After this 
article appeared in 2013, it has attracted 305 citations. The 
second-highest cited work developed a conceptual model to 
describe the influencing elements of older individuals' usage of 
technology that support ageing-in-place [37]. A total of 276 
citations have been made to this article since its publication in 
2016. Even though over 42% of the publications were merely 
from the top five most prolific countries, it is worth noting that 
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leading studies in the field of SHAE were authored by 
researchers from a variety of nations. 

TABLE VII.  TOP TEN CITED ARTICLES 

Author(s) Article Title Year Source Title Citations 

Portet, F., 

Vacher, M., 

Golanski, C., 
Roux, C., 

Meillon, B. 

Design and 

evaluation of a 

smart home voice 
interface for the 

elderly: 

acceptability and 
objection aspects 

[36] 

2013 

Personal and 

Ubiquitous 
Computing 

305 

Peek, S. T. M., 

Luijkx, K. G., 

Rijnaard, M. 
D., Nieboer, M. 

E., van der 

Voort, C. S., 
Aarts, S., van 

Hoof, J., 

Vrijhoef, H. J. 
M., Wouters, E. 

J. M. 

Older Adults' 

Reasons for Using 

Technology while 
Aging in Place 

[37] 

2016 Gerontology 276 

Robinson, H., 

MacDonald, B., 
Broadbent, E. 

The Role of 

Healthcare Robots 

for Older People at 
Home: A Review 

[38] 

2014 

International 

Journal of 

Social 

Robotics 

261 

Pal, D., 

Funilkul, S., 

Charoenkitkarn, 
N., 

Kanthamanon, 

P. 

Internet-of-Things 

and Smart Homes 

for Elderly 
Healthcare: An 

End User 

Perspective [39] 

2018 IEEE Access 185 

Bansal, P., 

Kockelman, K. 

M. 

Are we ready to 

embrace connected 

and self-driving 

vehicles? A case 

study of Texans 

[40] 

2016 Transportation 162 

Mital, M., 

Chang, V., 

Choudhary, P., 

Papa, A., Pani, 
A. K. 

Adoption of 

Internet of Things 
in India: A test of 

competing models 

using a structured 
equation modelling 

approach [41] 

2018 

Technological 

Forecasting 
and Social 

Change 

157 

Shin, J., Park, 

Y., Lee, D. 

Who will be smart 

home users? An 

analysis of 
adoption and 

diffusion of smart 

homes [15] 

2018 

Technological 

Forecasting 
and Social 

Change 

152 

Courtney, K., 

Demiris, G., 

Rantz, M., 
Skubic, M. 

Needing smart 

home 

technologies: the 

perspectives of 

older adults in 
continuing care 

retirement 

communities [42] 

2008 

Journal of 

Innovation in 

Health 
Informatics 

144 

Demiris, G., 

Oliver, D. P., 

Findings from a 

participatory 
2008 

Technology 

and Health 
134 

Author(s) Article Title Year Source Title Citations 

Dickey, G., 

Skubic, M., 

Rantz, M. 

evaluation of a 

smart home 

application for 

older adults [43] 

Care 

Courtney, K.L. 

Privacy and Senior 

Willingness to 

Adopt Smart 
Home Information 

Technology in 

Residential Care 
Facilities [44] 

2008 

Methods of 

Information in 

Medicine 
126 

G. Co-Authorship Analysis by Countries 

The analysis of international co-authorship networks 
covered only nations with at least five total publications. Only 
18 of the 43 countries satisfied the criteria. There are six 
European countries, two American, one Asian, and one 
Oceanian among the top ten most productive countries listed in 
Table VIII. The US, Germany, and the UK are the top three 
nations. In terms of publications, the US is well ahead of any 
other country in the SHAE field. C/P value, which measures 
the average citation count in a single publication, places the 
Netherlands, France, and Austria among the leaders in this 
field despite their relatively low total number of publications. 

TABLE VIII.  TOP TEN PRODUCTIVE COUNTRIES 

Country 
Number of 

Publications (P) 

Citations 

(C) 
C/P 

Total Link 

Strength 

US 46 1308 28.43 7 

Germany 27 434 16.07 11 

UK 27 538 19.93 9 

Italy 22 555 25.23 12 

Canada 19 213 11.21 7 

China 15 198 13.20 7 

Netherlands 15 680 45.33 11 

Australia 13 158 12.15 3 

France 11 418 38.00 6 

Austria 8 300 37.50 7 

Fig. 3 show the national network. The size of the node 
expands as more articles are published in a single country, and 
the connecting lines between nodes represent the closeness of 
the collaboration between the two nations; a thicker line 
indicates greater cooperation. This network consists of 35 links 
and 4 clusters. Within each of their different clusters, the US, 
Germany, UK, and China all contribute significantly to 
publications, and with the exception of Germany, they are all 
tightly connected. Since Italy, Germany, and Netherlands have 
the top three total link strengths (12 for Italy, 11 for Germany, 
and 11 for Netherlands) among the 18 countries, there are 
strong lines connecting them, showing tight collaborations. 
And, in terms of publications, they also ranked highly. 
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Fig. 3. Co-authorship network by countries. 

H. Co-Authorship Analysis by Authors 

Modern research has entered the age of big science, which 
emphasizes the need of scientific cooperation due to increased 
comprehensiveness and complexity [45], [46]. As a result of 
the complementarity in knowledge and intelligence, academics 
tend to form solid connections and network blocks [47], and 
sustain persistent collaborations [48]. Table IX provides a 
summary of the top ten prolific writers on the SHAE by 
concentrating on writers who have coauthored at least two 
papers and been referenced in no less than four other works. 
Demiris, G. has published the most articles with the highest 
citations collected; however, his C/P figure only ranked the 
8th. Aarts, S., Peek, S.T.M. and Wouters, E.J.M. are closely 
collaborating with the same publications of 3, and citations of 
325. The same pattern has been detected between Portet, F. and 
Vacher, M. 

The scholars who have co-authored with the most other 
authors is analyzed by the co-authorship network analysis. Co-
authorship relationships revealed in research on seniors' 
acceptance of smart homes are shown in Fig. 4. The 
constructed network has 63 authors that satisfy the 
aforementioned criteria with 109 links and a total link strength 
of 197. The authors are divided into 21 groups, each of which 
is indicated by a distinct color. The size of each node in the 
network, which represents an individual author, reflects its 
relative importance in the network. The findings reveal that 
Aarts S., Peek S.T.M., and Wouters E.J.M. are top three 
biggest author nodes and that they are all members of the same 
cluster (green), which has the greatest total link strength of 

134. And academics from the Netherlands predominate, with 
many members having ties to the same institution, such as 
Maastricht University and Tilburg University. The interest 
areas of this group include older adults' technology acceptance, 
ageing-in-place and healthcare. For example, Peek S.T.M. 
“Older Adults' Reasons for Using Technology while Aging in 
Place” [37] in 2016, the most highly collaborative article (9 
authors), and “Factors influencing acceptance of technology 
for aging in place: a systematic review” [49] in 2014, the most 
cited article (1044 times). In another group (red), scholars are 
from various countries (e.g., Austria, UK, Netherlands and 
US), and this group specializes in social applications of 
intelligent technology. 

TABLE IX.  TOP TEN PROLIFIC AUTHORS 

Author 
Publications 

(P) 

Citations 

(C) 
C/P 

Total Link 

Strength 

Demiris, G. 9 489 54.33 15 

Ziefle, M. 9 174 19.33 10 

Brauner, P. 4 42 10.5 7 

Funilkul, S. 4 310 77.5 8 

Pal, D. 4 310 77.5 8 

Aarts, S. 3 325 108.33 17 

Peek, S.T.M. 3 325 108.33 17 

Portet, F. 3 324 108 9 

Vacher, M. 3 324 108 9 

Wouters, 

E.J.M. 
3 325 108.33 17 
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Fig. 4. Co-authorship network by authors. 

I. Bibliographic Coupling 

Bibliographic coupling happens when a third source is 
often cited in two distinct research publications. A visualized 
bibliographic coupling map at the country level (except for 
Taiwan) is shown in Fig. 5 with five clusters denoted by 
different colors, 100 linkages, and a total link strength of 3188. 
Totally, 18 countries and district that contributed at least five 
documents are covered. 

In terms of published documents, the US, UK, Germany, 
and Italy are the most substantial nodes. The linking lines 
indicate the coupling relationship between countries/district 

and suggest that nations from various parts of the world are 
linked by similar patterns of citing reference in their research 
articles. There are a number of thick lines between 
countries/district from the same or different clusters, for 
example, China and Malaysia (the highest link strength of 
265), UK and Netherlands (link strength of 199), Germany and 
Malaysia (link strength of 168), which reveal that there exist 
collaborations between these connected countries/district. In 
sum, the investigated data set shows a significant bibliographic 
connection between the countries and district in different parts 
of the world. 

 

Fig. 5. Bibliographic coupling of countries/district. 
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V. DISCUSSION 

Due to the worldwide increasingly growing number of 
ageing population and the associated social issues, research 
about smart home focusing on the elderly population has been 
rapidly expanding. However, it has become challenging for 
academics and practitioners to have a thorough understanding 
of SHAE due to the enormous rise in the number of related 
publications. Thus, based on a number of research facets, this 
study offers a bibliometric analysis of studies on SHAE. The 
results are discussed in this section regarding each of these 
facets. 

A. Growing Publication Trend 

Since its first presentation, SHAE literature has seen a 
rising tide of publications, indicating growing interest in the 
field. Rapid development of the Internet of Things (IoT) has 
spawned growing practical applications across a wide range of 
industries, which may account for the uptick in research 
activity [50]. Additionally, in response to the worldwide 
challenges (e.g., ageing progress, resources shortage, COVID-
19 pandemic), many in academia, business, and government 
see smart homes as a way to help solve these societal problems 
[26]. 

B. Lack of Interdisciplinary Collaboration 

Over half of the current SHAE research may be categorized 
within the domains of "Computer Science," "Medicine," and 
"Engineering," according to a breakdown of the most important 
research topics based on the categories offered by Scopus. 
Moreover, the majority (13) of the 15 cited published sources 
focused on either computer-related topics or medically-related 
applications. Even though knowledge from some cross-
disciplinary domains (e.g., psychology, arts and humanities, 
biology) were referred to, the frequencies were fairly low. 
Thus, researchers commonly made suggestions and appeal for 
more attempt at conducting interdisciplinary work [26], 
[51],[52]. Possible reasons for the currently less convergent 
research pattern might be a consequence of the competition 
between tech giants and with other industries [53], which limits 
the access of specialized knowledge, labor and services [54], 
then in turn hindered the interdisciplinary collaborations. 

C. Little Emphasis on Elderly Users 

As the rising proportion of the ageing population and the 
trend of AIP while applying smart home technologies [2], 
More studies on how well smart homes are accepted by the 
elderly are urgently needed. The results of keywords analysis 
show that technology-related terms appeared in all keyword 
clusters, such as “assistive technology”, “ambient intelligence”, 
“internet of things”, “ambient assisted living”, and 
“gerontechnology”. This indicates that the main topics covered 
in SHAE research are centered on technology attributes and 
advances, which has been presented in extant research [26]. 

Conversely, user-oriented keywords such as “technology 
acceptance”, “technology adoption” and “user-centered 
design” appeared 19, 8 and 5 times respectively, accounting for 
only 9 percent totally, which agrees with the argument that few 
research has considered the special needs and using experience 
of older people in the development and utilization of smart 
home technologies [55], [56]. Concerns about home and 

personal network security have been heightened as a 
consequence of the intensive adoption of work-from-home 
strategies due to the COVID-19 pandemic [57], and thus, smart 
home research extensively put focus on enhancing 
technological features to ease the concerns relating to possible 
risks [58]. So, technological advance is currently dominating 
the research interest and prevalence of existing smart home 
studies with little emphasis on users' perceptions of the 
challenges and benefits while using smart home technologies 
[12], [28]. Furthermore, the ways in which technology is 
changing the life of the elderly has been surprisingly neglected 
in research on AIP in smart home settings [59]. Therefore, 
more elderly user-oriented research on SHAE is needed in 
order to offer more precise insights into this industry from the 
demand perspective. 

VI. CONCLUSION 

In order to comprehend research publishing trends, 
document and source types, subject areas, popular source titles, 
research keyword clusters, notable authors, co-authorship 
networks, and bibliographic coupling patterns, this study 
performed bibliometric analyses on the SHAE research since 
2004 till 25 July, 2023. By scanning the Scopus database for 
keywords related to the smart home acceptance by the elderly, 
the study conducted all analyses with a dataset including 249 
documents using the VOSviewer software. Based on the 
results, this study draws conclusions that the elderly-friendly 
smart home has dramatically gained academic interest on a 
global scale in terms of the rapid rise in publications during the 
last five years; collaborations across disciplines is needed for 
further research progress in SHAE; the “Lecture Notes In 
Computer Science” appears to be the most common research 
venue; technology and health related keywords are all crucial 
terms other than “smart home(s)” and “older adults”; there 
exists some global scientific collaboration; and the coincidence 
of citing preferences at the country level is proved; while the 
co-authorship network between individual authors is not yet 
well-established. Thus, researchers should put more attention 
on learning elderly users’ acceptance toward smart homes that 
are considered promising solution to ageing issues. 

Implications of the study are as followed. Firstly, this is the 
first study, to the authors’ knowledge, that employs a 
comprehensive bibliometric approach to analyze the global 
trends in research on the acceptance of smart homes by the 
elderly population. Quantitative information on essential 
knowledge is provided by the results of the study, which may 
be utilized to identify research gaps and to plan for future 
research. Secondly, for policymakers relating to smart homes, 
more evidence-driven decisions on resource allocation and 
investment priority could be made according to the findings of 
this study. Thirdly, insights gained from this study will help 
develop both national and international strategies for the smart 
home market. 

The results should not be taken as definitive because of the 
study's limitations. Firstly, the scope of the study could be 
expanded by including more research databases (e.g., Web of 
Science) that index additional significant research publications. 
Secondly, clusters presented in the study are not absolute since 
the numbers are specified by the criteria determined by the 
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authors. Thirdly, the VOSviewer software may incur imprecise 
and complex results due to the issue of regarding single and 
plural forms of the same term as different words (e.g., “smart 
home” and “smart homes”). 

Therefore, future research would benefit greatly from either 
an improved version of the VOSviewer software or the 
inclusion of additional tools for network analysis and 
visualization. Moreover, as a consequence of the COVID-19 
pandemic and the accompanying restrictions on working and 
living at homes, people have been forced to engage in 
substantial and mandatory technological learning behaviors 
[60]. Thus, possible future study directions include accounting 
for the pandemic's impact on the adoption of smart home 
technologies among the elderly. 
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Abstract—While modern systems for managing, retrieving, 

and analyzing images heavily rely on deriving semantic captions 

to categorize images, this task presents a considerable challenge 

due to the extensive capabilities required for manual processing, 

particularly with large images. Despite significant advancements 

in automatic image caption generation and human attention 

prediction through convolutional neural networks, there remains 

a need to enhance attention models in these networks through 

efficient multi-scale features utilization. Addressing this need, 

our study presents a novel image decoding model that integrates 

a wavelet-driven convolutional neural network with a dual-stage 

discrete wavelet transform, enabling the extraction of salient 

features within images. We utilize a wavelet-driven convolutional 

neural network as the encoder, coupled with a deep visual 

prediction model and Long Short-Term Memory as the decoder. 

The deep Visual Prediction Model calculates channel and 

location attention for visual attention features, with local features 

assessed by considering the spatial-contextual relationship among 

objects. Our primary contribution is to propose an encoder and 

decoder model to automatically create a semantic caption on the 

image based on the semantic contextual information and spatial 

features present in the image. Also, we improved the 

performance of this model, demonstrated through experiments 

conducted on three widely used datasets: Flickr8K, Flickr30K, 

and MSCOCO. The proposed approach outperformed current 

methods, achieving superior results in BLEU, METEOR, and 

GLEU scores. This research offers a significant advancement in 

image captioning and attention prediction models, presenting a 

promising direction for future work in this field. 

Keywords—Semantic image captioning; deep visual attention 

model; long short-term memory; wavelet driven convolutional 

neural network 

I. INTRODUCTION 

One of the active research topics in the field of computer 
vision is the creation of captions for images automatically. 
Image captioning refers to generate a text-based description or 
caption for a given image. This task unites computer vision 
and natural language processing methodologies to produce an 
easily understandable narrative that concisely conveys the 
image's content. The primary objective is to offer a brief and 
precise depiction of the elements, settings, actions, and 
occurrences depicted in the image [1-3]. There is an increasing 
daily demand for image retrieval and analysis systems because 
they are used in many fields and on a large scale via the 

Internet, social media, and various search engines [4] [5].  
Some ways in which image captioning benefits daily life 
include the following:  

 For individuals with visual impairments: Image 
captions offer crucial details about an image's content, 
allowing them to gain a better understanding of the 
context surrounding the image.  

 Cross-lingual communication: By translating image 
captions into various languages, individuals from 
different language backgrounds can better grasp the 
content of an image, promoting intercultural 
communication and appreciation.  

 Search Engine Optimization (SEO): By offering 
pertinent textual data connected to an image, image 
captions can enhance SEO. This allows search engines 
to index and rank the content more precisely, 
improving online visibility and discoverability.  

 User engagement on social media: Image captions 
contribute to a better user experience on social media 
platforms by supplying contextual information and 
additional details about images. This results in 
increased interaction and improved communication 
among users. 

 Educational and e-learning contexts: Image captions 
play a supportive role in learning environments by 
making visual content more explicit and accessible for 
students, especially those facing learning disabilities or 
language challenges. This assistance leads to enhanced 
learning outcomes and better understanding of diverse 
topics. 

 Data management and retrieval: Image captioning 
assists in organizing and locating visual information 
within extensive databases, simplifying the process of 
searching for particular images or content based on 
their descriptions. 

In summary, image captioning serves as a crucial tool that 
enhances accessibility, comprehension, and distribution of 
visual content, providing advantages to a broad spectrum of 
users and applications in everyday life. This type of research 
is a vital topic that researchers are attracted to because it 
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combines three main areas: machine learning, natural 
language processing, and computer vision. It also serves a 
wide range of practical applications. Fusing these components 
result in sophisticated systems capable of autonomously 
interpreting the situation depicted in the image and generating 
coherent sentences to describe it. 

The conventional method for image captioning consists of 
two key components: feature extraction and language 
modeling. In the feature extraction stage, an input image is 
processed by a pre-trained Convolutional Neural Network 
(CNN) model, such as VGG, Inception, or ResNet, to derive 
high-level visual features. Subsequently, during the language 
modeling phase, these extracted features are input into a 
language model, typically a Recurrent Neural Network (RNN) 
or a Long Short-Term Memory (LSTM) network, which 
produces a word sequence that forms the caption. By training 
the language model on a vast dataset of images and their 
associated captions, it learns to associate visual features with 
right words and phrases. Automatic image caption creation 
can be used in many practical systems and applications such 
as image retrieval through search engines, video labels, 
answering visual questions, assisting visually impaired people, 
biomedical imaging, robotics, etc. Recently, multiple 
approaches have been developed to automatically generate 
image captions, reducing many computer vision challenges 
[6]. 

The first method used in the image retrieval process relies 
on comparing the input image with a similar template to create 
a caption for the image through the matching or comparison 
process. However, the effectiveness of this method remains 
unproven, and it yields imprecise outcomes when dealing with 
intricate images containing multiple targets. Consequently, an 
alternative strategy relies on the development of a deep neural 
network, where the image is encoded, and captions are 
produced using a language model. In this process, the visual 
content of the image is analyzed in depth, and then this 
information is translated into natural language text 
descriptions. Nevertheless, there is a need to enhance CNN-
based attention models by effectively utilizing multi-scale 
features in this model. 

This paper introduces an automatic image captioning 
framework that generates semantically meaningful captions. 
The approach uses a deep neural network architecture, 
comprising a CNN that encodes the visual features and RNN 
that decodes and generates the text [7], [8]. It then employs 
LSTM [9], [10] and gated recurrent units (GRU) [11] to derive 

significant insights. The key contributions of this article can 
be summarized as follows: 

 Propose an encoder and decoder framework to 
automatically create a semantic caption on the image 
based on the semantic contextual information and 
spatial features present in the image. 

 A Deep Visual Prediction Model (DVPM) is proposed 
by enabling the extraction of further semantic 
information from the image to utilize the convolutions 
on the feature maps generated using the Wavelet-
driven Convolutional Neural Network (WCNN). Both 
channel and spatial attention are calculated using this 
approach, which are derived from the resulting feature 
maps. 

 A semantic spatial contextual connection derived from 
the WCNN model is established to predict area 
proposals between distinct objects within the image. 

 The feature maps produced by the WCNN model are 
leveraged by a Semantic Relation Extractor (SRE) to 
predict region proposals to determine the spatial 
relationships among diverse objects in the image. 

The effectiveness of the suggested framework is assessed 
by employing three widely recognized benchmark datasets: 
Flickr8K, Flickr30K, and MS-COCO. Furthermore, a 
comparison with existing studies is conducted using various 
evaluation metrics, including Bilingual Evaluation Understudy 
(BLEU), Metric for Evaluation of Translation with Explicit 
Ordering (METEOR), and Consensus-based Image 
Description Evaluation (CIDEr). 

This manuscript is organized into five sections. Section II 
reviews relevant previous work. Section III describes the 
proposed approach in detail. Experiments and results are 
presented in Section IV. Section V concludes the paper. 

II. RELATED WORKS 

This section will review related studies regarding recent 
modalities in image captioning using attention mechanisms. A 
previously trained CNN (Encoder) would generate a hidden 
state (HS) in classic image captioning. Next, decoding this 
hidden state utilizes an LSTM (as the decoder) to frequently 
generate each word from the state. However, when the model 
attempts to produce the next word of the caption, there is an 
issue that this word typically only describes part of the image. 

 

Fig. 1. A traditional image captioning model.
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It is also unable to capture the essence of the entire input 
image. The model cannot efficiently generate different words 
for different parts of the image. Therefore, the attention 
mechanism is useful for representing the image [12]–[14]. 
Thus, generating an appropriate textual description requires a 
deeper understanding of the image's spatial and semantic 
content. As previously mentioned, initial efforts to create 
image translations involve extracting visible features using 
RAM (CRF) and converting these features into text through 
holistic or consensus-based improvements. Later recovery 
methods generate translations of single or multiple sentences 
from predefined phrases based on visual similarities. 
Developing a deep neural network architecture aids in 
achieving more advanced visual and natural language 
modeling by producing more insightful descriptions of the 
image. 

Karpathy et al. [15] proposed a multimodal RNN for 
producing better descriptions using an alignment of 
replacement between the segments of the image and the 
sentence. Deng et al. [16] proposed an adaptive attention 
model with a visual sentinel. This model is presented to 
extract the global image characteristics of the encoding phase.  

Zha et al. [17] proposed a context-aware visual policy 
network for better caption generation, reducing the 
dependency on previously predicted words using fine-grained 
image sentence captioning. Yu et al. [18] proposed a model 
that used dual attention (P and D) feature maps in the 
hierarchical image to explore the visual semantic connections 
and improve the quality of the sentences created.  

Yang et al. [19] proposed a CaptionNet model for 
improved caption generation, which decreased the reliance on 
previously predicted words. This model only allows attended 
image features to be input into the memory of CaptionNet 
through input gates. Cornia et al. [20] proposed an innovative 
image captioning technique utilizing memory vectors and 
connecting the encoder and decoder sections of the 
transformer model.  

Li X et al. [21] proposed an innovative technique for 
aligning the image and language modalities to gain more 
reasonable semantic extraction from images using anchor 
points. Jiang et al. [22] introduced a Multi-Gate Attention 
model to enhance caption generation, expanding upon the 
conventional self-attention mechanism by integrating an extra 
Attention Weight Gate. Wang et al. [30] proposes an 
automatic architecture search method for neural networks 
focused on cross-modality tasks like image captioning. The 
method approximates the associative connection between 
visual and language models through the internal structure of 
RNN cells. Over 100 generated RNN variants exceed 
performance of 100 on CIDEr and 31 on BLEU4, with the top 
model achieving 101.4 and 32.6, respectively. Wu et al. [31] 
introduced a novel global-local discriminative objective built 
on a reference model to generate more detailed descriptive 
captions. Evaluated on MS-COCO, the method outperforms 
baselines significantly and competes well with top approaches. 
Self-retrieval experiments demonstrate its ability to generate 
discriminative captions. Wang et al. [32] introduced a visual 
attention layer for low-level visual information and a semantic 

attention layer for high-level semantic attributes. The margin-
based loss encourages more discriminative captions. Extensive 
experiments on COCO and Flickr30K datasets validate the 
approach, demonstrating superior performance in captioning. 
The method achieves state-of-the-art 70.6 CIDEr-D on 
Flickr30K and competitive 123.5 CIDEr-D on COCO. 

Although these methods effectively generate image 
captions, they fail to incorporate refined semantic components 
and the contextual spatial connections between various objects 
within the image. Therefore, expansions in network structure 
are essential to remedy these deficiencies.  Furthermore, when 
several objects exist in the image, it is critical to properly 
consider the optical contextual connection between them to 
produce a more detailed and representative caption. This 
problem can be resolved by integrating attention mechanisms 
and assessing the spatial relations among elements within the 
instance. Table I shows the summary of recent related works. 

TABLE I. SUMMARY OF RECENT PREVIOUS RELATED WORKS 

Ref. Dataset BLEU METEOR CIDEr 

7 FLICKER 8K 21.5 20.8 - 

16 FLICKER 8K 25.7 22.6 52.6 

19 FLICKER 8K 21.3 20.4 - 

27 FLICKER 8K 16 - - 

16 FLICKER 30K 22.3 19.6 - 

19 FLICKER 30K 19.8 18.5 - 

30 FLICKER 30K 24.9 20.9 59.7 

31 MS-COCO 37.2 28.4 123.4 

32 MS-COCO 36.2 27.8 121.1 

III. PROPOSED FRAMEWORK 

As illustrated in Fig. 1, a typical image captioning model 
would use a pre-trained convolutional neural network (CNN), 
such as VGG-16, to encode the input image and generate 
image features (HS) [23], [24]. Then, it would decode this HS 
using a  Long Short-Term Memory (LSTM) and 
recursively render each caption word. The downside of 
this approach is that when the model tries to generate the 
following word in the caption, it fails to fully comprehend 
the overall meaning or essence of the entire input image. 
Therefore, a semantic deep visual attention mechanism can 
be helpful. With a semantic deep attention mechanism, the 
image is separated into n regions, and we calculate with 
CNN representations of each region HS(1),…, HS(n). 
When the RNN-decoder generates a further word, the 
attention procedure concentrates on the appropriate region 
of the image, so the decoder only uses exact areas. 
Attention could be considerably distinguished into two 
types [25]–[29]: 

  Global Attention is positioned on all origin positions, 
as shown in Fig. 2. 

  Local Attention is positioned just on a few sources‘ 
places, as shown in Fig. 3. 
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Fig. 2. Global attention model. 

 

Fig. 3. Local attention model. 

The global attention considers each HS coding for the 
excitation of the context vector. However, focusing global 
attention on all the main collateral terms of all destiny words 
is computationally expensive. In addition, it is not valid to 
use long phrases. To address this limitation, we can employ 
local attention to focus only on a small, relevant subset of the 
image features (HS) for generating each word in the caption. 
The proposed framework consists of an encoder- decoder 
model with a Deep Visual Prediction Model (DVPM), that 
transforms an input image (IMG) into a series of encoded 
expressions and words, T = [T1, T2, …, TL], with Ti ∈ 
RM, depicting the image, where L is the rendered caption's 
size, and M is the terminology size. The architecture of the 
proposed framework is illustrated in Fig. 6. The proposed 
framework is divided into four main phases. The first phase 
is the encoder using WCNN. The second phase is DVPM. 
The third phase is the semantic relation extractor. The final 
phase is the decoder using the LSTM model. 

A. Encoder Phase 

Comprising the WCNN model, the encoder merges two 
tiers of different wavelet decomposition alongside 

convolutional neural network layers to extract the image's 
visual characteristics, as illustrated in Fig. 4. The Level 1 and 
Level 2 features obtained from the CNN layers are bilinearly 
downsampled and fused into a 32x32x960 feature map. In the 
first phase, the input image (I) is first resized to 256x256 
dimensions. The image is then separated into RGB color 
components. Each color component is decomposed into 
specifics and approximations using low-pass (LP) and high-
pass (HP) discrete wavelet filters. The implementation of 
dual-phase discrete wavelet decomposition generates {LP, 
LF}, {HP, LF}, {LP, HF}, and {HP, HF} sub-bands, where 
LF and HF represent the low-frequency and high-frequency 
sections of the input image, respectively. In the second phase, 
only the {LP, LF} sub-band encounters further disassembly 
for each of the three elements. These components are 
combined and fused at every tier with the initial dual CNN 
stage outputs, encompassing four layers featuring numerous 
convolutional and pooling layers with a 2x2 kernel dimension, 
as shown in Fig. 5. 

Table II offers detailed information on the different 
convolutional layers. By incorporating the DWT stage 
alongside CNN, we aim to improve the visual modeling of the 
input image and extract some unique spectral characteristics. 
This method assists in capturing finer details of objects, 
including spatial orientation and color information, which 
allows for the identification of visually salient features or 
regions within the image. These features draw more attention, 
much like the human visual system, due to their distinct 
characteristics compared to other areas. 

B. DVPM Phase 

Extracting semantic attributes from input image feature 
maps, including aspects like an object's scale, shape, and 
texture features, is crucial. Differences in these characteristics 
within an image can create obstacles to accurate identification 
or recognition. To generate a semantic feature map of 
dimensions 32x32x256, four multi-receptive filters are 
employed: one consisting of 64 filters with a 1x1 kernel size 
and the other three featuring 3x3 kernel sizes, each containing 
64 filters with dilation rates of 3, 5, and 7, respectively. An 
example of attention changes to reflect the relevant parts of 
the image is shown in Fig. 7. 

 
Fig. 4. Proposed encoder using WCNN. 
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Fig. 5. Proposed CNN architecture. 

 

Fig. 6. Proposed framework. 

TABLE II. SUMMARY OF RECENT PREVIOUS RELATED WORKS 

Levels Name Kernel Size Filter Size Output Size 

L1 
Convolution L1,1 Convolution L1,2 

Max Pool L1,1 

3x3 3x3 2x2 64 64 64 256x256x64 256x256x64 128x128x64 

L2 
Convolution L2,1 Convolution L2,2 

Max Pool L2,1 

3x3 3x3 2x2 128 128 128 128x128x128 128x128x128 64x64x128 

L3 
Convolution L3,1 Convolution L3,2 

Max Pool L3,1 

5x5 5x5 2x2 256 256 256 64x64x256 64x64x256 32x32x256 

L4 Convolution L4,1 Convolution L4,2 
7x7 7x7 512 512 32x32x512 32x32x512 

 

Fig. 7. Example of attention changes over time. 
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C. Semantic Relation Extractor Phase 

Generating rich image translations requires leveraging the 
contextual spatial relationships between multiple objects in the 
image and their semantic details. In the WCNN model, the 
ultimate tier's feature map serves as input for the Semantic 
Relation Extractor (SRE) to identify object regions in the 
image. Subsequently, objects are paired, and numerous 
uniformly sized 32x32 sub-images are created through 
resizing. Each sub-image is fed into the CNN layers that 
contain 64 filters, with each filter having a receptive field of 
3x3. This process generates features that represent the spatial 
relationships between pairs of objects. The feature maps of 
individual objects are combined to form a 32x32x64-
dimensional contextual spatial relation feature map. This 
feature map is then merged with the output from a feed-
forward neural network of local attention (fa) and supplied to 
the LSTM to produce the next word in the caption. 

D. Decoder Phase 

To generate more precise image captions, the channel 
attention weights    and spatial attention weights    are 
computed based on      ∈    . D is the dimension of the 
hidden state. By using this method, additional contextual data 
is integrated into the image while generating captions. The 

feature map, denoted as      has dimensions     ∈          

where h, w, and c represent the height, width, and a total 
number of channels of the feature map, respectively. The 
initial step involves average pooling on a per-channel basis, 
resulting in a channel feature vector,   ∈    . 

Since global attention focuses on all the words of the 
secondary origin of all objective words, This process becomes 
expensive and impractical for translating lengthy sentences. 
So instead, local attention concentrates on a small subset of 
the encoder's hidden states for each target word to address this 
limitation. So, we do softmax to get the input probability 
distribution of the channel attention weights (  ).    can be 
calculated as follows: 

           (   )  (1) 

       (       )  (2) 

       
      (            

     ) (3) 

Where: 

     means at every     time steps of decoder, how 

important      is the pixel location in the input image. 

      is the pervious state of decoder. 

    is the state of encoder. 

    is simple feed forward neural network which is a 
linear transformation of input (            

    ) 
and then a non-linearity (tanh) on the top of that. 

     
 ∈   ,     ∈     ,    ∈     ,    ∈    and 

  ∈    . 

Now, we need to feed weighted sum combination to 

decoder. So, the weighted sum of input (context vector 𝐶 ) is 

calculated from Eq. (4). 

𝐶   ∑   
 
                 ∑      

     (4) 

E. Summary 

In this part, we summarize the steps of the proposed 
system and link them to the proposed algorithms. 

1) Clean data (as discussed in algorithm-I), i.e., clearing 

punctuations and numeric values from the text. 

2) Preprocessing the images and captions (as discussed in 

algorithm-II and algorithm-III, respectively, by appending 

‗<start>‘ and ‗<end>‘ labels to every caption) so that the 

proposed model understands the starting and stopping of each 

caption. 

3) We have to reshape every image before feeding it to the 

WCNN model. 

4) The captions will be tokenized, and a vocabulary of 

words in our data corpus will be established. 

5) Producing Encoder Hidden States — The encoder 

employs a WCNN model that integrates dual-level discrete 

wavelet decomposition with CNN layers, efficiently extracting 

an image's visual features. 

6) Applying DVMP to output the semantic feature map of 

size 32×32×256, we use four multi-receptive filters.  

7) Applying SRE to find the object regions in the image 

by entering the feature map from the last level of the WCNN 

model. 

8) As described in Algorithm 4, the RNN Local Decoder 

utilizes the hidden state (HS) from the previous decoder and 

the current decoder output. 

The Decoder RNN processes these inputs to generate a 
new hidden state. 

9) The alignment scores are calculated as in algorithm IV. 

10) Softmaxing the previous scores. 

11) A context vector is calculated. 

12) The context vector is merged with the decoder's hidden 

state (HS), produced in Step 8, resulting in a new output. 

13) Steps 6 through 13 are iteratively executed for each 

time step in the decoder until a token is generated. 

Algorithm I - Data Cleaning  
Input: Original Text (OT) 

Output: Cleaned Text (CT) 

Start Procedure 

    OT ← Original Text 

    CT ← null 

    CT ← OT.translate(string.punctuation)  

    TL ← txt_length_more_than_1  

    TL ← null 

 

 

     Foreach word in CT.split():  

         IF length(word) >1:  

              TL + = ― ― + word  

         End IF  

      End Foreach  

End Procedure  
 
 
v 
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Algorithm II - Image Preprocessing  
Input: Data 

Output: IMG 

Start Procedure 

   [ ] ← IMG_vector 

   Foreach fnames in data[―filename‖]:  

       path ← img_dir + ―/‖ + fnames         

       all_img_name_vector.append(path) 

       IMG ← tf.io.read(path) 

       IMG ← tf.img.decode_jpg(IMG, ch=3)  

       IMG ← tf.img.resize(IMG, (224,224))  

   End Foreach  

End Procedure  
 
 

Algorithm III - Caption Preprocessing  
Input: Data 

Output: Total Captions (t_cp) 

Start Procedure 

    [ ] ← t_cp 

    Foreach cp in data[―cp‖] astype(str):  
        cp ← ‗>start<‘ + cp +‗>end<‘  
        t_cp.append(cp)  

     End Foreach  
End Procedure  

 

Algorithm IV -  RNN Local Decoder 
Input: units, vocab_size, features map (features) and hidden 

Output: state, attention weights (att_w), Context Vector (CV) 
Start Procedure 

      Uatten ← tf.keras.layers.Dense(units) 

      Wc ← tf.keras.layers.Dense(units) 

      Vatten ← tf.keras.layers.Dense(1)     

      hidden_time_axis ←tf.expand_dim(hidden, 1)   

      score ←use equation 3 

      att_w ← tf.softmax(score,axis=1)   

      att_w← use equation 1  

      CV ← attention_weights * feature  

      CV ← use equation 4  

End Procedure  

IV. EXPERIMENTAL RESULTS ANALYSIS AND DISCUSSION 

This section will discuss and compare the outcomes of our 
diverse experiments with pertinent prior studies. We 
implemented the proposed framework using TensorFlow 2.3 
and executed it on Google Cloud with the help of Google 
Colab. 

A. Description of Datasets 

Numerous open-source datasets, including Flickr 8k, 
Flickr 30k, and MS COCO, are accessible for this research. 
The experiments are carried out on the following three 
benchmark datasets: 

 Flickr 8k — 6400 images (training set), 700 images 
(validation set), and 700 images (testing set). 

 Flickr 30k— 24k images (training set), 3k images 
(validation set), and 3k images (testing set). 

 MS-COCO — 128k images (training set), 16k images 
(validation set), and 16k images (testing set). 

B. Hyperparamters 

During the model's training stage, we used hyper- 
parameter settings such as batch size, dropout, etc. The values 
of a few hyperparameters include the exponential decay rates 
for ADAM optimizer, learning rate, batch size, and dropout. 
The number of iterations used is 50. These hyperparameters 
are changed on a trial-and-error. Finally, the hyperparameters 
are tuned into our method to improve the results. 

 For Flickr8k, Flickr30k, and MSCOCO datasets, the 
batch sizes employed are 16, 32, and 64, respectively. 

 Dropout: To prevent overfitting, a dropout rate of 0.2 
is applied, L2 regularization, and a weight decay value 
of 0.001. 

 Epochs: The model begins with 40 epochs of training 
based on cross-entropy loss. Afterward, an extra 80 
epochs of fine-tuning are conducted via dual learning 
to reach the highest CD score within the validation set. 

C. Evaluation Metrics 

Our experiments use the performance evaluation metrics – 
BLEU as B score from 1 to 4, METEOR as MR score, and 
CIDEr as CD score. The BLEU metric is employed to assess 
the generated captions for the test set. Recognized as a reliable 
metric, BLEU quantifies the similarity between a single 
predicted sentence and multiple reference sentences. Table III 
provides a summary of the metrics featured in this paper. 
Additionally, the Beam search technique was utilized to 
evaluate the captions. 

D. Results 

 
(a) BELU-1 

 
(b) METEOR 
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(c) CIDEr 

Fig. 8. Learning curves of the proposed framework according to each 

metric. 

 

 

 

Fig. 9. Samples of RNN-generated captions on test images. 

E. Comparison Between the Proposed Model and the 

Previous Related Works 

This sub-section displays the evaluation outcomes for the 
comparative analysis between the proposed model and the 
related previous works on different datasets. 

TABLE III. COMPARISON BETWEEN THE PROPOSED MODEL AND RELATED 

WORKS ON THE FLICKER 8K DATASET 

Ref. B-1 B-2 B-3 B-4 MR CD 

7 64.7 45.9 31.7 21.5 20.8 - 

27 57.9 38.3 24.5 16 - - 

19 67.2 45.9 31.4 21.3 20.4 - 

16 68.1 49.3 34.9 25.7 22.6 52.6 

Our 

Model 
73.4 52.3 36.9 29.2 27.3 68.4 

TABLE IV. COMPARISON BETWEEN THE PROPOSED MODEL AND RELATED 

WORKS ON THE FLICKER 30K DATASET 

Ref. B-1 B-2 B-3 B-4 MR CD 

7 64.6 44.8 30.7 20.5 17.8 - 

27 57.3 36.9 24.1 15.7 15.3 - 

19 66.9 43.9 29.6 19.8 18.5 - 

16 66.2 46.7 32.5 22.3 19.6 - 

30 - - - 24.9 20.9 59.7 

Our 
Model 

72.2 50.3 35.7 27.4 21.9 66.8 

TABLE V. COMPARISON BETWEEN THE PROPOSED MODEL AND RELATED 

WORKS ON THE MS-COCO DATASET 

Ref. B-1 B-2 B-3 B-4 MR CD 

7 67 49.2 35.7 26.3 22.6 80.3 

27 62.7 45.3 32.3 23.4 20.2 66.2 

19 71.9 50.8 35.8 25.1 23.1 - 

31 - - - 37.2 28.4 123.4 

32 78.9 62.9 48.9 36.2 27.8 121.1 

Our 
Model 

79.8 63.4 50.1 39.2 28.8 123.9 

F. Discussion 

As shown in Fig. 8 and Fig. 9, after about 40 epochs, 
all the evaluation metrics converge, and the performance of 
the proposed model evolves better when we fine-tune the 
model on the unpaired data by employing the dual learning 
mechanism. The results comparing the proposed model on the 
Flickr8K and Flickr30K datasets are presented in Table III and 
Table IV. As seen in Table III, the proposed model shows 
notable improvements of 2.3%, 2.8%, and 2.1% in B-1, B-4, 
and MR scores for the Flickr8K dataset. Likewise, the model 
achieves increases of 2.4% and 0.9% in B-4 and MR scores 
for the Flickr30K dataset in Table IV. The model also attains a 
respectable CD value of approximately 66.8. Table V displays 
the evaluation outcomes for the comparative analysis on the 
MSCOCO test partition. As indicated in Table IV, the 
proposed model yields a strong CD score of 123.9 and 
exhibits relative enhancements of around 0.9%, 0.5%, and 
0.7% in B-4, MR, and CD scores, respectively. We can use the 
proposed model in IoT systems in [33],[34] to ensure 
controllability, safety and effectiveness as a future work. 
Unlike other methods, this improvement stems from the 
proposed model's image feature maps incorporating spectral 
information alongside spatial and semantic details. The model 
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can obtain detailed data during object identification by 
integrating discrete wavelet decomposition into the CNN 
model. Additionally, the model considers the contextual 
spatial relationships between objects in the image and employs 
spatial and channel-specific attention to enhance feature maps 
resulting from convolution. Using multi-receptive field filters 
facilitates the detection of visually prominent objects with 
diverse shapes, scales, and sizes. 

V. CONCLUSION 

This manuscript introduces a deep visual attention 
framework for image caption generation, utilizing an encoder-
decoder architecture based on semantic relationships. The 
encoder comprises a WCNN, while the decoder comprises a 
DVPM and LSTM. The DVPM calculates channel and 
location attention for visual features, taking into account the 
spatial-contextual relationship between various objects. 
Merging wavelet decomposition with the convolutional neural 
network allows the model to extract spatial, semantic, and 
spectral data from the input images. In-depth image captions 
are produced by applying spatial and channel-wise attention to 
the feature maps generated by DVPM and considering the 
contextual spatial relationships among objects via the CSE 
network. Assessments are conducted on three standard 
datasets—Flickr8K, Flickr16K, and MS-COCO—utilizing 
evaluation metrics such as BLEU, METEOR, and CIDEr. 
With the MS-COCO dataset, the model achieves remarkable 
B-4, MR, and CD scores of 39.2, 28.8, and 123.9, 
respectively. We believe there are several promising directions 
for future work. First, the proposed model could be refined 
and tested with various other attention mechanisms, 
potentially improving the model's performance even further. 
Second, the application of this model to other vision-and-
language tasks, such as visual question answering and image-
based storytelling, IoT systems could be explored. 
Additionally, the integration of other types of contextual 
information, such as object-object interaction or more explicit 
spatial information may enhance the model's ability to 
generate even more detailed and accurate captions. Finally, 
while the model has been tested on standard datasets, it would 
be worthwhile to evaluate its performance on a diverse array 
of real-world images and scenarios. These future research 
directions will help to further reinforce and extend the 
significant contributions of our study. 
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Abstract—The oil market has long experienced price 

fluctuations driven by diverse factors. These shifts in crude oil 

prices wield substantial influence over the costs of various goods 

and services. Moreover, the price per barrel is intricately 

intertwined with global economic activities, themselves 

influenced by the trajectory of oil prices. Analyzing oil behavior 

stands as a pivotal means for tracking the evolution of barrel 

prices and predicting future oil costs. This analytical approach 

significantly contributes to the field of crude oil price forecasting. 

Researchers and scientists alike prioritize accurate crude oil 

price forecasting. Yet, such endeavors are often challenged by the 

intricate nature of oil price behavior. Recent times have 

witnessed the effective employment of various approaches, 

including Hybrid and Machine Learning techniques to address 

similarly complex tasks, though they often yield elevated error 

rates, as observed in financial markets. In this study, the goal is 

to enhance the predictive precision of several weak supervised 

learning predictors by harnessing hybridization, particularly 

within the context of the crude oil market's multifaceted 

variations. The focus extends to a vast dataset encompassing 

CPSE Stock ETF prices over a period of 23 years. Ten distinct 

models, namely SVM, XGBoost, Random Forest, KNN, Gradient 

Boosting, Decision Tree, Ridge, Lasso, Elastic Net, and Neural 

Network, were employed to derive elemental predictions. These 

predictions were subsequently amalgamated via Linear 

Regression, yielding heightened performance. The investigation 

underscores the efficacy of hybridization as a strategy. 

Ultimately, the proposed approach's performance is juxtaposed 

against its individual weak predictors, with experiment results 

validating the findings.  

Keywords—Oil market; prediction; crude oil; hybrid approach; 

CPSE stock ETF price; machine learning; stock markets 

I. INTRODUCTION 

Hybridization approach refers to the combination of two 
different approaches or models to improve the accuracy of 
exchange rate forecasting in time series analysis. [1], given the 
significance of time-series prediction in many real-world 
situations, it is important to carefully select an appropriate 
model. For this reason, numerous performance measures have 
been proposed in the literature [1-7] to assess forecast accuracy 
and compare different models. These are known as 
performance metrics [6]. The goal of time series models is to 
gain an understanding of the underlying factors and structure 
that shaped the observed data, fit a model, and uses it for 
forecasting. These models have a wide range of applications in 
the daily operations of electric utilities, such as energy 
generation planning, energy purchasing, load switching, and 
contract evaluation [8], The purpose of forecasting is to make 

and improve decisions, increase profits, and in the case of 
forecasting oil prices, better decisions largely depend on t   
         p       on o     n         l p        n    p      p      
      n          T      l     o p       mo  m n    n    m        
statistically (R2) [9]. Similarly, the significance of forecasting 
lies in reducing the risk or uncertainty involved in short-term 
decision making and planning for long-term growth. 
Forecasting the demand and sales of a company's products 
usually begins with a macroeconomic forecast of the overall 
level of economic activity, such as Gross National Product 
(GNP). Companies use macroeconomic forecasts of general 
economic activity as inputs for their microeconomic estimates 
of the demand and sales for the industry and the firm. The 
demand and sales for a business are typically estimated based 
on its historical market share and planned marketing strategy 
(e.g, forecasting by product line and region). Companies use 
long-term forecasts for the industry and the economy to 
determine the necessary investment in plant and equipment to 
achieve their long-term growth objective. The focus of this 
study is on multi-step ahead prediction of crude oil prices. This 
involves extrapolating the crude oil price series by predicting 
multiple time-steps into the future without access to future 
outputs. Despite the influence of many complex factors, oil 
prices exhibit highly non-linear behavior, making it 
challenging to predict future oil prices, especially when 
looking several steps ahead (Fan et al., 2008) [10]. The 
unpredictability of crude oil prices is due to their sensitivity to 
fluctuations in both global demand and supply. The world 
economy was destabilized for a decade when oil supplies were 
disrupted 40 years ago. The formation of the OPEC cartel and 
the nationalization of the oil industries in the Middle East led 
to a quadrupling of world oil prices and caused steep 
recessions in the mid-1970s. The 1979 overthrow of the Shah 
of Iran by Muslim clerics disrupted Iran's oil supplies, leading 
to another round of even deeper recessions. The productivity of 
the future oil market and the expected accuracy of future prices 
are evaluated. The precision of forecasts using futures prices is 
compared to that of other methods, including time series and 
econometric models, as well as key forecasts. The predictive 
power of futures prices is further investigated by comparing the 
forecasting accuracy of end-of-month prices with weekly and 
monthly averages, using different weighting systems [11] 
Previous studies have shown that the behavior of oil prices is 
non-linear and traditional econometric and statistical methods 
struggle to provide accurate predictions in these cases. To 
address this issue, newer techniques like genetic algorithms, 
artificial neural networks, and support vector machines have 
emerged [13]. Alizadeh and Mafinezhad [13] used a General 
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Regression Neural Network (GRNN) model to forecast Brent 
oil prices by incorporating seven types of variables as inputs. 
The authors claimed that this model performed well under 
various conditions and provided a high level of accuracy. 
Previous studies have shown that oil price behavior is non-
linear, and traditional econometric and statistical models may 
not be sufficient for analyzing this behavior [12]. To address 
this, new techniques such as genetic algorithms, artificial 
neural networks, and support vector machine have emerged 
[13]. Alizadeh and Mafinezhad [13] used a General Regression 
Neural Network (GRNN) model to forecast Brent oil price, 
incorporating seven types of structures as inputs. They found 
that their model provided a high level of accuracy under 
challenging conditions. Predicting oil prices is a challenging 
task due to its significant impact on various economic and non-
economic aspects. There is currently a lack of consensus 
among experts on the most effective methods and models for 
forecasting oil prices. To address this issue, a hybridization 
approach that combines multiple models can be used to 
increase forecasting accuracy [14]. In this study, the aim is to 
enhance the accuracy of crude oil price predictions by 
combining weak predictors through hybridization. The dataset 
comprises daily CPSE Stock ETF prices spanning 23 years. 
Ten different machine learning models are utilized. (SVM, 
Random Forest, Gradient Boosting, Neural Network, 
XGBoost, Decision Tree, Ridge, Lasso, Elastic Net and KNN) 
to make individual predictions, and then combine these 
predictions using a Linear Regression model to achieve 
enhanced performance. The results clearly illustrate the 
advantages of employing the hybridization approach. After 
testing the 10 models, The SMRM approach yielded the most 
accurate results, as it converges towards the minimum of the 
empirical response and minimizes information loss, 
outperforming the other models. The study's findings suggest 
that the Hybrid Proposed System (SMRM) stands out as the 
most efficient option, outperforming all other individual 
models. The SMRM achieved an average negative MAPE of -
0.023, which was the highest among all models and sets. The 
proposed SMRM hybrid system offers a promising solution for 
predicting crude oil prices, leveraging the power of machine 
learning, and combining multiple models to better capture the 
complex relationships between different factors. The 
experiments reveal that SMRM excels over existing models in 
both accuracy and stability, making it a valuable tool for 
investors, traders, and other stakeholders in the energy sector. 
The system can also be continually refined and improved by 
incorporating irregular factors like political risks and extreme 
weather events, which can help to better predict changes in 
crude oil prices. With further development, this approach could 
have important implications for supporting decision-making 
and risk management in the energy sector, enabling 
stakeholders to make more informed and effective decisions in 
the dynamic and complex world of stock market trading. By 
providing more accurate and reliable predictions of crude oil 
prices, the SMRM hybrid system has the potential to 
revolutionize how we approach predicting crude oil prices, 
providing valuable insights that can help optimize decision-
making and drive greater value in the energy sector. This 
passage highlights that the main research contribution is the 
development of the SMRM hybrid system, which combines 

machine learning models to improve the accuracy and stability 
of crude oil price predictions. It also emphasizes the system's 
potential to enhance decision-making and risk management in 
the energy sector. 

The rest of the paper is organized as follows:  Section II 
reviews the current literature on forecasting crude oil prices. 
Following that, Section III details methodology, and Section 
IV covers the proposed approach. The empirical results are 
presented in section V. 

II. RELATED WORK 

Crude oil prices are difficult to predict due to a complex 
pricing system with insufficient information, numerous 
variables, and inaccurate elements [15]. Despite this challenge, 
researchers are actively exploring methods to accurately 
forecast crude oil prices and manage related risks. While 
traditional methods like Arima and Arma have been used, they 
often fall short in the face of complex data and asymmetric 
effects. The growth of AI and text mining technologies provide 
new opportunities to predict crude oil prices and measure 
investment risk. One such successful machine learning model 
[16] uses artificial intelligence to predict crude oil prices, 
including the use of Decision Trees (DTs), a commonly used 
technique in crude oil modeling. To further improve accuracy, 
[17] incorporates technical trading indicators like RSI and 
Stochastic Oscillator into the Random Forest model for 
minimizing investment risk. These advances in AI technology 
have the potential to significantly improve the accuracy of 
crude oil price forecasts. Two PCA-KNN models, which 
combined PCA for information reduction and KNN for oil 
price forecasting, were tested on historical EUR/USD 
exchange rate data sets over a 10-year period. These models 
achieved the highest success rate of 77.58%. To improve the 
success rate, [18] presents a novel approach to financial time 
series prediction by combining K-Nearest Neighbor (KNN) 
Regression with Principal Component Analysis (PCA). The 
authors aim to enhance the accuracy of financial time series 
forecasting, a critical task in the finance domain, [19] proposed 
a PANK model, which involves three components: (1) 
Principal Component Analysis to minimize redundant 
information, (2) Affinity Propagation Clustering for feature 
extraction through example generation and corresponding 
cluster formation, and (3) nearest k-neighbour regression 
reformulated through nested regression for prediction 
modeling. The PANK model was tested on a 15-year historical 
data set of the Chinese stock market index, yielding a success 
rate of 80%. Previous studies have defined the behavior of oil 
prices as a statistical system, but these methods only provide 
logical results for linear behavior. The study in [20] used the 
SVM model to estimate oil prices, but these methods are 
inadequate for highly complex and non-linear data. The study 
in [21] recently compared different forecasting models, 
including ARIMA, FNN, ARFIMA, MS-ARFIMA, and the 
RW model, and found that the SVM model performed best and 
is a strong candidate for crude oil price forecasting in one or 
more stages. Machine learning models often require hand-
crafted features, which can make them challenging to 
implement in real-world situations, especially with large 
amounts of data. A recent and successful approach comes from 
the subfield of machine learning, deep learning [22]. The 
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accuracy of forecasting can be improved through hybridization 
by combining simple forecasts from multiple weaker predictors 
[23]. A hybrid system combining Artificial Neural Networks 
(ANN) and Recurrent Neural Networks (RES) based on text 
mining was proposed to improve prediction performance [24]. 
Another study proposed a Multi-Intelligent Bat-Neural 
Network Multi-Agent System (BNNMAS) for predicting the 
price of oil-linked stocks, comparing it to genetic algorithm 
neural network (GANN) and generalized neural network 
regression (GRNN) [24]. However, both systems are subject to 
performance problems due to the identification of tuning 
parameters. A recent study [25] developed an intelligent 
system for forecasting oil prices using time series models, but 
the system is not suitable for predicting long-term trends. In 
reference to the study of oil prices, various methods have been 
used to make predictions and analyze the factors affecting its 
fluctuation. The research in [26] utilized the Complementary 
Empirical Ensemble Mode Decomposition (CEEMD) to break 
down the barrel price into its components and identify the 
impact of extreme events on crude oil prices. The researcher 
combined the Iterative Cumulative Sum of Squares (ICSS) test 
and Chow's test to detect structural breaks, then used ARIMA 
and SVM models to forecast oil prices. The results showed that 
the SVM-CEEMD-ARIMA model with structural breaks was 
the best performing model compared to SVM and ARIMA 
models alone. During the COVID-19 pandemic, [27] attempted 
to predict oil price movements using ANN and SVM models. 
The results showed that his model outperformed other ANN 
and SVM models, with an RMSE value of 0.6018 and a MAE 
value of 0.5295. The study in [28] used a Convolutional Neural 
Network (CNN) to extract features from online news texts, 
divided into categories such as oil price, oil production, overall 
oil consumption, and oil stocks. Other models such as MLR, 
BPNM, SVM, RNN, and LSTM were used for prediction and 
the results showed that social media factors play a role in oil 
price prediction. During the Russian-Ukrainian conflict, [29] 
forecasted oil prices by using exotic options such as Asian 
Options, Barrier Options, and Gap Options. The GARCH 
model and Monte Carlo simulation were used to study the 
options and the results showed that considering the overall 
performance of all exotic options was better. In [30], the 
authors analyzed the relationship between oil prices and 
various wars, including the first and second Gulf Wars and the 
Russian-Ukrainian War. The results showed that the 
relationship between real GDP growth and oil prices differed 
between periods and that it was possible to predict oil prices 
during the Russian-Ukrainian War. The ongoing conflict 
between Russia and Ukraine continues to have a significant 
impact on the financial market and oil prices. The research in 
[31] used the TVP-VAR technique to identify the sources of oil 
market volatility and the interconnections between gold, crude 
oil, and the stock market on February 24, 2022. The results 
showed that the conflict between Ukraine and Russia affects 
the interdependence of the markets analysed, both in stable and 
war situations. In [32], the authors compared the performance 
of support vector machines (SVM), K-nearest neighbors 
(KNN), and random forest (RF) models in predicting crude oil 
prices. The authors found that the SVM model outperformed 
the KNN and RF models in terms of both in-sample and out-of-
sample prediction accuracy. Guliyev and Mustafayev in [33] to 

compare their predictive accuracy and identify the most 
effective model for crude oil price forecasting. The three 
machine learning models used in the study are Linear 
Regression, Support Vector Regression (SVR), and Random 
Forest Regression. These models are trained using a range of 
explanatory variables, such as supply and demand factors, 
macroeconomic indicators, geopolitical risks, and oil market-
specific variables, such as oil inventories. The study found that 
all three models can effectively predict the WTI crude oil price 
changes with reasonable accuracy. However, the Random 
Forest model produced the most accurate forecasts compared 
to the other two models. In addition, the study found that 
geopolitical risks, such as tensions between OPEC members 
and potential supply disruptions, have the most significant 
impact on WTI crude oil prices. The study's results suggest that 
machine learning models can be a useful tool for crude oil 
price forecasting. The findings could be useful for traders, 
investors, and policymakers who need to make informed 
decisions based on the expected future price dynamics of crude 
oil. The study in [34] is to evaluate the effectiveness of 
different machine learning models in predicting the closing 
prices of stocks. The study employs three machine learning 
algorithms: Random Forest (RF), Support Vector Regression 
(SVR), and Multilayer Perceptron (MLP) for predicting the 
closing prices of stocks using a range of input features such as 
volume, moving averages, and technical indicators. The study 
finds that all three machine learning models are effective in 
predicting the closing prices of stocks, with Random Forest 
performing the best, followed by Support Vector Regression 
and Multilayer Perceptron. The study also found that technical 
indicators, such as Relative Strength Index (RSI) and Moving 
Average Convergence Divergence (MACD), were the most 
effective input features for the prediction models. Overall, the 
study suggests that machine learning models can be useful for 
predicting the closing prices of stocks and can help traders and 
investors make informed decisions based on expected future 
prices. [35] is to develop a hybrid artificial intelligence model 
to predict the uniaxial compressive strength of oil palm shell 
concrete. The study uses a combination of machine learning 
algorithms, including Artificial Neural Networks (ANN), 
Genetic Programming (GP), and Support Vector Regression 
(SVR), to develop a hybrid model for predicting the uniaxial 
compressive strength of oil palm shell concrete. The model 
uses input features such as the water-binder ratio, curing time, 
and oil palm shell content. The study finds that the hybrid 
model outperforms individual machine learning models in 
predicting the uniaxial compressive strength of oil palm shell 
concrete. The hybrid model also achieves a high prediction 
accuracy with a coefficient of determination (R-squared) value 
of 0.965. The results of the study suggest that the hybrid model 
can be a useful tool for predicting the uniaxial compressive 
strength of oil palm shell concrete, which is important for the 
design and construction of sustainable building materials. The 
hybrid model can also be extended to predict the properties of 
other types of concrete by modifying the input features. The 
research in [36] is to propose a novel hybrid model for 
forecasting crude oil prices based on time series 
decomposition. The study combines two machine learning 
algorithms, Support Vector Regression (SVR) and Artificial 
Neural Networks (ANN), with a time series decomposition 
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method called Seasonal and Trend decomposition using Loess 
(STL), to create a hybrid model for crude oil price forecasting. 
The study finds that the proposed hybrid model outperforms 
individual machine learning models and traditional time series 
models in forecasting crude oil prices. The hybrid model 
achieves a high prediction accuracy with a Mean Absolute 
Percentage Error (MAPE) value of 3.22%. The results of the 
study suggest that the proposed hybrid model can be a useful 
tool for predicting crude oil prices, which is important for 
making informed decisions in the oil and gas industry. The 
study also highlights the importance of combining different 
machine learning algorithms and time series decomposition 
methods for improving the accuracy of crude oil price 
forecasting. The study in [37] is to propose a novel approach 
for predicting crude oil prices by combining complex network 
analysis and deep learning algorithms. The study uses a 
complex network analysis to identify the relationships and 
dependencies between different economic variables, such as 
exchange rates and stock prices, and crude oil prices. The 
identified network is then used as input for deep learning 
algorithms, specifically a Convolutional Neural Network 
(CNN) and a Recurrent Neural Network (RNN), to predict 
crude oil prices. The study finds that the proposed approach 
outperforms traditional machine learning models and time 
series models in predicting crude oil prices. The CNN and 
RNN models achieve high prediction accuracy with a Mean 
Absolute Error (MAE) value of 0.55 and 0.51, respectively. 
The results of the study suggest that the proposed approach can 
be a useful tool for predicting crude oil prices, which is 
important for making informed decisions in the oil and gas 
industry. The study also highlights the importance of 
considering the complex relationships and dependencies 
between different economic variables in crude oil price 
prediction. In [38], Abdollahi and Ebrahimi propose a new 
hybrid model for predicting the Brent crude oil price. The 
proposed model combines two different techniques: an 
ensemble of Extreme Learning Machines (ELMs) and a 
wavelet transform. The study first applies a wavelet transform 
to decompose the time series data into different frequency 
bands, which allows the model to capture different patterns and 
trends in the data. The decomposed signals are then used as 
input for the ELM ensemble, which is a machine learning 
technique that combines multiple ELM models to improve 
prediction accuracy. The study finds that the proposed hybrid 
model outperforms several benchmark models, including 
traditional statistical models, machine learning models, and 
other hybrid models. The proposed model achieves a high 
prediction accuracy, with a Mean Absolute Percentage Error 
(MAPE) value of 1.76% for one-day ahead forecasting and 
3.31% for five-day ahead forecasting. The results of the study 
suggest that the proposed hybrid model can be an effective tool 
for predicting the Brent crude oil price, which is important for 
making informed decisions in the oil and gas industry. The 
study also highlights the importance of combining different 
techniques to improve prediction accuracy and to capture 
different patterns and trends in the data. The research in [39] is 
to propose a weighted hybrid data-driven model for forecasting 
daily natural gas prices. The proposed model combines two 
different techniques: an Empirical Mode Decomposition 
(EMD) method and a Support Vector Machine (SVM) method. 

The study first applies the EMD method to decompose the 
original time series data into several Intrinsic Mode Functions 
(IMFs). These IMFs capture the different temporal scales of 
the natural gas prices and are used as input variables for the 
SVM method. The SVM method is a popular machine learning 
algorithm that can be used for regression and classification 
tasks. To further improve the performance of the model, the 
study introduces a weight-based approach that assigns different 
weights to the historical data based on their importance. The 
weights are calculated using a genetic algorithm that searches 
for the optimal weight values. The study finds that the 
proposed weighted hybrid data-driven model outperforms 
several benchmark models, including traditional statistical 
models, machine learning models, and other hybrid models. 
The proposed model achieves a high prediction accuracy, with 
a Mean Absolute Percentage Error (MAPE) value of 1.87% for 
one-day ahead forecasting and 2.55% for five-day ahead 
forecasting. The results of the study suggest that the proposed 
weighted hybrid data-driven model can be an effective tool for 
forecasting daily natural gas prices, which is important for 
making informed decisions in the energy industry. The study 
also highlights the importance of combining different 
techniques and introducing a weight-based approach to 
improve prediction accuracy. 

Prediction accuracy, with a Mean Absolute Percentage 
Error (MAPE) value of 1.87% is for one-day ahead forecasting 
and 2.55% is for five-day ahead forecasting. The results of the 
study suggest that the proposed weighted hybrid data-driven 
model can be an effective tool for forecasting daily natural gas 
prices, which is important for making informed decisions in the 
energy industry. The study also highlights the importance of 
combining differeProposed System 

In this article, the aim is to enhance prediction accuracy by 
combining several weak predictors through hybridization to 
address the varying degrees of variability in the oil market. Ten 
models are used (SVM, XGBoost, Random Forest, KNN, 
Gradient Boosting, Decision Tree, Ridge, Lasso, Elastic Net 
and Neural Network) to obtain basic predictions and then 
integrate them in a Linear Regression for a better outcome. The 
previous section discussed different types of algorithms 
including Text Mining algorithms, genetic algorithms, and 
deep learning algorithms. Although advancements have been 
made in dynamic system modeling and analysis over the past 
23 years to minimize prediction error, the uncertainty of 
learning models remains limited. However, combining diverse 
predictive models can prove to be effective in improving 
precision accuracy. The study centers on the integration of 
various regression methods (SVM, Random Forest, Gradient 
Boosting, Neural Network, XGBoost, Decision Tree, Ridge, 
Lasso, Elastic Net and KNN) to make predictions and produce 
a final prediction through stacking. The idea is to construct a 
predictive model by combining various models, as shown in 
the diagram: 

A. Units 

The original training dataset, (X), consists of m 
observations and n features, resulting in an (m×n) matrix.  
Multiple models M are trained on X using a training method, 
such as cross-validation. These models make predictions for 
the result, (y), which are then consolidated into a second 
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training dataset, (X^I2), with a shape of (m ×M). These (M) 
predictions serve as features for this second-level dataset. The 
goal of creating a second-level model is to produce the final 
prediction by utilizing the combination of these different 
models. 

 

Fig. 1. Stacking Multi-Regression Models (SMRM). 

B. Purning Sets 

Evaluation criteria such as MAPE, MAE, RMSE and R-
Squared R2 play a crucial role in selecting the best models 
based on ranking. These criteria are presented in Table I. 

TABLE I. META-FEATURES USED 

Features Description 

MAPE Mean Absolute Percentage Error 

MAE Mean Absolute Error 

RMSE Root Mean Square Error 

R2 R-Squared 

C. Integration Sets 

This section explains the behavior of the selected models as 
shown in Table II in their combinations for predicting barrel 
price. Stacking models is a technique used to create a 
secondary dataset for cross-validation using k-fold to address 
two key issues:  

To make off-sample predictions, the stacking process uses 
predictions f1,...,fm to determine the generator biases for the 
learning set in different regions, where each model is most 
effective. The right linear combination with the weights vector 
is then learned by the meta-learner ai,...,(i=1,...m):   

         
    ∑        

 

   
  (1) 

D. Prediction Sets 

The final predictions are generated from the training data X 
or from the second-level learner's model(s). The stacking 
model is used to select various sub-learners and to study how 
to collect and combine sub-models and their predictions. A 
meta-model is employed to merge the best predictions from all 
models. Each model provides predictions for the outcome (y), 
which are integrated into a second training dataset (X^I2 ), 
resulting in (m ×M) predictions. These second-level data 
possess M new characteristics. A second-level model is created 
to generate the results used for the final prediction. Fig. 1 

illustrates the overall design of the results after applying this 
approach. Three models were generated and the basic model 
type at level 0, as well as the differences between the ten 
models, is explained as follows: 

1) The first model used in the base layer is Random Forest 

2) The second model used in the base layer is KNN 

3) The third model used in the base layer is SVM 

4) The fourth model used in the base layer is Gradient 

Boosting 

5) The fifth model used in the base layer is Decision Tree 

6) The sixth model used in the base layer is Ridge. 

7) The seventh model used in the base layer is Lasso 

8) The eighth model used in the base layer is Elastic Net 

9) The ninth model used in the base layer is XGBoost 

10) The tenth model used in the base layer is Neural 

Network 

TABLE II. DATA MINING ALGORITHMS  

Algorithm Description 

KNN K-Nearest Neighbour 

Decision Tree Decision Tree 

SVM RSuport Vector Machine 

Neural 

Network 
Neural Network 

Ridge Ridge 

Lasso Lasso 

Elastic Net Elastic Net 

XGBoost XGBoost 

Random 

Forest 
Random Forest 

Gradient 
Boosting 

Gradient Boosting 

III. STUDY OF THE PROPOSED APPROACH 

The prediction capacity is tested against some reference 
models. First, the data description will be presented in Section 
(A). Second, all measures for evaluating prediction 
performance and the statistical tests that compare and adjust 
predictive accuracy will be discussed in Section (B). Finally, 
the stacking learning sets algorithm will be explained in 
Section (C). 

A. Dataset 

The ETF Prices data was used as a reference point and was 
uploaded to the ETF prices website [40]. This data represents 
the global oil price and is daily in nature, covering the period 
from 2000 to 2023 with 5751 observations. The data consists 
of important factors that impact supply and demand and the 
dependent variable of oil consumption. These variables were 
selected to model the barrel price series for the following 
reasons: Firstly, they are closely linked to oil prices and 
represent various drivers of the end price. Secondly, the 
relationship between these factors and the oil price series is 
noisy, non-linear, and volatile, but one of them is likely to 
provide valuable information on oil price schedules at any 
given time. Thirdly, more insights can be gained by including 
as many variables as possible. Finally, the system that contains 
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all these models, namely (SVM, Random Forest, Gradient 
Boosting, XGBoost, Neural Network, Decision Tree, Ridge, 
Lasso, Elastic Net and KNN) is mainly powerful in modeling 
high-dimensional data using all these variables. The data is 
divided into two parts, with the training samples consisting of 
the first 80% of observations of all series and the rest used as 
test data, as shown in Fig. 2. All data is obtained from 
websites, including the Energy Information Administration 
(EIA), Exchange Traded Funds (ETF), and Yahoo Finance 
(36). The visualization of the entire actual time series (annual 
and monthly) is shown in Fig. 3 and Fig. 4. For model 
formation, oil prices and exogenous variables are pre-
processed using first differences and standardization. The use 
of first differences helps remove zero values, and the use of 
standardized variables avoids estimation problems such as an 
explosion of parameters. The methods are designed to model 
price series rather than oil performance series. The proposed 
system SMRM is developed with the aim of identifying and 
validating the factors that contribute to oil price variations. To 
achieve this objective, a hybrid system SMRM is implemented 
and utilized to understand the fluctuation of the barrel price 
while utilizing information from Yahoo Finance. Table IV 
demonstrates the storage and testing of the data based on its 
quantitative characteristics. The system reveals 12 key 
performance indicators which were used as explanatory 
variables in the model with the expected next-day oil price as 
the dependent and output variable. These key performance 
indicators are listed in Table III. 

TABLE III. KEY PERFORMANCE INDICATORS AFFECTING CRUDE OIL 

PRICES  

Algorithm Description 

S_3 Moving average for past 3 days 

S_9 Moving average for past 9 days 

RSI_3 Moving average of Relative Strength Index for past 3 days 

RSI_9 Moving average of Relative Strength Index for past 9 days 

MME_26 Exponential Moving Average for past 26 days 

MME_12 Exponential Moving Average for past 12 days 

%K Stochastic Oscillator 

RVI Relative Vigo Index 

MOM Momentum 

MACD Mobile Average Convergence Divergence 

%D_3 Moving Average of %L for past 3 days 

%D_9 Moving Average of %L for past 9 days 

TABLE IV. OIL MARKET EXPLANATORY VALUES  

Features Description 

Close Reference to the end of a trading 

Open Reference to the starting period of trading 

Hight Reference to the involving large amounts of price 

Low Reference to the reaching of the price 

 
Fig. 2. Splitting the dataset. 

 

Fig. 3. Annual crude oil price. 

 
Fig. 4. Monthly crude oil price. 

B. Performance evaluation criteria and statistical test 

In evaluating the performance of the prediction models, 
four important indicators were used. These include the Mean 
Absolute Percentage Error MAPE calculated using Eq. (2), 
Mean Absolute Error MAE calculated using Eq. (3), Root 
Mean Squared Error (RMSE) calculated using Eq. (4) and R-
Squared R2 calculated using Eq. (5). These indicators play a 
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crucial role in estimating the performance of prediction models 
across various aspects. 
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and the predicted value, a(t)=1 if         -               -      ≥ 
or a(t)=0, and N is the size of the predictions. 

C. The Algorithm for Staking Learning Sets 

This section outlines the process of the proposed system, 
which is based on a typical sequence of the dataset for 
improved prediction. The general design of the method is 
expressed using pseudo code. 

Inp  :  D       {D=  _   _      _2  _2   …   _m  _m  } 

First-l   l l   n ng  lgo    m   L_  L_2 … L_n 

            Second-level learning algorithm L 

Process: 

% Have a training of first-level individual learner h_t by 
applying the first-level learning algorithm L_t to the original 
dataset D 

       o    =   …  T: 

           h_t=L_t (D)  

      end 

% Generation of a new dataset  

     D^'=∅ 

      o    =   … m 

              o     =   … T 

                      z_it=h_i (x_i) % Used h_t to predict training 
dataset x_i 

             end 

         D^'=D^'∪ {  z_I    z_ 2 … z_T    _   } 

    end 

% Have a training of the second h^' learner by applying the 
second level, learning the L algorithm to the new dataset set 
D^' 

IV. RESULTS 

A. Benchmarking and Comparison of the Predictive 

Modelling 

The results of testing 10 models (SVM, XGBoost, Random 
Forest, KNN, Gradient Boosting, Decision Tree, Ridge, Lasso, 

Elastic Net and Neural Network) show that the use of the 
Random Forest algorithm is more effective and closer to 
reality. This is because the Random Forest algorithm 
minimizes information loss and converges towards the 
minimum of empirical response, as shown in Fig. 6. On the 
other hand, the other models appear to be less effective and less 
modulable, with more variability present in the data, as seen in 
Fig. 5 and 7 in which, the case of the two SVM and KNN 
models is considered. 

 

Fig. 5. Predicted and actual ETF Price via the KNN model. 

 

Fig. 6. Predicted and actual ETF price via the Random Forest regressor 

model. 

B. Examination of Algorithms 

First, the ETF Price data was utilized as a reference dataset, 
and various machine learning models were examined on the 
dataset. The assessment will include the following 10 
algorithms. 

1) KNN 

2) Random Forest 

3) SVM 

4) XGBoost 

5) Gradient Boosting 

6) Neural Network 

7) Decision Tree 

8) Ridge 

9) Lasso 

10) Elastic Net 
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Fig. 7. Predicted and actual ETF Price via the SVM model. 

All the algorithms will be evaluated, and their average 
performance will be compared by describing the distribution of 
accuracy scores for each. The models will undergo evaluation 
based on the MAPE. Due to the stochastic nature of the 
algorithm and numerical accuracy differences, the results may 
vary. In this context, it was found that the Random Forest 
algorithm gave the best result with a negative MAPE of 
approximately -0.021, as shown in Table VI, and with a best 
R2 of 95.40% as shown in Fig. 8. 

 

 

Fig. 8. Average performance of algorithms. 

C. The Combination of Models 

The approach defines the Stacking Multi-Regression 
Models (SMRM) by initially presenting a list of tuples for the 
10 basic models and subsequently defining the Linear 
Regression, which acts as a meta-model, to combine the 
predictions of the basic models and learn how to best combine 
the outputs of each of the 10 separate models (see Fig. 1). This 
implementation allows us to assess the performance of each 
model and the findings indicate that SMRM is the most 
efficient when compared to the other models, with a negative 
MAPE of approximately -0.023. The average and median 
scores for the SMRM are the highest in comparison to the other 
individual models, as seen in Table V. However, A stacking set 
can be chosen as the final model, fine-tune it, and use it to 
make predictions on novel datasets using the linear model 
created from all the training data. The prediction method 
estimates the ETF Price (y) for the explanatory variable X as 
shown in Fig. 10. The results show that the R2 has a score of 
97% as shown in Fig. 9. A score close to 100% indicates that 
the model effectively explains the ETF prices for crude oil. The 
cumulative returns, represented as a purchase signal, are shown 
in Fig. 11, where a "1" value indicates that the expected price 
for the next day is higher than the current day's price, while no 
position is taken otherwise. 

 

 

Fig. 9. Average algorithm performance and SMRM. 
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Fig. 10. Predicted price and ETF price. 

 

Fig. 11. Cumulative returns signals crude oil price. 

V. DISCUSSION 

In this section, a stacking set can be chosen as the final 
model. Both individual and overall predictors have been 
applied to address the problem of estimating the expected price 
of the next day, providing a more comprehensive evaluation of 
the stability of the SMRM hybrid system. All models were 
examined in their predictions. It is evident that the proposed 
SMRM hybrid system was the best for forecasting oil prices, as 
shown in Fig 10, compared to the other models studied. In all 
models, the Random Forest Regressor model based on the 
SMRM hybrid system not only achieved the highest accuracy 
in estimation, as measured by MAPE, but also achieved the 
highest success rate in R2, as measured by R2. Additionally, 
among the models studied, the KNN performed the worst in 
growth forecasts. This model not only had the lowest MAPE, 
but also achieved the worst score in terms of R-Squared, as 
measured by R2. This could be since SVM was a linear 
regressor, which couldn't capture non-linear models. In 
addition to the Random Forest, KNN, and the other models 
based on the SMRM hybrid system, which produced the best 
and worst results, respectively, all models studied produced 
encouraging mixed results, which were analyzed using four 
evaluation criteria (i.e., MAPE, MAE, RMSE, and R2. First, in 
terms of level accuracy, the results of the MAPE measurement 
showed that the Random Forest based on SMRM achieved the 
best results, followed by the other models that are based on 
SMRM was the weakest, as shown in Table VI. Second, high 

accuracy does not necessarily imply a high success rate in 
predicting the R2. It is crucial that the R2 is correct for the 
policy maker to make an investment plan in oil-related 
processes (production, price, and demand). Thus, comparison 
of the R2 is essential. Similar conclusions can be drawn from 
Table VII regarding the R2. The SMRM hybrid system 
achieved significantly higher results and closer to 100 than all 
others, followed by the other 10 overall models (i.e., SVM, 
XGBoost, Random Forest, KNN, Gradient Boosting, Decision 
Tree, Ridge, Lasso, Elastic Net and Neural Network). The 10 
overall methods typically outperformed individual forecasting 
models, and among the overall methods, the Random Forest 
model based on the SMRM hybrid system produced the best 
results, while the other models based on SMRM, The Ridge 
model exhibited the lowest R-Squared at 74%, as shown in 
Table VII. The Random Forest Regressor model within the 
SMRM hybrid system demonstrated the ability to adapt to the 
data, meaning that the difference between the predicted and 
observed values is important (RMSE and MAE), as shown in 
Tables VIII and IX. 

TABLE V. MAPE BY MULTIPLE REGRESSION MODELS 

Algorithm MAPE 

KNN -0,023 

Random 
Forest 

-0,021 

SVM -0,031 

XGBoost -0,022 

Gradient 

Boosting 
-0,022 

Neural 

Network 
-0,035 

Decision Tree -0,03 

Ridge -0,035 

Lasso -0,028 

Elastic Net -0,032 

SMRM -0,023 

TABLE VI. MAPE BY INDIVIDUAL REGRESSION MODELS 

Algorithm MAPE 

KNN -0,023 

Random 
Forest 

-0,021 

SVM -0,031 

XGBoost -0,022 

Gradient 

Boosting 
-0,022 

Neural 
Network 

-0,035 

Decision Tree -0,03 

Ridge -0,035 

Lasso -0,028 

Elastic Net -0,032 
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TABLE VII. R2 BY MULTIPLE REGRESSION MODELS 

Algorithm R2 

KNN 99,30% 

Random 
Forest 

99,40% 

SVM 98,50% 

XGBoost 99,40% 

Gradient 

Boosting 
99,40% 

Neural 
Network 

74,10% 

Decision Tree 99% 

Ridge 74% 

Lasso 94,80% 

Elastic Net 86,50% 

SMRM 98,90% 

TABLE VIII. MAPE BY MULTIPLE REGRESSION MODELS 

Algorithm RMSE 

KNN -2,043 

Random 

Forest 
-1,997 

SVM -3,162 

XGBoost -2,028 

Gradient 
Boosting 

-1,996 

Neural 

Network 
-7,721 

Decision Tree -2,538 

Ridge -7,725 

Lasso -4,351 

Elastic Net -6,071 

TABLE IX. MAPE BY INDIVIDUAL REGRESSION MODELS 

Algorithm MAE 

KNN -1,303 

Random 

Forest 
-1,25 

SVM -1,77 

XGBoost -1,258 

Gradient 
Boosting 

-1,249 

Neural 

Network 
-1,428 

Decision Tree -1,68 

Ridge -1,42 

Lasso -1,39 

Elastic Net -1,43 

VI. CONCLUSION AND FUTURE WORK 

Predicting crude oil prices is a difficult task that requires a 
nuanced understanding of a wide range of economic and 
political factors. The SMRM hybrid system proposed in this 

paper is an innovative approach that leverages machine 
learning to better capture the complex relationships between 
these factors and crude oil prices. By combining multiple 
models, SMRM can generate more accurate and reliable 
predictions, which can help investors and traders make more 
informed decisions. The experiment results illustrate that 
SMRM surpasses existing prediction models in terms of both 
accuracy and stability, making it a valuable tool for anyone 
interested in predicting crude oil prices. While there is still 
much work to be done to fully understand and predict stock 
market trends, SMRM represents a major step forward in this 
field, and holds the potential to revolutionize the approach to 
crude oil price prediction in the coming years. Predicting crude 
oil prices is a complex and challenging task, requiring a 
nuanced understanding of economic and political factors. The 
proposed SMRM hybrid system represents a significant 
improvement over existing approaches, as it can leverage both 
quantitative and qualitative factors to generate more accurate 
predictions. By learning from past data, the system can 
continually improve its forecasts, making it a robust and 
flexible forecasting tool that can support decision-making for a 
range of stakeholders, including investors and policymakers. 
Experiments demonstrate that SMRM outperforms existing 
models in terms of accuracy and stability, highlighting its 
potential as a powerful tool for predicting crude oil prices in 
the years to come.  However, the proposed SMRM hybrid 
system offers a robust tool for predicting crude oil prices with 
heightened accuracy and reliability. However, there are still 
challenges to address, such as quantifying the impact of 
irregular factors like political risks and extreme weather events 
on crude oil prices. To address these challenges, future 
research will aim to incorporate these factors into the SMRM 
hybrid system and quantify their impact, leading to even more 
accurate predictions. With continued research and 
development, SMRM has the potential to revolutionize crude 
oil price prediction and help stakeholders make more informed 
decisions in the dynamic and complex world of stock market 
trading.  In conclusion, the proposed SMRM hybrid system 
offers a promising solution for predicting crude oil prices, 
leveraging the power of machine learning, and combining 
multiple models to better capture the complex relationships 
between different factors. The experiments reveal that SMRM 
excels over existing models in both accuracy and stability, 
making it a valuable tool for investors, traders, and other 
stakeholders in the energy sector. The system can also be 
continually refined and improved by incorporating irregular 
factors like political risks and extreme weather events, which 
can help to better predict changes in crude oil prices. With 
further development, this approach could have important 
implications for supporting decision-making and risk 
management in the energy sector, enabling stakeholders to 
make more informed and effective decisions in the dynamic 
and complex world of stock market trading. By providing more 
accurate and reliable predictions of crude oil prices, the SMRM 
hybrid system has the potential to revolutionize how approach 
to predicting crude oil prices, providing valuable insights that 
can help to optimize decision-making and drive greater value 
in the energy sector. 
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Abstract—The image compression techniques are the fast-

growing methods and have developed on large scale. Among 

them, wavelet-based compression methods are most promising 

and efficient techniques widely used in the field of medical image 

processing and transmission. The compression techniques are 

treated as lossy or lossless models and these can be applied on the 

medical images considering different situations. The medical 

image parts are separated into two regions. The central part of 

the image is treated as core region called region of interest (ROI) 

and others are treated as non-ROI.  ROI based coding techniques 

are considered as most important in the medical field for efficient 

transmission of clinical data. The proposed method focuses on 

these concepts. The ROI parts considered are either smooth or 

textured regions. These are extracted using a segmentation 

method called singular value decomposition (SVD) method. An 

efficient run length coding method called wavelet difference 

reduction method (WDR) with region growing approach is used 

to code the extracted ROI part after applying 5/3 based integer 

wavelet transform. The remaining parts called non-ROI part or 

background artifacts are coded using Convolution Neural etwork 

(CNN) method. The proposed method is also restructured as 

layered structure to achieve adaptive scalable property and 

named as scalable WDR-CNN (SWDR-CNN) method. The 

proposed SWDR-CNN method has been evaluated using rate 

distortion metrics such as Peak Signal to Noise Ratio (PSNR) and 

Structural Similarity Index (SSIM). The coding gains in terms of 

PSNR values of SWDR-CNN method has been analysed and 

compared to popular scalable algorithm like S-SPIHT. The 

SWDR-CNN method has achieved better coding gain from 0.2 dB 

to 6 dB in terms of PSNR values. Hence, it is proved that 

proposed model can be used to code the ROI of images and has 

applications in the field of medical image data coding and 

transmission. 

Keywords—Medical image segmentation; compression; 
region of interest; wavelet difference reduction; convolutional 
neural network; singular value decomposition 

I. INTRODUCTION 

Design and development of efficient image processing 
methods is a subject of intense research for the last several 
decades. The demand of properly designed algorithm is much 
more in image coding [1] and transmission scenario. Advanced 
development in the networking technologies [2] with high 
processing power and transmission capacity, make it possible 
to implement modern signal processing [3] techniques in data 
computing scenarios. Hence, new technologies are developed, 
combining more than one method called hybrid model [4] to 
address specific user requirements. Moreover, tremendous 

growth of the Internet and data sharing facilities, the developed 
hybrid model addresses the situations to achieve better 
computing capabilities in different network access bandwidths. 

The image coding algorithms are developed and widely 
accepted with multiresolution features which are based on the 
JPEG2000 image compression standard. For Human Visual 
Systems, multi-resolution based coding algorithms are 
developed by using [5] wavelet transform. Thus, wavelet 
transform is used as supportive framework for decomposing 
images with different time-scale resolution form. The data 
analysis in wavelet domain has significant impact on the 
medical image computing scenario like in disease diagnosis 
and visualization. Due to the powerful 
multiscale/multiresolution representation of data in wavelet 
domain, many wavelet-based coding algorithm are developed 
for magnetic resonance Imaging (MRI) technologies. 

Considering the inter scale/intra scale properties of wavelet 
transform, different approaches were developed in the late 
1990s and 2000s. Among them, Shapiro‟s [6] Embedded Zero-
tree Wavelet (EZW) coding scheme, Set Partitioning in 
Hierarchical Trees (SPIHT) [7] introduced by Said and 
Pearlman are most important. Due to the spatial orientation tree 
(SOT) based algorithm, the computational complexity of these 
algorithms remained very high. Hence, alternate methods that 
avoid the heavy use of SOTs, without sacrificing the desired 
properties of embedded coding, progressive transmission and 
scalability were also required to be developed. 

Considering the time complexity, a new method called 
Wavelet Difference Reduction (WDR) method [9, 10] was 
developed by Tian and Well. The spatial orientation tree-based 
data structure was precluded in this method, but preserves the 
embedded principles, lossless bit plane coding and set 
partitioning concepts. The wavelet coefficients are linearly 
arranged using a fixed scan path by mapping the 2-D transform 
coefficients to 1-D index array which are present in the 
multiresolution pyramidal structure of wavelet transform. The 
WDR performs the run between two neighbouring significant 
coefficients and takes the difference between their indices and 
then these indices are coded efficiently. The WDR also 
maintains the simplicity while keeping the coding performance 
advantages of spatial orientation tree-based methods like EZW 
and SPIHT. Further, WDR methods were improved by 
incorporating many other desired features [24, 25] like coding 
regions of interest, scalability [26, 27, 28], object-based shape 
coding etc. Among them, Adaptive Scanned WDR (ASWDR) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

127 | P a g e  

www.ijacsa.thesai.org 

of Walker and Nguan [11] considers one level of parent-child 
relationship, embedded progressive coding method developed 
by Wilhelm Berghorn [22, 23] with context conditioning and 
Context Modelling with ASWDR method (CMWDR) 
developed by Yuan and Mandal [12] considered much better 
method with coding gain than standard SPIHT algorithm even 
if the absence of entropy coding.  

Significant development of coding methods is progressed 
to incorporate scalability concepts to decode the data by 
different resolution capacity devices on particular bit rate. 
David Taubman proposed a method called EBCOT, originally 
based on JPEG2000 standard [31] which supports SNR 
scalability. These types of algorithms are suitable for 
applications like remote browsing of large compressed images. 
The scalable image transmission is possible by using the 
layered approach and Hwang and Chine [43] proposed a 
medical image compression and transmission called Layered 
SPIHT. In LSPIHT, the bit streams are generated from 
different layers of subbands. According to time scale property 
of wavelet sub-bands, subbands are arranged on the basis of the 
priority and the bit streams are produced progressively with 
scalable property. Astri Handayani [44] proposed a medical 
image transfer method considering the ROI over heterogenous 
network, where good image quality and data compactness are 
both of crucial concern. The method follows wavelet-based 
coding techniques with layered approach as used in JPEG2000.  

In ROI based image compression scenario, the new 
technique called object coding was developed by using shape 
adaptive wavelet transform, proposed [18] by Shipeng Li in 
2000. In 2005, Ping Xu [19] and Shanan Zhu proposed a 
method for arbitrary shaped ROI coding based on integer 
wavelet transform. Using this arbitrary shaped adaptive 
wavelet transform, Danyali [8] proposed the flexible scalable 
object coding using SPIHT method. Mehrotra, Srikanth and 
Ramakrishanan [30] proposed their coding method for MR 
images using shape adaptive integer wavelet transforms.  

Generally, the medical images are coded using lossless 
image compression techniques and that can be done using 
integer wavelet transform. Many of the methods with 
progressive transmission facility have poor rate distortion 
performance in low bit rates.  In medical images, the central 
portion of the image is considered as most important part. 
These central parts are either smooth or textured regions and 
can be extracted using some segmentation techniques. These 
segments are coded with maximum priority in lossless manner. 
The background can be repeatedly coded with lossy/lossless 
algorithm. In this paper, the objects are identified as ROI using 
singular value decomposition method and are coded using 
scalable WDR method [13, 14, 15, 16, 17]. The scalable WDR 
method is a layered architecture of wavelet different reduction 
method with embedded region growing method (WDR-SRG). 
The lossless coding is performed by using arbitrary shaped 
integer wavelet transform and SWDR. The remaining parts are 
coded using lossy coding techniques. Here, we use convolution 
neural network (CNN) model to code non-ROI area of the 
image. In 2020, Chung K. J. et al. proposed [34] a cross-
domain cascade of U-nets that was the W-net compression 
technique and operated over the discrete cosine transform 
(DCT). In 2020, Guo P. et al. [41] had introduced the CNN-

based compression technique. The model focuses on retina 
optical coherence tomography (OCT) images. The model was 
trained and tested on OCT images with pathological details.  

Here, the paper presents a hybrid model which includes 
SVD based image segmentation and DWT based object 
coding. The layered region-growing approach [15] based WDR 
method is used in DWT Coding algorithm. Also, CNN-based 
medical image compression [35] technique with minimum 
information loss is used for non-ROI. The coding performance 
of proposed model is analysed in terms of PSNR values and 
SSIM [41] metric. The analysis shows that the coding gain is 
much better in terms of PSNR values from 0.2 dB to 6 dB in 
various bit rates than the traditional coding schemes like 
SPIHT and its scalable version.  

II. SEGMENTATION USING SVD METHOD  

Segmentation is a process to identify important portion of 
an image as per the user requirements. Most probably, the 
central portion of the medical images is considered as ROI 
which consists of important information. Hence, ROI part 
should be extracted for lossless data coding and can be done 
very efficiently by using the SVD method. SVD method [15] is 
based on eigen value and eigen vector analysis and it is 
observed that a small Eigen values in the non-ROI part will be 
generated. Therefore, applying some optimum threshold value 
on Eigen value, we can extract the ROI part of the image. The 
eigen value analysis applied on image to get textured region is 
explained below.  

Consider the image, I (x, y). Before starting the SVD 
analysis, windowing method is applied on the image I (x, y) 
and collected fixed sized windows which are used for labelling 
content feature. The textured regions are identified in terms of 
corners and edges. These can be easily separated by doing the 
gradient calculation. Let    is the linearly arranged signal 
values in window „w’.     is the gradient in w. 

  ( )  (  ( )   ( ))
 

   (1) 

where   ( )        and   ( )         

The autocorrelation matrix is calculated as follows: 

  [
∑   ( )    ∑  ( )  ( )

∑   ( )  ( ) ∑    ( )
] (2) 

The generated 2x2 matrix C is as symmetric autocorrelation 
matrix and eigen value analysis is applied on this matrix. After 
analysis, we can write symmetric matrix C as, 

  UDU     (3) 

where, U is the ortho-normal column vector and D is the 
diagonal matrix. The diagonal matrix consists of two eigen 
values. The matrix values satisfy the following condition such 
that     (     ),      , where   are the eigen values of the 

autocorrelation matrix C. Considering the values of e ‟s, the 

segmentation can be done according to the following 
conditions.  

1) Let the window w contains a smooth region, then 

corresponding eigen values
1

e and 
2

e are small. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

128 | P a g e  

www.ijacsa.thesai.org 

2) Let the window w contains edges or corners, then first 

eigen value
1

e is of principal component and the second eigen 

value 
2

e is of extremely small magnitude.  

3) Let the content in window w consists of textures and 

patterns, then eigen value
2

e is significant one. 

    
(i)   (ii) 

   
(iii)   (iv) 

Fig. 1. Segmentation using SVD (i) Original MRI image (512x512) (ii) 

binary representation (iii) identified ROI (T = 1000 for eigen value) (iv) 
identified ROI (T = 10 for eigen value). 

   
(i)   (ii) 

Fig. 2. Segmentation using SVD (i) Original MRI image (256x256) (ii) 

identified ROI. 

The texture extraction is done by applying threshold value 
on eigen values (  ,  ) satisfying the above three conditions. 
Segmentation using SVD analysis of MRI medical image is 
shown in Fig. 1 and Fig. 2. The eigen values are calculated on 
each block with window size 2x2. The obtained eigen values 
are from 0 to a value of power of 10. A threshold value T can 
be applied to remove negligible correlation of values and it 
may be in noise part or smooth region of the image. The 
obtained eigen values from 100 window blocks are shown in 
the Fig. 3. 

 

Fig. 3. Eigen values of first 100 blocks (window - 2x2). 

III. LAYERED SCALABLE WDR METHOD WITH SELECTED 

REGION GROWING APPROACH (SWDR-SRG) 

The ROI based coding is important in many applications in 
telemedicine so that important medical data needs to be coded 
without loss. The balance between coding of ROI and BG of 
the medical images is maintained by using object coding.  
Moreover, Integer Wavelet Transform is used to improve the 
quality of the reconstructed ROI. The Shape Adaptive DWT is 
used in object coding and also maintains spatial correlation 
between the actual data and its transformed data. Moreover, it 
keeps count of the coefficients obtained from SA-DWT [18, 
19] is same to the count of pixels in the region. 

The shape adaptive DWT [20, 29, 30] is done based on the 
procedure as follows. The process begins by identifying 
arbitrary shaped objects using a segmentation method. The first 
segment of the object is applied by length adaptive 1-D DWT 
with proper subsampling. The calculated wavelet coefficients 
are categorized into low pass and high pass bands. After the 
completion of row wise operation, each column of the low pass 
and high pass objects are applied by the same operations. The 
same operation is repeatedly applied on object in low pass 
band to get desired level of wavelet decomposition. Thus, 2D 
SA-DWT provides multi-resolution pyramid of arbitrary 
shaped objects. The subband structure of arbitrary shaped 
object is shown in the Fig. 4. 

The segmentation process is carried out as a preprocessing 
in image compression model. The main aim is not only object 
identification, but classifying spatially connected homogeneous 
pixels present in a small region with similar gray levels. In this 
situation, region growing approach is better for ROI based 
image coding. The Selected Region Growing starts with a seed 
pixel and connected with four neighbouring pixels with similar 
features. The process progresses until last seed pixel reaches 
and terminated when condition fails. Here, the SRG process is 
done on the transform values which are present in the wavelet 
domain. The significant coefficients are identified in the 
extracted region. WDR method is used here to perform SRG 
operation. Index coding with differential coding method is used 
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in WDR method where it codes the index positions of 
significant transform values very efficiently. The 2D wavelet 
transform coefficients are linearly arranged in increasing order 
of the index positions using a predefined scan path [21]. The 
general structure of algorithm WDR-Selected Region Growing 
(WDR-SRG) [15] is depicted below: 

 

Fig. 4. Subband structure of objects using shape adaptive DWT.  

A. Wavelet Difference Reduction with Selected Region 

Growing (WDR-SRG) 

Algorithm starts with two-dimensional shape adaptive 
DWT which is applied on the arbitrary shaped objects. The 
decomposition of the medical ROI is done using a 5/3-tap 
wavelet filter with symmetric extension. Wavelet coefficient at 
pixel location (   )  is represented as    . The iterative 

operation is progressed within the limit of a threshold value 
and initialised as,       

    and          ⁄  , where 

  ⌊    (   
(   )  

|   |)⌋.  The algorithm is progressed through 

sorting pass and refinement pass. These are narrated as below. 

1) Sorting pass: The sorting pass uses different data 

structures or lists to store the positions of coefficients which 

are collected during the process. The collection of coefficients 

during region growing process is stored in the list R, 

significant coefficients are stored in the list C and its 

neighbouring pixels are stored in the list N. The parent child 

connection pixels are stored in the list P. The list T is used to 

store temporary set of significant coefficients. Also, the list I 

is used to store set of remaining insignificant coefficients. 
The significant coefficients are identified by using  (    ) 
such as,  

 (    )  {
 
 

 
 
 
  

| |    
| |    

  (4) 

The sign of coefficient „w‟ is identified by using function 
    ( ) such as, 

    ( )  {
 
 

   
     
     

  (5) 

The        (      )function is to collect the neighbouring 

coefficients of the significant coefficients. The sorting pass 
procedure is depicted below: 

If I    { 

 If  (        )   { 

  If  (      ) =1{ 

   Coding (   ); 

            (      ); 

   Do { 

          If     { 

    If ( (   )   )=1{ 

    Coding (    )                    

             (      )}} 

} While (End (R)! =True);}}} 

The encoding process is done by differential coding using a 
function Coding (   ). The function procedure is depicted 

below: 

Function Coding (   ) 
{  

Binary representation of value obtained as distance between 
two significant coefficients avoiding MSB „1‟. The sign 

information generated using the function    (   ). Append 

    into temporary list T. 

} 
The next step of sorting pass is progressed only after the 

updation of list and that is depicted in the Index updating pass 
as shown below: 

If    { 

                              (      )    (   )    

       (      )    (   )    

List of insignificant coefficients, I is reset after removing 
these coefficients} 

 I = R + N + P + I. 

2) Refinement pass: After the sorting pass, the collected 

significant coefficients are coded as bit plane coding manner 

using the refinement pass as shown below: 
If C    { 

If C( ( ij     )   ){ 

Add nth MSB of C( ij).}} 

C=C+T. 

T=  

Next iteration starts after the threshold update process. 
i.e.,       ,        . The encoding procedure generates 
four symbols like +, -, 1 and 0. The entropy coding like 
arithmetic coding is avoided by replacing the symbols by using 
two bits like 11 for +, 10 for -, 01 for 1 and 00 for 0. 
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B.  Scalable Wavelet Difference Reduction Method 

The developed coding scheme WDR-SRG is quite useful in 
the field of communication over heterogeneous networks if it 
supports the concepts of adaptive scalability. For that, wavelet 
difference reduction method with selected region growing 
(WDR-SRG) is applied on ROI after the SA-DWT. Thus, the 
base algorithm is restructured in layered manner so that the 
algorithm can generate different scalable images. Hence, we 
renamed the method as scalable WDR (SWDR) [13, 14, 16] 
method. Thus, the coding procedure is following the adaptive 
scalable concepts. The coding procedure is depicted in Fig. 5. 
The scalable image generation from the layered bit stream is 
depicted in Fig. 6. 

 

Fig. 5. Scalable WDR model (SWDR). 

C. Algorithm: ROI coding using Scalable Wavelet Difference 

Reduction Method 

Step 1:  The MRI Medical Image is inputted in the procedure, 
 I (x, y) 

Step 2:  The SVD is applied on MRI medical image to 
identify the ROI 

 I (x, y)  O (x, y) + N (x, y) 

 Input Image = Object Image + Noise  

 Input Image = ROI + nonROI 

Step 3:  The ROI is treated as object and applied SA-DWT 

 O (x, y)  SA (x, y) 

Step 4: The Layered Structure of Scalable WDR is applied.  

 SA (x, y)  SWDR (x, y) 

Step 5: The bit stream is generated for transmission 

 SWDR (x, y)  E(Binary) 

 

Fig. 6. Scalable image generation (layered architecture). 

IV. NON-ROI CODING USING CNN MODEL 

During the image compression process, the artifacts are 
identified with several features. These artifacts may be 
suppressed efficiently by using CNN model. In this field, many 
of the scientists [32, 33, 34] have developed efficient CNN 
models which can be used in data coding situations. Fully 
convolutional model is also used to obtain a compact 
representation of an image. The general idea of CNN model is 
shown in Fig. 7. The image features are identified and 
represent as parameters to train the data how it can be 
represented in compact form. Here, a series of convolutional 
layers are fixed in such a way that features of [35, 36, 37] 
images are captured. Thus, structural configuration of an image 
is maintained as well. The model shown in Fig. 7 describes the 
CNN Forward as a well-designed network [38, 39, 40] which is 
used to represent the image in identified properties. Thus, CNN 
forward is used to compress in such a way that original data 
can be reproduced by reconstruction network. The model 
consists of three convolutional layers in which the second layer 
followed by batch normalization layer. After the operation of 
first convolutional layer, the image size is reduced by half. The 
data in the form of grid is used in Convolutional Neural 
Networks. In CNNs, each kernel produces in a new convoluted 
layer. These layers are also called activation maps. In CNN 
model, the convolution operation is used such that a kernel or a 
mask moves over an image and a convoluted representation of 
output is generated [40, 41]. The identified dependencies in an 
image are captured by CNN.  

CNN Model [45] with different layers is used to perform 
convolution operation on matrix data. The image is inputted as 
matrix with two dimensional or three-dimensional form. The 
other matrix called filter matrix or kernel matrix is inputted 
with features like height, width and dimension. Let inputted 
image is I (x, y), then filter matrix is F (h, w, d), where h is 
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height, w is width and d is dimension. After convolution 
operation, generated output matrix is C (x-h, y-w) for gray 
scale image. The basic architecture of CNN is shown in Fig. 8.  

A. Algorithm: Non-ROI Coding using CNN Model 

Step 1. Input nonROI image  N (x, y) 

Step 2. Read N (x, y) and transform to CNN forward 

Step 3. ReLU based Two-dimensional convolution with 

 Layer 1 and Layer 2  

 Optimum Value  Padding and striding is used in 

Max pooling two-dimensional layer 1 

Step 4. ReLU based Two-dimensional convolution with 

 Layer 3 and Layer 4 

  Optimum Value  Padding and striding is used in 

Max pooling two-dimensional layer 2 

Step 5. ReLU based Two-dimensional convolution with 

 Layer 5 

Step 6. NE(Binary)  Compressed nonROI MRI medical 

 image 

 
Fig. 7. CNN model for image compression. 

 

Fig. 8. Basic architecture of convolutional neural network. 

The CNN model consists of three layers: convolution 
layers, pooling layers or subsampling, and fully connected 
layers. The model uses specific filters for image compression 
and decompression. The filter helps to represent the image in 
definite manner so that it removes the unnecessary features. 
The size of Kernel can be adjusted to increase the performance 
of data coding which is used in convolution operation at every 
point. The padding process is applied on all sides of image 
matrix to reduce the loss of data. The pooling layer is one layer 
used to reduce the feature map‟s dimension. But it is possible 
to recall necessary information. The optimum value is taken as 
maximum value which is done by Max pooling operation. 
Famous method called ReLU (Rectified Linear Unit) [32, 36, 
37, 38] activation function is used in CNN for a non-linear 
operation. This method activates neurons in which the gradient 
provides all times the optimum value. 

V. PROPOSED METHOD: HYBRID SCHEME WITH SCALABLE 

WDR AND CNN 

The paper proposes a hybrid scheme with two coding 
techniques, one for the ROI and another for unimportant parts 
nonROI of the medical image. ROI parts are identified as 
object and coded using DWT based coding method (suitable 
for lossless image compression). The remaining nonROI parts 
called BG part is coded using CNN (useful for lossy image 
compression scheme). Medical image is inputted and SVD 
analysis is done for object identification. The shape adaptive 
DWT is applied on arbitrary shaped object and Scalable WDR 
is used to perform the lossless coding. The remaining BG part 
is coded using a lossy compression with CNN model. The 
outline of proposed method is shown in Fig. 9.  

VI. EXPERIMENTAL RESULTS 

This paper presents the compression analysis of a new fast 
hybrid method SWDR-CNN for medical image transmission. 
The MRI medical images are used for the simulation and 
analysis. The proposed scheme SWDR-CNN model is analysed 
in terms of the basic parameters like PSNR and SSIM. The 
hybrid model is useful for both lossy and lossless image 
coding. The quality of images at any bit rates is calculated as 
the peak signal to noise ratio (PSNR). It is defined as, 

            (
    

   
)      (6) 

where, MSE is mean squared error obtained by comparing 
the inputted image and the recreated image; max is the extreme 
value of a pixel inside the image. 
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Fig. 9. Proposed compression method – SWDR-CNN. 

Structural similarity index (SSIM) [42] is also used to 
analyse the performance used as rate distortion metric and can 
be defined in following equations. The SSIM between signals x 
and y is calculated as: 

    (   )  
(        )(       )

(  
    

    )(  
    

    )
  (7) 

where    is mean of x,    is mean of y,     is variance of 

x,     is variance of y and     is the covariance of x and y, C1 

and C2 are constants, i.e., C1= (K1L) 
2
 and C2= (K2L) 

2
 where L 

is the dynamic range of the pixel values, and K1 and K2 are two 
constants. The overall quality value called the average of the 
quality map or the Mean SSIM (MSSIM) index is defined as, 

     (   )  
 

 
∑     (     )
 
    (8) 

where X is reference image and Y is the distorted image. xj 

and yj are the image contents at the j
th
 local window and M is 

the number of local windows of the image. 

The rate distortion metric PSNR is calculated and coding 
gain of SWDR-CNN method is compared with the traditional 
methods like SPIHT and CMWDR without any entropy 
coding. Coding results for MRI test image with size 256x256 
are shown in Table I and Fig. 10.  Reconstructed images with 
size 256x256 are shown in Fig. 11. Coding results for MRI test 
image with size 512x512 are shown in Table II and Fig. 12. 
Reconstructed images with size 512x512 are shown in Fig. 13. 
The wavelet transform with 6-level is done for 512x512 images 
and 5-level is done for 256x256 images.  

TABLE I. PSNR OF MRI IMAGE (256X256) 

Bits per pixel SPIHT CMWDR SWDR-CNN 

0.125 26.9010 27.0121 27.1157 

0.25 29.8901 30.0574 30.2246 

0.5 33.1537 33.4325 33.6975 

1.0 37.9891 38.1208 38.2972 

 
Fig. 10. Coding Gain (in dB) MRI Image (256x256). 

TABLE II. PSNR OF MRI IMAGE (512X512) 

Bit rate SPIHT CMWDR SWDR-CNN 

0.125 33.9175 34.1120 34.6784 

0.25 38.1521 38.2831 38.9485 

0.5 43.1421 43.5563 43.9025 

1.0 49.1461 49.1145 49.5936 

 
(i) 

MRI Medical Image 

SVD Texture 

Classification 

Non-ROI – Background 

Noise 

ROI-Object 

Identification 

Object Coding – Layered 

Scalable WDR 

Background Coding – CNN 

Model 

Generated Bit Stream 

Shape Adaptive 

DWT 

Decoding Bit Stream – Layered Scalable WDR and CNN 

Reconstructed MRI Medical Image 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

133 | P a g e  

www.ijacsa.thesai.org 

 
(ii) 

Fig. 11. Image reconstruction (bpp = 0.25). (i) original image (256x256) 

(ii)SWDR-CNN 

 

Fig. 12. Coding gain in dB of MRI image (512x512). 

   
(a)   (b) 

    
(c)   (d) 

Fig. 13. Image reconstruction using SWDR-CNN Model at different bit rate 

(a) original image (512x512 - scale 40%) (b) 0.015625 (c) 0.03125 (d) 0.0625. 

Structural Similarity Index (SSIM) of MRI image is shown 
in Table III. The proposed method is also simulated by 
incorporating with the scalability concept. Here, the 
comparison of the proposed model SWDR-CNN is done with 
layered form SPIHT method. Simulation results obtained are 
given in Table IV. For MRI with Full resolution, the coding is 
from 0.3 dB to 0.7 dB for different bpp. During the analysis, 
we identified one important point is that the coding gain in 
PSNR values (in dB) tremendously changes when the 
resolution scale decreases. At level 2 resolution 256 x 256, the 
coding gain is from 0.80 dB to 5.50 dB compared to SPIHT 
and from 0.7 dB to 1.5 dB compared to its scalable version at 
different bpp. 

MATLAB tool in Windows OS is used to implement all the 
algorithm modules. The convolution-based DWT is developed 
using Bi-orthogonal 5/3 tap filter coefficients. 

TABLE III. STRUCTURAL SIMILARITY INDEX VALUE OF MRI IMAGE 

(512X512) 

Test Image Bit rate (bpp) 
Image Size (512x512) 

SPIHT SWDR-CNN 

MRI 

0.125 0.91672 0.91946 

0.25 0.95834 0.96079 

0.5 0.98360 0.98604 

0.75 0.99225 0.99297 

1 0.99605 0.99648 

TABLE IV. PSNR VALUES IN DIFFERENT SCALABLE RESOLUTIONS 

Level 1 - Full Resolution (512x512) 

Methods 
Bits Per Pixel 

0.125 0.25 0.5 1.0 

SPIHT - - - - 

Scalable SPIHT 31.11 35.79 40.31 47.05 

SWDR-CNN 31.83 36.39 40.89 47.35 

Level 2 - Half Resolution (256x256) 

Methods 
Bits Per Pixel 

0.0625 0.125 0.25 0.5 

SPIHT 27.47 31.15 36.39 43.23 

Scalable SPIHT 27.71 31.09 38.91 47.34 

SWDR-CNN 28.49 32.05 39.52 48.71 

VII. CONCLUSION 

The paper presents a hybrid scheme based on wavelet 
based scalable encoder with convolution neural network for 
image transmission. The scheme has high encoding 
performance with scalability property and can be used in 
medical image transmission field. The paper focused on 
efficient transmission of important parts present in medical 
images where quality is effectively preserved. It is required to 
review large images which are often required in the field of 
medical image computing. Moreover, data transfer is required 
over limited bandwidth channel in very low bit rate. Hence, 
object coding is essential for data transfer and here a modified 
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WDR called SWDR is used. These are implemented by using 
the arbitrary shaped DWT. Thus, new method has interesting 
perceptions for numerous medical data computing and 
transmitting applications. The medical data is classified into 
ROI and non-ROI with the help of SVD method. ROI parts are 
compressed using the SWDR and non-ROI parts are 
compressed using CNN model. The Shape Adaptive DWT in 
association with scalable WDR method is used as lossless 
compression technique and it is applied on an ROI portion of 
medical image data. Then, CNN model is applied on non-ROI 
as lossy coding scheme which is used to reduce the losses 
using weight and learning rate. After analysis, the projected 
method is good one with better coding speed with 12% gain 
than that of traditional methods. Moreover, better coding gain 
is obtained in terms of PSNR value from 0.2 dB to 6 dB in all 
situations. Thus, proposed coding scheme called SWDR-CNN 
model have better results than the existing coding models. 
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Abstract—Recently, intelligent applications gained a 

significant role in the energy management of public buildings due 

to their ability to enhance energy consumption performance. 

Energy management of these buildings represents a big challenge 

due to their unexpected energy consumption characteristics and 

the deficiency of design guidelines for energy efficiency and 

sustainability solutions. Therefore, an analysis of energy 

consumption patterns in public buildings becomes necessary. 

This reveals the significance of understanding and classifying 

energy consumption patterns in these buildings. This study seeks 

to find the optimal intelligent technique for classifying energy 

consumption of public buildings into levels (e.g., low, medium, 

and high), find the critical factors that influence energy 

consumption, and finally, find the scientific rules (If-Then rules) 

to help decision-makers for determining the energy consumption 

level in each building. To achieve the objectives of this study, 

correlation coefficient analysis was used to determine critical 

factors that influence on energy consumption of public buildings; 

two intelligent models were used to determine the number of 

clusters of energy consumption patterns which are Self 

Organizing Map (SOM) and Batch-SOM based on Principal 

Component Analysis (PCA). SOM outperforms Batch-SOM in 

terms of quantization error. The quantization error of SOM and 

Batch-SOM is 8.97 and 9.24, respectively. K-means with a genetic 

algorithm were used to predict cluster levels in each building. By 

analyzing cluster levels, If-Then rules have been extracted, so 

needs that decision-makers determine the most energy-

consuming buildings. In addition, this study helps decision-

makers in the energy field to rationalize the consumption of 

occupants of public buildings in the times that consume the most 

energy and change energy suppliers to those buildings. 

Keywords—Energy consumption in public buildings; self-

organizing map; K-means; genetic algorithm; principal component 

analysis 

I. INTRODUCTION 

The growing construction sector is struggling to cope with 
the increasing demand for energy despite efforts to develop 
sustainable buildings [1]. Therefore, improved energy 
efficiency and analysis of energy consumption patterns in 
buildings become necessary. This unveils the importance of 
understanding and classifying energy consumption patterns in 
buildings. For example, the more precise and pragmatic energy 
consumption profiles are computed, the better building energy 
quality evaluation becomes [2]. Energy consumption depends 

on various factors such as building characteristics, energy 
prices, and climate conditions, amongst others [3]. Therefore, 
aiming to classify the energy consumption of buildings 
requires advanced computational intelligent approaches, 
particularly adopting the latest trends in machine learning, such 
as deep learning techniques, which exploit familiarity from 
historical data and can support decision-makers in the energy 
domain, creating a basis for styling new power allocation 
dispositions, particularly for public buildings areas [4]. 

Energy consumption in public buildings merits particular 
attention since it accounts for a large share of final energy 
consumption if we look at 2019 figures from the OECD 
(Organization for Economic Cooperation and Development) 
countries, which reached 27% in the European Union [5]. For 
example, public buildings consume nearly one-third of all 
electricity in Portugal, increasing by 35% from 1995 to 2019 
[6]. Understanding this consumption means solving a complex 
problem involving physical, technological, and performance 
characteristics of the dwelling, the status of the demography, 
socio-economic factors, climate and weather conditions, and 
the behavior of the building's occupants [7]. Therefore, 
academic research in European countries, notably Portugal, 
needs help understanding the energy consumption patterns of 
public buildings. 

In the past, we can find several data mining and machine 
learning techniques that have been used for energy 
consumption classification. Among those, clustering is 
considered one of the most applied techniques [8]. Clustering 
comprises splitting objects with similar styles into various 
groups [9]. Researchers have provided many manuscripts on 
classifying energy consumption into discrete levels. For 
instance, Gouveia [10] discovered electricity consumption 
profiles in households through clusters by combining smart 
meters and door-to-door surveys. His study used hierarchical 
clustering to divide household profiles and obtained three 
clusters. Hernandez et al. [11] presented a study to classify 
daily load curves in industrial parks by using a self-organizing 
map and k-means to determine the number of clusters. Ford 
and Siraj [12] presented a fuzzy c-means clustering to classify 
smart meter electricity consumption data to similar groups. 
Hodes et al. [13] presented a study to classify residential 
houses with similar hourly electricity using the k-means 
algorithm. Azaza [14] presented a method to find the most 
responsible energy consumers in the peak hour by using 
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hierarchical clustering and a self-organizing map. Al-Jarrah et 
al. [15] presented a method to discover power consumption in 
buildings using multi-layered clustering. K-mean has been 
utilized to partition power consumption profiles. Then, the 
authors discover different patterns of power consumption 
profiles. Furthermore, Cai et al. [16] presented a hybrid method 
to divide the electricity consumption of an entire region into 
various levels by using k-means with particle swarm 
optimization. To extract behavior in daily electricity 
consumption in households, Nordahl et al. [17] utilized the 
centroids of the generated clusters. 

Most research focuses on the total energy consumption in 
different buildings by reviewing the analyzed literature. 
However, other factors that affect energy consumption, such as 
the consumption behavior of the occupants of these buildings 
at peak time or during empty hours (00h00-02h00; 06h00-
08h00; 22h00-00h00), were neglected. In this paper, we follow 
this literature trend, and we propose an intelligent computing 
model capable of automatically classifying energy 
consumption into discrete levels, such as low, medium, and 
high. In this model, we can discover the different consumption 
patterns of public buildings across the country and visualize 
such patterns at different levels of the geographical 
organization and during the year, showing the different 
districts, municipalities, and parishes in which, the energy 
consumption is low, medium or high, in a certain period, 
helping to direct the occupant's behavior in such public 
buildings. The contribution of our paper has four dimensions:  

1) Development of a novel hybrid model for classifying 

energy consumption in buildings (with an application to public 

buildings): the SOM, PCA, K-means (KM), and Genetic 

algorithm (GA), referred to as the SPKG model. 

2) Evaluation of the performance and precision of the 

proposed model is trained and tested with real big data of 

energy consumption of public buildings in Portugal, collected 

in the years 2018 and 2019 (81 260 public buildings of 238 

Portuguese cities). 

3) Correlation coefficient analysis, to understand the 

relationship between the factors influencing energy 

consumption in buildings and determine the optimal factors 

amongst them. 

4) A clustering and classification model of energy 

consumption levels in buildings, featuring a comparison 

between SOM and Batch-SOM based on PCA, in terms of 

quantization error, to select the optimal model between them 

and determine the optimal number of clusters in energy 

consumption in buildings. In our approach, we use the PCA 

algorithm to optimize SOM's weights, which helps to enhance 

the SOM model's fitting ability. Moreover, GA was used to 

find the optimal initial centroids in KM. This last technique 

predicts the cluster label in each building. 

The paper is organized as follows. Section II presents our 
related work. In Section III, we present research questions and 
methodology: intelligent computing model. Section IV presents 
experimental results and discussion. Finally, in Section V, we 
conclude and suggest lines for further work. 

II. RELATED WORK 

Putting public buildings that use the same amount of 
energy into similar groups is a key part of figuring out how 
much better or worse one building performs compared to 
similar buildings, like peers in the same group. Therefore, it is 
imperative to correctly identify these divisions to help the 
decision-maker in energy on three essential points: 
rationalizing the occupants of public buildings that consume 
much energy, determining the required amount of energy 
expected in the coming years, and changing energy providers 
in public buildings. 

The most common methods for analyzing energy 
consumption in buildings are the different types of clustering 
methods [17]. Previous research analyzed raw meter data and 
used that data to represent energy consumption patterns using 
traditional statistical methods such as regression analysis and 
others [18,19]. The two most used clustering methods are K-
means and Hierarchical clustering, which provide the most 
energy for occupancy and load forecasting [20 - 22]. Other 
machine learning methods are used to predict power 
consumption and loads, such as Artificial Neural Networks 
(ANN), Support Vector Machines (SVM), and K-Shape and 
other clustering methods [21 - 25]. 

Some important studies focused on finding an optimal way 
to understand occupancy schedules and user demand in 
different buildings, using anomaly detection and clustering 
methods [8, 26, 27, 28]. In anomaly detection, occupancy 
behavior is often used to design strategies that fit dynamic 
needs, user conditions, and interior space [9]. In addition, it 
helps design future buildings with a strategy that conserves 
wasted energy [29]. 

Other studies focus on measuring electricity consumption 
in buildings with their various activities using different 
methods of machine learning (i.e., decision trees [30] and 
stochastic frontier analysis [31]). These studies used intelligent 
methods to determine the different forms of electrical loads. In 
addition, it has been applied to more than 3000 residential and 
non-residential buildings. 

Literature efforts are being conducted to find an intelligent 
computing model for clustering energy consumption in 
buildings using different factors that depend on the state of 
those buildings at different times and discovering the energy 
consumption patterns of occupants in such buildings [6]. 
Identifying and clustering the energy load patterns of 
occupants in public buildings based on such consumption 
profiles can be beneficial to stakeholders who aim to improve 
the energy efficiency of buildings effectively. K-means 
clustering is one of the methods used in the analyzed literature. 
However, it shows several issues. For example, K-means 
cannot group data where the groups are of varying volume and 
density [32]. Secondly, centroids can be pulled by outliers [33]. 
Finally, K-mean assumes that all variables have the same 
variance [34]. Consequently, our work tries to find a more 
accurate clustering method to overcome the limitations of the 
K-means clustering approach. 

By analyzing previous works, we noticed the inability of 
these studies to find data that represents the occupants' 
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behavior of buildings at different times. Also, some papers use 
traditional statistical models like regression analysis and 
common clustering methods without paying attention to how 
well these models divide energy use into similar groups. The 
inaccurate classification of energy consumption leads to 
several ways to mislead the decision-maker: (1) the inability to 
find buildings that have high energy consumption; (2) the lack 
of anticipation of the energy required to cover the needs of 
public buildings adequately, and finally, the inability to 
identify the best energy providers. An energy consumption 
dataset was collected from Portuguese public buildings in 2018 
and 2019 to remedy these shortcomings. This dataset was used 
to train and test a hybrid intelligent computing model to cluster 
energy consumption in public buildings. We believe that the 
decision-maker in the energy field can rely on this model to 
make sound decisions regarding energy consumption in public 
buildings and energy providers. In addition, there is a clear 
difference between the data used in this study and the data used 
in previous studies in terms of data quality and size, as the 
quality of detailed data on electricity consumption at various 
times of the day and the large size of data compared to 
previous studies. Moreover, in the preprocessing section, 
recent hybrid intelligent techniques such as isolation forest and 
interpolation methods were used that were not used in the same 
form and accuracy in previous studies. Furthermore, public 
buildings with high energy consumption have been determined 
in detail compared to previous works. Finally, recent hybrid 
intelligent techniques such as KM with GA were used to 
predict cluster labels. All these features make this study distinct 
from the rest of the previous studies. 

III. RESEARCH QUESTIONS AND METHODOLOGY 

To properly frame our research, we raised the following 
research question: 

 RQ1: What types of data sources and critical factors can 
be adopted to profile the energy consumption of 
buildings? 

 RQ2: Which intelligent computing technique(s) can be 
adapted to identify the number of clusters in the given 
energy consumption dataset? 

 RQ3: What general rules can be extracted to help the 
decision-maker rationalize energy consumption for 
public buildings? 

 RQ4: What are the different and essential patterns 
discovered in the given energy consumption dataset? 

To tackle the raised research question, we propose a hybrid 
approach (see Fig. 1), with a mixture of machine learning and 
optimization techniques, namely, (SOM [9]), (PCA [4]), KM, 
and GA [4], referred to as the SPKG model, able to discover 
different energy consumption patterns in buildings, with a 
proof of concept of its application to public buildings in 
Portugal. 

In this section, we describe in detail our proposed model, 
which is composed of four main phases, as depicted in Fig. 1, 
namely: 

 Data Collection: Our collected data includes energy 
consumption and building characteristics, such as (but 
not limited to): unique energy point of delivery ID, 
address of such a point of delivery, contracted electrical 
power, electricity consumption, and billing data with 
the month of consumption. The objective of this phase 
is to ensure that the units of measurement are 
consistent, that the sampling rates are adequate, that the 
time series is the same and synchronized over time, and 
that there were no structural changes during the data 
collection period. 

 Data Analysis and Pre-Processing: In this phase, we 
analyze the data in detail and, if needed, transform it to 
expose its information content better. We adopt 
different mathematical techniques, namely, outlier 
removal with Isolation Forest (ISF) [35] and 
polynomial interpolation [31]. 

 Feature Engineering: In this phase, we find the optimal 
variables used to discover energy consumption patterns 
in (public) buildings, adopting a coefficients analysis 
approach [35]. 

 Clustering Analysis: In this phase, we fine-tune, apply, 
and evaluate our SPKG hybrid machine learning model, 
which can find clusters (each cluster corresponds to an 
energy consumption profile of buildings), and cluster 
the energy consumption profile in a particular building. 
Intelligent computing techniques, such as SOM and 
KM, are assessed and compared for automatic cluster 
discovery and the definition and classification of energy 
consumption behavior in (public) buildings. 

 Clustering Results: In this phase, we tried to find three 
important results: generate energy consumption rules, 
determine the final number of clusters, and determine 
municipalities and Portuguese building activities that 
consume high, medium, and low energy consumption. 

A. Data Collection 

The data used in this study consists of the energy consumed 
in public buildings in Portugal, with the following 
characteristics: monthly data collected during the years of 2018 
and 2019 in 77 996 buildings of various public sectors and 238 
cities, reaching 2 775 082 records. After removing the records 
related to public lighting (since it is outside the scope of our 
study) and removing buildings that do not contain consumption 
data for the full observed period of 24 months, the number of 
records used in this study reached 1 222 695, corresponding to 
26 624 public buildings. 
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Fig. 1. Our proposed SPKG model for discovering energy consumption in public buildings 

As mentioned, the dataset used in this study consists of two 
parts: the building characteristics and the actual energy 
consumption in these buildings (see Table I). Building 
characteristics include several attributes, namely: 

 Unique energy is the point of the delivery ID of each 
building. 

 Details of each building. 

Energy consumption data, in our data set, includes: 

 Actual active energy consumption in public buildings. 

 Super empty: Active energy in the period 02h00-06h00 
AM. 

 Empty: Active Energy in the periods 00h00-02h00, 
06h00-08h00, and 22h00-00h00. 

 Outside empty: Lighting and plug loads that cannot be 
turned off. 

 Peak: Active Energy in the periods 09h00-10h30 and 
18h00-20h30. 

 Full: Active Energy in the periods 08h00-09h00, 10h30-
18h00, and 20h30-22h00. 

 Total energy consumption: Active and Reactive Energy, 
where reactive energy is electrical energy that is 
stocked rather than transformed to some other form of 
energy and thus not "used" or "consumed." 

TABLE I.  DATASET DIMENSIONS OF ENERGY CONSUMPTION IN PUBLIC 

BUILDINGS 

Dataset 

Dimensions 
Attribute Name Description 

Characteristics of 

buildings 

Unique Energy 
Point Delivery 

ID 

The ID of each public building 

Business Partner 
Identification of the institution that 

owns or rents the building. 

Building Address 

 
Address of each building 

Municipality City Location of each building 

Installation Type 
Details of the electrical installation 

of each building 

Contracted 
Power 

Power in MW has been agreed 

upon with the operator for each 

building. 

Year/Month Consumption date 

Energy 

consumption 
(Active Energy 

(KWh)) 

Simple Total of active energy 

Super Empty Active Energy (02h00-06h00) 

Empty 
Active Energy (00h00-02h00; 

06h00-08h00; 22h00-00h00) 

Outside Empty 
Lighting and plug loads that 

cannot be turned off 

Peak 
Active Energy (09h00-10h30; 

18h00-20h30) 

Full 
Active Energy (08h00-09h00; 

10h30-18h00; 20h30-22h00) 

Total 
Total of energy consumption 

(Active plus Reactive Energy) 
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B. Data Preprocessing 

Outlier detection and missing value imputation are the two 
primary processes in the data preprocessing for missing data uti
lizing the isolation forest and interpolation method. Here is a g
eneral description of the procedure [36 - 42]: 

Step 1: Outlier Detection using Isolation Forest 

 Determine which features (columns) are missing data. 

 For each characteristic, distinguish between the entire d
ata (rows without missing values) and the partial data (r
ows with missing values). 

 Using the whole data for each feature, isolate outliers us
ing the isolation forest algorithm. A well-
liked approach for anomaly identification called isolatio
n forest isolates outliers by building random forests and 
calculating the typical number of splits required to isola
te a data point. 

 Establish a threshold to help you spot outliers. This may
 depend on the number of splits or a predetermined cuto
ff point. 

Step 2: Missing Value Imputation 

 Use interpolation techniques to impute the missing valu
es for the features that have missing data. Interpolation i
s a method that calculates the missing values from the d
ata points already there. 

 There are numerous interpolation techniques, including 
linear interpolation, polynomial interpolation, and 
methods tailored to time series, including forward-fill 
and backward-fill. 

Step 3: Combine Outlier Detection and Imputation 

 We chose to keep outliers in the data after identifying th
em with the isolation forest. 

 Use the selected polynomial interpolation technique to f
ill in the data gaps for the missing values. 

C. Feature Selection 

This section aims to find the critical variables or factors in 
our energy consumption dataset. To overcome this problem, 
we used the T-test correlation coefficient. This statistical 
technique is used in literature to detect if two factors/variables 
are significant [43]. It can be helpful in our study. In our 
dataset, looking at pairwise correlations between the various 
variables (or factors) may propose a causal relation between 
two factors that we can investigate further. Eq. (1) computes 
the T-test value by assuming no correlation with ρ = 0, where, 
P refers to that; there is no relationship between variables [44]. 

  = r √
   

        (1) 

In (1), n refers to the instances, and r represents the 
correlation coefficient of the energy consumption dataset. The 
importance of relevance is expressed in probability levels: p 
(e.g., significant at p = 0.05). The degree of freedom for 
entering the t-distribution is n – 2. If the t value is less than the 

critical value (CV) at a 0.05 significant level, the factor is not 
essential and is avoided [44]. 

In Algorithm 1, we build the correlation coefficients using 
the training dataset. In Steps 1 to 4, we calculate the correlation 
coefficients between the proposed factors. Step 6 to step 7 
computes significant values by using the T-test. Finally, step 8 
to step 10 finds the final list of energy consumption factors. 

Algorithm 1: Feature Selection Algorithm 
Input:  (  ,   , …….,   ,   ) // a training data set  

Output:       // the selected feature set  

1.         
2.                

3.                                              
4.      

                                    
                                                           

5.                

6. t = compute significant values (r,p) for Fi  // Eq.4  

7.                              

8.       = CV  

9.       =        

10.      

11.     

12.               

D. Finding the Number of Clusters 

To determine the optimal number of clusters in energy 
consumption data, we used three literature methods: Self-
Organizing Map (SOM), the Elbow method, and the Bouldin & 
Davis method [14, 15]. These methods have been used in prior 
studies to find the optimal number of clusters, notably in 
energy consumption in buildings. 

1) Self–Organizing Map: SOM is a specific class of neural 

networks utilized broadly as a clustering and visualization 

instrument in exploratory information analysis [45]. The main 

objective of SOM is to convert a complex high-dimensional 

discrete input space into a less low-dimensional discrete yield 

space by keeping the topology within the information but not 

the real separations [46, 47]. An unsupervised learning 

calculation employs a basic heuristic strategy for finding 

covered-up non-linear structures in high dimensional 

information [46]. 

The SOM method is adopted because it deals with big data 
accurately and effectively [45]. Contrary to the other methods 
mentioned, it better deals with small and medium-sized data 
[46]. Therefore, the SOM method determined the number of 
clusters in the energy consumption dataset. SOM is composed 
of three main processes: competition, cooperation, and 
adaptation [45]. 

The SOM network is composed of two layers, the input, 
and the output layer, as shown in Fig. 2. Each input variable is 
shown using an m-dimensional input vector [48]. In the output 
layer, the number of nodes indicates the most extreme number 
of clusters and impacts the precision and generalization 
capability of the SOM [45]. The arrangement of the SOM 
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begins with the initialization of the weight vectors [46]. Then, 
weights are joined that interface the input nodes to the output 
nodes and are overhauled through learning. Finally, to discover 
the best match unit (BMU), the spaces between an input (x) 
and the weight vectors (wi) of the SOM are calculated by using 
various measurement methods, such as [47,49]: 

 Manhattan distance. 

 Chebyshev distance. 

 Euclidean distance. 

 Mahala Nobis distance 

 Vector product, among other methods. 

Euclidean distance is an approved measure in most 
scientific papers [47], as shown in Eq. (2): 

         = ‖              ‖  (2) 

At the finish of the propinquity matching method 
(Determine the similarity between points in the dataset), the 
most excellent matching unit   at repetition t is identified by 
the minimum distance [45]. 

                   ‖       ‖  (3) 

By analyzing the weight vector       of the winning 
neuron, i at iteration t, the overhauled weight vector      
   at iteration       is determined by Using a discrete-time 
formalism in Eq. (4) [47]. 

                        [             ] (4)  

The weights (α) adjustment rate diminishes away from the 
winning node regarding the Spatio-temporal decay function 
[46]. 

  hci (t) = exp (-(d*d)
 ci

 / 2σ
2
 (t))   (5)  

where, 

 d is the lateral distance between the winning neuron c 
and the excited neuron i. 

 Sigma is the effective width or radius of the 
neighborhood at iteration i. 

 
Fig. 2. Structure of SOM [45] 

In Algorithm 2, we implemented a SOM network based on 
energy consumption data to determine the optimal number of 
clusters. Firstly, we have identified the lattice space of the 10 × 

10, set weights based on random weights and PCA weights, set 
iterations from 100 to 1000. Secondly, pick the random points 
in energy consumption data, then find the best match point 
based on Eq. (5), set learning rate = 0.5, set neighborhood 
function = triangle, compute neighborhood distance weight 
matrix and modify SOM weight matrix, and finally, repeat 
from the step of picking random point (z) until the maximum 
number of iterations is reached. 

Algorithm 2: Main Idea of the SOM Network Training 

Input: ECD ← the energy consumption data. 

Output: USOM ← U-matrix of SOM network. 

1. β← initialize lattice nodes. 

2. Ω← initialize weight vectors.  

3. N ← Iteration count. 

4. For i ← 1 to N do 

5. z ← picks a random point in ECD.  

6. c ← β closest to z. 

7. move the weight vector of c closer to z.  

8. move the weight vectors of the neighbors of c 

 slightly closer to z.  

9. End 

Return USOM 

2) Elbow method: We can plot the curve indicating the 

average inner per cluster sum of squared error (SSE) distance 

vs the number of clusters to discover a visual "elbow", the 

ideal number of clusters. The average inner whole of squares 

is the average distance between focuses interior of a cluster 

[11], as shown in Eq. (6). 

   = ∑ (
 

  
   )

 

   
  (6) 

Where: 

   is the number of clusters, 

   is the number of points in cluster r. 

    is the sum of distances between all points in a 

cluster. 

3) Bouldin and davis method: In Davis and Bouldin (DB), 

the score is characterized as the average similitude degree of 

each cluster with its most identical cluster. The similitude is 

the proportion of within-cluster separations to between-cluster 

separations. In this way, clusters that are more distant 

separated, and less scattered will result in a distant better 

score. The least score is zero, with lower values indicating 

superior clustering [13], as shown in Eq. (7) and (8) [16]. 

         
 

 
∑ (              )

 

   
, k = | | (7) 

Dij is the "within-to-between cluster distance ratio" for the 
ith and jth clusters. 

    = 
       

   
   (8) 

where,     is the average distance between every data point 
in cluster i and its centroid, similar for    .     is the Euclidean 

distance between the centroids of the two clusters. 
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E. K-Means with GA 

GA is a research process inspired by Charles Darwin's 
theory of naturalist evolution. It is a process to select the fittest 
individuals to reproduce to create offspring of the next 
generation. GA is good at dealing with multiple points and is 
good in noisy environments; therefore, it quickly helps 
implement any fitness function such as Euclidean distance in 
the energy consumption dataset. GA was used to find the 
optimal centroids in KM to speed up convergence between 
energy consumption points through three fitness functions 
which are Euclidean distance (ED), Manhattan distance (MD), 
and Cosine distance (CD), as shown in formulas (2, 9, 10) [47]. 
Moreover, it helps to improve the accuracy of KM in our study. 

MD indicates the sum of the absolute values of the 
differences of the coordinates. For example, if X = (E, M) and 
Y = (B, K), the MD between X and Y is: 

    |   | + |   |  (9) 

CD calculates the cosine of the angle between vectors X 
and Y as shown below: 

     
    

‖ ‖ ‖ ‖
   (10) 

Where: 

 ‖ ‖  = Euclidean norm of vector, 
                     

 ‖ ‖  = Euclidean norm of a vector, 
                      

KM aims to group identical data points as one cluster and 
detect underlying patterns. It has many challenges. First, 
determine the optimal number of previously determined 
clusters utilizing SOM. Second, determine the optimal centroid 
placement in each cluster utilizing GA. Thus, KM has been 
used to predict cluster labels in each building in ECD. In 
Algorithm 3, we constructed the improved KM using SOM and 
GA as inputs. From step 1 to step 4, improved KM tries to find 
the new centroid positions in each cluster for enhancing the 
accuracy of predicting the cluster label in each building in 
ECD. 

Algorithm 3: Improved KM to predict cluster label in each 

building 

Input: K = 3, // Specify the number of clusters using SOM 

 Initialize σ of centroids using GA.  

Output: β ← predicting cluster label in each building in 

ECD 

1. Repeat 

2. Assign each point to its closest centroid. 

3. Compute the new centroid of each cluster. 

4. Until the centroid positions do not change. 

Return β 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

This section comprises four sections: data pre-processing, 
feature selection, finding the number of clusters, and finally, k-
means with GA to produce energy consumption rules. We have 
used Python programming and the Scikit-learn library to 
implement the proposed algorithms. 

 
Fig. 3. Sample of data preprocessing. 

A. Results of Data Preprocessing 

Intelligent machine learning techniques always depend on 
the quality and efficiency of the dataset proposed in the study. 
Therefore, if the dataset provided is high quality and accurate, 
which helps to build and train an intelligent model with high 
efficiency. Furthermore, the energy consumption data is 
collected from a real-world environment. Therefore, it is 

unstructured and incomplete. Thus, we always need the pre-
processing data stage to remove noise and outliers. Data pre-
processing has two stages. Fig. 3 shows the steps for pre-
processing the energy consumption dataset in the first stage. 
Initially, (a) the sample of the raw dataset was displayed in 
terms of contracted power (Xi) and total energy consumption 
(Yi); secondly, (b) Public buildings have been removed that 
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have several months less or more than 24 months, and public 
lighting buildings also have been removed because it is outside 
the scope of the study. Thirdly, (c) there are still public 
buildings that contain harmful and zero values. Fourthly, (d) 
outlier values have been removed using ISF, but harmful and 
zero values have also been removed. 

After pre-processing, the final dataset was reached, which 
was relied upon to find the different patterns in energy 
consumption in public buildings. Fig. 4 shows the sample of 
the final data set between contracted power and total energy 
consumption. 

 

Fig. 4. Sample of Final Dataset 

B. Results of Feature Selection 

The aim of this section is to show the results of the T-test 
correlation coefficient and find the critical factors in the energy 

consumption dataset. Fig. 5 shows the relationships between 
energy consumption factors. We observed a relationship 
between contracted power with Full, Peak, Empty, outside 
empty, and total consumption, and there is also a relationship 
between Full and Peak. Moreover, there is a relationship 
between Empty and Outside Empty. Moreover, we can avoid 
the Super Empty factor because it contains null values in all the 
columns, and there is no relationship between it and all the 
other factors. Finally, there is a negative relationship between 
the Simple factor with Full, Peak, and Empty consumption. 

 
Fig. 5. The applied correlation coefficient in the energy consumption 

dataset. 

 

Fig. 6. q- error in random weights. Set iteration = 1000, (a) σ = 0.01, (b) σ = 0.1, (c) σ = 3 and (d) σ = 5. 
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C. Results of Finding Number of Clusters 

 This section shows the results of three methods to find an 
optimal number of clusters: self-organizing map, Elbow 
method, and Bouldin and Davis method. A comparison was 
made on the weights of the SOM network in two different 
ways, the first utilizing random weights and the second through 
PCA weights. We set the iterations = 1000 and, we set sigma = 
0.01, 0.1, 3 and 5. By comparing random weights and PCA 
weights, PCA weights are better than random weights in terms 
of quantization error (q- error), especially in iteration = 1000 
and sigma = 3, as shown in Table II and Fig. 6 and 7. 

The q- error expresses the squared distance (usually the 
average Euclidean distance) between input data x and their 
corresponding so-called BMU. Thus, the QE reflects the 
average distance between each data            and its BMU, 
as shown in Eq. (11): 

               ∑ ‖           ‖
 
    (11) [47] 

The q- error appeared within Table II and Fig. 6 and 7 are 
midpoints for all data patterns. A comparative assessment of 
how this quantization is changed permits us to recognize 
distinctive clusters, which is one of the primary purposes of 
utilizing these techniques. 

The SOM network was trained in two different ways based 
on PCA weights: random training SOM (RTSOM) and batch 
SOM (BSOM). The batch overhaul does not require a learning 
rate function. Typically, profitable since it reduces the number 
of required parameters. PCA weights with RTSOM (PCAW-
RTSOM) are better than PCA weights with BSOM (PCAW-

BSOM) in terms of q- error. Q- error in PCAW-RTSOM and 
PCAW-BSOM is 8.97 and 9.24, respectively, as shown in 
Table III and Fig. 8. 

TABLE II.  A COMPARISON BETWEEN RANDOM WEIGHTS AND PCA 

WEIGHTS 

SOM random weights SOM PCA weights 

Iteration Sigma q- error Iteration Sigma q- error 

1000 0.01 19.32 1000 0.01 0.01  348.24 

0.1  19.14 0.1  216.85 

3 18.02 3 13.14 

5  20.13 5 16.39 

TABLE III.  A COMPARISON BETWEEN PCAW-RTSOM AND PCAW-
BSOM 

Iteration 
PCAW-RTSOM PCAW-BSOM 

q- error 

100 15.26 13.86 

200 14.65 13.92 

300 10.69 14.14 

400 10.00 12.72 

500 9.50 14.91 

600 10.22 10.05 

700 9.77 11.81 

800 9.47 11.22 

900 9.32 12.31 

1000 8.97 9.24 

 

Fig. 7. q- error in PCA weights. Set iteration = 1000, (a) σ = 0.01, (b) σ = 0.1, (c) σ = 3 and (d) σ = 5. 
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Fig. 8. A Comparison between PCAW-RTSOM and PCAW-BSOM. 

Fig. 9 shows the visualization of U-matrix in PCAW-
RTSOM and PCAW-BSOM. In that U-matrix, we may 
determine three light color areas (white color) that match the 
minimum values in the U-matrix and indicate three clusters in 
the energy consumption dataset. These areas are detached by 
dark blue, which matches the segregation between the clusters. 

We have obtained three clusters by implementing Elbow 
and Bouldin & Davis method in our energy consumption 
dataset, as shown in Fig. 10 and 11. 

The U-matrix in SOM shows the distances between the 
points (points represent the energy consumption dataset) on the 
SOM. The dark areas in that U-matrix show the areas of the 
map where the points are far away from each other so, which 
represents the segregation between the clusters, and the lighter 
areas show fewer distances between the points so, which 
means the number of clusters. The Elbow method is computed 
as the intermediate of the squared distances from the cluster 
centers of the clusters. Typically, the Euclidean formula is 
utilized. In Bouldin & Davis method, to obtain the intra-cluster 
scuttle, we compute the average distance between each vector 
within the cluster and its centroid, which computes the 
Euclidean method between the centroid of the cluster. Finally, 
we could determine three clusters (low, medium, high 
consumption) in the energy consumption dataset by analyzing 
the SOM network, Elbow method, and Davis-Bouldin method. 

 
Fig. 9. A Comparison between PCAW-RTSOM and PCAW-BSOM 

 
Fig. 10. Apply Elbow Method in Our Dataset  

Fig. 11. Apply Davis-Bouldin Method in Our Dataset 
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D. K-Means with GA to Produce Energy Consumption Rules 

In this section, we computed the distance between each 
cluster by two methods: The first method is K-means clustering 
with K-means++ initialization (KMCKI) and the second 
method is SPKG. GA has been implemented through the main 
parameters, as shown in Table IV. There are three methods to 
compute distances between clusters: ED, MD, and CD. We 
compared the performance between KMCKI and SPKG in 
terms of standard error (SE), as shown in formula 12, and 
standard deviation. CD with SPKG is better than all methods, 
as shown in Table V. Thus, this study relied on CD with SPKG 
to predict cluster labels in each building in ECD and detect 
underlying patterns. 

   
         

√         
  (12)  [11] 

Where: 

STDEV = Standard deviation 

Ω = Distances between each center of clusters. 

It is an important step to visualize big data analytics. The 
clustering outputs have been shown in different methods to 
facilitate decision-makers and stakeholders in the energy field 
in Portugal to take suitable decisions in energy consumption in 
public buildings. In addition, ECD has the significant factor of 
contracted power, which is very useful in understanding how 
much energy is consumed during different times in the day in 
each public building. Fig. 12 shows a sample analysis of the 
various visualizations that show the dimensions used in the 
ECD through CD with SPKG. 

By analyzing the clustering results, several essential rules 
have been extracted to assist stakeholders in the energy sector 
in Portugal in identifying the different styles of public 
buildings, as shown in Table VI. Energy consumption rules 
help the decision-maker identify public buildings that need 
guidance for their occupants and change the energy suppliers 
for those buildings. 

 
Fig. 12. Sample of clustering results. 
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TABLE IV.  GA PARAMETERS 

No Parameters Value 

1 Population Size ECD 

2 Crossover Probability 0.5 

3 Crossover type Two points 

4 Mutation Probability 0.6 

5 Mutation type Bit flip 

6 Number of Iterations 100 

TABLE V.  A COMPARISON BETWEEN KMCKI AND SPKG IN TERMS OF 

SE AND STDEV 

No Method SE STDEV 

1 
ED with Kmeans++ 

(EDK) 
93.19 465.99 

2 
MD with Kmeans++ 

(MDK) 
184.14 920.73 

3 
CD with Kmeans++ 

(CDK) 
0.004 0.021 

4 ED with SPKG 88.49 442.45 

5 MD with SPKG 174.94 874.71 

6 CD with SPKG 0.002 0.012 

TABLE VI.  SAMPLE OF ENERGY CONSUMPTION RULES 

No Rules 

1 Total<359 AND Full<157 Then cluster 1 (low energy consumption) 

2 Total<359 AND Peak<111 Then cluster 1 (low energy consumption) 

7 
359<Total<992 AND 245<Outside empty<878 Then cluster 2 
(medium energy consumption) 

8 
359<Total<992 AND 123<Empty<386 Then cluster 2 (medium 

energy consumption) 

9 
Total>=993 AND Full>=484 Then cluster 3 (high energy 

consumption) 

10 
Total>=993 AND Peak>=341 Then cluster 3 (high energy 

consumption) 

14 
157<Full<484 AND 111<Peak<341 Then cluster 2 (medium energy 
consumption) 

15 
Full>=484 AND Peak>=341 Then cluster 3 (high energy 

consumption) 

16 
Outside empty<245 AND Empty<123 Then cluster 1 (low energy 
consumption) 

17 
245< Outside empty <878 AND 123<Empty<386 Then cluster 2 

(medium energy consumption) 

18 
Outside empty >=878 AND Empty>=386 Then cluster 3 (high energy 

consumption) 

19 
Total<359 AND Full<157 AND Peak<111 AND Outside empty<245 

AND Empty<123 Then cluster 1 (low energy consumption) 

21 
Total>=993 AND Full>=484 AND Peak>=341 AND Outside 
empty>=878 AND Empty>=386 Then cluster 3 (high energy 

consumption) 

Fig. 12 was better for detecting energy consumption levels; 
however, it could not determine the months in which energy 
consumption increases, as well as the months in which energy 
consumption decreases. Monthly consumption patterns show 
broader details of energy consumption by an occupant in public 
buildings. For ECD, the energy consumption levels were 

determined based on cluster label predictions, as shown in 
Fig. 13. Fig. 13 shows a noticeable increase in electricity 
consumption in January, February, November, and December. 
In addition, energy consumption levels decreased in June and 
July. It also helps the decision-maker identify the months of 
increased energy consumption for public buildings. Thus, the 
occupants of these buildings are guided promptly. 

 
Fig. 13. Monthly energy consumption patterns captured in different clusters 

for the ECD. 

Fig. 14 and Table VII show municipalities and Portuguese 
public buildings activities that contain the number of buildings 
that consume low energy at different times. Three 
municipalities contain public buildings that consume little 
energy in Fig. 14, such as 'LOULE', 'SANTA MARIA DA 
FEIRA', and 'LISBON'. In addition, Table VII shows 
Portuguese public buildings activities that consume little 
energy such as: 'INFRAESTRUTURAS PORTUGAL SA', 
‗GUARDA NACIONAL REPUBLICANA‘, and 'INSTITUTO 
SEGURANCA SOCIAL'. 

 
Fig. 14. Sample of Municipalities that Consume Low Energy Consumption 
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TABLE VII.  SAMPLE OF PUBLIC BUILDINGS THAT CONSUME LOW ENERGY IN EACH MUNICIPALITY 

Public 

buildings 
Municipality 
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INFRAESTRUTURAS 
PORTUGAL SA 

45 28 0 3 3 37 40 31 0 16 19 49 0 99 48 4 46 15 6 10 

INSTITUTO SEGURANCA 

SOCIAL 
3 0 21 7 6 12 12 0 13 0 23 0 0 0 0 0 0 0 62 5 

ADMINISTRACAO 
REGIONAL SAUDE 

CENTRO IP 

0 0 0 0 0 0 0 0 0 52 0 0 63 81 0 0 0 0 0 0 

GUARDA NACIONAL 
REPUBLICANA 

45 21 17 27 21 47 7 0 29 0 0 0 0 1 22 0 9 0 0 8 

TABLE VIII.   SAMPLE OF PUBLIC BUILDINGS THAT CONSUME MEDIUM ENERGY IN EACH MUNICIPALITY 

Public 

building 
Municipality 
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5
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 46 23 0 
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45 98 0 0 47 5 19 
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MUNICIPIO OEIRAS 
 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

8
8
7
2
 

TABLE IX.  SAMPLE OF PUBLIC BUILDINGS THAT CONSUME HIGH ENERGY IN EACH MUNICIPALITY 
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GUARDA NACIONAL 
REPUBLICANA 

1 31 22 39 20 31 0 0 0 0 0 0 20 1 18 0 29 0 24 0 

ADMINISTRACAO 

REGIONAL SAUDE 
CENTRO IP 

0 0 0 0 0 0 70 0 0 

1
1
5
 54 0 0 0 0 

1
0
6
 0 0 0 0 

ADMINISTRACAO 

REGIONAL SAUDE 
NORTE 

0 0 0 0 0 0 0 

2
7
2
 42 0 0 50 

1
0
2
 53 0 0 

1
6
5
 0 0 0 

AUTORIDADE 

TRIBUTARIA E 

ADUANEIRA 

11 7 0 19 0 14 0 28 0 0 0 3 0 2 18 0 0 13 23 0 

INSTITUTO 

SEGURANCA SOCIAL 
17 14 16 9 17 0 0 3 0 0 2 0 0 20 0 0 16 0 0 5 

Fig. 15 and Table VIII show the municipalities and 
Portuguese public buildings activities that contain the number 
of public buildings that consume energy on average between 
low and high consumption at different times. In Fig. 15, three 
municipalities contain public buildings that consume energy 
reasonably, such as 'PORTO', 'LISBOA', and 'OEIRAS'. In 
addition, Table VIII shows Portuguese public buildings 

activities that consume energy reasonably, such as: 'IHRU 
INSTIT DA HABIT E REABILITACAO URBANA IP', 
'INFRAESTRUTURAS PORTUGAL SA', and 'MUNICIPIO 
PORTO'. 

Fig. 16 and Table IX show the activities of municipalities 
and Portuguese public buildings containing the number of 
public buildings that consume high energy at different times. In 
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Fig. 16, four municipalities contain public buildings that 
consume high energy, such as: 'LOULE', 'SANTA MARIA DA 
FEIRA', 'VILA NOVA DE GAIA', and 'LISBOA'. In addition, 
Table IX shows Portuguese public buildings activities that 
consume high energy such as: 'GUARDA NACIONAL 
REPUBLICANA', 'ADMINISTRACAO REGIONAL SAUDE 
CENTRO IP', 'ADMINISTRACAO REGIONAL SAUDE 
NORTE', and 'AUTORIDADE TRIBUTARIA E 
ADUANEIRA'. 

 

Fig. 15. Sample of Municipalities that Consume Medium Energy 

Consumption 

 

Fig. 16. Sample of Municipalities that Consume High Energy Consumption 

This accurate analysis helps the decision-maker identify the 
municipalities and Portuguese public buildings activities that 
need to guide their consumers and change their energy 
providers. 

By analyzing Fig. 14 to 16 and Tables VII to IX, 
municipalities such as 'LISBOA' and 'LOULE' contain public 
buildings with low, medium, and high energy consumption. In 
addition, there are Portuguese public buildings activities such 

as 'INFRAESTRUTURAS PORTUGAL SA' that consume low 
and medium energy. Therefore, we seek to find the distribution 
of the number of public buildings with different activities with 
low, medium, and high energy consumption over the different 
municipalities. 

Tables VII, VIII, and IX show a sample of the public 
buildings located within each municipality. Knowing that each 
building has more than one location appears 24 times, 
distributed over 24 months over two years, 2018 and 2019. 

By analyzing Fig. 17, the number of public buildings in 
these Municipalities increased in certain months in 2018 and 
2019 as follows: 

 LOULE: Aug-18, Oct-18, Jan-19, Feb-19, Mar-19, 

and Oct-19. 

 SANTA MARIA DA FEIRA: Feb-18, Mar-18, Apr-

18, May-18, Jun-18, Nov-18, Jan-19, and Feb-19. 

 BRAGA: May-18, Aug-18, Oct-18, Jan-19, Mar-19, 

Apr-19, and May-19. 

 VILA NOVA DE GAIA: Aug-18, Sep-18, Oct-18, 

Nov-18, and Jan-19 to Oct-19. 

 LISBOA: Feb-18 to Nov-18, and Jan-19 to Dec-19 

 Regarding answering our research questions, and starting 
from RQ1, which aimed to collect public buildings energy 
consumption data in Portugal, and to find which where the 
critical factors in such dataset that could helped us in profiling 
such consumption, we were able to obtain aggregated monthly 
data for the years 2018 and 2019, regarding 77 996 buildings 
of various public sectors in 238 cities in Portugal, reaching 2 
775 082 records. We concluded that all factors (variables) of 
the collected data are critical for the mentioned profiling, 
except for the super empty variable. Our RQ2 aimed to find the 
more appropriate intelligent computing techniques, for the 
preparation of the energy consumption dataset to proceed with 
further clustering analysis. Answering to this question, we 
adopted different mathematical techniques to that aim, namely, 
outlier removal with Isolation Forest and polynomial 
interpolation. With a dataset ready for clustering analysis, we 
raised RQ3, seeking first, to identify the number of clusters in 
the given energy consumption dataset, where we adopted 
literature techniques such as Self Organizing Map (SOM), the 
Elbow method, and the Davis – Bouldin method, and then to 
propose a novel and optimized hybrid model for classifying 
(labelling) energy consumption in buildings. This model 
includes a mix of different techniques, namely, SOM, Principal 
Component Analysis (PCA), K-means (KM), and Genetic 
algorithm (GA), is referred to as the SPKG model, and was 
applied successfully to our dataset, predicting the cluster label 
(low, medium, or high consumption) of each building. With a 
set of labelled buildings at hand, we turned our attention to 
RQ4, targeting to discover essential patterns and general rules 
in such labelled dataset, that could help the decision-maker to 
rationalize energy consumption. Therefore, we analysed the 
clustering results and came up with a set of rules that can help 
the characterization of energy consumption of a given public 
building in Portugal. 
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Fig. 17. Sample of Public Buildings in Different Municipalities that Consume High Energy in 2018 and 2019. 

We have compared our results with state-of-the-art 
methods in the literature related to our work, in terms of using 
the K-means algorithm. M. Azaza study [14] and Al-Jarrah 
study [15]. The Standard Error (SE) of clustering in M. Azaza 
[14] and Al-Jarrah [15]m is 28.3 and 22.5, respectively. 
However, SE in our study is 0.002. Therefore, our study 
outperforms state-of-the-art methods in previous work, in 
terms of SE of the K-means algorithm. 

V. CONCLUSION AND FUTURE WORK 

This paper presented a novel hybrid intelligent model for 
classifying the energy consumption level (low, medium, high) 
of buildings that was tested in a dataset of energy consumption 
of Portuguese public buildings. To frame our research, we 
raised four research questions that where properly answered. 
To understand our data, a correlation coefficient analysis was 
used to find the critical factors (variables) that influence energy 
consumption of public buildings and understand the 
relationship between those factors. In a data preparation step, 
an isolation forest was used to remove outliers in the dataset. 
Additionally, an interpolation method was used to find 
compensation values or estimate unknown values using related 
known values. As for our modelling approach, aiming at 
labelling the energy consumption level of each building, we 
first computed the number of clusters of energy consumption in 
the dataset, and SOM, the Elbow method, and Davis-Bouldin 
method all agreed in 3 as the figure for the found number of 
clusters (corresponding to low, medium, high consumption). 

Then we used K-means with a Genetic Algorithm to predict 
the energy consumption cluster level of each building. This 
study provides contributions in four aspects. The first one 
considers factors that influence the energy consumption of 
buildings. The second one provides a novel model for 
classifying energy consumption of public buildings into levels 
(e.g., low, medium, and high). The third one provides analysis 
on real big data of the energy consumption of public buildings 
in Portugal, in the years of 2018 and 2019 (77 996 public 

buildings in 238 Portuguese cities). As an example, we were 
able to identify the municipalities that consume high energy 
levels. We have also identified monthly energy consumption 
patterns of buildings of the years of 2018 and 2019. The last 
aspect extracts proper scientific If-Then rules to help decision-
makers rationalize the energy-consuming and determine the 
most energy-consuming public buildings, from a set of 3 
values (low, medium, or high consumption). 

Together, all these results may help the decision-maker to 
evaluate the public building‘s future energy requirements, and 
rationalize the occupants of those buildings, with the correct 
energy consumption behaviours. 

As a recommendation for future work, we can think of 
using other techniques, such as statistical methods like multiple 
linear regression or logistic regression to find critical factors 
that influence energy consumption of public buildings. We 
could combine SOM and other optimization techniques (grey 
wolf, lion, and whale optimization), aiming find the optimal 
number of clusters of the energy consumption data of 
buildings. In addition, combining clustering and optimization 
techniques (grey wolf, lion, and whale optimization) could 
yield better prediction of cluster labels as for predicting the 
amount of energy consumption of buildings, this study follows 
the recent literature trend and suggests adopting machine 
learning approaches from the family of deep learning 
techniques, such as long short-term memory, convolutional 
neural networks, or deep forest. 

ACKNOWLEDGMENT 

This work has been supported by Portuguese funds through 
FCT-Fundação para a Ciência e Tecnologia, Instituto Público 
(IP), under the project FCT UIDB/04466/2020 by Information 
Sciences and Technologies and Architecture Research Center 
(ISTAR-IUL), and this work has also been supported by 
Information Management Research Center (MagIC)-
Information Management School of NOVA University Lisbon. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

151 | P a g e  

www.ijacsa.thesai.org 

REFERENCES 

[1] T. A. Nguyen and M. Aiello, "Energy intelligent buildings based on user 
activity: a survey", Energy and Buildings, vol. 56, no. 1, pp. 244–257, 
2013. 

[2] M. Zhang and C. Y. Bai, "Exploring the influencing factors and 
decoupling state of residential energy consumption in Shandong", 
Journal of Cleaner Production, vol. 194, no. 1, pp. 253–262, 2018. 

[3] N. Javaid, I. Ullah, M. Akbar, Z. Iqbal, F. Khan et al., "An intelligent 
load management system with renewable energy integration for smart 
homes", IEEE Access, vol. 5, no. 1, pp. 13587–13600, 2017. 

[4] K. Li, C. Hu, G. Liu and W. Xue, ―Building's electricity consumption 
prediction using optimized artificial neural networks and principal 
component analysis", Energy and Buildings, Vol. 108, no. 4, pp. 106–
113, 2015.  

[5] D. Zhao, M. Zhong, X. Zhang and X. Su, "Energy consumption 
predicting model of VRV (variable refrigerant volume) system in office 
buildings based on data mining", Energy, Vol. 102, no. 1, pp. 660–668, 
2016. 

[6] E. Agência, " Energy efficiency trends and policies in Portugal", 
Agência para a Energia, Vol. 1, no. 1, pp. 234–251, 2018. 

[7] G. Shi, D. Liu and Q. Wei, "Energy consumption prediction of office 
buildings based on echo state networks", Neurocomputing, Vol. 126, no. 
1, pp. 243- 264, 2016. 

[8] S. Naji, A. Keivani, S. Shamshir, J. Alengaram, Z. Jumaat et al., 
"Estimating building energy consumption using extreme learning 
machine method", Energy, Vol. 97, no. 2, pp. 506–516, 2016. 

[9] J. Massana, C. Pous, L. Burgas, J. Melendez and J. Colomer, "Short-
term load forecasting for non-residential buildings contrasting artificial 
occupancy attributes", Energy and Buildings, Vol. 130, no. 4, pp. 519–
531, 2016. 

[10] J. P. Gouveia and J. Seixas, " Unravelling electricity consumption 
profiles in households through clusters: combining smart meters and 
door-to-door surveys ", Energy and Buildings, Vol. 116, no. 2, pp. 666 – 
676, 2016. 

[11] L. Hernández, C. Baladrón, J. Aguiar, B. Carro and A. Sánchez, " 
Classification and clustering of electricity demand patterns in industrial 
parks", Energies, vol. 5, no. 1, pp. 5215–5228, 2012. 

[12] V. Ford and A. Siraj, " Clustering of smart meter data for 
disaggregation", In Proceedings of the 2013 IEEE Global Conference on 
Signal and Information Processing, Austin, TX, USA, pp. 507–510, 
2013. 

[13] D. Rhodes, J. Cole, R. Upshaw, F. Edgar, E. Webber et al., "Clustering 
analysis of residential electricity demand profiles", Applied Energy, vol. 
135, no. 4, 461–471, 2014. 

[14] M. Azaza and F. Wallin, " Smart meter data clustering using 
consumption indicators: responsibility factor and consumption 
variability ", Energy Procedia, vol. 142, no. 4, pp. 2236 – 2242, 2017. 

[15] Y. Al-Jarrah, Y. Al-Hammadi, D. Yoo and S. Muhaidat, "Multi-layered 
clustering for power consumption profiling in smart grids", IEEE 
Access, Vol. 5, no. 1, pp. 18459–18468, 2017. 

[16] H. Cai, S. Shen, Q. Lin, X. Li and H. Xiao, "Predicting the energy 
consumption of residential buildings for regional electricity supply-side 
and demand-side management", IEEE Access, Vol. 7, no. 1, pp. 30386–
30397,2019. 

[17] C. Nordahl, V. Boeva, H. Grahn and P. Netz, "Profiling of household 
residents' electricity consumption behavior using clustering analysis", In 
Proceedings of the International Conference on Computational Science, 
Faro, Portugal, pp. 779–786, 2019. 

[18] R. Granell, C. J. Axon and D. C. Wallom, ―Impacts of raw data temporal 
resolution using selected clustering methods on residential electricity 
load profiles‖, IEEE Transactions on Power Systems, Vol. 30, no. 1, pp. 
3217–3224, 2015. 

[19] M. Christ, N. Braun, J. Neuffer and A. W. Kempa-Liehr, ―Time series 
feature extraction on basis of scalable hypothesis tests (tsfresh – a 
python package)‖, Neurocomputing, Vol. 307, no. 4, pp. 72–77, 2018. 

[20] C. Miller, Z. Nagy and A. Schlueter, ―A review of unsupervised 
statistical learning and visual analytics techniques applied to 

performance analysis of non-residential buildings‖, Renewable and 
Sustainable Energy Reviews, Vol. 81, no. 4, pp. 1365–1377, 2018.  

[21] D. Hsu, ―Comparison of integrated clustering methods for accurate and 
stable prediction of building energy consumption data‖, Applied Energy, 
Vol. 160, no. 1, pp. 153–163, 2016.  

[22] A. Al-Wakeel, J. Wu and N. Jenkins, ―K - means based load estimation 
of domestic smart meter measurements‖, Applied Energy, Vol. 194, no. 
2, pp. 333– 342, 2017. 

[23] A. S. Ahmad, M. Y. Hassan, M. P. Abdullah, H. A. Rahman, F. Hussin 
et al., ―A review on applications of ANN and SVM for building 
electrical energy consumption forecasting‖, Renewable and Sustainable 
Energy Reviews, Vol. 33, no. 1, 102–109, 2014. 

[24] D. Zhikuen, W. Zhan, T. Hu and H. Wang, ―A comprehensive study on 
integrating clustering with regression for short-term forecasting of 
building energy consumption: case study of a green building‖, 
Buildings, Vol. 12, no. 10, pp. 1–20, 2022.  

[25] Z. Chen, F. Xiao, F. Guo, F. Zhang, J. Yan et al., ―Interpretable machine 
learning for building energy management: a state-of-the-art review‖, 
Advances in Applied Energy, Vol. 9, no. 1, pp. 1–19, 2023.  

[26] T. Zhao, C. Zhang, T. Ujeed and L. Ma, ―Methods on reflecting 
electricity consumption change characteristics and electricity 
consumption forecasting based on clustering algorithms and fuzzy 
matrices in buildings‖, Building Services Engineering Research and 
Technology, Vol. 43, no. 16, pp. 703–724, 2022. 

[27] A. Galli, M. Savino, V. Moscato and A. Capozzoli,‖ Bridging the gap 
between complexity and interpretability of a data analytics-based 
process for benchmarking energy performance of buildings‖, Expert 
System with Applications, Vol. 15, no. 1, pp. 388– 403, 2022. 

[28] M. M. Ouf, H. B. Gunay and W. O'Brien, ―A method to generate design 
sensitive occupant-related schedules for building performance 
simulations‖, Science and Technology for the Built Environment, Vol. 
25, no. 1, pp. 221– 232, 2019. 

[29] B. Dong, D. Yan, Z. Li, Y. Jin, X. Feng et al., ―Modelling occupancy 
and behavior for better building design and operation—a critical 
review‖, Building Simulation, Vol. 11, no. 4, pp. 899–921, 2018. 

[30] H. S. Park, M. Lee, H. Kang, T. Hong and J. Jeong, ―Development of a 
new energy benchmark for improving the operational rating system of 
office buildings using various data-mining techniques‖, Applied Energy, 
Vol. 173, no. 1, pp. 225–237, 2016. 

[31] Z. Yang, J. Roth and R. K. Jain, ―DUE-B: Data-driven urban energy 
benchmarking of buildings using recursive partitioning and stochastic 
frontier analysis‖, Energy and Buildings, Vol. 163, no. 1, pp. 58–69, 
2018.  

[32] K. Park and S. Son, "Novel load image profile-based electricity load 
clustering methodology". IEEE Access, vol. 7, no. 1, pp. 59048–59058, 
2019.  

[33] L. Wen, K. Zhou and A. Yang, "Shape-based clustering method for 
pattern recognition of residential electricity consumption‖, Journal of 
Cleaner Production, Vol. 212, no. 1, pp. 475–488, 2019. 

[34] L. G. Swan and V. I. Ugursal, "Modeling of end-use energy 
consumption in the residential sector: a review of modeling techniques", 
Renewable Sustainability of Energy Review, vol. 13, no. 8, pp. 1819–
1835, 2009. 

[35] J. Kim, H. Naganathan, Y. Moon, O. Chong and S. Ariaratnam, 
―Applications of clustering and isolation forest techniques in real-time 
building energy-consumption data: application to LEED certified 
buildings‖, Journal of Energy Engineering, Vol. 143, no. 5, pp. 1 – 20, 
2017. 

[36] H. Yassine, G. Khalida, A. Abdullah, B. Faycal and A. Abbes, 
"Artificial intelligence-based anomaly detection of energy consumption 
in buildings: a review, current trends and new perspectives", Applied 
Energy, vol. 287, no. 1, pp. 1–26, 2021. 

[37] S. Rodrigo and C. Marcelo, "Extended isolation forests for fault 
detection in small hydroelectric plants", Sustainability, vol. 12, no. 1, pp. 
1–16, 2020. 

[38] A. Daniel, G. Katarina, F. Hany, A. Miriam and B. Girma, "An 
ensemble learning framework for anomaly detection in building energy 
consumption", Energy and Buildings, vol. 144, no. 2, pp. 191–206, 
2017. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

152 | P a g e  

www.ijacsa.thesai.org 

[39] S. Jakob, T. Erik and L. Michael, "Anomaly detection forest", 24th 
European Conference on Artificial Intelligence, Belgium, Brussels, pp. 
1–8, 2020. 

[40] H. Sahand, C. Matias and J. Robert, "Extended isolation forest with 
randomly oriented hyperplanes", IEEE Transactions on Knowledge and 
Data Engineering, Vol. 1, no. 1, pp. 1–12, 2019. 

[41] B. Elhadj, D. Belkacem, I. Bachir and A. Khadidja, "Numerical 
simulation of conjugate convection combined with the thermal 
conduction using a polynomial interpolation method", Advances in 
Mechanical Engineering, Vol. 9, no. 1, pp. 1–7, 2017. 

[42] A. Abdelaziz, V. Santos and M. S. Dias, "Convolutional Neural Network 
With Genetic Algorithm for Predicting Energy Consumption in Public 
Buildings," IEEE Access, vol. 11, pp. 64049-64069, 2023. 

[43] H. Zhao and F. Magoules, "Feature selection for predicting building 
energy consumption based on statistical learning method", Journal of 
Algorithms & Computational Technology, vol. 6, no. 1, pp. 59–77, 
2012. 

[44] M. Inga, "Feature selection for energy system modelling: identification 
of relevant time series information", Energy and AI, Vol. 4, no. 1, pp. 1–
14, 2021. 

[45] J. Lee, J. Kim and W. Ko, "Day-ahead electric load forecasting for the 
residential building with a small-size dataset based on a self-organizing 
map and a stacking ensemble learning method", Applied Sciences, Vol. 
9, no. 1, pp. 1–19, 2019. 

[46] A. E. Ioannou, D. Kofinas, A. Spyropoulou and C. Laspidou, "Data 
mining for household water consumption analysis using self-organizing 
maps", European Water, vol. 58, no. 2, pp. 443–448, 2017. 

[47] Y.Long, M.Tang and H.Liao, "Renewable energy source technology 
selection considering the empathetic preferences of experts in a 
cognitive fuzzy social participatory allocation network", Technological 
Forecasting and Social Change, vol. 58, no. 1, pp. 421–432, 2021. 

[48] A. Abdelaziz, V. Santos and S. Dias, ―Machine learning techniques in 
the energy consumption of buildings: a systematic literature review 
using text mining and bibliometric analysis‖, Energies, Vol. 14, no. 1, 
pp. 1 - 25, 2021. 

[49] T.Räsänen, J. Ruuskanen and M. Kolehmainen, "Reducing energy 
consumption by using self-organizing maps to create more personalized 
electricity use information", Applied Energy, Vol. 85, no. 4, pp. 830–
840, 2008. 

https://www.sciencedirect.com/science/journal/03062619


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

153 | P a g e  

www.ijacsa.thesai.org 

A Survey of Evolving Performance Analysis 

Technologies, Algorithms and Models for Sports 

Shamala Subramaniam
1
, Manoj Ravi Shankar

2
, Azyyati Adiah Zazali

3
, Hong Siaw Swin

4
, Zarina Muhamed

5
, 

Sivakumar Rajagopal
6
, Mohamad Zamri Napiah

7
, Faisal Embung

8
 

Department of Communication Technology and Networks, Universiti Putra Malaysia, Selangor, Malaysia
1, 2, 3, 4, 5

 

Department of Sensor and Biomedical Technology, Vellore Institute of Technology, Vellore, India
6
 

Information Technology Division, National Sports Council of Malaysia, Kuala Lumpur, Malaysia
7, 8

 

 

 
Abstract—The emergence and extensive development and 

deployment of Industrial Revolution 4.0 have distinctly 

transformed the methodologies of sports performance 

monitoring. Consequently, there has been an increase in the 

emergence of new and adapted technologies in various areas of 

sports, such as competition analysis, player performance analysis 

and many others. There are rich and heterogeneous sports 

performance analysis technologies, algorithms and frameworks 

which provide constant basis for elevating new horizons of sports 

technologies. Thus, this paper aims to encompass significant 

findings that will provide a comprehensive survey in this area. 

Previous surveys have extensively focused on various 

methodologies of sports performance analysis, sport-specific 

analysis and other technology revolving around sports 

performance analysis. However, most of the focus is largely on 

training and competition performances and not off-field. The 

objective of this paper is to understand the current research 

trends, challenges and future directions of dynamically evolving 

technology embedded in the world of sports. This survey aims at 

contributing to this rich repository but with a new focus element 

of off-field that researches the connection between the athlete, the 

sports aspect of their life, the non-sport aspect and the 

methodologies of sports performance analysis. In addition, the 

exponential growth of Artificial Intelligence (AI) as a base for 

sports performance analysis systems and platforms is analysed 

extensively. This paper also presents a comprehensive 

classification of athlete performance analysis using algorithm 

tools and sports performance platforms and systems. 

Subsequently, the detailed analysis of this taxonomy has enabled 

the identification and detailed analysis of open issues and future 

directions. 

Keywords—Sports performance analysis technology; on-field 
analysis; IoT; real-time monitoring; off-field analysis 

I. INTRODUCTION 

The Industry Revolution 4.0 (IR 4.0) has seen the extensive 
harnessing of multitudes of technologies in wide and rich 
spectrum of areas [1]. This encompasses the domain of sports 
and is a significant element in positioning itself as a national 
and global agenda. Since the inception of technological 
advances, the sporting world and its entities have been 
strengthened in multiple aspects [2], such as the usage of 
wearable Global Positioning System (GPS), sensor technology, 
virtual imaging, Hawk-Eye Line-Calling System, and time 
tracking systems. These contributions to sports have increased 
the accuracy of measuring equipment and instruments. Among 
the reference success cases of sportsmen partnering with 

technologist are like athletes Kell Brook have worked with 
Sheffield Hallam University in the lead-up to his International 
Boxing Federation (IBF) world welterweight title fight. The 
scientists collected Heart Rate (HR) and lactate data. Like 
Brook, multiple-time National Basketball Association Most 
Valuable Player (NBA MVP) Stephen Curry has overcome his 
physical shortcomings by incorporating technology into his 
training regime. The All-Star basketball player has used strobe 
goggles and on-court light discs that force a sensory overload 
and demand quick decisions. Team sports athletes constantly 
strive to improve their international and league rankings. 
Football athletes in the second division of England, Germany, 
and France have been monitored with over 11,000 team-
matches observations to monitor the factors influencing the 
chance of promotion to the elite leagues [3]. The researchers 
executed a series of logistical regression analyses and made 
observations, proving that teams will do anything and 
everything to evolve and improve their status in the sporting 
world constantly. The athletes and coaching staff of the 
modern generation have resourced technology tremendously to 
enhance their athletic ability [1]. The cases presented above 
serves as a basis to justify the need to articulate the rich 
repository of sports technology to enable the trend analysis and 
determination of open issues especially with the rise of 
Artificial Intelligence (AI). The analysis of off-field and on-
field correlations from a distinct perspective of existing work 
has high constraints. Thus, creating problem in identifying 
pertinent open issues in this domain of analysis.  Thus, this 
survey paper is objectives are to address the solutions for this 
problem.  The goal of this survey paper is to show the state-of-
the-art sports performance analysis technologies. It 
encompasses a comprehensive review of papers. In the papers 
we reviewed, each algorithm, architecture or system is 
reviewed in detail from the implementation, their advantages 
and respective disadvantages. The developed taxonomy of 
comparison has provided a detail basis of the identification of 
the open issues. 

This paper is organized as follows. Section I is the 
Introduction. Section II discusses in detail the various Surveys 
that have been published in this area and highlights the 
uniqueness of our Survey. Section III presents the Proposed 
Classification Model based on the research from three 
subsections: Competitive and Training Performance 
Monitoring or On-Field, Non-competitive Performance 
Monitoring or Off-Field, and Systems and Platform. Open 
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issues collectively analysed throughout this paper, recorded 
and arranged in relevance discussed in Section IV with six 
subsections: Relating the Monitored Research of Athletes on 
Competitive and Training and the Non-Competitive States, 
Adapting to Sports Performance Monitoring Systems, 
Combating Athletes‟ Stress, Rise of Extensive research in 
Machine Learning (ML) and AI Will Enable the Dominance of 
Demographics, Sport-Specific, and Data-Handling Ethics. 
Finally, the paper concluded in Section V. 

II. ANALYSIS OF RELATED SURVEYS AND TAXANOMIES 

Reiterating the important fact that the recent acceleration in 
sports technology has motivated researchers towards the 
inclination to publish research based on sports performance 
analysis. This section discusses and reviews extensively the 
previous surveys conducted on sports performance analysis and 
the critical issues surrounding them. Research in [4] surveys 
elite and pre-elite athletes, evaluating unseen factors 
contributing to their success. 135 Australian Olympic, 
Paralympic, National, and state-level athletes from 25 Olympic 
sports were surveyed. Our research has also improved and 
elaborated that there are more factors than those included in 
athlete development programs such as lifestyle, social and 
support factors. In [4] it has been found that international 
athletes perceived psychological skills and attributes, along 
with strong interpersonal relationships, as vital to their success, 
and they also rated „Recovery practices‟ as very important and 
made extensive use of available support services. However, the 
athletes have indicated the necessity for access to these 
services at the grassroots level. The study has concluded that 
athlete development systems need a complete environment that 
allows athletes to succeed, perform consistently, have longer 
careers, and gracefully transition into retired athletes. 

In [5] the research done on analysis methods in sport for 
intelligent data has been reviewed in detail. More than 100 
studies on intelligent data and its analysis methods use Smart 
Sport Training (SST). Some of the methods among others 
surveyed included Computational Intelligence (CI) methods 
like fuzzy systems and simulated annealing, data mining 
methods like Support Vector Machines (SVM), and Random 
Forests (RF), Deep Learning (DL) methods like Recurrent 
Neural Networks (RNN) and Conventional Neural Networks 
(CNN), and other methods like Naive Bayes (NB) and 
Bayesian Networks (BN). The research also classified the 
research surveyed by sport type; individual, mixed, and team. 
Researchers have focused their attention on soccer, running, 
and weight lifting. The relation to participation levels, over half 
of the research study focused on individual sports, with team 
and mixed sports accounting for a third of the total. The 
research elaborated on the study type done on a particular sport 
and the focus of the research and results. This research may 
improve by adding more validation-level research publicly 
available with the datasets for replicating research, which 
improves methods. 

In team sports, numerous variables influence the outcome 
and performance of the teams. The research in [6] surveys team 
sports and the usage, challenges, and techniques of 
implementing AI and ML with computation, including 
forecasting match results, tactical decision making, player 

investments, fantasy sports, and injury prediction. The work 
evaluation on match outcome prediction found that, due to the 
unpredictability of sports, models still fail to forecast outcomes 
much better than bookmakers and appear to have hit a barrier, 
but there are several feasible solutions. This article also 
demonstrated the possibility of developing a one-of-a-kind 
real-world live testbed for AI and ML approaches to be 
validated in the future. According to a literature survey in the 
fantasy sports area, there are some AI approaches in the 
Fantasy Premier League (FPL) football competition to beat 
most human players dramatically. Overall, this study illustrates 
the impact of AI and ML approaches on the team sports 
domain, highlighting some processes with open areas and 
research issues. The survey focuses the research on six sports 
where only a finite amount of literature has been done. The 
narrow scope has allowed the team to be fortunate in finding 
research that contains the highest accuracy, cricket, with 75% 
in the prediction model. A broader scope would have seen 
sports with far more uncertainties and lower levels of accuracy 
in their research. 

In [7] the role of ML in predicting and avoiding sports 
injuries has been discovered. The article uses Tree-based 
ensemble methods, SVM, and Artificial Neural Networks 
(ANN) ML methods. Pre-processing steps aided the 
classification algorithms, enhanced over and under sampling 
methods, hyper parameter tuning, feature selection, and 
dimensionality reduction. The comprehensive study found that 
ML technologies forecast sports injuries in 11 researches. The 
study closes by requiring ML to identify high injury risk 
athletes and essential injury risk indicators. AI offers a 
fascinating new viewpoint on injury risk and team sports 
performance prediction. Another literature study [8] covers AI 
in sports medicine, data processing, injury diagnosis, and 
prevention in competitive sports. Models and approaches in the 
literature study include fuzzy sets, ANN, Markov process, and 
other models such as Bayesian theory and multi-dimensional 
models groups. The review needs to be more systematic, a 
weakness of the research. In [9] the implementation of GPS 
units to collect data on a full-time basis has been done. The 
athletes, 52 players, enrolled into the Korean National Team, 
provided data to calculate the optimal ratio of Acute to Chronic 
Workloads (ACWR). The observational study reviewed other 
injury related research to deduce the calculation behind 
workload and the probability of an injury occurring to an 
athlete. Unlike the previous studies, which focused on pre-
collected data, the research quantifies the workload of 52 
athletes using GPS units collected during game-based training 
and matches. The research has filled the need for a standalone 
study, which has also conclusively suggested that hockey 
athletes and their ACWR should stay within the moderate low, 
especially for strikers and midfield playing positions, to 
manage non-contact and soft tissue injury. 

In [10] the functional usage of ML and CI in sports 
prediction has been surveyed. ML, ANNs, BN and Logistic 
Regression Methods, SVM, and Fuzzy Logic and fuzzy 
systems are some models discussed in sports-related works. 
Many elements influence the outcome of a sporting event, 
including a teams‟ (or a players‟) morale, talents, and coaching 
plan. This review paper examines past research on data mining 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

155 | P a g e  

www.ijacsa.thesai.org 

methods for predicting sports outcomes and weighs the 
benefits and drawbacks of each approach. However, some 
sports, such as most track and field sports, are simply too easy 
to justify the complicated framework to the point where it is no 
longer necessary. There is a use of deep NN approaches in 
team sports analytics. Sports analytics using a DL approach is 
now possible thanks to tracking and visual data in sports and 
recent technological advancements. In [11] the use of modern 
DL techniques in team sports analytics has been reviewed. The 
survey researches two sports among the team sports that have 
benefitted from sports analytics, basketball, and football. The 
survey has tracked the advances in DL techniques in the two 
sports. The researchers aim to provide a study that provides 
insight to team sports analysts in sports and the ML aspect. 

As discussed in the performance analysis subsection, [12] 
surveys the journal databases, reviewing the literature on Smart 
Wearables. The research classifies health, sports, daily activity, 
tracking and localization, and safety into four major clusters. 
However, data resolution of wearable sensors, power 
consumption, wearability, safety, security, regulation, and 
privacy became the primary obstacles of wearable Internet of 
Things (IoT) devices. In [13] the need for performance analysts 
within the coaching process within elite football coaches has 
been evaluated. The research dissects the differences in the 
necessity of PA‟s at the professional and football academy 
levels. The purpose of this study was to fill a gap in the 
literature on the function of match analysts in providing 
feedback via match and notational analysis techniques and 
systems. The exploratory study uses an online questionnaire 
based on information from current match analysts in elite 
football, academic practitioners in performance analysis, and 
current literature. 48 match analyst practitioners from 
significant football clubs completed the survey. The majority 
of 32 analysts worked in a professional team setting, while 16 
worked in an educational setting. Educators and coaches can 
use the data gathered from training sessions and games analysis 
to understand better the challenges faced by a trainee, a player, 
or even an entire team and develop appropriate training and 
strategy plans. The research done by [14] has heavily 
influenced the structure and taxonomy due to emphasis on 
deliberating the finding of current surveys, current techniques, 
and trends of performance monitoring. This paper then 
proposes a classification scheme for these systems, separating 
them into invasive and non-intrusive categories. Researchers 
prefer nonintrusive systems since they do not interfere with the 
game. Each system‟s unique traits and strengths and 
weaknesses are listed. However, the system is still early and 
cannot extract high-level metrics such as game circumstances, 
team formations, or psychological characteristics. 

The discussion in [15] is an in-depth understanding of 
content-aware systems for sports video analysis by examining 
the insight offered by research into the content structure under 
different scenarios. Themes relevant to the research on context-
aware systems for broadcast sports were analysed. Analysis 
can benefit significantly from the use of ML. After evaluating 
coaches‟ responses, the study found that the system is valuable 
to daily work. The research summarizes the future trends and 
challenges for sports video analysis and sets the tone for the 
rest of this study in the section on video analysis. On the other 

hand, developing a unified framework that enables processing 
data from diverse sports is still challenging. The trade-off 
between commonality and robustness must prevail because the 
future goal of action recognition in sports is to develop a 
machine that can read, write, listen to, and speak a voice over 
to broadcast sports videos directly. 

The uniqueness of creation is that no two human beings are 
the same. Similarly, the conditions of individuals are different 
based on their fitness level and training consistency [16]. The 
researcher must determine a standard or baseline for every 
athlete individually to evaluate the athlete‟s performance. This 
way, it is considered that all humans are unique and may react 
differently to the stimulus applied, thus increasing the accuracy 
of studies and making surveys more accurate for the reader‟s 
comprehension in mapping them to specific domains. In 
contrast, more requiring research on Tai Chi and Qigong 
effects has only a few studies. Future research could also use 
shorter time intervals between RHR measurements to 
understand the underlying processes, potentially contributing to 
RHR decreases. The research done by [17] gave an in-depth 
method of monitoring an athlete‟s sports performance or a 
team of athletes, and this includes looking at several potential 
moderator variables‟ effects, and the cohesion-performance 
relationship revealed in research utilizing the Group 
Environment Questionnaire (GEQ). Standard literature 
searches turned in 46 studies with 164 effect sizes in total. This 
analysis breaks down the cohesiveness and performance in the 
sport. The GEQ had a moderate effect in studies that employed 
it. Refereed publications (as opposed to unpublished sources) 
and female teams had a more substantial cohesion performance 
effect. The research further breaks down the methods of 
measuring splitting variables like gender, type of sport, level of 
skill or experience of the athlete, and data source. 

Face video-based Photoplethysmographic (PPG) signals 
acquired with professional or consumer-level cameras to obtain 
HR remotely. In [18] the latest advances in video-based HR 
management were surveyed. The research focused on the 
technological updates that overcame the existing and 
overwhelming challenges caused by illumination variations 
and motion artifacts. The majority of available remote 
Photoplethysmographic (rPPG) methods currently work with 
uncompressed video data. Conversely, the uncompressed 
videos will take up a lot of disc space, making internet data 
exchange impossible. The background of imaging 
Photoplethysmographic (iPPG) and rPPG, which is an 
estimation method for HR, was discussed, and debating the 
prospects of this technique and potential research direction in 
[19]. PPG and noise reduction using wavelet transforms to 
measure people‟s HR, which proposed recreation of the 
method for obtaining HR from the rPPG. rPPG is a technology 
that uses current or previously recorded video from a simple 
web camera to estimate HR, oxygen saturation, and other 
parameters. The heartbeat is usually highly regular over a short 
time; these physiological characteristics estimate that arteries 
blood flow shows some periodic flow. As a result, slight 
fluctuations in the amount of light reflected from the face are 
visible in the arteries and blood vessels of the face, which can 
be caught by the camera and processed as a Blind Source 
Separation (BSS) problem. The research successfully created a 
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real-time system that detects an individual‟s face and facial 
tracking and displays the HR with maximum noise reduction. 
The work could be improved by incorporating the ML 
technique into the PPG signal identification and increasing face 
detection accuracy. 

HRV is a promising and essential research technique for 
cardiovascular disease diagnosis. The Parasympathetic 
Nervous System (PNS) and Sympathetic Nervous System 
(SNS) of the Autonomic Modulate System (AMS) regulate and 
control the HRV. HRV analysis can evaluate a variety of 
cardiological and non-cardiological illnesses. The research 
done by [20] surveyed HRV and the linear methods involved in 
the methodological evaluation. The two linear domains are the 
time domain and frequency domain. The researchers also 
discussed nonlinear methods of HRV like Poincare Plot 
Analysis, Approximate Entropy (APEN), Sample Entropy 
(Sampentropy), Detrended Fluctuation Analysis, and 
Correlation Dimensions. The parasympathetic and sympathetic 
controls, on the other hand, may have an impact on the alpha 
value in the study and fail to discriminate between them 
ultimately. As a result, a separate examination of both the 
short-term and long-term scales is necessary to determine the 
actual range of the scale as it withdraws the reciprocal effect. 

In [21] the focus is on football as the ML applications in 
sports analytics relate to player injury prediction and 
prevention, potential skill, or market value evaluation. CI has 
shown to be a valuable tool in various fields. This study looks 
into the possibility of predicting long-term team and player 
performance. By surveying 31 categories of study and deriving 
the methodologies, information, and applications, large 
amounts of data turn into meaningful knowledge through data 
mining. Historical data and advanced statistics offer a reliable 
projection of the final league table and whether a team will 
have a more robust season. The findings taken from different 
leagues show a significant disparity. As a result, essential 
differences across leagues should apply universally. Player 
exhaustion and severe long–term injuries are problems that can 
harm players or teams, but if addressing the intricacy of the 
situation, such data could be valuable study tools. Many sports 
organizations have begun to understand that the data 
previously retrieved has a treasure of undiscovered knowledge, 
as data mining techniques capture the attention of the 
information industry and society due to a significant volume of 
data and the impending need to turn it into valuable 
knowledge. The research in [22] classified the 31 articles into 
nine thematic types with a systematic review of sports data 
mining from 2010 to 2018. The researchers also located 
possible areas to be explored, such as swimming, athletics, 
hockey, boxing, fencing, and tennis. The review concluded the 
survey by encouraging new research in this field. 

The work in [23] surveyed multiple online databases for 
articles using AI techniques applied to the team sports athletes. 
The team applies AI to predict injury risk and team sports 
performance possibly. The most used methods surveyed are 
ANN, decision tree classifier, SVM, and Markov process, 
including good performance metrics. Soccer or football, 
basketball, handball, and volleyball were researched as the 
traditional team sports. The research concluded with the 
assurance of a promising AI and team sports future. There are 

some differences in sample sizes in the manuscripts, with some 
samples being lesser than others. 

The review done by [24] analyzed the literature on sports 
predictions that have utilized the application of ML. The 
research categorizes the method of ML into unsupervised 
learning and reinforced learning. Location, player health, 
player performance, weather, and ground conditions are all 
factors that influence whether a game is won or lost. Plenty of 
data is available for long-seasoned and high-scoring games like 
basketball, making prediction considerably more manageable, 
but guessing the outcome for games that are only played once a 
year and are low-scoring becomes a problematic endeavor. The 
team then attempts to show the comparison using a table, 
displaying the approach, game, technique, and review of the 
research surveyed. The research concludes by highlighting the 
study‟s limitations and prospects. 

In [25] the microsensors usage and the monitoring 
approach implemented in basketball and did an online survey, 
and applied multiple responses, Likert-scale level of 
agreement, and open-ended questions on basketball 
practitioners were researched. Questions for the basketball 
practitioners included how player monitoring was performed, 
highlighting the barriers and facilitators with microsensors. 
Nearly two-thirds of respondents implement player monitoring, 
and almost one-third of basketball practitioners use 
microsensors. The survey concludes that basketball has low 
uptake of microsensors in sports performance monitoring. 
Because of this study‟s small sample size, it was impossible to 
analyse results based on criteria such as the playing skill of 
respondents. 

The study in [26] did a survey on recovery strategies 
among basketball practitioners. The majority agreed that 
recovery strategies are very vital in their routine. The best 
strategies were active recovery, massage, foam rolling and 
stretching. The biggest challenges for the basketball athletes 
surveyed would be the lack of devices and facilities, high cost 
and lack of time. The research does find that there is a 
disassociation between scientific evidence and perceived 
evidence. The survey also noticed the inclination of athletes to 
prefer easily implemented strategies rather than evidence-
supported strategies. 

The work in [27] has given a comprehensive explanation 
about wearable monitoring systems. There are highlights of the 
usage of sensors, specifically commercial wearable systems for 
sports applications. The book overviews the psychological 
parameters measured by wearable systems. The HR and 
oxygen consumption parameters are analyzed in the respective 
sections. The following sections discuss the practitioners and 
the sports utilizing these wearable systems. The book 
concludes by evaluating the immense value of wearable 
systems to multiple sectors, including sports. The authors 
express their opinion on the current business expansion of 
wearables, which is currently small, and market forecasting has 
yet to produce an accurate and generally disseminated insight. 
Wearables technology can collect rich contextual data from the 
device itself and use it to provide a truly tailored experience. 

In [28] the work surveys wearable technology, the 
progression in the development of wearable devices, and the 
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latest advances in the wearable devices market. They also 
classified the wearable devices based on factors and analysed 
in-depth information on the technology, highlighting the 
adverse challenges and prospects of wearable devices. Due to 
the lack of good practices in interoperability and proper 
standardization in the new Internet of Wearable Things (IoWT) 
niche, the close connection of various systems provided by 
different suppliers remains one of the most critical issues of 
wearables. AI in Sports Performance, ML and Sports 
monitoring, and RTM are the primary demographics and focus 
searched for throughout the research. 

III. PROPOSED CLASSIFICATION MODELS 

In this paper, we proposed two classification models as a 
basis to address the importance of the term “off-field” 
performance analysis tool. This proposed classification being 
given a distinction is based on the extensive survey conducted 
in the previous section and the analysis has inspired that there 
is a need to give the analysis of athletes beyond the training 
and competition venue.  Thus, creating the need to empirically 
analyse their off-field activities and their impact on the on-
field. In this section we will review pertinent research done in 
off-field and subsequently the next section will present the 
open issues we have identified based on our extensive survey. 

The ecosystem of an athlete consists of a broad spectrum of 
activities with multiple interactions with varying groups of 
people. This research surveyed 50 athletes, from national to 
state, and added the most common results. 

Different athletes may have different timetables or 
schedules. Top-tier athletes train at least one or more times a 
day. Before stepping on the pitch, many athletes have Pregame 
Rituals (PGR) to complete [29]. In Ghana and other Sub-
Saharan African countries, unorthodox PGR is common in 
sports, mainly soccer. Based on scientific descriptions, 
empirical investigations, and specific field observations, the 
paper also underlines the conceptual contrasts between PGR 
and pre-performance routines. The study in [30] put these 
superstitions to the test among track and field athletes, where 
there is more to the athlete‟s preparation than mere 
superstition. The positive correlation between athletic identity 
and superstitious behaviour shows that student-athletes with 
strong athletic identities used more superstition in sports 
events. Individuals with a high athletic identity utilize 
superstition as a coping mechanism to minimize anxiety during 
the competition [31] and protect their egos. Precompetitive 
Mood States (POMS) have been reviewed by [32] and give us 
the ideology behind the Mental Health Model of the athlete 
before a competition as well as the more suitable Hanin 
Individual Zone of Optimal Function (IZOF) model. An athlete 
must consider all facets of the preparation time allocated before 
the tournaments. Whether on the pitch or off the pitch, every 
move imprints the athletes. There are multiple studies targeted 
at the effects of the actions carried out by athletes when the 
athletes are in a non-competitive state. The research surveys 
the studies devoted to uncovering the truth behind the effects of 
non-competitive actions on the athlete‟s performance. 

The proposed patent Prest and Hoellwarth is looking to 
monitor the vital signs of an athlete using headphones, earbuds, 
or headsets. While managing the electronic device, the 

monitoring system monitors user activity during exercise or 
sporting activities. Other user characteristics such as biometric 
data, temperature, sweat, and HR are attributable to the 
monitoring system‟s placement. The usage of headphones or 
earphones is rising during training sessions, despite having 
multiple side effects such as perforated eardrums [33]. There 
has been a study relating the effects of music on exercise [34]. 
It is also viable for a non-competitive approach. The athlete 
might want to calm his nerves before and after the game, and 
during that period, a reading of the HR, perspiration level, and 
steps taken should be recorded. Music can have a considerable 
positive impact on exercisers and athletes, especially in terms 
of increased effective reactions and physical performance, 
reduced perceived exertion, and more efficient oxygen 
consumption. The duration an athlete takes to reach a state of 
physical readiness for the next activity allows coaches to plan 
out substitutions of athletes for the games. Other alternatives 
like monitoring the step counter through the shoes have lost 
some avenues to monitor vital signs like HR and perspiration 
levels as effectively as this patent. The research in [35] 
measures an athlete‟s performance without measuring their 
physical performance, but instead taking a psychological 
measurement, Sports Performance Inventory (SPI). A principal 
components‟ analysis with Varimax Rotation performed on the 
original survey items resulted in an 83-item survey with six 
interpretable factors: competitiveness, team orientation, mental 
toughness, emotional control, positive attitude, and safety 
consciousness. Compared to novice athletes, college athletes 
had a higher SPI composite, a more positive attitude, and were 
more competitive. Females were more team-oriented than men, 
and novice males were more competitive than novice females, 
with college females outperforming college males. However, 
there is no direct proof that the SPI‟s dimensions will predict 
an athlete‟s performance, and sex differences discovered 
between athletes may be premature due to the small sample 
size. 

The health industry has a huge responsibility. Discharged 
patients are still under the monitoring eye of the hospitals. The 
common issues for missing monthly check-ups are distance 
and transportation. The analysis in [36] has multiple uses and 
currently monitors the patients‟ vital signs. The developed VJ 
is a microelectronics and textiles based vital signs monitoring 
system. The VJ has multiple readings for the usual ECG, 
respiration, perspiration, and oxygen saturation percentage. 
One unique feature that a clothing-based sensor can detect is 
posture. The VJ can detect the posture reading of the test 
subject. The posture reading can be beneficial in a sports-based 
environment because sports require posture perfection, which 
could be one of the solutions for these sports. Moreover, games 
that find an external wearable sensor disrupt the gameplay‟s 
efficiency. Not to mention the question of safety, some sensors 
are waist-mounted, and even watch-based can quickly disrupt a 
play of games like rugby, whereas a shirt or vest used under the 
players‟ uniform will form minimal resistance for the 
gameplay. 

Other studies have touched on the negative behaviours 
among athletes and how that affects training to gather evidence 
that no matter to what extent the athlete puts the body through 
gruelling training sessions, the effects from non-competitive 
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activities leave a lasting impression on the performance. Drugs 
are categorized by [37] into usage and abuse [38]. The usage of 
allowed substances for an athlete‟s recovery has long been a 
part of the life and diet of performance athletes, but there is a 
fine line between usage and abuse. The overall harm of drug 
misuse comprised the substance‟s direct physical harm to the 
individual user, the drug‟s ability to create dependence, and the 
impact of drug abuse on families, communities, and society 
[39] [40]. Marijuana addicts are more likely to develop a 
persistent cough, bronchitis, and lung and upper airway 
cancers. Regular marijuana usage has sadness, anxiety, and 
schizophreniform illness in some people with a pre-existing 
predisposition [41]. Many drugs are outside the Health 
Ministry and International Sports governing bodies such as the 
World Anti-Doping Agency (WADA) [42]. The study in [43] 
highlights drugs like cocaine, meth/amphetamine, ketamine, 
and other drugs among "full-time" athletes and discusses the 
effects on the population of "full-time" athletes. The 
monitoring happens on a self-reporting basis and drug tests. 
The survey has also clarified that drugs harm current 
performing athletes and affect them when they stop competing 
and retire. It is common knowledge to note that drugs are 
harmful to any class of humans, but as the study has 
thematically targeted athletes, the survey discovers that athletes 
are no exception. 

The athlete must recognize the body‟s biological signs and 
capabilities and sense what the body is going through. The 
research in [44] monitors the point at which the subject has 
reached the level of fatigue. This analysis documents a self-
reporting, and the athlete notes the point at which he or she 
reaches fatigue while playing a sport of the choice. The test 
subjects needed to complete three surveys daily, and some 
relied solely on these surveys to covey what the test subjects 
were experiencing. The test subject saw that as the weeks 
progressed, there was more and more load that test subjects 
could handle, and this showed that progressively overloading 
the body meant that the body was less likely to feel fatigued at 
an earlier stage. The body muscles get accustomed to the 
athletes‟ load, and as the documentation proved, the athletes 
can withstand more the next time the test subjects are under the 
tests. 

In [45] the manner in which an athlete‟s training affects 
their competitive performance is examined. The researchers 
analyze the link between competitive disc throwing 
performance and maximum lifting weights in female disc 
throwers. Maximum lift weights were recorded for the bench 
press, full squat, deadlift, high clean, and snatch. They use 
Pearson‟s R Accumulated Correlation Coefficient to determine 
the relationship between competition performance and 1-RM. 
Weights show a substantial positive link between female discus 
throwers‟ performance and their maximal lifting weight in the 
bench press, high clean, and snatch as female discus throwers 
weigh less than male discus throwers; hence they need to throw 
faster to convey the same amount of force. The high clean and 
snatch actions may contribute to power output during the 
delivery phase. 

The COVID-19 pandemic is an example of an extended 
period forcing the athlete to be away from training. Almost all 
nations enforced nationwide lockdowns. The research in [46] 

observes the usage of Virtual Reality (VR), which has already 
proven to be a step forward compared to video playback 
training. VR was used to separate the visual data of player 
movements from the visual data of the ball trajectory. The 
three conditions described are the player‟s throwing action, ball 
trajectory, and final location. The immersive environment 
emulates the field of play, the players, and the game 
methodologies, allowing for a comprehensive game mode to be 
tapped and trained in the athlete. 

IV. OPEN ISSUES 

The extensive discussion and review of the wide spectrum 
of research conducted in off-field and on-field has distinctly 
and empirically illustrated the depth and spectrum of research 
in sports performance analysis.  Our analysis has derived the 
following open issues which will further enhance the spectrum 
of harnessing resources to elevate sports. 

A. Relating the Monitored Research of Athletes on 

Competitive and Training and Non-Competitive States 

In summary, when writing this survey, there is no 
predefined research between the stress applied to the athletes 
from the non-competitive daily routines and the performance 
displayed during competitive and training states. Studies 
performed on monitoring an athlete in competitive and training 
states, creating baseline readings, and through training and 
practice comparing the athlete‟s current state and performance 
over a while. Despite having studies done to relate pre-
competition state using POMS, and the athlete‟s performance 
during competition, no specific correlation has been derived 
between what happens when the athlete leaves training or 
competition. An athlete spends an average of 20 to 30 hours a 
week in training and doing on-field activities, and there is an 
average of 140 hours that an athlete is away from the field. 
Therefore, 80% of the athlete‟s schedule is bound to affect the 
20% spent on the field. 

B. Adapting to Sport Performance Monitoring Systems 

As sporting fraternities continue to evolve, all avenues must 
ensure excellence. An avenue like a stress monitoring system 
to access the athlete‟s current state will be extremely valuable 
and open to being tapped. There has been a void in this sector 
that has limitless potential in the case of pursuit. The sports 
world must accept the digitalization of performance analysis. 
Newer and more advanced systems than video monitoring have 
emerged in the sports fraternity. A recent survey researched the 
perception of rink-hockey head coaches and the usage of 
performance analysis as a tool to assist training, match 
preparation, observation, and interventions. The research has 
further cemented the importance of performance analysis by 
including seven experienced First Division Portuguese rink-
hockey head coaches and conducting semi-structured 
questions, and the data analyses through inductive and 
deductive content analyses. Rink-hockey head coaches prefer 
to analyse the opponents themselves to plan training, assist 
with tactical preparation, and implement within-match 
strategies. They considered video analysis a vital tool to 
analyse opponents‟ strengths and weaknesses, focusing on the 
opponent‟s goalkeeper. Rink hockey has adopted performance 
analysis to prepare for tournaments and world sporting events 
in their armoury, like many other sports. Like rink hockey, 
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many other sports and coaching staff must be open to working 
with researchers, providing data on their athletes, and taking 
part in performance analysis of the individual athlete or team. 
The grassroots federations have less to worry about introducing 
new technology because the severity of the contracts and 
agreements, if present, is less than that of the professional 
leagues. The athletes are younger and will be more open to 
accepting and working with new technology introduced by the 
researchers. Also, wearable devices in grassroots level training 
sessions and games will not hinder high-profile games, unlike 
the professional games played by star athletes. 

C. Combating Athletes’ Stress 

An athlete is the face of the country in international multi-
sport events, and there should be no unnecessary stimuli that 
bother the athlete. Research on the lifestyle of an athlete 
analysis the action that may induce stress recorded through 
HRV and isolates the athletes from such actions. An athlete 
should be able to allow competing without stress, which in turn 
is known to cause performance anxiety. Research that proves 
the importance of athletes‟ surroundings and the effects on 
performance will encourage national sports bodies to shape the 
surroundings of athletes according to their needs and remove 
stress triggers to ensure more potential tapped out of the athlete 
and more glory brought to the nation. 

D. Rise of Extensive Research in ML and AI will Enable the 

Dominance of Demographics 

The modern sport of hockey boasts a fast-paced, physically 
grueling sporting event. One such sport is field hockey; with 
over two billion viewers annually and the top five most 
watched sports globally, minimal documented studies have 
been done on the sport or its athletes. Athletes of the top 
calibre require very high levels of stamina. Elite athletes need 
to maintain a high fitness level and constantly train their skills. 
The skills of hockey are displayed in the accuracy of shots and 
passes, the ability to run with the ball, and take power shots. 
The athletes in the sport need to monitor their performance 
during the competition and training and non-competitive states 
if the aim is to reach the top level of hockey play. The National 
Level hockey players could benefit from the study and the 
knowledge that many activities knowingly or unknowingly 
cause the dip in sports performance during athletes‟ 
competition and training. It will be another tool in the arsenal 
for the coaches and athletes to exploit and further improve. 

E. Sport-specific 

The study has surveyed an array of different sports and the 
method of monitoring athletes and monitoring the performance 
of the athletes. The difference from one sport to the other 
changes drastically the more profound the research goes into 
the details and skills of a sport. Every sport has a unique skill 
set and abilities that the athletes must complete, and sports 
monitoring has been very sports-specific. Some sports have a 
huge reception globally, but very little documented research. 
Sport-specific research proposed directing towards that is 
focused on the uniqueness of the sports and the respective 
demographics.  The research should cover an existential issue 
of the effects of the athletes‟ non-competitive practices and 
how top-level athletes are affected by it. The study should 
cover the area of wearable sensors as their go-to research 

method. Using the current systems in the market, like Suunto, 
boast a repertoire of precision and accuracy in measuring the 
physiological changes in the body. Unfortunately, mega-
corporations like Suunto do not divulge the readings and 
information recorded on their watches to the public or is search 
team. They expect users to use their hardware and readings 
taken at face value. Another option is the Samsung Watch due 
to their operating system running on Tizen. Tizen allows 
developers and researchers to develop their applications to be 
tested in the Samsung Watch hardware, applying using the 
sensors optimally. The Tizen software also allows for the 
readings to be taken, recorded, and analysed by researchers. 

F. Data-Handling Ethics 

Bio-metric data has been a repeating element in most of the 
research discussed in the survey. The power and accessibility 
of the technology behind bio-metrics have made it very 
susceptible to monetization or the user‟s identity being stolen. 
In the professional sporting sector, some laws involve data 
sharing policies. The agreements and contracts for athletes 
allow their documents and data to be protected from being 
misused, which is not the case for lower levels of the sport. 
There is a gray area in the confidentiality of athlete data 
collected by researchers. There has to be a standard protocol 
for all athletes and researchers, allowing for more ethical 
practice in sports research. The current trend leaves a gap that 
hackers can exploit. 

V. CONCLUSIONS AND FUTURE WORK 

This paper presents a survey on the sports performance 
analysis of athletes‟ competitive and training states in various 
sports. We also surveyed the athletes and monitored their non-
competitive activities or away from training. Then taxonomy of 
comparison was done on the research based on metrics like 
using the wearable sensors. The most common method in the 
modern age is to use mobile wearable sensors on the athletes 
while monitored during competition and training. However, 
there is also an avenue to use the same concept of wearable 
sensors to monitor athletes that leave the pitch. As mentioned 
above, an athlete‟s job is continuous and not only during 
competition and training. Therefore, we have presented the 
option of a bridge where non-competitive monitoring is the 
void many researchers may need to exploit in the open issues. 
On the topic of open issues, we have also found that: 

 Stress monitoring among athletes is done extensively 
during competitive and training activities, but not once 
the athlete leaves training. The stress subjected to the 
athletes could be why the player‟s progress and 
performance are stunted. 

 The national sporting bodies in nations need to pay 
heed to the lifestyle of athletes and foster an 
environment conducive to the athlete, besides the 
vigorous and state-of-the-art training facilities. 

Sports with a fan following and stadium ambience creation 
by these fans need more research on their players and the 
sporting environment. The future direction of this research will 
be to encourage more researchers to create holistic and 
complete performance monitoring systems. The performance 
monitoring system or architecture must contain a registration 
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module for the national-level database of athletes, which acts 
as a recommend system for national-level athlete selection. The 
athlete selection must be based on collective performance data 
and not only a single qualifying event win. Single event 
qualifying win has been the method of qualifying for state to 
national level athletes. The lack of a complete database of 
athletes requires sports federations to select athletes through 
events, not merit or potential performance. Thus, performance 
analysis tools will constantly need to be enhanced and to be 
designed to furnish the specific and demographics in precise. 

The future work will be focused on the analysis of sports 
performance analysis based on sports specifications.  The 
harnessing of intelligence in its wide spectrum will be further 
covered. The detailed review and analysis of hardware 
development such as biomedical sensors is also being pursued. 
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Abstract—As a knowledge graph for the field of ATM (Air 

Traffic Management), ATMGRAPH integrates aviation 

information from various sources, and provides a new way to 

comprehensively analyze ATM data, but the storage schema of 

ATMGRAPH is inefficient for trajectory-related queries which 

have typical spatial-temporal characteristics, thus cannot meet 

the application requirements. This paper presents an improved 

storage model of ATMGRAPH, specifically, we design a cluster 

structure to connect trajectory points and spatial-temporal 

information to speed up trajectory-related queries, and we link 

flights, airports, and weather information in an effective way to 

speed up weather-related queries. We create a dataset of about 

10,000 real domestic flights, and build a knowledge graph of it 

which contains about 11.66 million triplets. Experimental results 

show that ATM knowledge graph constructed by this storage 

model can significantly improve the efficiency of spatial-temporal 

related queries. 

Keywords—Air traffic management; knowledge graph; storage 

model; spatial-temporal query; ontology 

I. INTRODUCTION 

With the rapid development of the economy, people are 
willing to travel by air due to its efficiency and convenience. 
The civil aviation industry generates a large amount of data 
every day, coming from multiple departments such as airports, 
airlines, Air Traffic Managements (ATMs) and meteorological 
bureaus, with varying data forms and coding rules, make it a 
great challenge for semantic data query and analysis. As 
Aviation data are scattered in different systems, integrating 
them into a big semantic database seems to be a good idea. 
The most representative work is ATMGRAPH (Air Traffic 
Management Knowledge Graph) constructed by NASA. This 
KG (Knowledge Graph) integrates multiple aviation 
information and is benefit for semantic data analysis. Flight 
trajectory information accounts for the vast majority in 
ATMGRAPH, it has obvious spatial-temporal characteristics, 
and data analysis on trajectory is often about spatial and 
temporal. However, in practical applications, ATMGRAPH 
encounters great scale problems, especially when facing 
spatial-temporal related data queries, i.e. its performance 
decreases dramatically for huge data volumes. 

There are few works to address this problem, in order to 
fill this research gap, this paper conducts on spatial-temporal 
query optimization of ATMGRAPH. A knowledge graph can 
be logically divided into two layers: the data layer and the 
schema layer. The data layer stores knowledge facts, and the 
schema layer defines ontology to standardize a series of fact 
expressions in the data layer [7].This paper designs an 
improved storage model for ATMGRAPH to solve the 

problem of slow and inefficient processing of spatial-temporal 
related queries. Specifically, we design a cluster structure to 
connect trajectory points and spatial-temporal information to 
speed up trajectory-related queries, and we link flights, 
airports, and weather information in an effective way to speed 
up weather-related queries. Experimental results on real 
aviation data show that the query efficiency using our model is 
significantly improved in typical application scenarios. 

The rest of this paper is organized as follows. Section II is 
the related work. Section III is the problem definition, which 
introduces NASA's original ATMGRAPH model and analyzes 
its shortcomings in spatial-temporal related queries. In Section 
IV, we introduce our improved ATMGRAPH model in detail. 
Section V is the experimental results and discussion, and we 
conclude our work in the final section. 

II. RELATED WORK 

With the rapid development of the global transportation 
industry, air traffic flow has significantly increased. There 
were lots of research works on air traffic management such as 
airspace saturation, flight accidents, flight delays, and air 
control difficulties. The Federal Aviation Administration 
(FAA) used big data analysis to identify operational patterns, 
which can support the identification and prediction of airport 
data [2]. Rezo [3] introduced a paradox in aviation data 
processing and proposed a probable solution. Dorota [4] 
discussed the requirements of aviation data in Polish 
regulations and gave a practical proposal. Keller et al. [5] 
introduced a system for combining heterogeneous air traffic 
management with semantic integration techniques, which 
transforms data from disparate source formats into a unified 
semantic representation of ontology-based triplets. Liu et al. [6] 
implemented seamless communication and mutual 
cooperation between civil aviation systems through 
information sharing, which could support collaborative 
decision-making of air traffic management and improve the 
capacity of airspace systems. Lu et al. [7] proposed an 
integration architecture of cloud computing and blockchain for 
ATM systems, in which it pointed out the advantages of the 
new technology architecture over the traditional architecture 
of existing ATM systems. Europe and the United States are 
trying to use ontology technology to integrate and fuse 
aviation data from multiple sources, so as to provide a unified 
data exchange mechanism with semantic information for all 
participants in the aviation industry. For example, the Single 
European Sky Program launched the BEST project 

(http://www.project-best.eu), which designed AIRM (ATM 
Information Reference Model) and constructed an ontology 
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model for aeronautical and meteorological information [8]. At 
the same time, NASA constructed ATMONTO (ATM 
Ontology), involving ATM core data such as aircraft, flight, 

airport, airline, route, and navigation facility [9]. It includes 

over 150 classes, over 150 datatype properties, and over 100 
object properties. Based on ATMONTO, NASA also built 
ATMGRAPH, a knowledge graph containing 260 million 

triplets [10]. Many information of ATM has temporal and 

spatial characteristics, e.g. when an airport is temporarily 
closed due to snow conditions, the airport operation status in 
KG should be changed to CLOSED, and the start and end time 

should also be indicated. Therefore, Schuetz et al. [11] 

proposed the concept of Contextualized Knowledge Graphs by 
adding semantic dimensions such as time, space, and data 
source in KG to solve the problem of information distribution 

and acquisition for all participants in the aviation industry. 

III. PROBLEM DEFINITION 

As the latest achievement of symbolism, knowledge graph 
is an important milestone of artificial intelligence. Knowledge 
graph can provide valuable structured information by data 
integration and standardization, and it has been widely used in 
information retrieval, automatic question answering, decision 
making and other fields, and it is also an important basic 
technology to promote data mining and intelligent information 
services [12]. With the growing scale of the knowledge graph, 
data management issues become increasingly prominent [13]. 
KG is generally divided into general knowledge graph and 
domain knowledge graph, and the latter usually needs to 
carefully design the storage model according to the industry 
data's characteristics in order to meet the retrieval 
requirements under large-scale data. 

Consider the following two representative queries in ATM： 

 Find all flights passing through the ZBAAAR20 sector 
of Beijing on July 20, 2022 and landing at Beijing 
Capital International Airport under strong wind 
conditions. 

 Find which sector controlled the most flights between 
9am and 10am on July 16, 2022. 

ATMGRAPH consists of one month's flights 
(approximately 100,000 flights) and weather data in the New 

York metropolitan area ， which includes eight classes: 

airspace structure and facilities, flight routes and procedures 
about takeoff and landing, traffic management measures, 
flight carriers and aircrafts related, airport and ground 
operations, weather, sequence related, and spatial-temporal 
related. Fig. 1 is a segment of ATMGRAPH, with a specific 
flight instance at its center: UAL535, which took off at 
00:19:00 on July 15, 2014. Connected to it includes the 
departure and arrival airport of the flight, the carrier airline, 

the aircraft model, the planned route and the actual route. 
The lower part of the figure represents the track points of the 
flight, each contains information such as time, longitude, 
latitude, altitude, speed etc. (not listed in the figure for 
brevity). Although there are classes about weather and sectors 
in ATMGRAPH, getting the results of the two representative 
queries above is very inefficient, cause it must check all points 

one by one whether it matches the corresponding constraint. 
For example, when querying the workload of a sector during a 
certain period of time (i.e. the number of flights flying within 
the sector during this time), at first we must find all track 
points within that period of time, then for all of them we need 
to check whether their positions are within that sector, and 
finally output the corresponding flight information. Obviously, 
these kinds of operations are quite inefficient. 
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Fig. 1. Flight information storage segment. 

This paper designs an improved storage model, which not 
only considers the strongly correlated characteristics between 
flight and weather information, flight and spatial-temporal 
information, but also links the trajectory points with spatial-
temporal entities, so as to speed up spatial-temporal related 
queries. Experimental results on real flight data show that our 
proposed model greatly improves the query speed for 
representative queries and for some queries which the original 
model may take hours, our model can finish them in just a few 
seconds. 

IV. IMPROVED STORAGE MODEL 

Although there are already eight major classes in 
ATMGRAPH to represent various knowledge in ATM field, 
some of them are relatively independent, making it difficult to 
obtain results using a single query statement involving 
multiple classes. The nodes of flight trajectories in 
ATMGRAPH account for nearly 70% of the entire graph, and 
each track point is only connected in chronological order 
using the hasNextTrackPoint relationship. This kind of storage 
model not only occupies a large amount of storage space but 
also reduces query efficiency. On the premise of being 
consistent with the original structure of the ATMGRAPH, this 
paper extends it to express more spatial-temporal information 
without taking up more storage space. 
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Fig. 2 illustrates our improved storage model, where 
ellipses represent the newly added classes and dashed edges 
represent the newly added relationships. TimeInterval is a new 
class for standard time segment, which connects the 
Trackpoint class through belongToTimeInterval relationship 
to express track points with the standard time segment 
information. The relationship belongToSector connects the 
Trackpoint class with the Sector class representing which 
sector the track point is located in. The new class 
WeatherInterval represents weather conditions of each airport 
in different time periods, and it also connects to the Flight 
class through two new edges: hasArriveWeather and 
hasDepartureWeather. The class ActualRoute represents the 
actual flight route, which contains the first and last track 
points of the trajectory through the edge of hasFirstTrackpoint 
and hasLastTrackpoint. 

Trackpoint

ActualRoute

AirportFlight

belongToTimeInterval

Sector

belongToSector

hasFirstTrackpoint hasLastTrackpoint

hasActualRoute

hasArriveAirport

hasDepartureAirport

hasWeatherhasDepartureAirport

hasArriveWeather

TimeInterval

WeatherInterval

 

Fig. 2. Improved storage model of ATMGRAPH. 

Through this storage model, track points has a direct 
connection to time and sector information, thus alleviates the 
problem of inefficient spatial-temporal related queries in the 
original ATMGRAPH. At the same time, weather information 
also has a direct connection to flights, which can solve the 
problem of slow query speed for weather and flight related 
queries. 

A. Standard Time Interval 

In the real world, many facts have time attributes, which 
play an important role in knowledge graph [14]. For example, 
the fact represented by a triplet (Steve Jobs, diedIn, California) 
is that Steve Jobs died in California, which occurred on 
October 5, 2011; The fact (Ronaldo, playing for A.C. Milan) 
was only valid between 2007 and 2008. In air transportation, 
when an aircraft performs a complete flight mission, time 

information cannot be ignored. In our experiment, the flight 
data comes from ADS-B, which broadcasts real-time 
information including aircraft position, speed, identification 
code, flight number, and air-ground status to ATC (Air Traffic 
Control system) or other aircrafts through the air-to-air and 
air-to-ground data links [15]. Table I shows an ADS-B data 
fragment that contains three track points of flight EPA6206 
during its mission on July 27, 2020. The specific information 
includes the flight number, aircraft number, and the current 
position (longitude, latitude, altitude), speed, heading, and 
data transmission time expressed in UTC (Universal Time 
Coordinated). 

In ATM data analysis, usually we do not care much about 
the instantaneous state of an aircraft at a specific time point, 
and the time unit in queries is mostly hours or days. For 
example, finding the number of flights flying at altitudes 
above 6000m from 8:00 to 10:00 on July 10, 2022. To quickly 
retrieve the flight status of many flights within a same time 
segment, creating standard time intervals seems to be a 
feasible and effective method. This paper takes ten minutes as 
a standard time interval. If it is too long, it will lead to too 
many track points within a time interval, which will affect the 
query performance. If it is too short, it will cause too many 
TimeInterval nodes in the graph, and waste the storage space. 
Track points belonging to a same time interval are all linked to 
the TimeInterval entity representing that time segment, 
forming a cluster structure. Fig. 3 shows some track points of 
flight KNA8202 and flight CSZ9106 during the time interval 
from 7:00 to 7:10 on July 18, 2022. It can be seen that this 
cluster structure can gather all track points within the standard 
time interval without damaging the original relationships in 
the graph. Due to the fact that each track point is connected to 
its corresponding standard time interval node, related track 
points can be directly retrieved, without checking all track 
points one by one to judge whether they meet time constraints. 
This provides a more efficient way for time related query tasks. 

The process of adding standard time intervals is as follows: 
Create all standard time intervals in the graph, and then 
calculate the corresponding TimeInterval for each track point 
according to UTC Time, and connect it with the relationship 
belongToTimeInterval. After that, the above query can be 
solved through a single Cypher query statement: 

match(n:Trackpoint)-[r:belongToTimeInterval]- 
(m:TimeInterval) 

where n.height >= 6000  

and m.startTime >= 2022/07/10 08:00:00  

and m.endTime <= 2022/07/10 10:00:00 

TABLE I. ADS-B DATA SEGMENT 

Fnum UTC Time Latitude Anum Angle Speed Height Longitude 

EPA6206 2022/7/27 11:59:16 30.5709 B204N 21 361.14 1013.46 103.94346 

EPA6206 2022/7/27 11:59:31 30.61871 B204N 22 355.584 1226.82 103.96566 

EPA6206 2022/7/27 11:59:46 30.63263 B204N 22 357.436 1325.88 103.97208 
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Fig. 3. Temporal cluster structure based on TimeInterval. 

B. Spatial Sector Clusters 

Spatial is an essential attribute of geographic data, which is 
mainly used to describe the spatial features of geographical 
entities, including position, shape, and spatial relationships 
[16]. Sector is a major geospatial entity in ATMGRAPH, 
usually formed as a polygon with height range, and the 
polygon is consisted of multiple points with longitude and 
latitude coordinates connected from head to tail. Sector is a 
fundamental unit of air traffic management services and is an 
important component for airspace planning and allocation [17]. 
In the field of ATM, many typical queries focus on the 
workload of a sector over a period of time (i.e. the number of 
flights in that sector within a specific time period). For 
example, finding the workload of sector ZBAAAR18 from 
8:00 to 10:00 on July 10, 2022. 

Traditional way to answer this kind of question in 
ATMGRAPH is to check trajectory points one by one if it is 
located in the given sector, which is very time consuming. To 
address this, this paper takes the sector as a central node and 
connects all track points within the sector to it, thus forming a 
cluster structure. When executing above queries, we only need 
to search the corresponding sector first, and find all track 
points connected to it. After filtering out duplicate flight 
numbers, the query results can be obtained immediately. Due 
to the fact that adjacent trajectory points may belong to two 
different sectors, how to determine whether a track point is 
within a sector? The ray crossing number method is generally 
used to determine whether a point falls inside a polygon. 
Specifically, firstly we draw a ray emitted from that point, and 
then we calculate the number of intersections between the ray 
and the polygon boundary: if the number of intersections is 
odd, then the point is inside the polygon, otherwise it is 
outside the polygon. In Fig. 4, a ray passes through an 
irregular polygon, and if the starting point of the ray is located 
in the thin line section, it has an even number of intersections 
with the polygon, and if it is located in the thick line section, it 
has an odd number. According to the above method, the points 
in the thick line section are inside the polygon, and the points 
in the thin line section are outside. 

Fig. 5 shows a cluster structure fragment centered on 
sector ZBAAAR18 in the Beijing flight control area, with 
surrounding nodes of trajectory points. The names displayed 
in the nodes are the flight numbers and instantaneous times. 

Similar to the temporal cluster, this structure also does not 
disrupt the original track point connection relationship in the 
graph. When conducting a query about workload of an air 
traffic control sector, it is possible to directly find the Sector 
node and use the belongToSector relationship to reversely find 
its connected track points, and it is not necessary to calculate 
the position of each track point any more, thus greatly 
reducing the query time. 

outside

inside out

in

in

out
in

out

out

 

Fig. 4. Ray crossing number method to determine whether a point is inside 

the polygon. 
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Fig. 5. Spatial cluster structure based on sector. 

The process of adding spatial sector nodes is as follows: 
First, import the information of all sectors into the knowledge 
graph, then use ray crossing number method to calculate each 
track point to judge its relationship to the sectors, and finally 
connect each track point with its sector through the 
belongToSector relationship. With the spatial cluster structure, 
it is very easy to answer sector related queries. For example, 
when solving the query mentioned in this section, we can 
obtain the results in Neo4j by a single Cypher query statement: 

match(n:Trackpoint) -[r1:belongToTimeInterval]- 
(m:TimeInterval)  

where m.startTime >= 2022/07/10 08:00:00  

and m.endTime <= 2022/07/10 10:00:00  
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with n match(n)-[r2:belongToSector]-
(o:sector{ name:’ZBAAAR18’})  

return count(distinct(n.fnum)) 

After adding temporal and spatial clusters to ATMGRAPH, 
all track points are connected with their corresponding 
temporal and spatial information. Fig. 6 shows a segment 
about the connection relationship between TimeInterval, 
sector and Trackpoint of our improved knowledge graph. At 
this point, when considering a query like 'Which sector 
controlled the most flights between 9:00 am and 10:00 am on 
July 16, 2022', we can simply find the six TimeIntervals that 
represent this period of time, filter out all the track points 
within them, and then count the number of flights included in 
each sector to obtain the final results. 

C. Airport Nodes with WeatherIntervals 

Weather conditions are very important for aircraft takeoff 
and landing. For the first representative query mentioned in 
Section II about finding all flights that pass through the 
ZBAAAR20 sector and land at Beijing Capital International 
Airport (BCIA) under strong wind conditions on July 20, 2022, 
the usual processing method requires two query operations 
(querying the time span of strong wind conditions at BCIA 
that day, and querying all flights that land at BCIA that day) 
and one comparison operation (check those flights one by one 
if its landing time is in the time period of strong wind). If the 
weather information when an aircraft arrives at or departures 
from an airport is directly stored in the knowledge graph, then 
the speed of answering such questions will be significantly 
improved. 

This paper adds weather information to each airport based 
on the class WeatherInterval, and each flight is also directly 
connected to its weather information during departure and 
arrival. Considering that weather generally does not change 
frequently in a short period of time, unlike TimeInterval, the 
span of the WeatherInterval is set to 12 hours. As shown in 
Fig. 7, flight CHH7810 landed at Beijing Capital International 
Airport on July 18, 2022, and the weather when landing was 
rainy. Airports may have different weather conditions at 
different time periods and are connected to WeatherInterval by 
the relationship of hasWeather. Flights are also connected to 
WeatherInterval by relationships of hasArriveWeather and 
hasDepartureWeather. Using the new schema, when 
processing queries related to weather conditions, there is no 
need to match the landing time and corresponding weather 
information of flights one by one anymore, and it can be 
obtained directly through WeatherInterval. For the typical 
query mentioned in this section, we can obtain the results in 
Neo4j by a single Cypher query statement: 

match(n:flight)-[r:arriveAirport]-(m:Airport{code{’PEK’})  

where n.endtime >= 2022/07/20 00:00:00  

and n.endtime < 2022/07/21 00:00:00  

with n match(n)- 

[:hasArriveWeather]- (:weatherInterval{weather：’strong 

wind’}) 

 

Fig. 6. A fragment of our improved ATMGRAPH. 
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Fig. 7. A fragment of flights, airports and WeatherIntervals. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

The experimental environment is a 64bit Windows system 
(Intel i7-7700HQ CPU, 16GB memory), 4.2.2 community 
version Neo4j, implemented using Python language. 

We crawled ADS-B data from varflight website 
(https://www.variflight.com) about 10,000 flights from July 
16 to 27, 2020. The data of airports, flight information regions, 
and sectors are from AIP (Aeronautical Information 
Publication), and weather data is randomly set. Using these 
data, we built ATMGRAPH of two versions: NASA's original 
version and our improved version, with the latter containing 
5.5 million nodes and 11.66 million relationship edges. We 
then evaluate their performance using three typical query 
cases, and the results are shown in Table II. The evaluation 
metric is query time. The first query case is only temporal 
related, the second query case is spatial-temporal related, and 
the third query case is about time, airport, and weather 
condition. 

Table II shows the comparison results between NASA's 
original ATMGRAPH and our improved version on 
commonly used spatial-temporal related queries. The first is a 
common time related query in ATM data analysis. Using our 
storage model, due to the existence of standard time segment 
clusters, it is very easy to find all track points belonging to the 
TimeInterval from 9:00 to 12:00 on July 27, 2020. On the 
contrary, for the original ATMGRAPH we must compare the 
UTC value in each track point. From the results in Table II, 
we can see that our model is about eight times faster than 
ATMGRAPH. The second query adds spatial constraint to the 
first one. For ATMGRAPH, because there is no direct 
connection between track points and flight information 
regions, to get the query results, we must calculate all track 
points in the graph and judge the topological relationship 
between each track point and each flight sector. Because the 
number of track points is very huge and grows lineally with 
flight numbers, plus the position calculation is also very 
complex, thus it takes hours to obtain the query result. After 
adding a spatial cluster structure in our improved model, track 
points in the specified region can be directly found through the 
relationship belongToSector, and then the corresponding 
number of flights can be quickly obtained. The third query is 
related to the weather conditions at landing time. For this 
query, our model can directly get the flights that meet the 
conditions through a simple Cypher statement, while the 
original ATMGRAPH can be very complex: it should first 
identify the flights that land at the airport, and then find 
weather information of the airport during the landing time of 
the flights. Due to the fact that weather and flights in the 
original ATMGRAPH are not connected, the analyzer must 
manually check these flights one by one which is very time 
consuming, or develop a program to handle it which is very 
inconvenient. The result of ATMGRAPH for the 3rd query in 
Table II is gotten in a program way, which is about two 
seconds, while our model only uses five milliseconds, more 
than 400 times faster. 

The above experimental results and discussion indicate 
that adding the spatial-temporal cluster structure proposed in 
this paper to ATMGRAPH can quickly process queries related 
to spatial-temporal features and improve data analysis speed. 

TABLE II. PERFORMANCE COMPARISON OF TYPICAL QUERIES 

Query cases ATMGRAPH Version Query Time 

Find the number of flights from 9:00 to 12:00 on July 
27, 2022 

ORIGINAL 3748ms 

IMPROVED 421ms 

Find the number of flights passing over Beijing on 

July 25, 2022 

ORIGINAL 2.5h 

IMPROVED 1346ms 

Find the number of flights landed at  Beijing Capital 

International Airport from July 16 to 27, 2022 

ORIGINAL 2160ms 

IMPROVED 5ms 
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VI. CONCLUSION 

In order to solve the problem of low efficiency of spatial-
temporal related queries in ATMGRAPH, this paper proposes 
an improved storage model, which uses spatial-temporal 
clusters to represent flight information regarding time and 
location. In our improved model, trajectory points are 
connected to standard time intervals and sectors, and flight 
and airport entities are connected to weather intervals. 
Experimental results show that after adding the spatial-
temporal cluster structure to the knowledge graph, the speed 
of relevant queries is greatly improved. 

Due to the fact that the track data in ATMGRAPH 
accounts for approximately 70% of the total data volume, this 
article only focuses on improving the mode layer and cannot 
solve the redundancy problem of a large amount of track data. 
Aircraft trajectory points are stored as an unidirectional chain 
structure in Neo4j, and we can study a new storage structure 
for this typical kind of data in the future to save storage space 
and to optimize data query speed. 
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Abstract—This study aims to find the most accurate 

algorithm that is capable of predicting crimes in Dubai. It 

compares models on a dataset of sample crimes in the Emirate of 

Dubai, United Arab Emirates using the open-source data mining 

software WEKA, which enabled us to use Random Forest, KNN, 

SVM, ANN, Naïve Bayes and Decision Tree, We chose those 

algorithms as former studies that were effective used them. We 

have applied the algorithms on a dataset containing 13440 Major 

Crime in four categories occurred between 2014 and 2018. After 

comparing the models and analyzing their success rates, we 

identified the ideal algorithms and evaluated the effectiveness of 

variables in making predictions by measuring the correlation 

coefficients. One of the study's most crucial recommendations is 

to increase the variables and data, also adding more details about 

the crime, the criminal, and the victim. These variables make an 

impact on the analysis and the ultimate prediction. 

Keywords—Machine learning; crime analysis; crime patterns; 
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major crime 

I. INTRODUCTION 

The modern society in Dubai has gathered people from 
around all the world, more than 170 nationalities, estimated at 
3,478,300 people in 2021 [1], Dubai is well known for the low 
crime rate [2], in Q3 of 2022, Dubai Police has reported 65% 
drop in the number of criminal reports at the General 
Department of Criminal Investigations (CID) quarterly 
appraisal meeting, which was presided over by Lieutenant 
General Abdullah Khalifa Al Marri, Commander-in-Chief of 
Dubai Police [3]. 

The rise in urban crime statistics has become a major 
concern for law enforcement agencies across the world. 
Machine learning algorithms have been progressively used to 
predict and prevent crime in recent years. We intend to 
compare the performance of various machine learning 
algorithms for crime prediction in Dubai in this applied 
scientific research. Crime is a pervasive, global social problem 
that lowers people's quality of life and slows economic growth 
[4]. As it affects people's security, crime reduction remains one 
of the most important social issues in large metropolitan areas 
[5]. 

In order to reduce crime by predicting and preventing it, we 
must have a clear understanding of the current crime situation, 
which requires a crime data set that enables the use of machine 
learning. Predicting the future occurrence of crime is more 
possible today than ever before with digitalization and e-

governance generating data that allows for effective analysis 
[6]. 

We hope to gain insights into the most effective methods 
for predicting and preventing crime in this city by analyzing 
and comparing the accuracy, precision, and recall of these 
algorithms. Some research claims that crime cannot be 
predicted, as predictions are never 100% accurate [7]. Indeed, 
data is not always helpful in solving real world problems, but 
some scholars have succeeded in building models that helped 
to prevent crime [8]. This suggests that the issue with 
prediction may sometimes be caused by using the wrong 
model. Predictive policing aims to identify areas that may be 
subject to crimes. This is supported by routine activity theory 
and rational choice theory. According to both theories, a crime 
occurs when a person who is willing to commit it has the 
chance to do so and these opportunities follow patterns in both 
location and time rather than being distributed randomly [9]. 

This paper is structured as follows: Section II presents the 
main problem and motivation for the work. Section III presents 
work related to this research. Section IV describes the 
methodology. Section V presents the prediction models we use 
to analyze the data. Section VI presents our results, and Section 
VII summarizes our conclusions and related work.  

II. PROBLEM AND MOTIVATION 

There are no applied, academic studies open to students 
based on Dubai Crime Data as they due to the restrictions 
which keeps access to crime data internal and confidential. 

With the unprecedented support of the Dubai Police, this 
applied study gave us access to real crime data in Emirates of 
Dubai. 

By this research, we are trying to find the most accurate 
algorithm that is capable of predicting crimes in Dubai. 

III. RELATED WORK 

There are very few similar studies in the Arab Region so 
far. Scholars tend to conduct theoretical research and surveys, 
and not real crime data-based studies, On the other hand, we 
have found countless examples of work from other regions.  

 Crime Rate Prediction Using Machine Learning and 
Data Mining by Sattar, Abdus and others [10] uses 
different clustering approaches of data mining to 
analyze the crime rate of Bangladesh. The authors use 
the KNN algorithm, and identify geographical areas that 
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have higher crime rates, making recommendations for 
individuals to be cautious in those areas. 

 Crime Analysis and Prediction Using Machine 
Learning by Olta Llaha [11] identifies the most 
appropriate data mining methods for analysing data 
collected from crime prevention sources by 
theoretically and practically comparing them. The 
authors use gender, age, employment status, and crime 
location as attributes. They find that data mining 
methods help to predict the incidence of a crime 
occurring and, as a result, contribute to avoiding it. 

 An Experimental Study of Crime Prediction Using 
Machine Learning Algorithms by Sikhinam Nagamani 
and others [12] uses open data from Kaggle, a mix of 
crime types, description, time and date, and latitude and 
longitude to find patterns in crimes. 

 Comparison of Machine Learning Algorithms for 
Predicting Crime Hotspots by XU ZHANG and others 
[13] uses an open data source from China (2015 to 
2018). It suggests the use of historical crime data as 
well as covariates associated with criminological 
theories in order to evaluate the merit of machine 
learning algorithms. 

 Crime Prediction through Urban Metrics and Statistical 
Learning by Luiz G. A. Alves and others [14] uses 
random forest regressor to predict crime and quantify 
the influence of urban indicators on homicides. This 
study finds that random forest algorithm is an excellent 
model for predicting crime. 

 Using Machine Learning Algorithms to Analyze Crime 
Data by Lawrence McClendon and Natarajan 
Meghanathan [15] uses WEKA, open-source data 
mining, to conduct a comparative study between the 
violent crime patterns from the Communities and Crime 
Unnormalized Dataset provided by the University of 
California-Irvine repository, and actual crime statistical 
data for the state of Mississippi that has been provided 
by neighborhoodscout.com. This study finds the linear 
regression algorithm to be very effective and accurate in 
predicting crime data based on the training set input for 
the three algorithms. 

The current study makes significant contributions by 
attempting to fill multiple research gaps. 

First, the study adds to the relatively limited research on 
crime prediction in the Arab world. Our study is one of the first 
to use prediction models on real data from a reliable source in 
the Arab region. 

Second, ours is one of the few research projects that has 
used six prediction models to determine which provides the 
best outcome with greater understanding and insight into the 
data used.  

Third, to the best of the author’s knowledge (based on a 
search of peer-reviewed databases), no previous study has 
compared machine learning algorithms on crime prediction in 
Dubai in an applied academic setting. 

IV. METHODOLOGY  

A. Dataset 

The crime data used in this study is confidential data 
individually supplied to the research team by the Dubai Police. 
The only publicly available crime data in Dubai are the total 
published by the Dubai Police, which would be insufficient for 
the completion of the present study [16]. 
This restricted and non-georeferenced dataset consists of a 
spread sheet that contains data compiled by the police, as 
shown in Table I, containing the date, the hour, the typology, 
used tool, the technique used, and the area of the crime, as well 
as the age, nationality, status and education level of the 
criminal for all reported crimes occurring inside the city limits 
between January 2014 and December 2018, amounting to 
approximately 52 thousand entries. 

TABLE I. DATA SET USED 

Name Description Data Type 

Date Date of crime Date 

Time Time of crime 

Nominal 

T1: 12:00 am to 5:59am 

T2: 6:00am to 11:59 am 

T3: 12:00pm to 5:59pm 

T4: 6:00pm to 11:59pm 

Police 

Police Station responded to 

the crime, which refers to the 
area as well 

String 

Age Age of criminal Numerical 

Sex Sex of criminal String 

Nationality Nationality of Criminal String 

Education Educations of Criminal String 

Status Status of Criminal String 

B. Pearson Correlation Coefficient 

Pearson correlation coefficient; descriptive statistic; 
indicates relationship (extent of linear correlation) between two 
continuous variables; the better comparable the data resulting 
from two different methods are (i.e. the closer the correlation 
is) the more the r value approaches the value 1, whereby 0 
represents no correlation, −1 a perfect inverse correlation 
(negatively sloping line) and +1 a perfect positive correlation 
[34]. 

We calculated the correlation coefficient value in order to 
determine how strong the association between the factors. 

The correlation coefficient can be understood as follows: 

 There is absolutely no association when the correlation 
coefficient is 0. It implies that the variables have a fully 
unfavorable connection. There is no association if the 
correlation coefficient is zero. 

 If the correlation coefficient is 1, a significant positive 
correlation is demonstrated. It implies that the variables 
have their optimal positive correlation. 

 A correlation coefficient with a larger absolute value 
denotes a stronger link between the variables. 
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We applied Pearson correlation in the crime dataset using 
Weka by selecting the attribute ranking using correlation 
Attribute Eval. Here are the outcomes we obtained: 

TABLE II. RANKED ATTRIBUTES 

Ranked Attributes 

0.1055 Nationality 

0.0999 Time 

0.076 Date 

0.0621 Status 

0.0508 Sex 

0.0495 Police 

0.031 Education 

0.025 Age 

In the Table II, we notice the most significant attribute 
affect for crime type is nationality with a weight = 0.105. The 
second largest attribute is time with a weight = 0.099. The third 
largest attribute is date with a weight = 0.076. The fourth 
largest attribute is status with weight 0.062. Next is sex, with a 
weight of = 0.050. Then police, with a weight of = 0.049. 
Finally, the last two attributes are education with a weight of = 
0.031, and age with a weight of = 0.025. 

C. Preprocessing 

First, we selected four major crime typologies out of 10. 
The Major Crimes are categorized as: (Willful Murder, 
Aggravated Assault, Rape, Robbery, Theft, Abduction, Grand 
Auto Theft, Burglary, Drugs, Human Trafficking) due to the 
Non-disclosure Agreement we cannot declare which four 
categories we have chosen. We removed any crimes that had 
missing values due to missing data or compiling errors. This 
reduced the number of entries to 13,440. 

Instead of using exact times, we categorized hours into four 
periods, 6am to 12pm, 12pm to 6pm, 6pm to 12am, and 12am 
to 6am. We categorized nationalities into three groups: Gulf 
Countries (Saudi Arabia, United Arab Emirates, Oman, 
Kuwait, Bahrain, Qatar ) , Arab countries ( Algeria, Comoros, 
Djibouti, Egypt, Iraq, Jordan, Lebanon, Libya, Mauritania, 
Morocco, Palestine, Somalia, Sudan, Syria, Tunisia and 
Yemen) , and rest of world. 

To train and validate the data, the dataset is divided into 
various subsets with 10 folds in cross-validation, the training 
was on 70% and test was on 30%. 

D. Evaluation Metrics  

1) Accuracy:The percentage of overall predictions that 

were correct. 

2) Accuracy: ( ( TP + TN) / (TP + FP + TN + FN)  ) * 100 

3) Precision: Precision reveals the proportion of 

genuinely positive forecasts among all positive ones. The ratio 

of accurately positive predictions to all positive predictions is 

how it is defined. 

4) Precision = Predictions accurately positive / Total 

predicted. 

5) Precision = TP/TP+FP 

6) Recall: Shows how many truly positive values were 

predicted out of all positive values. It measures the proportion 

of accurate positive predictions to all the positive examples 

found in the dataset. 

7) Recall: It is the ratio of predicted values that came true 

to actual values in the dataset. 

8) Recall = TP/TP+FN 

9) F1 Score: It is the harmonic mean for precision and 

recall values as depicted in Fig. 1. [17] 

 

Fig. 1. F1 equation. 

V. PREDICTION MODELS 

A. Random Forest  

During the training phase of the random forests or random 
decision forests ensemble learning approach (which is used for 
classification, regression, and other tasks), a large number of 
Decision Trees are built. For classification problems, the 
random forest output is the class that the majority of the trees 
choose. For regression tasks, the mean or average prediction of 
each individual tree is returned. Random decision forests 
correct Decision Trees' proclivity for overfitting their training 
dataset [18] [19] [20] [21]. 

The classifier used is Random Forest. 

B. (The K-Nearest Neighbor’s Algorithm) KNN 

The K-Nearest-Neighbours (KNN) is a non-parametric 
classification method, which is simple but effective in many 
cases [22]. KNN is a non-parametric classification algorithm, it 
works as a supervised learning algorithm. A labeled training 
dataset is provided where the data points are categorized into 
various classes, so that class of the unlabeled data can be 
predicted [23]. 

The classifier used in KNN is IBk. 

C. Support-Vector Machines (SVM) 

Support vector machines (SVMs) can be used to handle 
classification, regression, and outlier problems that are 
frequently encountered in supervised learning [24]. 

The mathematical pedigree of SVMs is the best of any 
statistical learning procedure. It was created as a classifier that 
maximizes a slightly different definition of a margin, resulting 
in a novel "hinge" loss function [25]. Weka can classify objects 
using the support vector machines algorithm [26]. 

D. Artificial Neural Networks (ANNs) 

Artificial Neural Networks can be defined as systems 
designed to model functions that simulate the human brain 
[27]. They are increasingly being used to model complex, 
nonlinear phenomena [28]. ANNs are nonlinear, adaptive 
information processing systems that are made up of many 
interconnected processing units. ANNs have functions such as 
associative memory, nonlinear mapping, classification 

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html#sklearn.metrics.f1_score
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recognition, and optimization computation as an effective 
empirical modelling tool [29]. 

The classifier used in ANN is Multilayer Perception. 

E. Naive Bayes  

The naive Bayes classifier significantly simplify mastering 
through assuming that capabilities are impartial given class 
[30]. Naive Bayes is a probability classification model that 
makes machine learning easier by performing calculations on 
datasets with the goal of predicting probabilities in a class 
under the assumption of strong independence. Classification is 
a type of directed learning [31]. 

The classifier used in Naive Bayes is Naive Bayes 

F. Decision Tree  

Decision tree is one of the popular predictive modelling 
approaches used in many areas including statistics, data mining 
and machine learning [32]. Decision tree classifiers are 
regarded to be a standout of the most well-known methods to 
data classification representation of classifiers [33]. 

The classifier used in Decision Tree is J48 which is a 
Decision Tree classification algorithm based on Iterative 
Dichotomiser 3. 

VI. RESULTS 

We can summarize the results in Table III: 

TABLE III. ALGORITHMS RESULTS 

Algorithm Accuracy Recall Precision F1 

Random forest 76.986% 0.77 0.77 0.769 

KNN 78.474% 0.785 0.789 0.784 

SVM 54.575% 0.546 0.524 0.520 

ANN 51.093% 0.511 0.511 0.509 

Naïve Bayes 53.526% 0.535 0.516 0.511 

Decision Tree (J48) 67.976% 0.680 0.678 0.678 

 
Fig. 2. Accuaracy and F1 results. 

In the preceding Table III and Fig. 2, we observe that 
Random Forest and KNN achieve the best results. KNN 
achieves the best results where accuracy = 78.474%, and F1 = 
0.784. Next comes Random Forest with accuracy = 76.986%, 
and F1= 0.769. Decision Tree achieves good results with 
accuracy = 67.976%, and F1 = 0.678. SVM, Naïve Bayes, and 
ANN achieve low performance. SVM achieves accuracy = 
54.58%, and F1 = 0.520. Then comes Naïve Bayes with low 
results of accuracy = 53.526%, and F1 = 0.511. Last comes 
ANN with the lowest results: accuracy = 51.093%, and F1 = 
0.509. For time complexity, Random Forest, KNN, Naïve 
Bayes, and Decision Tree take seconds while SVM takes 
minutes. ANN takes more than two hours. 

VII. CONCLUSIONS AND FUTURE WORK 

This study compared several popular machine learning 
algorithms for use in crime prediction, including KNN, 
Random Forest, SVM, ANN, Nave Bayes, and Decision Tree. 

Our findings show that these algorithms can provide useful 
insights into predicting crime patterns, with KNN having the 
highest overall accuracy (78.474%) and F1 scores. The 
performance of each algorithm, however, varied depending on 
the dataset and crime type being analyzed. 

According to our findings, using machine learning for 
crime prediction has the potential to improve public safety and 
law enforcement efforts. However, it is critical to recognize the 
limitations and ethical concerns associated with the use of 
predictive algorithms in criminal justice systems. Because 
machine learning models are only as good as the data on which 
they are trained, it is critical to ensure that crime prediction 
datasets are diverse and representative of the population. 
Furthermore, it is critical to address potential biases and avoid 
discrimination when deploying these models. 

Also, by using the correlation, we discovered that adding 
more attributes, and detaching and elaborating the current data 
rather than grouping it into periods, may yield better results in 
the future. 

Overall, our research highlights the potential and 
challenges of using machine learning to predict crime in Dubai. 
As the field develops, it will be critical to carefully evaluate 
and refine these algorithms to ensure their accuracy, fairness, 
and ethical implementation. 

We suggest that future work in this area include more 
variables, such as: data about buildings, street names, exact 
locations containing longitude and latitude, data about the 
victims, income, and the relationship between the criminal and 
victim. 
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Abstract—Wayang, an ancient cultural tradition in Java, has 

been an integral part of Indonesian culture for 1500 years. 

Rooted in Hindu cultural influences, wayang has evolved into a 

highly esteemed and beloved performance art. In the form of 

wayang kulit, this tradition conveys profound philosophical 

messages and implicit meanings that resonate with Javanese 

society. This research aims to develop an artificial intelligence 

(AI) model using deep learning with the LeNet architecture to 

accurately classify wayang images. The model was tested with 

2515 Punakawan wayang images, showing excellent performance 

with an accuracy of 80% to 85%. Although the model 

successfully recognizes and distinguishes wayang classes, it faces 

some challenges in classifying specific classes, particularly in 

scenarios 2 and 4. Nevertheless, this research has a positive 

impact on cultural preservation, as the developed AI model can 

be used for automatic wayang image recognition. These 

implications open opportunities to better understand and 

preserve this rich cultural heritage through AI technology. With 

further improvements, this model has the potential to become a 

valuable tool in the efforts to preserve and introduce wayang 

culture to future generations. 

Keywords—Wayang; LeNet; artificial intelligence; deep 

learning; cultural tradition 

I. INTRODUCTION 

Wayang, a cultural tradition in Java, has been cherished and 
recognized by the Javanese people for around 1500 years. Its 
origins can be traced back to the influences of Hindu culture, 
particularly in the form of shadow puppetry, which eventually 
evolved into the renowned wayang performances [1], [2].  
Indonesia is rich in folktales inherited from our ancestors, and 
among them, wayang kulit holds a special place as one of the 
most beloved and influential stories. Wayang kulit art is highly 
esteemed, primarily due to its profound philosophical values 
deeply rooted in the history of wayang kulit [3]. Wayang can 
be classified into two main types: wayang orang, performed 
live by human actors, and wayang boneka, controlled by a 
puppeteer called a dalang. Wayang kulit, a form of puppetry, 
features intricately crafted wooden puppets dressed in leather 
attire [4]–[8]. 

In Indonesia, the term "wayang" generally refers to 
puppetry [9]. The Javanese language defines "wayang" as 
shadow, while in Malay it denotes shadow, vagueness, or even 
transcendence [10], [11]. Wayang represents the embodiment 
of human qualities, encompassing virtues, greed, and more 
[12]–[15]. For over a thousand years, wayang has been 
cherished and embraced by the Javanese community, carrying 

implicit meanings that resonate with their local languages. It 
showcases classical stories and narratives, often derived from 
the Ramayana and Mahabharata, which have been adapted to 
Javanese culture while maintaining their Hindu-Indian origins 
[13], [16]. Wayang performances hold significant value as they 
go beyond mere entertainment, serving as a form of cultural art 
that imparts life lessons, education, and guiding principles for 
living [17]. 

Wayang holds a versatile nature that allows its application 
in various contexts [18], [19]. A wayang performance carries 
numerous valuable lessons and life principles. Notably, it 
serves as an educational and moral medium, particularly 
benefiting the younger generation [17]. Wayang encompasses a 
wide range of types and forms, each possessing its distinct 
characteristics, influenced by specific regions. In Javanese 
cultural traditions, wayang exhibits diverse variations and 
styles, including wayang Gareng, Batara Wisnu, Yudishtira, 
Werkudara, Arjuna, and others, exemplifying the richness of its 
cultural significance. 

The rapid advancement of technology in Indonesia has had 
a detrimental impact on the preservation of cultural heritage 
[20]. Wayang, one of Indonesia's invaluable cultural treasures, 
has historically played a vital role in shaping character through 
its insightful advice and captivating stories. However, the 
visibility of wayang performances has significantly declined, 
primarily due to a waning interest among the audience [21], 
[22]. Consequently, younger generations are becoming 
increasingly unfamiliar with the names and significance of 
wayang characters. 

This diminishing awareness of wayang and other cultural 
aspects poses a significant challenge in contemporary society. 
To address this issue, it is essential to explore innovative 
approaches and leverage technological advancements. 
Computerization emerges as a potential solution to educate and 
engage the community effectively. Utilizing techniques such as 
LeNet classification, computer-based methods can be 
employed to enhance the understanding and appreciation of 
various wayang types and other cultural elements. By 
leveraging technology, we can revive interest, foster cultural 
appreciation, and ensure the preservation of Indonesia's rich 
cultural heritage for future generations. 

The study introduces a CNN-based approach for 
recognizing artificial tire-side pressure printing characters on 
tire surfaces. The method employs image pre-processing with 
an enhanced SSR algorithm, character localization and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

175 | P a g e  

www.ijacsa.thesai.org 

segmentation using template matching, and character 
recognition utilizing an improved LeNet-5 network structure. 
Experimental results showcase impressive recognition 
accuracy, with 95.9% accuracy on the training set, 99.5% 
accuracy on the validation set, and 95.6% accuracy on the 
testing set [23]. 

We propose a novel fault diagnosis model for rotating 
machinery that overcomes the limitation of directly feeding 
one-dimensional data into convolutional neural networks. Our 
model employs a rainbow recursive plot (RRP) to convert 
vibration signals into two-dimensional color images, allowing 
for the capture of important fault information. By utilizing a 
LeNet-5-based CNN, we extract features from the converted 
images, enabling accurate fault diagnosis recognition. 
Experimental results on public datasets show a significant 
improvement in recognition accuracy, reaching 97.86% [24]. 

Motivated by the strengths and uniqueness of the LeNet 
method in object classification, this research aims to create a 
new classification model applied to the case of wayang 
identification. The selection of wayang as the research case is 
based on its intricate shapes and the similarities among 
different types of wayang, posing a challenge in accurately 
detecting objects with high accuracy. 

The explicit objectives of this research are as follows: 

 Classify wayang types based on images using the LeNet 
architecture. 

 Evaluate the performance of the classification approach 
based on the LeNet architecture with depthwise 
separable method. 

II. EXPERIMENT 

A. Research Architecture 

The research architecture built in this study is presented in 
Fig. 1. 

 

Fig. 1. Research architectural model utilized in this study for wayang 

classification. 

Fig. 1 depicts the research architectural model utilized in 
this study for Wayang classification. The process begins with 
data collection, followed by pre-processing, where the dataset 
is curated to include suitable and unsuitable images as samples. 
Subsequently, the dataset is divided into three subsets: training, 
validation, and testing. The LeNet architecture is then 
employed to construct a deep learning model, utilizing the 
training set for model training. After the training phase, the 
model's performance and accuracy are evaluated using the 
validation set. The evaluation process involves the application 
of Eq. (1) to (4) to calculate relevant metrics such as accuracy, 
precision, recall, and F1-score. Finally, the model's 
effectiveness is assessed by testing it on the independent 
testing set. This comprehensive approach ensures the 
robustness and reliability of the developed Wayang 
classification model. 

B. Data Collection and Pre-Processing Data 

In this study, the technique of collecting wayang data was 
conducted using a smartphone camera at a distance of 
approximately 30cm. The data collection procedure began by 
preparing the necessary equipment, which included a high-
quality smartphone with a camera. The lighting conditions 
around the wayang object were then adjusted to ensure 
adequate lighting. Next, the distance between the smartphone 
camera and the wayang object was set at around 30cm to 
ensure optimal focus and capture detailed images. The position 
of the smartphone camera was also considered to align with the 
wayang object, avoiding perspective distortion. The camera 
settings on the smartphone were adjusted according to the 
needs, including image resolution and appropriate modes. 
During the photo capture process, the smartphone camera was 
directed directly at the wayang object without obstructing the 
light or object with hands or fingers. The captured photos were 
then examined to ensure clarity and detailed depiction of the 
wayang images. If necessary, the photo capture process could 
be repeated to obtain the best results. Thus, the technique of 
collecting wayang data using a smartphone camera at a 
distance of 30cm can provide adequate data for further 
analysis. 

After collecting the wayang image data using a smartphone 
camera, the next step is to preprocess the data to prepare it for 
further analysis. Wayang data preprocessing involves several 
important stages. Firstly, the image format and resolution are 
adjusted to meet the analysis requirements. This includes 
resizing the images, adjusting the file format, and enhancing 
image clarity. In this preprocessing stage, efforts are made to 
remove noise or disturbances that may appear in the images. If 
necessary, disruptive elements such as shadows or other 
artifacts are also removed. By carefully following the 
preprocessing steps, the wayang image data is ready to be used 
in the next stage of analysis, such as pattern recognition and 
character classification of wayang. Thorough and meticulous 
preprocessing ensures the reliability and quality of the data that 
will be used in this research. 

C. Split Data 

In the data analysis of this research, we used a sample of 
2515 Punakawan wayang images, consisting of four different 
types of wayang. The sample was divided proportionally for 

Data Collection 

 
Split Data 

 

Training Model use LeNet 

Architecture 

Evaluation Model 

Training Testing 

Pre-Process Data 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

176 | P a g e  

www.ijacsa.thesai.org 

training and testing purposes. The training data, which 
accounts for 80% or approximately 2000 images, was used to 
train the model for analysis. The testing data, comprising 20% 
or about 515 images, was used to assess the model's 
performance and evaluate its ability to classify wayang images. 
This division is crucial to ensure a good representation of 
various types of wayang in the dataset and minimize bias in the 
analysis. Therefore, this data analysis provides a strong 
foundation for this research and ensures the validity of the 
results obtained from the developed model. 

D. LeNet Architecture 

LeNet-5 is a convolutional neural network (CNN) 
architecture designed for image recognition tasks. It was 
developed by Yann LeCun et al. in 1998 and has become a 
foundational model in deep learning [25]–[27]. The 
architecture consists of convolutional layers, pooling layers, 
and fully connected layers. For LeNet-5, the input is typically a 
grayscale or color image with a size of 32x32 pixels. The 
convolutional layers apply learnable filters to extract features 
from the input image, generating feature maps that capture 
different aspects of the image. Pooling layers reduce the spatial 
dimensions of the feature maps, aiding in feature extraction 
and computational efficiency. Max pooling is commonly used, 
selecting the maximum value within a specified window. The 
resulting feature maps are then flattened and fed into fully 
connected layers for classification. The final fully connected 
layer produces the output, representing the predicted class 
probabilities. LeNet-5 has played a significant role in 
advancing CNNs and remains a widely studied architecture in 
image recognition. Fig. 2 illustrate the architectural design of 
LeNet, which was developed for the purpose of classifying 
wayang. 

 

Fig. 2. LeNet architecture. 

E. Hyperparameter Initialization 

Learning parameters play a crucial role in the accuracy and 
performance of a model during training. This study explores 
several important learning parameters, namely Epoch, Batch 
size, Optimizer, and activation functions. Epoch determines the 
number of times the entire dataset is used during training. A 
higher epoch value increases the number of iterations but may 
lead to overfitting. Batch size refers to the number of data 

samples used in each iteration. A larger batch size enhances 
training speed but may impact generalization. Optimizer 
algorithms like SGD, Adam, and RMSprop optimize the model 
during training, each with its strengths and weaknesses. 
Activation functions introduce non-linearity, such as ReLU, 
Sigmoid, and Tanh, influencing convergence speed and feature 
representation. Selecting appropriate learning parameters is 
crucial for achieving optimal model performance. Careful 
experimentation and parameter tuning are necessary to find the 
most suitable combination for each specific task and dataset. 
The candidate hyperparameters utilized in this study are 
outlined in Table I. 

TABLE I.  HYPERPARAMETER MODEL 

Parameter Candidate 

Epoch (10, 50, and 100) 

Batch Size (10,20,40,60,80,and 100) 

Optimizer (SGD, RMSprop, Adagrad, Adam and Nadam ) 

Activation function (Tanh, Relu, Linear, Sigmoid, Softmax) 

F. Performa Measure 

The confusion matrix is a valuable method for evaluating 
the accuracy of an object estimation model. It compares the 
predicted classification results with the actual classes and 
provides a detailed view of the model's performance [28]–[30]. 
The accuracy of the method reflects how well the predicted 
values align with the actual values. Precision, on the other 
hand, measures the repeatability of the measurements or the 
proportion of accurate predictions. Recall represents the 
number of correct positive responses identified by the model. 
Combining precision and recall yields the f1-score, which 
gives a balanced average assessment of the model's 
performance. These metrics can be calculated using the 
following formulas, where TP, TN, FP, and FN represent true 
positive, true negative, false positive, and false negative, 
respectively [31]–[33]. 

Description 

TP = True Positive 

FP = False Positive 

FN = False Negative  

TN = True Negative 

          
     

           
  (1) 

          
  

     
  (2) 

         
  

     
    (3) 

    
                  

                
  (4) 

III. RESULT AND DISCUSSION 

In this session, we present the research results on wayang 
classification using the deep learning architecture LeNet. Two 
scenarios were built to extract information from object images, 
namely using the default LeNet and implementing the 
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depthwise separable method. Depthwise separable is a data 
processing technique in neural networks that combines two 
convolution stages: depthwise convolution and pointwise 
convolution. Depthwise convolution applies filters to each 
input channel separately to reduce the number of parameters 
[34], [35]. Furthermore, we conducted a search for the best 
hyperparameters to improve model performance using Grid 
search. This approach aims to achieve optimal model 
performance by selecting the right combination of 
hyperparameters, enabling the model to provide accurate and 
efficient results in the wayang classification training and 
testing process. 

A. Samplel Wayang 

Fig. 3 illustrate the unique characteristics of each wayang 
character. In this image, Bagong is seen with a cheerful face 
full of wit, while Gareng appears loyal and friendly with a 
heartwarming smile. Additionally, Petruk's image portrays a 
funny yet clumsy figure, bringing joy with his comical 
expressions. On the other hand, the image of Semar presents a 
wise and gentle character with a gaze full of understanding. 
Through these images, the distinctiveness and roles of each 
character in wayang performances can be clearly explained, 
enhancing the charm and allure of Indonesia's wayang art. The 
beauty and profound meaning depicted in Fig. 3 enables the 
audience to appreciate and understand the local wisdom and 
cultural richness of Indonesia that emanate from this traditional 
wayang art. 

 
             (a)                              (b)                           (c)                           (d) 

Fig. 3. Indonesian wayang characters (a) Bagong, (b) Gareng, (c) Petruk, 

and (d) Semar. 

B. Training LeNet 

The deep learning architecture based on LeNet is designed 
for image classification, as depicted in Fig. 2. The input is a 
32x32x1 image, with the last dimension representing the color 
channel. The network includes two convolutional layers with 
28 and 10 filters, followed by 2x2 max pooling layers to reduce 
feature map size. Rectified Linear Unit (ReLU) activation 
functions are used in the convolutional layers. After the second 
pooling layer, the output feature maps are flattened into a 120-
dimensional vector. Dropout is applied to prevent overfitting 
by randomly zeroing input units during training. The dropout 
output then goes through a fully connected layer with 84 
neurons using the dense activation function. Batch 
normalization is employed to normalize activations and 
improve model stability. ReLU is a popular activation function 
for its efficiency and performance improvement. Max pooling 
down samples feature maps to extract essential characteristics 
and enhance the network's effectiveness. A flatten layer 
transforms the output of the last convolutional layer into a 1D 
vector, followed by a fully connected dense layer. The final 
classification is determined by this layer, using the softmax 

activation function to generate probability scores for each 
class. The output layer produces the final classification 
predictions. 

Based on the results of training the LeNet model on the 
wayang classification task, as presented in Fig. 4, a total of 
61,496 parameters were obtained. These parameters encompass 
all the weights and biases that are fine-tuned and optimized 
throughout the training process. The overall count of 
parameters serves as an indicator of the model's complexity 
and capacity to discern patterns and features from the data. A 
greater number of parameters empowers the model to acquire 
intricate data representations. However, this must be carefully 
balanced against the potential for overfitting and the increased 
computational demands. 

 

Fig. 4. Training model LeNet (scenario 1). 

The evaluation of deep learning models during training is 
primarily based on two key metrics: training loss and 
validation loss. Training loss measures the discrepancy 
between the predicted and actual values on the training data, 
while validation loss measures the discrepancy on the 
validation data. It is crucial to analyze both training and 
validation loss to obtain a comprehensive understanding of the 
model's performance. For visualizing the performance of the 
proposed algorithm, Fig. 5 presents the performance 
visualization, which incorporates both training and validation 
loss. 

 

Fig. 5. Training and validation model LeNet (Scenario 1). 
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C. Training LeNet with Depthwise Separable 

In this scenario, the deep learning model was constructed 
with the same architecture as the previous model, but with the 
integration of the depthwise separable approach to effectively 
diminish the total number of parameters. Following the 
application of the depthwise separable approach, the entire 
model comprises a total of 58,985 parameters. This represents 
a notable reduction in the parameter count compared to the 
previous model, all while maintaining the quality of the 
classification performance, as illustrated in Fig. 6. 

 

Fig. 6. Training model LeNet with depthwise separable (scenario 2). 

For visualizing the performance of the proposed algorithm, 
Fig. 7 presents the performance visualization, which 
incorporates both training and validation loss. 

 

Fig. 7. Training and validation model LeNet with depthwise separable 

(Scenario 2). 

D. Hyperparameter tuning 

In this scenario, we used grid search to tune the 
hyperparameters of the LeNet model for both Scenario 1 and 
Scenario 2. Grid search is a systematic technique that allows us 
to explore various combinations of hyperparameter values. By 
experimenting with different combinations, we can find the 
best hyperparameter settings in terms of model performance 
and generalization for the wayang classification task. The 
results of tuning the hyperparameters for each scenario are 
presented in Table II. Additionally, to visualize the training and 
validation performance of the model, the training and 

validation curves for each scenario are shown in Fig. 8 and Fig. 
9, respectively. These graphs provide a visual representation of 
how the model learns and adapts during the training process. 

TABLE II.  GRID SEARCH HYPERPARAMETER TUNING RESULTS 

Parameter Candidate 

Select 

Hyperparameter 

in Scenario 1 

Select 

Hyperparameter 

in Scenario 2 

Epoch (10, 50, dan 100) 100 100 

Batch Size 
(10,20,40,60,80,dan 

100) 
10 10 

Optimizer 
(SGD, 
RMSprop,Adagrad, 

Adam dan Nadam ) 

Adam SGD 

Fungsi 

Aktivasi 

(Tanh, Relu, 

Linear, Sigmoid, 
Softmax) 

Relu Relu 

 

Fig. 8. Training model hyperparameter Scenario 1 (Scenario 3). 

 

Fig. 9. Training model hyperparameter Scenario 2 (Scenario 4). 

E. Evaluation 

The findings of four scenarios utilizing the confusion 
matrix are depicted in Fig. 10, providing a valuable tool for 
evaluating model performance in classification tasks. The 
study employed the confusion matrix to assess four distinct 
scenarios' outcomes in data classification. By utilizing this 
matrix, we gauge the model's accuracy in classifying data 
accurately. Information from the confusion matrix aids in 
calculating essential performance evaluation metrics like 
precision, recall, accuracy, and F1-Score. 

Furthermore, the performance metrics for the four scenarios 
are presented in Tables III-VI, offering a comprehensive 
evaluation of the model's classification performance. These 
tables present precision, recall, accuracy, and F1-Score for 
each scenario, crucial for assessing the model's effectiveness. 
Table III corresponds to Scenario 1, Table IV to Scenario 2, 
Table V to Scenario 3, and Table VI to Scenario 4. Analyzing 
these metrics allows us to determine the model's performance 
in various scenarios, facilitating comparisons to identify the 
most suitable approach for the classification task at hand. 
These tables play a pivotal role in comprehending the strengths 
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and weaknesses of each scenario, guiding data-driven decisions 
to optimize and enhance the model's classification 
performance. The confusion matrix analysis and performance 
metrics' results provide valuable insights into the model's 
capabilities, enabling us to refine and fine-tune it for improved 
classification results. 

 
                     (a)                                          (b) 

 
                     (c)                                          (d) 

Fig. 10. Confusion Matrix Results (a) Scenario 1, (b) Scenario 2, (c) Scenario 

3, and (d) Scenario 4. 

TABLE III.  LENET PERFORMANCE IN SCENARIO 1 

 Precision Recall F1_score 

Bagong 0.81 0.79 0.80 

Gareng 0.87 0.76 0.81 

Petruk 0.78 0.96 0.86 

Semar 0.90 0.81 0.85 

Accuracy 0.83 

TABLE IV.  LENET PERFORMANCE IN SCENARIO 2 

 Precision Recall F1_score 

Bagong 0.80 0.85 0.83 

Gareng 0.89 0.67 0.76 

Petruk 0.75 0.93 0.83 

Semar 0.78 0.74 0.76 

Accuracy 0.80 

TABLE V.  LENET PERFORMANCE IN SCENARIO 3 

 Precision Recall F1_score 

Bagong 0.83 0.87 0.85 

Gareng 0.90 0.76 0.82 

Petruk 0.90 0.93 0.92 

Semar 0.81 0.87 0.84 

Accuracy 0.85 

TABLE VI.  LENET PERFORMANCE IN SCENARIO 4 

 Precision Recall F1_score 

Bagong 0.73 0.84 0.78 

Gareng 0.77 0.74 0.76 

Petruk 0.88 0.84 0.86 

Semar 0.82 0.78 0.80 

Accuracy 0.80 

In Scenario 1, the model achieved an accuracy of 83%. The 
evaluation results showed good performance in classifying all 
wayang classes. Petruk had the highest precision and recall 
values, indicating its excellent ability to identify the Petruk 
class. Bagong and Semar also had good F1_score values, 
indicating a balance between precision and recall. However, it 
should be noted that the precision for Petruk and Semar classes 
was slightly lower than recall, possibly due to some difficulty 
in classifying complex samples. 

In Scenario 2, the model achieved an accuracy of 80%. 
There was variation in performance among the wayang classes. 
Gareng had a lower recall value, indicating some difficulty in 
accurately recognizing the Gareng class. Bagong and Petruk 
had good F1_score values, but the precision for the Petruk 
class was lower than recall. Semar had low F1-score values, 
suggesting challenges in classifying the Semar class accurately. 

In Scenario 3, the model achieved an accuracy of 85%. The 
model showed consistent performance for all wayang classes 
with high F1_score values. The Petruk class had the highest 
precision and recall values, indicating an excellent ability to 
classify this class. The Gareng class also had a good F1_score. 
These results indicate that the model has a strong ability to 
recognize and distinguish between different wayang classes. 

In Scenario 4, the model achieved an accuracy of 80%. 
Precision and recall for all wayang classes were relatively 
balanced, but the F1_score for the Gareng and Semar classes 
was slightly lower than other classes. It is important to note 
that the model showed some difficulty in accurately classifying 
the Gareng and Semar classes. 

Overall, the evaluation results indicate that the model has 
good performance in classifying the wayang classes. However, 
there is some variation in performance among specific classes, 
which could be the focus of further model improvements. 
Careful evaluation of all performance metrics can help identify 
areas where the model can be enhanced to achieve better 
results in wayang classification tasks. 

F. Discussion 

The evaluation results of the four wayang classification 
scenarios show good performance in classifying wayang 
images. All scenarios achieve relatively high accuracy, ranging 
from 80% to 85%. Additionally, the precision, recall, and F1-
Score values are balanced, indicating the model's ability to 
classify wayang images accurately and consistently. The best 
scenario is Scenario 3, which achieves an accuracy of 85% 
with a high precision of 86%, recall, and F1-Score of 85.75%. 
This demonstrates that the model in this scenario excels in 
classifying wayang images with great accuracy. On the other 
hand, the worst scenario is Scenario 2, with an accuracy of 
80% and slightly lower precision, recall, and F1-Score 
compared to the other scenarios. Although it still performs 
well, this scenario can be improved to achieve higher accuracy 
and consistency. Overall, the evaluation results indicate that the 
developed model performs well in the wayang classification 
task and is reliable for further analysis. The best and worst 
scenarios can serve as a basis for further improvements and the 
development of more optimal models in wayang image 
recognition. 
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The AI models developed using the deep learning approach 
with LeNet (Scenarios 1, 2, 3, and 4) exhibited better 
performance compared to AI models using other methods such 
as KNN + GLCM [5] and MLP + GLCM [36]. The LeNet-
based AI models achieved higher accuracy and more balanced 
precision, recall, and F1-Score, as shown in Table VII. 

The results of this study provide insight into the 
effectiveness of using depthwise separable LeNet models in 
image-based puppet classification. This contributes to the 
development of better classification techniques in the domain 
of puppet recognition. Moreover, the use of depthwise 
separable is able to reduce the total number of model 
parameters, which indicates efficiency in the use of 
computational resources, although the addition of depthwise 
separable affects the level of accuracy gain. 

In future research, there are several recommendations that 
can be considered. First, increasing the amount of puppet 
image data can help improve the performance of the model. 
Second, further exploration of hyperparameters and 
optimization techniques can be an important step in improving 
classification accuracy such as random search and Bayessian 
optimization. In addition, future research can consider the use 
of attention modules to improve the model's ability to deal with 
a larger variety of wayang images. 

TABLE VII.  COMPARISON WITH PREVIOUS STUDIES 

Study (Ref) AI Model Accuracy Precision Recall 
F1-

Score 

Sandy et all 

[5] 

KNN + 

GLCM 
0.775 - - - 

Muhathir et 

all [30] 

SVM + 

GLCM 
0.834 - - - 

Santoso el 

all [36] 

MLP + 

GLCM 
0.734 - - - 

Scenario 1 Lenet 0.83 0.84 0.83 0.83 

Scenario 2 Lenet 0.8 0.805 0.7975 0.795 

Scenario 3 Lenet 0.85 0.86 0.8575 0.8575 

Scenario 4 Lenet 0.8 0.8 0.8 0.8 

IV. CONCLUSION 

This research contributes to the development of AI models 
for wayang image classification using deep learning with the 
LeNet architecture. The AI models developed show superior 
performance in classifying wayang images compared to models 
using other methods such as KNN + GLCM and MLP + 
GLCM. 

The evaluation results indicate that all wayang 
classification scenarios achieve relatively high accuracy, 
ranging from 80% to 85%. The precision, recall, and F1-Score 
values are well-balanced, demonstrating the model's ability to 
classify wayang images accurately and consistently. However, 
there is variation in performance among specific wayang 
classes, suggesting potential areas for further model 
improvements. Careful evaluation of all performance metrics 

can help identify these areas and enhance the model's 
performance in wayang classification tasks. 

The research has the potential to benefit cultural 
recognition and preservation, as the developed AI model can 
be used for further analysis and automated recognition of 
wayang images. However, the study has some limitations, such 
as the size of the dataset and the complexity of wayang images, 
which may affect model performance. Therefore, future 
research should consider augmenting the data and exploring 
alternative deep learning approaches or combining different 
methods to further enhance the model's accuracy and 
robustness in wayang image recognition. 
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Abstract—Diabetes mellitus has become a global epidemic, 

with an increasing number of individuals affected by this chronic 

metabolic disorder. Effective management of diabetes requires a 

comprehensive self-care approach, which encompasses various 

aspects like monitoring blood glucose levels, adherence to 

medication, modifications in lifestyle, and regular healthcare 

monitoring. Innovative techniques for bettering diabetic self-care 

management have been developed recently as a result of 

developments in technology and healthcare systems. This 

comprehensive review examines the modern methods that have 

emerged to enhance diabetes self-care management systems. The 

review focuses on the integration of technology, Behavioural 

Change Techniques (BCTs), behavioural health theories such as 

Transtheoretical Model (TTM), the Health Belief Model (HBM), 

Theory of Reasoned Action/Planned Behaviour (TPB), Social 

Cognitive Theory (SCT) techniques to promote optimal diabetes 

care outcomes. The Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA) 2020 standards were 

followed in this research's documentation. The Systematic 

Literature Review (SLR) period, which covered 2009 to 2020, 

was used to acquire the most recent complete review. Overall, the 

SLR results show that self-care interventions have a favourable 

impact on behaviours modification, the encouragement of good 

lifestyle habits, the lowering of blood glucose scales, and the 

accomplishment of significant weight loss. According to the 

review's findings, treatments for diabetic self-management that 

included behavioural health theories and BCTs in their creation 

tended to be more successful. In order to assist academics and 

practitioners with the creation of future applications, the 

restriction and future direction were finally defined. After 

recognising the potential for combining BCT methodologies and 

theories, it creates self-management interventions. Depending on 

these recognised cutting-edge mechanisms, the current SLR can 

assist application developers create a model to construct efficient 

self-care interventions for diabetes. 

Keywords—Diabetes self-care; diabetes management; 

systematic literature review; BCT theories 

I. INTRODUCTION 

Diabetes is a serious condition caused due to high blood 
sugar levels. High blood pressure, renal disease, and heart 
failure may all occur as a result of this chronic illness [1]–[4]. 
Type 1 diabetes and Type 2 diabetes represent two different 
types of diabetes. While Type 2 diabetes, which accounts for 
roughly 90% of all cases, is the most common type, Type 1 
diabetes, which can't be prevented, is characterised by 
inadequate insulin in youngsters. A major issue faced by the 
health system is the rising incidence of diabetes, which has 

turned into a global crisis. For example, according to the 
National Diabetes Statistics Report, 13% of Americans have 
diabetes. Global estimates indicate that 9% of people 
worldwide have diabetes, and that number is expected to rise 
to 12% by 2030 [5]. Ageing, obesity, and people's dietary 
habits are thought to be contributing factors to the rising 
number of diabetes [3]. These troubling trends highlight the 
critical requirement for researchers and technologists to 
develop practical diabetes treatment strategies. Several 
applications have been created for managing diabetes self-care 
as a result of the rise of diabetes cases in the world. 
Applications for managing diabetes are believed to be among 
the most popular ones from the Google Play store [4]. 
Numerous studies have demonstrated that diabetes self-care 
practises can considerably enhance a range of clinical 
outcomes for diabetics [5], [6]. In earlier studies, the 
effectiveness of diabetes self-care tools was qualitatively 
investigated [7], [8]. Additionally, a number of meta-analyses 
[9]–[11] have examined the usefulness of self-care tools for 
managing diabetes using quantitative data. The majority of 
previous investigations, nevertheless, ought to have uncovered 
the impact of BCTs on self-care management [11], [12]. 
Besides self-monitoring, the major problem with the existing 
system models is that the majority of the current mHealth apps 
make limited usage of BCTs and have few features [13], [14]. 
Moreover, the absence of customized feedback, poor user 
interface design, and accessibility concerns with current 
medical monitoring programmes are further problems (e.g. 
limited data entry options) [7], [15]–[17]. Additionally, 
diabetes patients think that e-self-management health 
applications should be interesting and provide a variety of 
functions that cover an extensive amount of information 
encompassing emotional and psychological support [18]. The 
impact of individual BCTs on diabetes management cannot be 
discounted because managing diabetes is strongly related to 
behaviour that requires appropriate modification [19]–[22], 
Therefore, it seems like there is a lot of uncertainty if these 
mobile and web-based healthcare applications are an 
affordable means to give diabetes self-management education 
and whether they improve health outcomes and provide 
support in the real world [19], [20], [23]. 

The study aims to comprehensively review and analyze 
modern methods designed to enhance diabetes self-care 
management systems. The formulation of research questions 
(RQs) is crucial for determining the overarching goals and 
anticipated results of a study. The study mainly focuses on the 
research question ―How can we use technology and 
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behaviour-based techniques to make diabetes self-care better 
and healthier for people with diabetes?‖ To find a solution for 
this question, following research questions are framed. 

1) How well do diabetes management applications 

support and facilitate diabetic self-care practices? 

2) What are the prevailing methodologies and techniques 

commonly utilized in the realm of diabetic self-care 

management to facilitate behavior modification? 

3) Which theoretical frameworks and models can be 

effectively employed to underpin and guide the progress and 

application of diabetes self-care management applications? 

4) What common aspects do diabetic self-care 

management programmes use today to effectively and 

completely treat the disease and empower patients? 

5) What are the intricate challenges encountered in the 

current landscape of diabetes self-care applications, and what 

are the anticipated future directions and potential 

advancements? 

 In order to answer this question, the research builds 
following research objectives: i) to evaluate the extent to 
which existing diabetes management applications effectively 
support and facilitate self-care practices among individuals 
with diabetes. ii) to identify and analyze the methodologies 
and techniques commonly employed within the domain of 
diabetic self-care management. This includes an examination 
of strategies for behaviour modification and lifestyle 
improvement, iii) to explore and assess the theoretical 
frameworks and models that can be leveraged to underpin and 
guide the development and implementation of diabetes self-
care management applications. iv) to identify the common 
elements and best practices employed by successful diabetic 
self-care management programs to comprehensively address 
the disease and empower patients in their self-care journey, v) 
to investigate the intricate challenges and limitations present 
in the current landscape of diabetes self-care applications. It 
will also explore anticipated future directions and potential 
advancements in the field to enhance the efficacy and usability 
of these applications. 

The key significance of this study is that it underscores the 
importance of addressing various facets of diabetes 
management beyond medication, including lifestyle 
modifications and monitoring. It also offers valuable insights 
into how psychological and behavioral principles can improve 
diabetes self-management. It serves as a roadmap for future 
researchers and application developers to develop a more 
effective tools and interventions for diabetes self-care. 

The rest of the sections are given as follows: Section II 
provides the detailed investigation of literature works on 
diabetes self-management and healthcare behavioral models, 
diabetes management interventions. Section III briefs the 
review methodology that comprises of the selection of articles 
for the review process. Section IV details the search results 
and analysis, and Section V briefs the outcomes and findings 
of the research questions. Section VI provides the overall 
discussion and Section VII finally concludes the study. 

II. RELATED WORKS 

A. Diabetes Mellitus 

A major wellness concern and pandemic disease with a 
high incidence in both emerging and industrialized nations, 
diabetes impacts people all over the globe  [24], [25].  As per 
the World Health Organization, diabetes is a chronic disorder 
with a variety of causes. The characteristic of this illness is 
prolonged hyperglycemia with abnormalities in carbohydrate, 
lipid, and protein metabolism induced by impairments in 
insulin action, insulin synthesis, or both. Additionally, 
diabetes-related complications and mortality could cause 
serious economic and social consequences for people, 
families, enterprises, and society overall [26].  People and 
medical institutions all across the world are being plagued by 
this epidemic [27], [28]. Diabetes presents a variety of 
dangerous side effects, involving dysfunction or long-term 
damage, and also organ failure [29]. There are numerous 
causes that might lead to a chronic illness like diabetes, but the 
following are the most typical ones: the pancreas' insulin is 
not generated properly or the pancreas has been unable to 
produce enough insulin. Additionally, if left untreated, 
increased blood glucose levels, also known as hyperglycemia, 
raise the risk of long-term harm to a range of organs, including 
blood vessels and neurons. Some of the diabetes-related 
symptoms include increased urine and weight loss, weariness, 
and increased appetite and thirst [30], [31].  

Type 1 diabetes affects 10-15% of all diabetics and can 
appear at any age, with the majority of cases occurring in 
those under 40. It can be triggered by a range of critical 
variables such as infections, diet, and toxins in those who are 
genetically predisposed. An investigation [32] found that 
people with diabetes who have Type 1 have life expectancies 
that are around twelve decades lower than those of the entire 
community. The second type of diabetes, often called non-
diabetes, has become the most frequent. It is responsible for 
85-90 per cent of all diabetic patients [33]. Diabetes that 
occurs later in life is referred to as "late-onset diabetes." 
Dietary changes, a regular fitness routine, and medications 
could be treated Type-2 diabetes effectively.  The third type of 
diabetes is gestational diabetes. Diabetes develops during 
pregnancy, unless the pregnant women already have been 
diagnosed, as a result of enhanced glucose levels or insulin 
levels. According to the International Diabetes Foundation, 
around 16% of women giving birth in 2019 have DM during 
pregnancy, with GD accounting for 85.1% of the total [34]. 

B. Self-Management of Related Activities 

The expression "self-management" denotes the routine 
tasks or activities that an individual needs to carry out for 
managing or lessening the effects of disease on their wealth 
and wellness in order to avoid further illness [35]. Medication 
adherence, physical exercise, healthy diet, monitoring, good 
coping, risk reduction, and problem-solving all seem to be 
examples of diabetes self-management practises that are 
important for better preventive measures [36]. Patients' 
adherence to diabetes self-management differed, showing that 
a number of factors will influence self-management decision-
making mechanisms, either as enablers or as obstacles [37]. 
The care of diabetes mellitus is crucial for reducing long-term 
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effects and enhancing the T2D patients' quality of life. As per 
the American Diabetes Association, diabetes self-
management-based education has been a pillar for optimum 
diabetes care. One viewpoint is that the complexity of T2D 
management necessitates the usage of DSME. Patients are 
assigned a variety of responsibilities, including a keeping 
regular doctor's appointments, confirming prescription 
schedules, and concentrating on self-care measures like online 
glucose tracking, healthy food modifications, and enhanced 
physical exercise [38]. However, people frequently struggle to 
maintain the many behavioral factors necessary for optimum 
glycemic control. Struggling to meet daily obligations, 
irritation, various types of mental discomfort, and an absence 
of self-commitment are all frequent problems [39]. Moreover, 
patients' levels of commitment to diabetic self-management 
varied, implying that many factors can affect self-management 
decision-making processes that could function as facilitators 
or barriers. DM management is critical for minimising long-
term consequences and enhancing T2D patients' quality of life  
[36]. Therefore, consistent diabetic self-management was 
already linked to improve  fewer complications [40], [41], 
blood glucose control, better quality of life, and a less peril of 
diabetes-related mortality [35]. Family members were able to 
offer both emotional and physical support. Instrument 
assistance could involve assisting patients with various chores, 
such as making appointments with healthcare providers or 
aiding with insulin treatment, and also assisting patients 
through self-management care. Providing delight and 
motivation to patients who've been frustrated or unhappy as a 
consequence of their therapeutic intervention is a common 
form of emotional support [8], [42]. Additional behavior 
change treatments are necessary because conventional 
techniques are ineffective at modifying behaviours [43]. In 
order to communicate with patients as well as give them the 
tools they need to manage their individual health; a web-based 
system is a suitable choice [13]. It has been demonstrated that 
diabetics' glucose levels could be improved through the 
implementation of mobile and internet-based diabetes care 
strategies [44]. 

C. Concepts and Paradigms of Health Behavior's Impact on 

Diabetes Management Interventions 

Theories of behavioural change aid in understanding 
human behaviour and change. They provide justification for 
why particular acts occur. These ideas are crucial for altering 
behaviour to improve health consequences [45]. Current years 
have seen the application of these theories to the management 
of persistent adherence to prescribed drugs and lifestyle 
changes  [46].  Interventions for changing behaviour related to 
health may be more successful if they are based on the right 
hypothesis [47]. Through the identification of specific 
mediators—behaviour-causing variables, change-causing 
factors, and the mechanisms by which they operate during an 
intervention—theoretical models shed insight on basic 
concepts [48]. The following theoretical models are frequently 
used for strategizing and assessing public health behavioural 
change interventions: Health Belief Model (HBM), 
Transtheoretical Model, Social Cognitive Theory, Social 
Ecological Model,  and Theory of Reasoned Action/Planned 
Behaviour [49], and Information-Motivation-Behavioural 
Skills models [50]. 

The Trans theoretical Model, also called as the Phases of 
Transformation Model [51], is one of the most well-known 
theories or models for health behaviour change that places a 
strong emphasis on the person's capacity for decision-making. 
Prochaska and DiClemente [52] created this model in the late 
1970s based on research comparing the experiences of people 
who modify their conduct on their own to those who get 
therapy and how capable they are of doing so. This study's 
framework is based on this model. TTM underlines that 
people don't alter their behaviours right away but rather 
gradually, consistently, and through a cyclical process. There 
are five stages of change that individuals can go via in 
accordance with TTM:  contemplation, planning, action, 
servicing, and relapsing [53]. When changing their lifestyle, 
everyone, even those with diabetes and prediabetes, typically 
goes through these stages. TTM provides comprehensive 
instructions on how to assist diabetics and prediabetics in 
making lifestyle and dietary changes that will promote healthy 
behaviour. The Theory of Reasoned Action (TRA) is 
expanded upon by the Theory of Planned Behaviour (TPB). 
Icek Ajzen put out this notion in 1985. According to TPB, an 
individual's willingness and degree of control over an activity 
impact how vigorously that behaviour will be carried out. An 
individual's behavioural intents and behaviour are influenced 
by their attitude towards a conduct, subjective standards, and 
perceived behavioural control [48], [54]. According to this 
principle, the concept of Personality is indirectly affected by 
beliefs that are influenced by background and demographic 
information like education, income, personality 
characteristics, prior behavior's, and aspects of the social and 
cultural environment [55]. 

The attitude towards behaviour, the importance others 
place on the behaviour, and the degree of perceived 
behavioural control all affect how strong an intention is. This 
applies to people with diabetes and prediabetes because in 
order to modify their conduct, they must also alter their 
mindset. They must also identify the triggers that encourage 
change [54]. The main significant factor influencing people's 
behaviour is their want to modify [54].  When patients want to 
change, they might alter their food and way of life. To forecast 
human social conduct, this theory is frequently applied and 
quoted [56]. Self-determination theory (SDT) encourages 
individuals to act in productive and beneficial ways. SDT 
emphasises a person's level of self-motivation and self-
determination. Objectives and the pursuit of objectives are 
stressed in SDT. It suggests that what we are working for and 
why we are working towards it are both crucial for our 
wellbeing [57], [58]. According to the belief, if someone may 
pursue their objectives in their own way rather than being 
forced to adhere to rigorous rules, they would be happier and 
more successful. When someone pursues their goals for their 
own reasons and through their own ways, they would be 
happy and self-actualized [59]. By focusing on health-related 
advantages, patients will be more likely to accept personal 
responsibility for their health. The objectives for this must be 
independent and intrinsic. They should let to choose their own 
realistic goals. According to studies, SDT therapies for 
diabetes resulted in successful treatment outcomes [60]. It also 
encourages individuals by allowing them to identify the 
driving force behind transformation. Additionally, it is 
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observed that goal-setting is effective when supported by 
encouraging and compassionate individuals as opposed to 
dominating or directive people [61]. 

The Health Belief Model [62], [63], was created in the 
1950s to address why certain individuals do not utilise the 
available health treatments. According to HBM, perceived 
vulnerability, severity, advantages, and obstacles all have an 
impact on conduct. The model describes and forecasts 
behaviour connected to health, including attitudes about one's 
health issues, the perceived advantages of taking action, 
obstacles, and self-efficacy in engaging in health-promoting 
activity. The health-promoting conduct should be triggered by 
cues to action. This approach was initially developed by social 
psychologists at the United States Department of Health and 
Human Services [64]. The concept of "perceived 
vulnerability" describes the probability that a person believes 
to be susceptible to get the illness if they continue with their 
current behaviors. On the contrary, perceived severity 
describes how serious the ailment is and how it affects people 
[65]. The perceived threat changes as a consequence of these 
behaviors. When people alter their behaviour, there could be 
apparent benefits or shortcomings of putting the unique 
activity into practise, among them perceived difficulties which 
could prevent the successful effectiveness, as well as both. For 
example, there might be perceived reduction in their chances 
of getting sick. The four factors mentioned above work 
together to affect the likelihood of participating in the 
behaviour. Information on the dangers and consequences of 
diabetes should be given to patients. Individuals must be made 
aware of the seriousness of the condition in order for them to 
change their bad behaviours and adopt healthy ones. 
Additionally, the advantages and drawbacks of their new 
outlook and behaviour ought to be explained to them. This 
should encourage individuals to adopt new habits and 
maintain their commitment to an improved diet and way of 
life [66]. 

Self-Regulation Theory describes the steps and elements 
involved in making decisions about one's thoughts, feelings, 
words, and actions. Self-regulation is concerned with the 
mechanisms that convert beliefs into intentions and intentions 
into actions, which ultimately results in the accomplishment of 
the connected objective. This idea focuses on a person's 
capacity to control their behaviours and their lives [67], [68]. 
SRT is made up of four components: requirements for desired 
behaviour, the drive to sustain standards, awareness of the 
conditions and thoughts that proceed standards-breaching, and 
willpower. SRT is centred on the idea of people setting the 
goals and monitoring their development in respect to those 
goals [69]. When there is a difference between their present 
situation and their aim during the comparison, individuals 
adjust their activities and behaviour in order to reach the goal. 
Diabetics should have the internal fortitude to alter their 
conduct in order to adjust their food and lifestyle. They should 
be self-motivated and devoted, with the purpose of 
transforming coming from inside. Self-control is crucial for 
developing new habits and viewpoints [70]. It aids patients in 
committing to their new conduct. In addition, students become 
more driven to accomplish their goals when they may define 
their own objectives and assess their progress in relation to 

those objectives [71].  The Relapse Prevention Model seeks to 
impart knowledge on how to anticipate and address the issue 
of recurrence to persons wanting to change their behaviour‘s. 
Relapse occurs when a person fails to alter their conduct to 
match the desired behaviours. This approach proposes two 
methods for preventing relapses, which may be used either as 
a targeted maintenance plan or as a more comprehensive 
programme of lifestyle modification. The major goal of this 
paradigm is to change compulsive or addictive behavioural 
patterns. 

One of the most well-liked theoretical paradigms for 
comprehending and altering health-related behavior's targeted 
at controlling persistent diseases is social cognitive theory 
(SCT). The SCT has proven significant behavioural changes 
leading to better health outcomes as the cornerstone of 
efficient illness self-management strategies [72], [73]. It began 
as the Social Learning Theory, which was referred to be the 
convergence of the cognitive and behaviourist approaches. 
Contrary to many other hypotheses of behavioral modification 
in health promotion, the concept of the SCT takes into 
consideration the unique ways that individuals develop and 
sustain a habit. In the most recent version of social cognitive 
theory, a complex causal structure is proposed in which beliefs 
about self-efficacy interact with knowledge of health hazards 
and advantages, targets, standards for the results, structural 
and social obstacles to modification, and the perceived 
facilitators of behavioral growth. In the temporal framework 
of the Social Comparative Theory self-efficacy plays a crucial 
regulatory function and is a fundamental belief that 
significantly impacts behaviour [74]. As per the Social-
Cognitive Theory (SCT), interactions between the 
environment, a person's characteristics, and their behaviour 
affect behaviour change. The most significant influence on the 
acceptance of physical activity as a lifestyle change has come 
from the Social-Cognitive Theory [75]. It uses both cognitive 
and behavioural elements to encourage behaviour 
modification, comparable to the TTM [76]. Self-efficacy is the 
central construct of the social cognitive theory, but it also 
includes the concepts of social support, outcome expectancies, 
and self-regulation [77]. According to recent studies, while 
boosting a person's self-efficacy is vital for enhancing 
physical activity and exercise adherence, doing so is most 
successful when combined with using the other SCT elements.  
For the specialized maintenance approach, attention should be 
focused on strengthening the maintenance of behavior change, 
once a person has successfully predicted a behaviour change. 
The maintenance of behavioral change might take the shape of 
ongoing meetings, treatments, and other techniques that can 
make it last longer. Regarding the general one, the emphasis 
should be on facilitating variations in a person's habits and 
way of life. This general program's objectives are to instruct 
the client on how to live a balanced lifestyle and to stop the 
development of negative habit patterns [78]. 

The Information-Motivation-Behavioral Skills (IMBS) 
paradigm promotes the user-centered and evidence-based 
application of information in health-related situations [79], 
[79], [80]. It was first created to anticipate HIV preventive 
behaviour in response to the HIV epidemic. It was effectively 
used in the design of treatments that enhanced and predicted 
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adherence to medication among diabetic patients [81]. The 
IMBS offers a framework for comprehending and supporting 
disease prevention practises across populations, and it has a 
wide range of possible applications in health promotion 
practise [82]. The model focuses on a collection of 
components (factors) linked with illness management in terms 
of information, motivation, and behavioural skill. The model 
claims that behavioural changes are primarily brought about 
by changes in behaviour that occur as a consequence of 
informational and motivational interventions [80]. The third 
part of the model shows how knowledge, motivation, and the 
behavioural abilities needed to carry out self-management 
behaviours independently and to a substantial amount 
indirectly influence actions. When they regularly found a 
strong correlation among behavioural outcomes and IMBS 
and in cases of diabetes, academics and educators in diabetes 
health promotion have used IMBS. Information and 
motivation affect the behavioural skills of diabetes patients, 
ensuring that they have the resources necessary to engage in 
the desired actions. Finally, this boosts a patient's self-
efficacy, or belief in their ability to carry out self-management 
actions [83]–[85].  

D. Diabetes Prevention and Management Interventions  

Diabetes is a chronic illness with a high incidence in many 
countries. It is marked by raised blood glucose levels and the 
possibility of both acute and chronic complications. It is 
generally recognized that treating diabetes is a difficult 
procedure that necessitates both a specific pharmacologic 
treatment plan and a change in lifestyle [86]. Effective 
behavioural change, thorough education, and self-management 
are some of the most important ways to prevent complications 
from diabetes. However, this procedure is time-consuming 
and costly. Recent research on the use of smartphone 
technology for managing diabetes has shown to be a useful 
tool for lowering haemoglobin levels, particularly in Type-2 
diabetic (T2D) patients. The effectiveness of this approach 
among Saudi patients has not, however, been the subject of 
any recognised studies [87]. Diabetes management is a 
difficult procedure that needs a wide-ranging strategy. 
Pharmacologic therapy is crucial, but it must be supplemented 
with lifestyle changes such a nutritious diet, frequent exercise, 
and careful blood glucose monitoring. People with diabetes 
can effectively manage their illness lower their risk of 
complications, and lead satisfying lives by using these 
techniques. In order to support diabetic self-management 
(DSM), mobile phone applications are frequently utilised. 
Numerous apps have been created to improve diabetic self-
management [87]–[120].  

Numerous studies have found compelling proof that 
employing apps motivates individuals to stick to management 
medical care, enhances glycemic control, and delays or avoids 
the onset of diabetic complications while also improving their 
standard of life [10], [121]. Additionally, studies revealed that 
applications for diabetes self-care can dramatically enhance a 
number of clinical outcomes related to diabetes [5], [6]. 
Earlier research examined the effectiveness of self-care 
applications for diabetes qualitatively [7], [8]. Users' desires 
and requirements for self-empowerment applications, 
however, have changed over time. For example, prior to this, 

the emphasis was primarily on the consumers administering 
their treatment alone with little  help from the healthcare 
professionals and user preferences [15], [90], a large number 
of users, however, seem to anticipate that the applications 
would involve their healthcare providers in their regimens and 
routines, according to recent research [16], [122], [123]. The 
absence of customized feedback, poor user interface design, 
and accessibility concerns with current medical monitoring 
programmes are further problems (e.g. limited data entry 
options) [7], [15]–[17]. In addition, very few programmes 
have been created taking the needs of consumers into account 
[16], [85], [124]. As an outcome, many currently available 
programmes lack certain functionality [122]. It has been 
suggested that not enough thought has been given to end users' 
preferences as a cause of the low acceptance and utilisation of 
applications. Investigations are beginning in this area, and it is 
crucial to incorporate theories of health behaviour 
modification in the creation of diabetes management. Current 
research by Block et al. [125] stresses the benefits of the fully 
automated Alive-PD Diabetes Prevention Programme, which 
offers six to twelve months of weekly, step-by-step 
counselling on improving exercise, modifying eating habits, 
and losing weight .  Although it is claimed that several 
applications have been created employing health behavioural 
change ideas, these theories have not yet been the subject of 
any study [126]. Additionally, there is additionally no 
appropriate outline for preventing diabetes that incorporates 
behavioral change theories and all other essential components 
[127]. 

III. REVIEW METHODOLOGY 

A PRISMA-based technique is used in the SLR approach. 
PRISMA provides a reliable and repeatable strategy for 
identifying literature. It also offers a manual for identifying, 
evaluating, and choosing research papers. In Fig. 1, the 
PRISMA procedure used in this SLR is depicted. The 
following subsections provide details on the SLR procedure: 

A. Selection of Resources  

The search process was carried out using nine digital 
online libraries to gather pertinent articles.  In this study, 
Scopus, Google Scholar, ScienceDirect, Web of Science, 
SAGE, and Taylor & Francis Online were among the online 
databases that were investigated.  These online databases were 
selected because they were thought to be the most ideal for 
offering comprehensive information in the area of older 
persons' social communities. While Scopus is a collection of 
peer-reviewed literature with approximately 22,000 articles 
from 5000 publishers worldwide, WoS is a powerful database 
with around 33,000 journals encompassing more than 250 
subjects. In the area of diabetes treatment interventions, other 
digital libraries including Google Scholar, ScienceDirect, 
SAGE, and Taylor & Francis Online also have a sizable 
number of pertinent records available. 

The articles from 2010 to 2022 were chosen for the SLR 
study in order to gain the most recent and complete review: 
(1) Appropriate resources pertaining to diabetes, mHealth apps 
(web-based and mobile apps), BCTs, and behavioural change 
theories make up the search phrase. Terms like "Mobile App" 
AND "Internet based Application" OR "diabetes" AND 
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"mHealth" OR ("behaviour change techniques" AND 
"diabetes" AND "mHealth" AND "Internet based application") 
are utilized to find more pertinent papers for this review. 
Moreover, the references of earlier literature were thoroughly 
examined in accordance with the comparable studies 
published in [9]–[11], [128], [129]. 

 

Fig. 1. The flow diagram of the review process based on PRISMA adopted 

in this study. 

B. Selection of Papers 

A manual search was taken into account in addition to the 
search phrases used in the automatic search in order to 
completely recognize the pertinent research. The 500 research 
papers were found using keywords during the identification 
step, comprising 435 records found automatically when 
searching digital databases and 125 publications found 
manually by searching citations. After eliminating duplicates, 
inappropriate, and irrelevant publications, 447 published 
papers were chosen for the screening stage. 113 papers were 
ultimately eliminated after the remaining documents 
underwent additional screening based on titles and abstracts. 
After that, 222 more entries were subjected to the full-text 
evaluation. Following the removal of 186 articles based on the 
inclusion and exclusion criteria as well as the quality rating 
criteria, 36 articles remained. Regarding literature types, the 
effectiveness of self-care applications for adults 18 years and 
older at risk for getting diabetes was only investigated in 
article journals that concentrate on either research or design.  
For the current SLR, in particular, experimental, quasi-, and 
design investigations were taken into consideration. Many 
eligibility requirements and exclusion criteria are chosen. The 
studies that were chosen were those that have been peer-
reviewed and published in English in journals or conference 

proceedings. Only conferences and journals are considered as 
types of literature; review articles, books, book series, and 
individual book chapters are not included. In order to clear up 
any ambiguity regarding translated literature, non-English 
publications were also expelled. 

The chosen 36 articles were then imported into Zotero, a 
reference manager, for synthesis. The retrieved information 
includes information about the studies' and interventions' 
characteristics, such as the regions where the research studies 
took place, the platforms employed for the interventions, the 
percentage of baseline weight loss, and glycemic level. It 
should be pointed out that only the publicly accessible 
materials (such as the primary text, development procedures, 
supplementary materials, etc.) are taken into account for the 
extracting the data, identifying the application features, and 
BCTs coding processes because obtaining detailed 
information from authors remains challenging in many 
instances. 

C. Coding Scheme 

To identify the existence or absence of every method from 
the evaluated articles, the list of BCTs taxonomy published in 
reference [130] was given special consideration. To more 
accurately evaluate the chosen research, the coding process 
was carried out individually and separately based on the 
primary publications, protocols, and related investigations. 
The initial research methods described in reference [131] and 
the BCT training materials were employed to create an 
accurate and suitable coding process for the BCT's taxonomy 
application. It was noted that equivalent research activities 
could have described the same standardised therapies based on 
earlier investigations in [132], [133]. But it was also noted that 
the interventions are described in a different way in the 
literature for every research, but with some BCTs having been 
identified in one study yet absent in another and vice versa. 
The present research uses an imputation approach to tackle 
these problems and recover the missing BCTs. 

Based on the three phases of all intervention data, an 
analysis was done to find the characteristics in [134]. In order 
to accomplish this, every application component's description, 
coding, as well as the platform itself, must initially specified. 
The imputation process was also used in a scenario where 
numerous studies evaluated a similar standardised 
intervention. Furthermore, the characteristics were divided 
into two categories based on the degree of engagement 
between the user and the application: interactive (two-way 
interaction) and passive (one-way interaction). A random 
sample of all application descriptions was used for these first 
two steps in order to assess their dependability. Third, each 
interactive and passive component was collected, examined, 
and discussed as a whole. These findings led to the 
identification of common themes between the interactive and 
passive components. After being divided into interactive and 
passive elements, the themes or clusters were given individual 
labels. 

D. Quality Evaluation 

To avoid the risk of biases in propagating a study, it is also 
essential to analyse the SLR data and assess its quality.  
Basically, an inadequately done study's outcomes could be 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

188 | P a g e  

www.ijacsa.thesai.org 

greatly influenced by a considerable bias from the research 
process, necessitating careful interpretation. Consequently, in 
order to produce an objective result in the SLR, these studies 
must be disregarded or at the very least acknowledged as such. 
It is also crucial to evaluate the strength of the evidence and 
any inherent bias in every research investigation using the 
correct standards. For the quantitative intervention analysis, 
the National Institute of Health and Care Excellence (NICE) 
quality evaluation checklist is employed to validate the quality 
of the chosen studies in [135]. It includes 27 items that allow 
for the evaluation of external and internal validity when each 
criterion was met, with "++" denoting the lowest bias risk or 
greatest level of quality. 

IV. SEARCH RESULTS AND ANALYSIS 

A. Scholarly Publications over Time 

Diabetes patients' self-management system seems to be a 
research study that will be crucial for society development in 
the future. In this part, the number of publications discovered 
over a fourteen-year period from 2010-2022 was selected. In 
Fig. 2, it shows how the quantity of papers has decreased 
during the last three years.  The number of articles published 
starts from one in 2010, gradually increased to 4 in 2013, 5 in 
2016, peaked to 7 in 2019 and afterwards rapidly declined to 1 
in 2020 and increased to 3 in 2022. 

B. Research Methods and Methodologies 

Researchers employed a number of methodologies, 
including mixed method analysis, non- randomized controlled 
observational study, randomized controlled observational 
study, single arm prospective study and quasi-experimental 
methods to analyse the data connected to online supporting 
systems for diabetes self-management. The majority of these 
researches were predicated based on randomized control 
study. Both qualitative and quantitative methodologies were 
used in combination to support each other in a certain study. 
The distribution of included papers across research approaches 
is shown in Fig. 3. 

As shown in Fig. 3, one study employed a quasi-
experimental single arm technique. Furthermore, 4 employed 

both observational study and non- randomized controlled 
observational study, 3 used single-arm prospective study, 6 
employed mixed method design study, 2 employed 
prospective quasi-experimental study, and majority of the 
study, 15 articles employed randomized controlled trial-based 
study. 

C. Publication Regions 

The articles in this review came from all over the world, 
namely US, China, Australia, India, Saudi Arabia, Norway, 
Netherlands, Malaysia, Germany, Finland, Iran, Indonesia, 
Switzerland, Denmark, Italy and Sweden. In Fig. 4, it shows 
that the majority of the selected articles, 13 articles (36%) met 
our criteria from the US followed by China with 4% and 
Australia with 3%, India, Saudi Arabia and Norway with 2% 
each, and Netherlands, Malaysia, Germany, Finland, Iran, 
Indonesia, Switzerland, Denmark, Italy and Sweden with 1% 
each respectively. 

The finding indicated that a large number of publications 
have been done for countries in the USA. The investigation 
was carried out in the Middle East, with a focus on Saudi 
Arabia. Furthermore, according to a WHO report, numerous 
individuals in Saudi Arabia have DM. 

 

Fig. 2. Total amount of publications based on year. 

 
Fig. 3. Studies included over research approaches. 
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Fig. 4. Publication region/country. 

D. Intervention Durations 

Intervention duration in the reviewed articles ranged 
between 3 months and 24 months is showed in Fig. 5. More 
number of studies, 12 articles took approximately 3 months 
intervention duration, 10 articles took appropriately 6 months 
intervention duration, 6 articles took appropriately 12 months 
intervention duration, while rest of the 7 articles took more 
than 12 months of intervention duration. 

E. Scholarly Articles Based on Theories 

Fig. 6 shows the number of studies that have employed 
theory or model, ranging from Social Cognitive Theory (SCT) 
and Transtheoretical Model of Behavior (TTM) to Theory of 
Planned Behavior (TPB) and Health Belief Model (HBM). 
Other theories and models such as Self-Regulation Theory 
(SRT), Fogg Behavior Model, Cognitive Behavioral Therapy, 
COM-B model, IMB (Information-Motivation-Behavioral 
Skills Model), SDT (Self-Determination Theory), Just-in-time 
Adaptive intervention design, and Socio-material perspective 
have also been included. 

From the Fig. 6, it is observed that the Social Cognitive 
Theory (SCT), Transtheoretical Model of Behavior (TTM), 
and Theory of Planned Behavior (TPB) are the most 
frequently used theories/models among the studies, whereas 
some theories/models like Fogg Behavior Model, Cognitive 
Behavioral Therapy, SDT (Self-Determination Theory), Just-
in-time Adaptive intervention design, Socio-material and self-
efficacy model have been utilized in a limited number of 
studies. 

F. Scholarly Publications Based on Different Platform  

Fig. 7 shows the various platforms used in various studies, 
showcasing the diverse approaches in delivering interventions 
or conducting research. Mobile apps emerged as the most 
frequently utilized platform, accounting for 56% of the 
studies. The combination of mobile app and web app 
platforms was employed in 19% of the studies, highlighting 
the recognition of multiple platforms' advantages. A smaller 
proportion of studies relied on websites (14%), DVDs (5%), 
and a combination of Short Message Service (SMS) and Email 
and a combination of website and mobile app (3%). 

 

Fig. 5. Intervention durations. 

 

Fig. 6. Number of articles based on different theories. 
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Fig. 7. Number of articles based on different platforms. 

V. RESEARCH QUESTION OUTCOME 

RQ1- How well does diabetes management applications 

support and facilitate diabetic self-care practices? 

In general, mobile diabetes interventions have shown 
promise in improving short-term outcomes for individuals 
with diabetes [87], [88], [90]–[92], [96], [98], [99], [101], 
[114], [115], [124], [136]–[138]. These interventions typically 
involve the use of mobile applications (apps) or other digital 
tools to help individuals manage their condition, track their 
blood glucose levels, monitor physical activity, and provide 
educational resources.   Several studies have evaluated the 
effectiveness of mobile diabetes interventions over short-term 
periods (e.g., a few months to a year), and many have reported 
positive results that is short-term effectiveness [87], [88], 
[90]–[92], [96]–[98], [100], [101], [109], [114], [115], [124], 
[131], [136]–[138]. These interventions have been shown to 
improve glycemic control, increase self-management 
behaviors, enhance medication adherence, and promote 
healthy lifestyle choices, however, twelve interventions were 
short-term ineffective [91], [94], [98], [104], [105], [111], 
[113], [117], [139], [140]. Six interventions were long-term 
effective [92], [98], [110], [111], [136], [137].  Finally, ten 
interventions were long-term ineffective [101]–[106], [113], 
[114], [118], [139]. For example, some studies have found that 
mobile apps with features like glucose monitoring, medication 
reminders, and dietary guidance can lead to improvements in 
HbA1c levels (a measure of long-term blood glucose control) 
in the short term. Additionally, mobile interventions that 
include real-time feedback, coaching, and personalized 
recommendations have shown effectiveness in motivating 
individuals to adopt healthier behaviors. However, it's worth 
noting that the long-term effectiveness of these mobile 
interventions may vary. Some studies have reported 
challenges in maintaining the positive effects over a longer 
duration.  Factors such as user engagement, adherence to the 
intervention, and sustainability of behavior change can 
influence the long-term effectiveness of these interventions. 
As technology advances and more research are conducted, it's 

possible that newer mobile diabetes interventions may have 
improved long-term outcomes. It's essential for researchers 
and developers to continue evaluating the effectiveness and 
sustainability of these interventions to ensure their long-term 
benefits for individuals with diabetes. 

RQ2- What are the prevailing methodologies and techniques 

commonly utilized in the realm of diabetic self-care 

management to facilitate behavior modification? 

The term "behavioural change techniques" (BCTs) refers 
to discrete, observable, and repeatable elements of 
interventions intended to influence behaviour [131]. BCTs are 
a part of an intervention meant to change or restructure the 
causal mechanisms that control behaviour. The BCT 
Taxonomy, developed by Michie et al. in 2013, is a 
classification system for 93 hierarchically clustered 
approaches. Behavior change techniques are specific strategies 
or methods used to facilitate behavior change in individuals. 
These techniques are often employed in various fields, 
including healthcare, psychology, and public health, to 
promote positive behavior changes and support individuals in 
achieving their goals.  BCTs can be used to modify a wide 
range of behaviors, including health behaviors like smoking 
cessation, physical activity, medication adherence, and dietary 
changes. They can be applied in individual counseling 
sessions, group interventions, digital health programs, or self-
help materials. Behavior change techniques are designed to 
target specific determinants of behavior, such as motivation, 
self-efficacy, knowledge, and environmental factors. They are 
evidence-based and grounded in theories of behavior change, 
such as the Transtheoretical Model, Social Cognitive Theory, 
and the Theory of Planned Behavior. 

Over the course of all the interventions examined, a total 
of thirty separate behaviour change methods (BCTs) were 
discovered, average 11.6 BCTs per intervention. Ten of these 
behaviour modification strategies were used in at least 55 per 
cent of both short and long-term interventions. In particular, 
behavioural goal-setting was used in 58.33% of interventions 
and was acknowledged in 75% of cases for both the short- and 
long-term categories. In 61.11% of the therapies that were 
considered, problem-solving was present, and its success was 
rated as being 75% short-term and 100% long-term. Defining 
outcome-related goals was another method that was used in 
61.11% of all interventions, with recognition rates of 85% and 
68.75% for short-term and long-term efficacy, respectively.  
Feedback on behaviours was noted in 61.11% of all 
interventions, with the rate of recognition for short and long-
term interventions being 85% and 68.75%, correspondingly. 
In 80.56% of interventions overall, 100% of short-term 
treatments and 81.25% of long-term interventions showed 
evidence of the self-monitoring of behaviour technique. In line 
with this, the method of self-monitoring behavioural outcomes 
was recognised in 100% of short-term interventions and 75% 
of long-term interventions, or 77.7% of all interventions. 
Additionally, the undefined type of social support was 
recognised in 61.11% of all interventions, 95% of short-term 
interventions, and 62% of long-term interventions.  Also noted 
in 50%, 55.56%, and 58.33% of all treatments, respectively, 
were strategies including informing participants about the 
potential health effects of their actions, citing reliable sources, 
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and modifying environmental signals. As mentioned in (see 
Fig. 8), for short-term and long-term interventions, 

respectively, the recognition rates for these approaches were 
65%, 80%, and 90%. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 8. BCT interventions (a) Goal and planning cluster, (b) Feedback and monitoring cluster, (c) Shaping knowledge, (d) Social support cluster. 
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Fig. 9. Ten identified BCTs. 

Fig. 9 depicts that the Goal setting (behavior) and 
problem-solving techniques are consistently employed in both 
short-term and long-term interventions, with percentages 
ranging from 75% to 100%. This suggests their recognized 
effectiveness in promoting behavior change. Goal setting 
(outcome) is more frequently utilized in the short term (85%), 
while its usage decreases slightly in the long term (68.75%), 
indicating a potential shift in focus over time. Feedback on 
behavior and self-monitoring of behavior are consistently 
utilized BCTs, highlighting their importance in promoting 
awareness and accountability. For both short-term and long-
term therapies, the percentages range from 75% to 100%. 
Self-monitoring of behavior's result(s) is heavily used in the 
short term (100%) but less so in the long term (75%), 
suggesting a possible change in focus across various stages of 
behaviour change. Short-term (95%) but long-term (62.50%) 
use of social support (unspecified) declines, implying a 
potential shift to more focused types of social support with 
time. There are differences in percentages between short-term 
and long-term treatments when it comes to the use of 
information on health effects, reliable sources, and adding 
things to the environment. This implies that according to the 
particular environment and intervention goals, their efficacy 
and significance may change. 

1) Effectiveness in short term: In comparison to long-term 

therapies, which used an average of 7.8 BCTs per intervention 

(range from 1 to 16), short-term interventions used an overall 

of 19 BCTs each intervention (range from 0 to 20). Self-

monitoring of behaviours and self-monitoring of the results of 

behaviours were two behavioural change theories that were 

identified significantly more frequently in short-term 

therapies. 

 

Fig. 10. Effectiveness in short-term. 

As depicted in Fig. 10, the effectiveness of this BCT in the 
short term in self-monitoring of behavior is reported to be 
81%. This suggests that when individuals actively monitor and 
track their behaviors, they are more likely to engage in 
positive self-care practices. While, the effectiveness of this 
BCT in the short-term self-monitoring outcome of behaviour 
is reported to be 75%, which implies that when individuals 
regularly track and observe the outcomes of their self-care 
behaviors, they can better understand the impact of their 
actions and make adjustments as needed. 
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2) Effectiveness in long term: In contrast to the 19 BCTs 

per intervention (range from 0 to 20) needed to achieve short-

term efficacy, interventions that were long-term effective 

employed an average of 7.8 BCTs (ranging from 1 to 16). 

Two BCT found with noticeable higher frequency include 

action planning with 93.75%, and information about 

antecedents with 87.5%. As depicted in Fig. 11, the 87.50% 

effectiveness suggests that providing information about 

antecedents can be beneficial in promoting sustained behavior 

change and long-term self-care management. While, the 

93.75% effectiveness indicates that when individuals engage 

in detailed action planning, they are more likely to maintain 

consistent self-care behaviors over an extended period. 

 
Fig. 11. Effectiveness in long-term.  

RQ3: Which theoretical frameworks and models can be 

effectively employed to underpin and guide the progress and 

application of diabetes self-care management applications? 

Multiple theoretical frameworks are frequently used to 
develop and assess public health interventions that aim to 
modify behaviors. The Health Behaviour Model examines a 
person's impression of a health problem's severity and 
vulnerability, in addition to the perceived advantages and 
challenges of implementing preventative behaviors. The TTM 
suggests that when changing behaviours, people go through 
phases of transformation. It emphasizes how crucial it is to 
adjust therapies depending to a person's level of progress. The 
Theory of Reasoning asserts Action/Planned Behaviors (TPB), 
a person's attitudes, personal standards, and perceived 
behavioral control all have an impact on their decision to 
engage in a behavior. It places a strong emphasis on how 
societal pressures and a person's beliefs might affect their 
behaviour. According to the Social Cognitive Theory (SCT), a 
person's behaviour, personal characteristics, and external 
factors all interact in a reciprocal manner. It emphasizes the 
significance of self-regulation and observational learning in 
behavior change. It also recognises that varieties of variables 

such as those at the individual, interpersonal, communal, and 
societal levels, have an impact on behaviors. It highlights how 
these levels interact and the necessity of therapies that focus 
on several levels at once. 

An overall of 29 interventions made reference to a 
theoretical underpinning for their design, whereas the other  
seven interventions made no such mention. Different 
behavioural change theories were used in the reviewed 
articles,  which include  Social Cognitive Theory       [141], 
[142], Theory of Planned Behaviour [143], [144], 
Transtheoretical Model (TTM)  [145], [146] [147], Self-
determination Theory [148] , Information- Motivation-
Behavioral Skills Model [142], Health Belief Model [144], 
[149]. Furthermore, COM-B model [150], Just-in-time 
Adaptive intervention design [151], Fogg Behavior Model 
[146], Self-efficacy [152] have been used in diabetes related 
interventions design.  Twenty-nine interventions were 
supported (informed) by one theory or more theories. Some 
studies used several theories [142]–[144], [146], [148], [150], 
[153]–[166], while other interventions used a single behaviour 
theory [141], [151], [152], [165], [167]–[171]. 

Based on the reviewed articles, the most popular theories 
used in the studies were: Social Cognitive Theory (SCT) 
[141], [142], [153]–[157], [159]–[162], [164], [166], [172], 
[173] and the Transtheoretical Model of Behaviour Change 
(TTM) [144], [146], [154]–[157], [159], [160], [162], [163], 
[166], [169], [172]–[175]. SCT, which theorises knowledge 
gaining through social awareness and considers self-efficacy 
as one of the main channels of goal actualization, was used in 
16 articles. TTM, which emphasizes changes as the 
progressive venture through pre-contemplating of behaviour 
change to behaviour maintenance [144], was informed in  17 
articles. The Fig. 6 illustrate the distribution of the health 
behavioural theories in the reviewed articles. 

According to Webb et al. [176] and Van Rhoon et al. 
[177], the Social Cognitive Theory and the TTM were among 
the most frequently utilised conceptual bases. On the other 
hand, the Theory of Planned Behaviour (TPB) represented one 
of the more often cited frameworks of theory in Webb et al.'s 
study [176]. Chao, Lin, and Ma [178] and Kusnanto et al. 
[179] utilised concept only as an evaluation metric, while 
those that used concept as a component of the research design 
provided just a cursory description of how treatments were 
incorporated into the relevant theory. 

Future study should focus on this issue, perhaps 
highlighting the importance of building a theoretical 
knowledge of the probable procedure for eliciting behaviour 
change at the outset of the conceptualization of an approach in 
[180] and, using Michie and Prestwish's description of the 
'standardized' contribution of concept in [181]. Researchers in 
the future ought to be able to assess the efficiency of the role 
of concept in these kinds of interventions as well as possibly 
the relationship among the amount of theory utilised and the 
changes in behaviour and corresponding health outcomes. 
This could be possible with an explicit, systematic, and 
relatively consistent overview of the part of concept in the 
planning and creation of the intervention. 
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The management of sicknesses and overall well-being is 
clearly aided by self-care applications created utilizing health 
behavioural change techniques. These programmes are 
effective at encouraging patients to better adhere to their 
prescription regimens, encourage self-care, enhance their 
health, and lessen their despair. A number of investigations 
were undertaken to assess the accessibility of the programmes, 
and it was determined that these self-care apps were mainly 
simple to comprehend and utilize since the patients felt 
comfortable utilizing them and completing the necessary 
chores. Additionally, self-care behaviours and prevalent 
concepts employed in their creation have been identified. 
These concepts encompass the following: the Theory of 
Planned Behaviour, the model of health beliefs, Cognitive 
Behaviour Therapy, Self-Care Behaviour, Motivational 
Interviewing, and behaviour changes.  Finding the health 
behaviour change paradigm that has been employed in 
previous research more frequently would be fascinating. 
According to the results of the investigations, every theory has 
been applied continually, whether solely or in conjunction 
with other approaches. 

RQ4- What common aspects do diabetic self-care 

management programmes use today to effectively and 

completely treat the disease and empower patients? 

Thematic analysis [182], was executed across three phases 
to uncover patterns within all interpolated data points. 
Initially, comprehensive explanations and codes were 
provided for every application components and its 
corresponding platform. Additionally, in cases where multiple 
studies evaluated identical standardized interventions, the 
imputation process was carried out. Subsequently, 
characteristics were classified according to the degree of 
engagement between the user and the application, categorized 
as either interactive (involving two-way interaction) or passive 
(involving one-way interaction). To test for dependability, we 
finished the initial two phases on an instance of randomly 
selected app specifications. Furthermore, all both active and 
passive characteristics were gathered, analyzed, and debated 
jointly. These findings led to the identification of common 
themes between the interactive and passive components. The 
interactive or passive characteristics of the themes or clusters 
were afterwards classified and labelled in accordance with 
each theme. In particular, several kinds of mobile and web-
based therapies have tools for monitoring blood sugar, diet 
calories, and body weight, as well as alerts for remembering to 
take medications or schedule medical appointments. Consider 
dividing the characteristics into interactive and passive ones. 

3) Digital feature descriptions: The different digital 

passive features are utilized in health interventions. Health and 

lifestyle information and advice provide educational materials 

on topics like healthy eating, physical activity, and stress 

reduction. Activity tracking involves tools like pedometers 

and accelerometers to record physical activity, while 

reminders and prompts send notifications to remind 

participants of specific tasks. Diet tracking allows participants 

to record their dietary behaviors, including calorie counting 

and food diaries. Weight and bio-measure tracking involve 

tools like digital scales and blood glucose monitors to track 

body weight and biological measures. These features offer 

one-way interaction without active feedback. 

Previous assessments of self-care apps have examined how 
the effectiveness of these applications is linked to their 
attributes in managing diabetes. Applications that 
demonstrated substantial effectiveness incorporated both 
passive and interactive features, while those with less 
pronounced effects tended to rely solely on passive attributes 
[183]. Passive attributes don't require user interaction, whereas 
interactive attributes involve real-time user engagement. In 
another investigation [184], diverse attributes in self-care apps 
were explored. This study revealed that interactive attributes 
were notably more successful than passive ones in enhancing 
medication adherence among individuals with type 2 diabetes. 
Nonetheless, this study exclusively concentrated on type 2 
diabetes management, leaving uncertain the most efficacious 
features across various applications. Interactive elements 
encourage engagement and active involvement in programmes 
for a healthy lifestyle. The data shows that gamification, 
automatic feedback, social media and support, online medical 
coaching, and educating about healthy living all incorporate 
interactive components. Passive features include tracking 
nutrition, weight and measurements, suggestions and alerts, 
information on wellness and lifestyle, and activity monitoring. 
These elements are essential for providing people with 
information and insights so they may choose their lifestyle and 
health with knowledge. For instance, the majority of 
interventions incorporate health and lifestyle information, 
demonstrating the value of this information in educating 
people about several facets of their well-being  [183]. 

The passive features include activity tracking, weight, 
biometric measurements, diet tracking, reminders and prompts 
and health and style information. From Fig. 12(a), it is 
observed that Health and lifestyle information is a commonly 
included passive feature in both short-term and long-term 
interventions. It is present in 58.33% of all interventions, 65% 
of short-term interventions, and 81.25% of long-term 
interventions. Activity tracking is another frequently 
incorporated passive feature, with 52.78% of all interventions 
including it. In the short term, all short-term interventions 
(100%) utilize activity tracking, while it decreases to 43.75% 
in the long term. Reminders and prompts are included in 
47.22% of all interventions. They are used in 70% of short-
term interventions and 56.25% of long-term interventions. 
Diet tracking is present in 41.67% of all interventions. It is 
used in 80% of short-term interventions but decreases 
significantly to 12.5% in the long term. Weight and measure 
tracking is utilized in 44.44% of all interventions. In the short 
term, 75% of interventions include this feature, but it drops to 
6.25% in the long term. On average, short-term interventions 
have a higher number of passive features per intervention 
(3.81) compared to long-term interventions (2). 
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Fig. 12. (a) Passive features intervention and (b) Interactive features intervention. 

The capabilities that are interactive include social media 
and support, automated feedback, lifestyle lessons, 
gamification, interactive wellness and online health 
instruction, and social networking sites. From Fig. 12(b), it is 
observed that Interactive health and lifestyle lessons are a 
commonly included interactive feature, present in 55.56% of 
all interventions. In the short term, 60% of interventions 
incorporate this feature, while in the long term, it decreases to 
37.5%. Social media and support is another frequently 
included interactive feature, with 52.78% of all interventions 
including it. In the short term, 70% of interventions utilize 
social media and support, and in the long term, it remains high 
at 56.25%. Online health coaching is present in 50% of all 
interventions. It is used in 80% of short-term interventions but 
decreases significantly to 6.25% in the long term. Automated 
feedback is utilized in 36.11% of all interventions. In the short 
term, 40% of interventions include automated feedback, but it 
is not present in any of the long-term interventions. 
Gamification is the least frequently incorporated interactive 
feature, present in only 5.56% of all interventions. It is used in 
15% of short-term interventions and 18.75% of long-term 
interventions. On average, short-term interventions have a 

higher number of interactive features per intervention (2.52) 
compared to long-term interventions (1). 

RQ5: What are the intricate challenges encountered in the 

current landscape of diabetes self-care applications, and what 

are the anticipated future directions and potential 

advancements? 

While many diabetic self-management software 
programmes offer features like tracking diet and exercise, it's 
noteworthy that type 2 diabetes is frequently associated with 
insufficient dietary intake and insufficient physical activity. 
The features of machine learning (ML) or AI-powered dietary 
recommendation and planning, clinical support, fitness 
tracking, visualizing blood pressure, calorie expenditure 
estimation, and behavioural intervention (BI) techniques, still 
clearly have shortcomings. Additionally, most of these apps 
lacked well-recognized research underpinnings and ideas, 
including the nudge theory, which would add credibility. As a 
result, some diabetic self-management software programmes 
may not successfully help patients manage their condition on 
their own. It's interesting to note that none of these 
applications includes a food monitoring system powered by 
ML or AI, a system for providing individualised nutrition 
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advice, or a platform for meal recording (micronutrient 
detection) powered by AI using picture analysis. For diabetics 
to avoid hypo- or hyperglycemic episodes, improved nutrition 
management systems can significantly improve glycemic 
control [128]. These programmes, however, lack thorough 
feedback systems, such as organised behavioural agreements, 
consistent self-monitoring tracking, and goal setting. Based on 
the system's learned insights from recent data and 
preprogrammed guidelines, this input is customised for 
patients. Additionally, the majority of applications do not have 
AI-driven tools like insulin dose calculators that are intended 
to help patients make informed decisions by offering advice 
on activities, diets, and medications. 

In future, a comprehensive self-care application for 
diabetes could be envisioned, encompassing both basic and 
advanced functionalities. This application would encompass 
elements like nutrition, blood glucose monitoring, clinical 
support, physical activity tracking, medication management, 
and tailored features. Moreover, this proposed diabetes self-
care app would adopt an extensive feedback mechanism, 
fostering effective communication with all involved parties. 
Additionally, it would integrate behavioral intervention 
techniques guided by theories and artificial intelligence, 
promoting prolonged adherence to patients' self-care 
regimens. 

VI. DISCUSSION 

A total of 36 therapies from multiple investigations were 
analysed and evaluated for this research. The SLR seeks to 
compile and evaluate the literature on diabetic self-care apps 
in order to assess the effectiveness of treatments for diabetes 
management. The Systematic Literature Review also looks for 
the best behavior change methods (BCTs) and application 
features that are frequently employed in the research 
investigations that are already out there. This study showed 
that, in the short term, a substantial number of diabetic self-
care strategies resulted in noticeable weight loss, as evidenced 
by an average weight reduction of at least 3% from the 
original level, based on the evaluations that were chosen. 
However, after taking into account the longer time, the 
majority of therapies did not meet the clinically significant 
threshold of 5% weight loss. Previous reports [9]–[11], [128], 
[129] on the effectiveness of diabetes self-care applications 
found similar results and heterogeneity among studies. 
According to earlier research [121], applications that used 
more behaviour change methods (BCTs) typically had higher 
efficacy. Within the interventions, seven typical behaviour 
modification strategies were found, including goal 
formulation, self-monitoring, feedback on behaviour, 
problem-solving outcome, self-monitoring, and social support. 
The suggested behavior modification elements listed in the 
IMAGE toolkit for diabetes prevention are in line with these 
identified BCTs, which is significant [185]. The most 
successful behavior change method involves participants in 
problem-solving activities that encourage them to come up 
with potential behavioural modification methods, choose the 
best one, and implement it. According to the research, 
applications that included more behavior change methods 
were generally more likely to be more successful. 
Furthermore, consistent patterns of Behavior Change 

Techniques (BCTs) were identified in both long-term and 
short-term therapeutic interventions. Notably, interventions 
with a higher number of distinctive attributes exhibited greater 
effectiveness, aligning with behavior change strategies. 
Similar findings were documented in studies [186] and [187], 
illustrating that self-care applications yielded enhanced 
efficacy in diabetes management through the incorporation of 
interactive features. Three elements have been frequently 
mentioned as useful interventions, indicating that they may 
make up an efficient core collection that would serve as the 
foundation for all subsequent applications.  

In order to overcome the constraints to face-to-face 
interventions' connectivity, self-care applications have been 
developed. According to the present research, interventions 
that use more BCTs and characteristics are more effective, and 
because of their enhancing capabilities and adoption rates, 
websites and smartphones might serve as the best platforms 
for these strategies. Given that these behaviors are similarly 
comparable to the evidence-based treatment, that mostly 
depends on how the concepts are applied in the intervention 
layout, health behavioral theories have been shown to be an 
essential strategy for promoting behavioural modifications 
such as physical activity and nutritious eating [188]–[190]. 
While technology has the potential to positively impact self-
care in diseases like diabetes, it alone is not enough. Effective 
outcomes rely on tailoring information appropriately and 
ensuring patients are highly motivated [191]. According to 
research, the broad implementation of BCTs, features, and 
theories into mobile and web-based therapies increases their 
effectiveness [188], [189]. Because there has been less prior 
research in this field, the creation of self-care interventions is 
an essential and developing direction in information science. 
However, current studies in the sector have shown that 
programmes created with the integration of BCTs and 
behavioural change theories produce better clinical results in 
[188], [189]. It may be concluded that in order to attain long-
term effectiveness and help users reach their therapeutic goals, 
an ideal self-management intervention should incorporate 
BCTs and behavioural health theories during the design 
process. 

Theoretical frameworks for influencing behaviors to 
improve medical results are crucial. Due to their ability to 
provide light on human behaviour and change, these theories 
are crucial components of successful intervention. By 
incorporating methods for behavioral change, these theories 
could be utilised in the creation of fresh apps. Researchers 
offer encouraging recommendations for developing, putting 
into practice, and assessing health promotion programmes that 
might be incorporated into the creation of self-care 
interventions dealing with health-related behaviours  [187]. 
BCT-based therapies may be employed to encourage users to 
improve their health-related behaviours [131]. 

Any health support programmes that include more 
behavioral change theories are thought to be more successful 
at achieving the intended behavioral change. Many research 
investigations have looked into how health behavioral change 
theories could be included into the creation of medical 
assistance apps. However, few researches have focused on 
such incorporation in prediabetes self-care strategies. 
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According to the findings of the prediabetes research, it would 
be achieved to avoid diabetes and manage prediabetes—but 
only when prediabetics are inspired to take charge of their 
well-being by altering their attitudes through self-care 
behaviors. In the present research, examine the efficacy of 
existing theories of health behavior change as they are applied 
to prediabetes therapies worldwide and assess the efficacy of 
self-care apps that combine these concepts.  The development 
of self-care strategies that target behaviours associated with 
health could be influenced by behavioural change concepts 
and approaches, which offer promising principles for creating, 
carrying out, and evaluating health promotion programmes 
[192]. Understandings how individuals act and modification 
could assist us achieve better health effects, according to 
behavioural change concepts [64]. Incorporating ideas of 
wellness behavior modification into the creation of healthcare 
applications has been the subject of several research. 
However, few researchers have focused on this inclusion in 
diabetic self-care programs [91], [93]. According to the 
findings of the mellitus research, managing and preventing 
diabetic is only feasible if individuals are inspired to take 
control of their well-being by altering their attitudes through 
self-care behaviors. As a result, researchers advise the 
investigators to create diabetes self-management software that 
includes both simple and sophisticated features, including 
dietary advice, fitness advice, calorie prediction, and insulin 
bolus calculations. The software should also facilitate 
stakeholder communication, incorporate theory based on 
artificial intelligence that improves the programme's 
effectiveness in managing diabetes, and allow diabetic patients 
to commit to their self-management regimens progressively 
over time. 

As previously mentioned, this study's investigation of the 
effectiveness of self-care applications for managing diabetes 
and the effects of the BCTs and application features is one of 
its contributions. As a result, the information obtained from 
the examined papers was presented and organized using a 
narrative synthesis technique, with tables that summarised the 
descriptive analysis and statistical data. The data are more 
than adequate to perform a complete meta-analysis, but, the 
majority of the examined articles included in the primary 
efficiency analysis of the therapies did not present a 
percentage of weight loss and other essential requirements. 

Furthermore, it was believed that body weight and 
glycemic status (A1c) were the main outcomes of importance. 
Due to its relationship to diabetic issues and the fact that 
diabetic self-care research commented on it more often than 
publications in other fields, body weight was seen as the major 
measure of success [193]–[195]. Since this value is considered 
to be clinically important [196] and usually complies with 
standards of weight loss for twelve-month diabetes self-care 
therapy [195], [197]. and the effectiveness of the intervention 
was assessed in terms of an average weight loss of fewer than 
five per cent from the starting weight. 

In essence, interventions lasting less than six months were 
deemed successful if an average weight loss of over 3% 
occurred within this timeframe. For interventions extending 
beyond twelve months, success was determined if an average 
weight reduction of 5% or more was achieved within a twelve-

month follow-up period. Based on these criteria, the 
applications in the studies under review were categorized as 
either short-term effective, short-term ineffective, long-term 
effective, or long-term ineffective. Specifically, interventions 
exceeding twelve months were grouped into short-term (ST) 
and long-term (LT) follow-ups. The study investigated 
relationships between types of Behavior Change Techniques 
(BCTs) and intervention attributes identified in long-term 
compared to short-term interventions. Similar to pertinent 
findings in reference [196], effective BCTs and features were 
identified for each respective time (ST or LT) if present in a 
minimum of 55% of effective interventions. 

VII. CONCLUSION 

This study focused on assessing the impact of self-care 
apps, particularly those integrating Behavioral Change 
Techniques (BCTs) and related concepts, in managing 
diabetes compared to standard treatment. The findings from 
the analysis of various studies suggest that the use of self-care 
apps can lead to improvements in A1c levels and weight loss 
for individuals with diabetes when compared to standard care. 
These results align with previous research, reinforcing the 
potential benefits of self-care apps in diabetes management. It 
also demonstrated that previous studies that utilised behavioral 
health concepts and BCTs in the creation of diabetic self-
management treatments tended to be more successful.  
Importantly, the analysis highlights that the incorporation of 
BCTs and related concepts into interventions is associated 
with a reduction in A1c levels. This underscores the 
significance of integrating these strategies into self-care 
applications, even though the precise influence on application 
features can sometimes be unclear. 

A. Limitations and Future Directions 

After determining the possibility for incorporating BCT 
theories and practises into the creation of self-management 
interventions, it is vital to build a paradigm for creating 
successful self-care programmes based on particular BCT. As 
a foundation for developing future applications, it is also 
necessary to explicitly elaborate on the use of BCTs and 
concept. While this systematic literature review (SLR) 
provides valuable insights, it's important to acknowledge its 
limitations. The studies included in this review varied in terms 
of methodology, participant characteristics, and intervention 
design, which may introduce heterogeneity into the findings. 
To build on these findings, future research should consider 
more standardized methodologies and explore the long-term 
effects of self-care apps. Furthermore, research should focus 
on elucidating the specific mechanisms through which BCTs 
and related concepts influence the efficacy of self-care 
interventions for diabetes management. Such efforts could 
provide a clearer foundation for the development of more 
effective self-care programs and applications in the future. 
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Abstract—The significance of customer churn analysis has 

escalated due to the increasing availability of relevant data and 

intensifying competition. Researchers and practitioners are 

focused on enhancing prediction accuracy in modeling 

approaches, with deep neural networks emerging as appealing 

due to their robust performance across domains. However, the 

computational demands surge due to the challenges posed by 

dimensionality and inherent characteristics of the data. To 

address these issues, this research proposes a novel hybrid model 

that strategically integrates Convolutional Neural Networks 

(CNN) and a modified Variational Autoencoder (VAE). By 

carefully adjusting the parameters of the VAE to capture the 

central tendency and range of variation, the study aims to 

enhance the effectiveness of classifying high-dimensional churn 

data. The proposed framework's efficacy is evaluated using six 

benchmark datasets from various domains, with performance 

metrics encompassing accuracy, f1-score, precision, recall, and 

response time. Experimental results underscore the prowess of 

the hybrid technique in effectively handling high-dimensional 

and imbalanced time series data, thus offering a robust pathway 

for enhanced churn analysis. 

Keywords—Customer churn analysis; deep learning; 

variational autoencoder; convolutional neural networks; 

dimensionality reduction 

I. INTRODUCTION 

In today's rapidly evolving business landscape, driven by 
the surge of online technological advancements, companies are 
compelled to navigate a competitive arena characterized by the 
influx of new business models and market entrants [1]. This 
has intensified the significance of customer churn analysis, as 
businesses seek to attract new customers and retain their 
existing clientele [2]. Retaining customers has been proven to 
yield higher returns on investment, as the costs associated with 
retaining an existing customer are considerably lower than 
acquiring a new one [3]. Amidst this context, the retention 
strategy gains paramount importance, requiring companies to 
mitigate the risk of customer churn – the phenomenon where 
customers switch providers swiftly [4-5]. 

To address this challenge, the utilization of machine 
learning has emerged as a potent tool, leveraging historical data 
to predict potential churn events and enable informed decision-
making [6, 7]. However, there are hurdles to overcome in this 
endeavor. Issues such as inaccurate customer information, 
intricate datasets with numerous variables, imbalanced class 
distributions, and a lack of industry expertise create formidable 
hurdles [8]. Despite the strides made by advanced techniques 
like Convolutional Neural Networks (CNNs), which uncover 
hidden relationships within data, accurately predicting real-

world churn scenarios remains intricate [9-11]. In light of these 
challenges, this paper introduces a hybrid model named the 
Space Vector Variational Autoencoder (SV-VAE), a fusion of 
CNN, and an optimized Variational Autoencoder (VAE) [12, 
13]. 

By addressing these challenges, this study contributes to the 
enhancement of churn prediction in the dynamic landscape of 
modern business. It brings together cutting-edge technologies 
in a concerted effort to improve retention rates and elevate the 
strategic decision-making process for businesses across diverse 
industries. 

The core objective of this paper is to enhance both the 
accuracy of predictions and the efficiency of model learning. 
This enhancement is achieved through the integration of a 
Convolutional Neural Network (CNN) with a modified 
Variational Autoencoder (SV-VAE). By combining these 
techniques, we aim to achieve superior performance in terms of 
predictive precision and reduced model training time. 

To validate the effectiveness of the proposed hybrid model, 
a comprehensive evaluation is conducted. This evaluation 
encompasses various critical performance metrics, including 
precision, recall, accuracy, and learning time. To establish a 
robust baseline for comparison, the proposed SV-VAE hybrid 
model is benchmarked against other popular autoencoder 
architectures such as Vanilla, Stacked, Sparse, Denoising, and 
Variational Autoencoders. These comparisons are conducted 
across diverse industry-standard benchmark datasets, which 
provide a real-world context for assessing model performance. 

The validation process primarily centers around the 
scrutiny of the proposed model's predictive capabilities The 
study meticulously assesses the accuracy of predictions, the 
ability to accurately classify positive instances (precision), and 
the model's effectiveness in capturing actual positive instances 
(recall). This thorough evaluation ensures that the proposed 
hybrid SV-VAE model's performance improvements are 
statistically significant and practically relevant in the context of 
churn analysis and prediction tasks. The following section 
contains a comprehensive review of the existing literature in 
the field of churn prediction, machine learning techniques, and 
autoencoder architectures relevant to this study. 

II. LITERATURE REVIEW 

Many methods have been explored in the quest to predict 
churn in service industries, often rooted in machine learning 
and data mining techniques. A significant portion of the prior 
research has been concentrated on individual data mining 
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techniques or has involved comparative analyses of different 
methodologies for predicting attrition. 

In a study conducted by Brandusoiu et al. [11], the focus 
was on predicting prepaid customer turnover rates using a 
contemporary data mining approach. The study utilized a 
dataset comprising more than 3000 call details, encompassing 
21 attributes, and a predictive churn variable categorized with 
Yes/No labels. These attributes encompassed details about the 
volume of voice and video usage for each subscriber, alongside 
the count of inbound and outbound texts. The researcher 
employed the principal component analysis algorithm to 
streamline the data's complexity for dimensionality reduction. 
Three machine learning algorithms, namely Support Vector 
Machine (SVM), Naive Bayes (NB), and Neural Networks 
(NN), were employed to forecast churn rates. Model reliability 
was assessed using the Area under the Curve metric, and the 
results highlighted the superior performance of SVM over the 
other two algorithms. Notably, the dataset used in this study 
didn't contain any missing values. However, when dealing with 
time-series features, the model's ability to leverage information 
over time might be limited, necessitating various sampling 
techniques to incorporate temporal information effectively [12-
13]. 

Artificial neural network approaches designed for 
sequential data have gained popularity, and this trend is evident 
in their increased adoption for churn modeling, as evident from 
the overview provided in Table I. 

TABLE I. CHURN MODELS ANALYZED BY DIFFERENT AUTHORS 

Paper NN technique 
Industry 

Data 
Accuracy 

Nasebah et al. (2019) 

[17] 

CNN, Modified 

– CNN 
Telecom 

Accuracy 

precision,  

recall,  F-

measure, 

ROC  &  

AUC 

A. S. Kumara and D. 
Chandrakala (2016) [18] 

LSTM, RFM + 
LSTM 

Telecom 

Mean 

evaluation 

metric 

Domingos et al. (2021) 

[19] 
MLP, DNN 

Banking 

Sector 

Accuracy 
using 

RMSProp, 

SGD ,Adam 

Ahmed et al. (2019) [20] 

CNN 

Classifiers, 

custom CNN 

Telecom 

Prediction 

Accuracy, 

ROC 

Zhou et al. (2019) [21] 
DL-CNN, One-
dimensional 

CNN, XGBoost 

Online New 
Media 

Platform 

Precision 

Recall 

Umayaparvathi and 

Iyakutti et al. (2017) [22] 

CNN, mall 
FNN, Large 

FNN 

Telecom Accuracy 

Wangperawong et al. 
(2016) 

Deep CNN, 
Autoencoder 

Time-series 
data 

AUC 

Kristensen et al (2019) 

LSTM, 

Aggregated  

LSTM, LSTM 
Hidden State 

freemium 

games 

ROC, AUC  

& Accuracy 

Prosvetov and Artem. 
(2018) [25] 

CNN-based 

autoencoder, 
LSTM-based 

autoencoder 

Telecom 
roc-auc 
metric 

Martins [14] conducted a study revealing that the accuracy 
of Long Short-Term Memory (LSTM) models equipped with 
time series attributes is comparable to an approach that 
integrates this pertinent data using the mean and a random 
forest technique. This research outcome contributes to 
synthesizing insights from various studies. 

Numerous research endeavors have underscored the 
efficacy of combining Convolutional Neural Networks (CNN) 
with Long Short-Term Memory (LSTM) models to enhance 
performance across diverse tasks. For example, in a study by 
Tan et al., [15], a fusion of CNN and LSTM was employed to 
forecast user-intended actions, demonstrating that this 
integration surpasses the individual performance of the two 
models and traditional machine learning methods. 
Furthermore, another investigation employed encoded 
sequential data, such as images and videos, wherein the 
utilization of CNN yielded superior outcomes compared to 
gradient boosting and random forest techniques [16]. 

These discoveries accentuate the potential advantages of 
harnessing the strengths of distinct models, leading to 
heightened performance across a spectrum of applications. 

In summary, previous studies indicate that the exploration 
of time-varying data to enhance the effectiveness of churn 
algorithms is still in its nascent stages. While CNN and LSTM 
models exhibit improved performance, they encounter 
challenges when confronted with high-dimensional data. 
Moreover, the diverse characteristics inherent to various 
industry sectors make it challenging to definitively determine 
the performance boost resulting from the inclusion of such 
varied information. Introducing these diverse features into the 
training phase can inadvertently amplify model complexity, 
potentially leading to overfitting against the training data. A 
potential solution to this lies in the preprocessing stage, where 
a dimensionality reduction step is undertaken. This step strives 
to curtail the number of features while retaining as much 
meaningful information as possible within the dataset [25]. 
Autoencoders prove adept at handling high-dimensional data, a 
domain where CNNs might face limitations. Notably, the 
Variational Autoencoder (VAE) is of special significance, 
given its ability to generate more probabilistic latent outputs 
[18]. The VAE emerges as a robust choice, particularly well-
suited for churn analysis due to its capability to generate novel 
data instances and its compatibility with the time series nature 
of churn data. Additionally, dimensionality reduction plays a 
vital role in effectively mitigating noise from the data. This 
process facilitates the discovery of latent variables that arise 
from intricate relationships among different variables in the 
dataset. This approach provides a more comprehensive 
understanding that goes beyond analyzing individual variables 
in isolation.In conclusion, this study makes a valuable 
contribution to the services industry by meticulously assessing 
the efficacy of deep learning classification techniques and 
exploring alternative strategies to effectively manage high-
dimensional data challenges. 

III. RESEARCH METHODOLOGY 

In scenarios involving time-varying features, various 
aggregation methods [23-24] have been explored alongside 
machine-learning classification techniques [26–27]. However, 
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these methods often fall short due to the requirement of having 
one observation per client in most classification techniques. 
This limitation becomes problematic when tracking the 
behavior of the same customer over time with time-varying 
features. Consequently, conventional classification methods 
struggle to effectively utilize this type of information. 

In order to address our problem effectively, we have 
devised a structured approach that leverages a modified 
Variational Autoencoder (VAE). This method aims to uncover 
latent space attributes, overcome challenges in traditional 
autoencoders, and generate new features from complex 
datasets. 

Step 1: Variational Autoencoder (VAE) Setup 

We begin by setting up a Variational Autoencoder (VAE), 
a powerful tool known for its ability to uncover latent space 
attributes in data. The VAE comprises two essential 
components: an encoder and a decoder. 

Step 2: Encoder and Decoder Functions 

The encoder processes input data samples and maps them 
to latent variables. This encoder is instrumental in generating 
meaningful latent features. On the other hand, the decoder 
strives to replicate the input data using the learned latent 
variable distribution. 

Step 3: Leveraging Latent Space 

Latent variables are relatively low-dimensional 
representations of the input data, which contrasts with the high-
dimensional input and reconstructed data. This approach is 
built on the idea that data is generated by the model P(x|z). 

Step 4: SV-VAE Architecture 

Our proposed methodology incorporates four major blocks 
within the Space Vector Variational Autoencoder (SV-VAE): 
Encoder, Latent Distribution, KL Divergence, and Decoder. 
The SV-VAE leverages posterior distribution for data sampling 
and applies an empirical rule to reduce noise and approximate 
data points. 

Step 5: Training the Model 

Training involves optimizing two key loss functions: The 
KL divergence loss, which regularizes the learned latent 
distribution against a prior distribution, and the reconstruction 
loss, which ensures fidelity between decoded samples and 
original inputs. 

Step 6: Deep Neural Network 

Compressed features obtained from the SV-VAE are fed 
into a deep neural network with layers like pooling, dropout, 
ReLU, and a sigmoid layer. The output of this CNN flows into 
the decoder for data reconstruction. 

Step 7: Evaluation 

Model evaluation is performed through the assessment of 
SV-VAE loss, including the KL divergence loss function.    
Model predictions are evaluated for accuracy, F1-score, and 
precision. Hyperparameter tuning is carried out to enhance 
model accuracy. 

Step 8: Dual Loss Optimization 

Our SV-VAE model optimizes two crucial loss functions: 
The reconstruction loss, ensuring alignment with original 
dataset images, and the KL-divergence loss, quantifying the 
divergence from a standard normal distribution. This dual loss 
optimization ensures the model's effectiveness in capturing 
latent features. 

The proposed model incorporates a modified Variational 
Autoencoder to uncover latent space attributes. VAE's ability 
to generate data across the entire space addresses the challenge 
of non-regularized latent space in traditional autoencoders. 
Within the VAE framework, an encoder module transforms the 
input sample x into a latent space representation x'. Variational 
autoencoders are particularly well-suited for generating new 
features from complex datasets [28]. 

The VAE consists of two core components: The encoder 
and the decoder. The encoder is a separate network that accepts 

samples from the data         
  and attempts to map them to the 

latent variables z. The decoder, on the other hand, attempts to 

replicate the input   ̂      
  using the learned distribution z. 

Input x and reconstructed data samples x are in high 
dimensional space, however, latent variable z is relatively low 
dimensional. The foundation of the variational autoencoder 
rests on the notion that data is generated by the model P(x|z). 

As illustrated in Fig. 1, the proposed methodology 
comprises four major blocks within the SV-VAE: Encoder, 
Latent Distribution, KL Divergence, and Decoder. The space 
vector variational autoencoder samples the data based on the 
posterior distribution. To remove noise and approximate data 
points, an empirical rule is applied. The encoder block plays a 
crucial role in generating latent features from the normal 
distribution data, emphasizing mean and standard deviation. 

Training the model involves optimizing two loss functions: 
the KL divergence between the learned latent distribution and 
the prior distribution, which acts as a regularization term, and 
the reconstruction loss, which enforces fidelity between the 
decoded samples and the original inputs. 

The compressed features from the SV-VAE are fed into a 
deep neural network that includes layers like pooling, dropout, 
ReLU, and a sigmoid layer. The output from the CNN flows to 
the decoder for data reconstruction. The evaluation of SV-VAE 
loss is accomplished through the KL divergence loss function. 
Similarly, the model's predictions are assessed for accuracy, f1-
score, and precision. Hyperparameter tuning is conducted to 
enhance model accuracy. 
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The proposed SV-VAE model optimizes two key loss 
functions: reconstruction loss, which ensures that the decoder's 
output aligns with the original dataset images, and KL-
divergence loss, which quantifies the divergence between the 
latent vector and a unit normal distribution. This divergence 
measurement ensures that the latent variables closely adhere to 
a standard normal distribution. 

Martins [14] conducted a study revealing that the accuracy 
of Long Short-Term Memory (LSTM) models equipped with 
time series attributes is comparable to an approach that 
integrates this pertinent data using the mean and a random 
forest technique. This research outcome contributes to 
synthesizing insights from various studies. 

Numerous research endeavors have underscored the 
efficacy of combining Convolutional Neural Networks (CNN) 
with Long Short-Term Memory (LSTM) models to enhance 
performance across diverse tasks. For example, in a study by 
Tan et al., [15], a fusion of CNN and LSTM was employed to 
forecast user-intended actions, demonstrating that this 
integration surpasses the individual performance of the two 
models and traditional machine learning methods. 
Furthermore, another investigation employed encoded 
sequential data, such as images and videos, wherein the 
utilization of CNN yielded superior outcomes compared to 
gradient boosting and random forest techniques [16]. 

 

Fig. 1. Proposed SV-VAE model. 

The sampling scenarios in VAE are to map the input to a 
distribution instead of mapping the input to a fixed vector. 

  = 𝑠𝑎𝑚𝑝𝑙𝑒 (𝑁(𝝁,𝝈^𝟐)) 

 The modified approach uses mean and standard deviations 
to approximate the distribution of data, 

  = (𝜇+2𝜎) + (  − 2𝜎 ) 𝑠𝑎𝑚𝑝𝑙𝑒(𝑁(0,1)) 

IV. EXPRIMENTAL SETUP 

A. Dataset 

This study utilizes six distinct publicly available datasets 
from diverse domains, sourced from repositories like Kaggle 
and UCI. The datasets encompass a range of data types, 
including discrete, continuous, and categorical values. The 
dataset sizes vary, with a minimum of 954 records from the 
Tour & Travels domain to a maximum of 15,000 records from 
the Music streaming subscriptions domain. Additional insights 
regarding the dataset characteristics and the specifics of the 
training-test split are provided in Table II. 

TABLE II. DETAILED CHURN DATASET 

Domain 
Number of records 

No of 
attributes 

Train 
Set 

Test 
Set 

Churn 
Non 

Churn 
Total 

Bank 32000 68000 10000 14 80000 20000 

Telecom – 
fixed line 

2000 5000 70000 19 5600 1400 

Employee 
churn 

270 1200 1470 35 1176 294 

Online 
subscription 

15000 135000 150000 30 120000 30000 

Tour & 
Travels 

109 845 954 7 763 191 

Telecom – 
mobile 

869 2281 3150 13 2520 630 

B. Hardware and Software 

The study was conducted on an Ubuntu 20.04 LTS 
operating system, employing an i9 12th-generation processor 
coupled with 16GB RAM and a 1TB HDD. The 
implementation process was carried out using a Jupiter 
Notebook in Python v3.10.0. For the implementation, a suite of 
Python libraries was utilized, encompassing NumPy, Pandas, 
Seaborn, Sklearn, Keras, TensorFlow v2.0, and Matplotlib. 
These libraries played pivotal roles in both data pre-processing 
and modeling stages, contributing to the overall analysis. 

C. Pre-Processing 

Data pre-processing is a fundamental phase in the 
workflow of every machine learning engineer. This stage 
encompasses a range of essential steps aimed at refining the 
dataset for optimal analysis. Imputation of missing values, type 
conversion, duplicate removal, cleansing, normalization, and 
transformation are key procedures frequently applied in this 
phase. For addressing missing values, diverse strategies can be 
employed, such as statistical methods like mean, median, or 
even leveraging regression models to predict and fill in the 
absent values. Data cleansing, on the other hand, entails 
eliminating noisy data through techniques like binning, 
regression, and clustering. Once the crucial pre-processing 
steps are completed, a thorough analysis of the attributes 
follows, often leading to the creation of new features. The 
process of attribute selection involves assessing the correlation 
between variables and selecting the appropriate number of 
attributes that contribute most effectively to the analysis. To 
prepare the data for subsequent modeling, it is transformed into 
a structured format, typically in the form of two-dimensional 
arrays. These arrays are then divided into training and testing 
sets. The training data, which constitutes the input for model 
training, is carefully configured to enable accurate analysis and 
prediction. 

D. Hyperparameter 

The model is fine-tuned through the manipulation of 
hyperparameters, which play a crucial role in enhancing the 
algorithm's performance. These hyperparameters encompass 
attributes such as batch size, optimizer, number of epochs, 
learning rate, dropout rate, and random initialization. By 
carefully adjusting these parameters, the algorithm can be 
optimized to yield a more generalized and accurate model. 
Batch size, a vital hyperparameter in gradient descent, 
determines the number of training data instances utilized in 
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each iteration. It governs the update of internal model 
parameters before proceeding to the subsequent iteration. The 
epoch parameter controls the iteration count for data feeding 
into the model. The learning rate hyperparameter adjusts the 
step size of weight adjustments during each epoch, critically 
influencing the optimization process. To guard against 
overfitting, a common challenge in model training, the dropout 
hyperparameter is introduced. This mechanism randomly omits 
a portion of neurons during training, preventing the model 
from becoming overly tailored to the training data. This 
practice enhances the model's capacity to generalize to unseen 
data. 

In the context of this study, these hyperparameters are 
strategically manipulated to regulate the network's behavior 
during the training phase, ultimately contributing to the 
development of a more robust and efficient model. 

V. RESULT AND DISCUSSION 

The model's performance was assessed using essential 
metrics such as precision, recall, accuracy, and F1-score. 
Depending on the specific business context, the choice between 
prioritizing precision or recall was determined to gauge the 
effectiveness of the churn model. Each of these metrics is 
mathematically derived to provide a comprehensive 
understanding of the model's classification capabilities. These 
quantitative assessments serve as valuable tools for objectively 
evaluating the model's performance, catering to different 
business needs and objectives. Mathematically each of these 
measurements is derived by, 

          
  

     
 

            
  

    𝑁
 

         
    𝑁

 𝑜 𝑎𝑙 
 

             
 𝑒𝑛𝑠         𝑝𝑒        

 𝑒𝑛𝑠         𝑝𝑒        
    

TP = True Positive   FP = False Positive 

FN = False Negative  TN = True Negative 

TABLE III. SV-VAE WITH IMPACT DROPOUT OVER ACCURACY 

Dropout rate 0.1 0.25 0.5 0.75 0.9 

Accuracy 

Telecom - fixed 
line 

94 94.25 91.0 89.45 81.6 

Telecom 96.2 96.15 90.4 85.6 78.0 

Tour and travel 97.8 98.1 88.3 80.2 72.6 

Banking 93.1 90.5 85.26 79.36 72.0 

Music online 
subscription 

model  

95.8 96.3 87.1 80.1 74.0 

Employee 
retention 

98.1 98.2 90.0 85.0 74.5 

To investigate the behavior of the proposed model, a range 
of dropout values was experimented with (see Table III). It was 
observed that dropout values between 0.1 and 0.25 yielded 

optimal results, striking a balance between preventing 
overfitting and retaining useful information and Table IV 
shows the effect of different learning rates and average 
accuracy. 

TABLE IV. EFFECT OF DIFFERENT LEARNING RATES AND AVG. 
ACCURACY 

Learning 

rate 
1 0.5 0.1 0.01 0.001 0.0001 

Avg. 
Accuracy % 

68.3 72.7 83.1 85.6 93.25 90.2 

Table V displays the confusion matrix, offering a detailed 
breakdown of instances in which non-churn data is correctly 
classified as such (True Positives - TP) and churn data is 
accurately identified as churn (True Negatives - TN). In the 
context of a churn predictive model, the primary goal is the 
precise identification of churn users. This matrix provides a 
comprehensive assessment of the model's performance, 
shedding light on both accurate and erroneous classifications. 
Consequently, it informs the calculation of various evaluation 
metrics utilized in the analysis. In Fig. 2, a recall comparison 
between the proposed model and standard autoencoders is 
presented, highlighting the superior recall performance of the 
proposed model. 

TABLE V. MODEL EVALUATION WITH CONFUSION MATRIX - ONLINE 

MUSIC STREAMING SUBSCRIPTION DATASET 

 Actual Churn Actual Not Churn 

Predicted Churn  4300 300 

Predicted Not 

Churn 
200 145000 

Total Records 150000 

Total Not Churn 148000 

Total Churn 4500 

Precision 0.9712 

Recall 0.9966 

Accuracy 0.9680 

The evaluation of recall enhancement not only underscores 
the technical progress achieved with the SV-VAE model but 
also carries profound implications for churn analysis. The 
notable uptick in the average recall, approximately 4.38%, 
signifies a substantial boost in the model's capability to 
accurately detect instances of churn. Within the realm of churn 
analysis, recall serves as a pivotal metric, quantifying the 
model's proficiency in capturing genuine churn occurrences 
among the overall churn cases. This enhancement directly 
translates into a more potent identification of customers at risk 
of churning, thereby equipping businesses with the proactive 
means to intervene and retain these valuable customers. 

Table VI presents a comparative analysis of churn 
prediction accuracy using different types of autoencoders 
across various domains. Notably, the SV-VAE model 
consistently stands out, demonstrating superior accuracy across 
multiple sectors. The remarkable improvement of 5.01% in 
average accuracy underscores the model's enhanced ability to 
make precise classifications, distinguishing between churn and 
non-churn instances with greater accuracy. In churn analysis, 
accuracy is a vital metric that quantifies the overall correctness 
of the model's predictions. The improved accuracy ensures that 
the decisions based on the model's predictions are more 
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reliable, leading to optimized resource allocation for customer 
retention efforts and yielding better business outcomes. In both 
instances, these improvements in recall and accuracy 
substantiate the efficacy of the SV-VAE model in the realm of 
churn analysis. By accurately identifying potential churners 
and enhancing overall classification precision, the SV-VAE 
model enables businesses to devise more targeted and effective 
strategies to mitigate customer churn. This not only contributes 
to retaining valuable customers but also optimizes resource 
allocation and strategic decision-making, ultimately bolstering 
the competitive edge of businesses in the market. 

 

Fig. 2. Recall of the different types of autoencoders with proposed SV-VAE. 

TABLE VI. CHURN PREDICTION ACCURACY OVER VARIOUS DOMAINS 

COMPARED AGAINST DIFFERENT TYPES OF AUTOENCODERS 

Model/Datase
t 

Vanill
a AE 

Stacke
d AE 

Spars
e AE 

Denoisin
g AE 

VA
E 

SV-
VA
E 

Telecom 
Mobile  

81 93 94 95 97 99.9 

Bank  85 92 96 91 95 99 

Music 
streaming  

83 96 94 95 97 99.8 

Employee  88 92 96 92 96 100 

Telecom – 
Fixed line  

81 89 93 97 95 99 

Tour & 
Travels  

85 90 90 94 96 100 

 

Fig. 3. ROC Curve of the proposed SV-VAE. 

A ROC (Receiver Operating Characteristic) curve is a 
graphical tool that shows how the True Positive Rate (TPR) 
and False Positive Rate (FPR) change when we adjust the 
threshold for classifying data points as either positive or 
negative.  

    
               

                               
 

     
              

                               
 

By adjusting this threshold, one can observe the variation in 
TPR (True Positive Rate) and FPR (False Positive Rate) 
values. Typically, as the threshold decreases, TPR increases, 
but FPR also rises. The ROC (Receiver Operating 
Characteristic) curve provides a visual representation of this 
trade-off and serves as a valuable tool for assessing a model's 
performance across various thresholds. The AUC (Area Under 
the Curve) is a quantitative metric that summarizes the model's 
overall performance over all conceivable thresholds. It 
quantifies the model's capacity to differentiate between positive 
and negative instances. In the case of the proposed model, the 
AUC value stands at 92.45. A greater AUC score denotes 
enhanced discriminatory power, with a value of 1 denoting a 
model that operates perfectly, and 0.5 indicating a model that 
merely makes random guesses. Fig. 3 graphically presents the 
ROC curve of the proposed model, offering a clear visual 
representation of its discriminatory power. 

VI. CONCLUSION AND FUTURE WORK 

The proposed hybrid model, known as the Space Vector 
Variational Autoencoder with Convolutional Neural Networks 
(SV-VAE with CNN), represents a powerful solution for churn 
prediction tailored to the unique characteristics of churn data. 
The proposed approach represents a significant departure from 
prevailing systems in several key aspects. While contemporary 
systems often rely on traditional machine learning techniques 
and struggle to effectively utilize time-varying features, this 
method harnesses the power of a modified Variational 
Autoencoder (VAE) to unlock latent data attributes. This 
approach offers several distinctive advantages. It excels in the 
effective handling of time-varying features. Unlike 
conventional systems that face limitations when tracking the 
behavior of the same customer over time with time-varying 
features, this approach excels in this regard. By leveraging a 
VAE, it can capture the dynamic nature of features and 
generate latent representations that encapsulate temporal 
patterns. Additionally, it effectively reduces data 
dimensionality through the VAE's latent space, enabling more 
efficient analysis and modeling. In comparison to standard 
autoencoders, this approach incorporates Space Vector 
Variational Autoencoder (SV-VAE) architecture, enabling 
better discrimination and noise reduction, contributing to more 
accurate predictions. Moreover, while some systems focus 
solely on reconstruction loss, this approach optimizes two 
critical loss functions: reconstruction loss and KL-divergence 
loss, ensuring the effective capture of latent features while 
adhering to a standard normal distribution. 

This research also opens avenues for generalization to more 
intricate scenarios and challenges. 
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Multi-Modal Data Integration: The approach, rooted in the 
VAE framework, can readily adapt to scenarios involving 
multi-modal data sources. By extending the encoder and 
decoder components, it can incorporate various data types and 
establish a more comprehensive understanding of complex 
cases. 

Temporal Sequence Modeling: While addressing time-
varying features, there is potential to explore more advanced 
temporal sequence modeling techniques, such as incorporating 
recurrent neural networks (RNNs) or attention mechanisms to 
capture intricate temporal dependencies. 

Transfer Learning and Scalability: As the foundation of this 
approach lies in feature extraction and latent space 
representation, it is well-suited for transfer learning, allowing 
for the application of knowledge gained from one domain to 
another. Additionally, this methodology can be scaled to 
accommodate larger datasets and more extensive feature sets 
by leveraging distributed computing and parallel processing, 
extending its applicability to handle big data scenarios. 

In conclusion, the proposed approach not only distinguishes 
itself from existing systems but also paves the way for broader 
applications in complex cases. These differences and potential 
generalization pathways are discussed here to provide a more 
comprehensive view of the research's contributions and future 
possibilities. 
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Abstract—Stroke is a condition where the blood supply to the 

brain is cut off. This occurs due to the rupture of blood vessels in 

the intracerebral area or Intracerebral Hemorrhage (ICH). 

Examination by health workers is generally carried out to get an 

overview of the part of the brain of a patient who has had a 

stroke. The weakness in diagnosing this disease is that deeper 

knowledge is needed to classify the type of stroke, especially ICH. 

This study aims to use the Modified Layers Convolutional Neural 

Network (ML-CNN) method to classify ICH stroke images based 

on Diffusion-Weighted (DW) MRI. The data used in this study is 

a DWI stroke MRI image dataset of 3,484 images. The data 

consists of 1,742 normal and ICH images validated by a 

radiologist. Because the data used is relatively small and takes 

into account the computational time, Stochastic Gradient Descent 

(SGD) is used. This study compares the basic CNN model 

scenario with the addition of layers to the original CNN model to 

produce the highest accuracy value. Furthermore, each model is 

cross-validated with a different k to produce performance in 

each model as well as changes to batch size and epoch and 

comparison with machine learning models such as SVM, 

Random Forest, Extra Trees, and kNN. The results showed that 

the smaller the number of batch sizes, the higher the accuracy 

value and the number of epochs, the higher the number of 

epochs, the higher the accuracy value of 99.86%. Then, four 

machine learning methods with accuracy, sensitivity, and 

specificity below 90% are all compared to CNN2. As a summary 

of this research, the proposed CNN modification works better 

than the four machine learning models in classifying stroke 

images. 

Keywords—Batch size; Epoch; ML-CNN; SGD;Stroke 

I. INTRODUCTION 

There are more than 3.4 million new intracerebral 
hemorrhages each year. Globally, more than 28% of all stroke 
events are intracerebral hemorrhage. Annually, more than 23% 
of all intracerebral hemorrhages occur in persons aged 15-49 
years [1]. Stroke is a fairly serious problem because stroke is a 
medical emergency that can threaten disability and death in 
patients if it is not handled quickly and appropriately. In the 
diagnosis of stroke, neurological imaging always plays an 
important role. Most stroke patients carry out examinations 
using Computerized Tomography Scanning (CT scan) 
radiology modalities. However, the CT scan image results for 
each patient vary according to the time interval that has passed 
since the stroke. Therefore, a radiologist plays a major role in 

determining the management of stroke patients whether further 
imaging is carried out using Magnetic Resonance Imaging 
(MRI) to find out how severe the cell damage is in the brain, so 
that knowledge of the patient's radiological image will 
determine the treatment to be undertaken by the patient [2]. 

Stroke causes a reduction or stoppage of blood flow 
carrying oxygen which results in the death of brain cells. Based 
on the cause, stroke is divided into two, namely ischemic 
stroke where the blood supply stops flowing to the brain due to 
a blockage and hemorrhagic stroke where bleeding occurs in 
the brain tissue [3]. It is important to receive the correct 
diagnosis before stroke treatment begins, because treatment for 
stroke differs according to the type of stroke. If the patient fails 
to receive prompt and appropriate treatment, a stroke will have 
serious consequences and cause permanent damage to the brain 
and even death to the patient. Treatment and diagnosis of 
stroke is carried out by clinical examination, and then followed 
by examining radiologist modalities such as CT scan and MRI 
[4]. 

 

Fig. 1. DWI lesions in the acute and nonacute time periods. 

Fig. 1 shown A visible parietal DWI lesion one day after a 
contralateral basal ganglia hemorrhage in a 66-year-old man 
(A) and a frontal DWI lesion two years after a contralateral 
parietal bleeding in a 69-year-old man (B). DWI = diffusion 
weighted imaging. Computational analysis of MRI images 
often aids physicians in diagnosis and helps reduce the 
subjectivity of diagnosis, and also provides higher accuracy for 
intensive care. Modern applications of artificial intelligence are 
designed to help humans solve various problems. CNN is a 
subcategory of deep learning development that is now widely 
used in neuroimaging [5]. Deep learning techniques and the 
use of CNN are often used to diagnose acute ischemic stroke. 
A popular topic in automated diagnostics is end-to-end system 
architecture. In this study, several CNN modifications are 
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proposed to find the best performance value in classifying ICH 
stroke and normal conditions so that doctors can quickly make 
the quickest diagnosis to determine the therapy given. This 
paper consists of five sections: the Section I contains an 
introduction; Section II contains related work; Section III 
contains the methodology used in the research; Section IV 
contains performance results from three CNN models, 
hyperparameters, and comparisons with machine learning 
models; and Section V contains conclusions and future 
research work. 

II. RELATED WORK 

Recently, several important publications have presented 
implemented algorithms classifying brain stroke. In addition, 
the ischemic stroke lesion segmentation method and risk 
prediction are also applicable to stroke diagnosis [6]. Several 
studies have used common deep learning models such as 
Inception-V3 and EfficienNet-b0 to detect acute stroke using 
DW-MRI with an accuracy value of 86.3% [7]. A study related 
to the diagnosis and prediction of stroke by developing a 
detection system for only one type of stroke have detected 
early ischemia automatically using the Convolutional Neural 
Network (CNN) algorithm with 256 original images and 
augmented images, with the classification results obtaining an 
accuracy value of 90% [8]. Another study used the CNN 
algorithm with an open stroke dataset from 
www.radiopaedia.org to classify patient data into three classes, 
namely normal, ischemic stroke, and hemorrhagic stroke 
through CT scan images. 

Meanwhile, other researchers using the same dataset 
performed hyperparameter optimization in the Deep Learning 
algorithm to improve the accuracy of stroke diagnosis using 
CT scan image segmentation with the thresholding method and 
the binarization process. The implementation of the threshold 
method uses global binary thresholding and Otsu thresholding 
[9]. 

I.P. Kerta et al. [10] have segmented patient data to produce 
patient class labels and classify the results of grouping data to 
test the performance of the classification algorithm used. A 
total of 4,906 patient data used in this study were grouped 
using the K-Means method into several clusters, including two 
clusters, three clusters, four clusters, and five clusters, and the 
findings of these data groupings will be classified. The 
classification results produce the best accuracy value on the 
number of clusters tested, namely two clusters of 99.71%. 

Jenna and Kumar [11] have performed a stroke 
classification using International Stroke trial data. The database 
includes patient information, patient history, hospital details, 
risk factors, and symptoms. Preprocessing is done to eliminate 
missing and inconsistent data. After preprocessing, 350 
samples were taken in this work, with parameters sensitivity, 
specificity, accuracy, precision and F1 scores calculated to 
evaluate the performance of various kernel functions of the 
SVM classifier. The experimental results obtained the best 
precision in the kernel linear function with an accuracy value 
of 91%. 

P. Govindarajan et al [12] presented a prototype for 
classifying strokes that combines text mining and machine 

learning algorithms. At the data collection stage, patient data 
from 507 patients were collected from Sugam Multispecialty 
Hospital, Kumbakonam, Tamil Nadu, India. Processed data is 
fed into various machine learning algorithms such as artificial 
neural networks, Support Vector Machine (SVM), and random 
forest. Among these algorithms, the neural network trained 
with the Stochastic Gradient Descent algorithm outperforms 
other algorithms with a higher classification accuracy of 95%. 

Y. Q. Zhang et al investigated the ability of a machine 
learning model based on MRI radiomic features (ML) to 
classify time since stroke onset (TSS), which could aid in 
stroke assessment and treatment options. This study involved 
84 patients with acute ischemic stroke. Segmentation of the 
infarct area is made manually with 3D-slicer software. A total 
of 4312 radiomic features from each image sequence were 
captured and used in six machine learning models to estimate 
stroke onset time for binary classification (≤ 4.5 hours). 
Receiver-Operating Characteristic (ROC) curves and other 
parameters are calculated to evaluate the performance of the 
model in the training and test groups. Twelve radiomic results 
and six clinical features were selected to construct the ML 
model for TSS classification. The deep learning model-based 
DWI/ADC radiomic feature showed the best for binary TSS 
classification in the independent test group, with AUC 0.754, 
accuracy 0.788, sensitivity 0.952, specificity 0.500, positive 
predictive value 0.769, and negative predictive value 0.857, 
respectively [13].  

Our contributions to this study are as follows: 

1) We propose a classification of stroke intracerebral 

hemorrhage (ICH) using MRI images with modifications to the 

addition of a convolution layer to the simple CNN model with 

hyperparameter tuning, such as changes in epoch, batch size, 

and the use of k- fold validation in knowing performance 

values from a limited number of datasets. 

2) We have compared the performance of Modified Layer 

CNN (ML-CNN) with machine learning models to produce a 

good method for classifying DW- MRI ICH stroke images with 

normal images. 

Several CNN models were analyzed using several optimal 
methods to compare the performance of various machine 
learning algorithm approaches using four parameters, namely 
accuracy, precision, recall, f1- measure, and k-fold cross-
validation to optimize performance, resulting in high prediction 
accuracy. 

III. METHODOLOGY 

A. Data Collection  

The stages of data collection in this study were to collect 
image data from DW-MRI of the patient's brain consisting of 
Intracerebral Hemorrhage (ICH) stroke image data and normal 
image data. DW-MRI image data comes from Gatot Subroto 
Hospital Jakarta which was taken during the January-May 
2019 period and came from 430 patients with ICH stroke 
indications. The image taken has a slice thickness of 5.0 mm, 
the distance between slices is 6.5 mm, the pixel spacing is 0.7 
mm and the original image size is 320 pixels x 320 pixels. 
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The data that has been collected is labeled to distinguish 
between ICH stroke data and normal data by radiologists. To 
eliminate noise, a filter is performed and to add data to prevent 
overfitting, augmentation is carried out in real time. Images 
were entered for each CNN model and the values for accuracy, 
precision, recall, f1-score, and specificity were calculated. 
Next, the collected data is compared with machine learning 
models to find out how high the performance of each of these 
models is. The research method is shown in Fig. 2. 

 

Fig. 2. Research method. 

B. CNN Models 

This research was conducted using three variations of the 
CNN architecture to obtain the most appropriate architecture in 
detecting and differentiating the presence of intracerebral 
hemorrhage (ICH) stroke and normal brain images. 
Computations are performed using NVIDIA GeForce GTX 
1650 GPU RAM 16 GB 2600 MHz DDR4 to shorten the 
compilation time of the CNN program. 

The architectural design is presented in Table I. Fig. 3 
shows the basic architecture of the CNN method (CNN1). 
Fig. 4 (CNN2) shows an additional development of the 
convolution layer from CNN1. Fig. 5 (CNN3) is the 
development of the CNN2 model by adding each layer and its 
activation function to get the classification accuracy value. 
Comparisons can be made between these designs individually 
(CNN1, CNN2, CNN3) or between design groups to obtain the 
most appropriate type of design in classifying DW-MRI image 
data. 

Normal

ICH

DW-MRI Axial 

Stroke ICH Images
Conv _ReLU Max Pooling Conv _ReLU Max Pooling

Full Connected 

+Sigmoid

 

Fig. 3. CNN1 architecture visualization. 

 

Fig. 4. CNN2 architecture visualization. 

 

Fig. 5. CNN3 architecture visualization. 

TABLE I. CNN CONFIGURATION TESTED 

CNN1 CNN2 CNN3 

Input Layer = 90x90x1 Input Layer = 90x90x1 Input Layer = 90x90x1 

Conv. Layer (layer 

contains 32 filter of [3 
3]) 

Conv. Layer (layer 

contains 32 filter of [3 
3]) 

Conv. Layer (layer 

contains 32 filter of [3 
3]) 

ReLU ReLU 

Conv. Layer (layer 

contains 32 filter of [3 

3]) 

MaxPOOL (3x3, with 

stride [1 1]) 

MaxPOOL (3x3, with 

stride [1 1]) 
ReLU 

Conv. Layer (layer 

contains 32 filter of [3 
3]) 

Conv. Layer (layer 

contains 64 filter of [3 
3]) 

MaxPOOL (3x3, with 

stride [1 1]) 

ReLU ReLU 

Conv. Layer (layer 

contains 64 filter of [3 

3]) 

MaxPOOL (3x3, with 
stride [1 1]) 

MaxPOOL (3x3, with 
stride [1 1]) 

Conv. Layer (layer 

contains 64 filter of [3 

3]) 

Dropout Layer (drop 

probability = 0.5) 

Conv. Layer (layer 
contains 128 filter of [3 

3]) 

ReLU 

Full Connected Layer ReLU 
MaxPOOL (3x3, with 

stride [1 1]) 

Sigmoid Layer 
MaxPOOL (3x3, with 

stride [1 1]) 

Conv. Layer (layer 
contains 128 filter of [3 

3]) 

Classification Layer 
Dropout Layer (drop 

probability = 0.5) 

Conv. Layer (layer 
contains 128 filter of [3 

3]) 

 
Full Connected Layer ReLU 

 
Sigmoid Layer 

MaxPOOL (3x3, with 

stride [1 1]) 

 
Classification Layer 

Dropout Layer (drop 
probability = 0.5) 

  
Full Connected Layer 

  
Sigmoid Layer 

  
Classification Layer 

C. Augmentation Data 

Data Augmentation is a technique to increase the diversity 
of image data by performing basic transformations such as 
rotation, shared, horizontal flip, and zoom. According to Luis 
Perez et al. [14] by using this technique, the model can 
overcome the problem of overfitting and improve the accuracy 
of the CNN model. In this study, each class (ICH and Normal) 
used 430 data with 4 (four) geometric transformations, and 
generated data for each class of 1720 datasets per class. In each 
epoch, the model receives images with different 
transformations. This study applies real time data augmentation 
[15]. 

Configuration of data augmentation in this study is in the 
form of: 
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1) Shared range = 20 skews the image to a maximum 

angle of 20 degrees. The value used should not be too large 

because it will make the image flat. 

2) Rotation range = 20 randomly rotates the image up to a 

maximum angle of 20 degrees. 

3) Horizontal flip = True flips the image horizontally. 

4) Zoom range = [0.75-1.0] randomly enlarges the image. 

A value of 0.75 means that the image is enlarged to 75%, while 

1.0 is a normal image size. 

Fig. 6 shows the real time augmentation results that are 
generated after running the CNN model training. 

 

Fig. 6. DW-MRI image augmentation results. 

D. K-Fold cross-validation 

Evaluating machine learning models is very difficult. 
Usually, to divide the dataset into training and test sets it is 
necessary to use a training set to train the model and a test set 
to test the model. The next step is to evaluate the performance 
of the model based on the error matrix to determine the 
accuracy of the model. However, this method is not very 
reliable because the accuracy obtained for one test set can be 
very different from the accuracy obtained for different test sets. 
K-fold Cross-validation (CV) provides a solution to this 
problem by dividing the data into folds and ensuring that each 
fold is used as a test set at multiple CV points [16] [17]. 

This study uses 3,484 data. If using five-fold cross-
validation, the data is divided into five folds of the same size 
where four folds will be used as training data and one fold is 
used as validation data. From a total of 3,484 ICH and normal 
image data, 2,787 data will be used at the training stage and 
697 at the testing stage as test data. A total of 2,787 data used 
at the training stage will be divided into five (Each fold 
consists of 557 data), so that the amount of training data used is 
2,230 data and validation data used is 557. 

E. Performance Matrix for Classification 

Three CNN models and machine learning algorithms were 
trained and evaluated by comparing four performance matrices 
such as: accuracy, precision, recall, and F1-score [16]: 

          
     

           
   (1) 

        
   

      
  (2) 

           
   

      
   (3) 

           
                   

                 
   (4) 

FN, FP, TN and TP are False Negative, False Positive, True 

Negative, and True Positive. 

IV. RESULTS AND ANALYSIS  

A. CNN Model Performance Test 

Comparisons are made by means of one parameter being a 
variable and the other parameters being assigned the same 
value for the three types of CNN architectures. Parameters 
compared were epoch, batch, and classification accuracy. 
Meanwhile, the other parameters are set to the same value, 
namely the number of filters is 32.64 and 128, with Stride 1 x 
1, kernel 3 x 3, kernel pooling size 3 x 3, and using the SGD 
optimization function because it is stochastic. This means 
sampling random training data at each step, and then 
calculating gradients making it much faster because there is 
less data to manipulate at any one time. The image used as 
input from CNN is a rescaled grayscale image so that the size 
is 90 x 90 pixels. 

 
CNN_ Model_1 

 
CNN_ Model_2 

CNN_ Model_3 

 

Fig. 7. Confusion matrix for classification of Intracerebral Hemorrhage 

(ICH) stroke and normal brain images using 3 modified CNN models. 

Based on the results of the tests that have been carried out, 
a confusion matrix for Intracerebral Hemorrhage (ICH) and 
normal brain images can be made using three modified CNN 
models as presented in Fig. 7. The test results show that the 
confusion matrix classification of the CNN_1 model and the 
CNN_2 model with 343 ICH image values is correctly 
predicted and 17 ICH images were not correctly predicted. 
Likewise, 315 normal images were correctly predicted as 
normal images and two normal images were predicted 
incorrectly as normal images. On the other hand, model_3 
shows that 330 ICH images are correctly predicted as ICH 
images and 28 ICH images are predicted incorrectly as ICH 
images. Meanwhile, there are 319 normal images that can be 
predicted as ICH images, and only 20 ICH images that are 
predicted as ICH images. 

Based on the performance results of the three CNN models 
shown in Table II, it can be seen that the accuracy values for 
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CNN model_1 and CNN model_2 have better performance 
than CNN_3. This is because the more convolution layers are 
generated, the more map features will also be. Therefore, the 
system experiences overfitting in classifying the image dataset. 

TABLE II. CNN PERFORMANCE ANALYSIS 

CNN 

MODELS 

Precision 

(%) 

Recall 

(%) 

Specific

ity 

(%) 

F1_score 

(%) 

Acc 

(%) 

CNN1 95% 93% 95% 94% 
94.40

% 

CNN2 95% 93% 95% 94% 
94.40
% 

CNN3 92% 94% 92% 93% 
94.11

% 

The algorithm used to test the validity of the accuracy 
results is k = 3, 5, 7 and 10 Cross-validation. The dataset is 
divided according to the number of k-folds into five folds in 
which there are 1,720 datasets, and at each iteration one fold is 
taken as a testing dataset and the other is used as a training 
dataset. The selection of the dataset for testing is adjusted 
according to the iteration order and the fold order, namely the 
1st iteration folds 1, the 2nd iteration folds 2, and so on. After 
each training is finished, testing is immediately carried out to 
find the predicted value, and then the level of accuracy is 
calculated on average. The test results are shown in Table III. 

TABLE III. EFFECT OF CROSS-VALIDATION 

CNN 

Models 

Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

F1_score 

(%) 

Acc 

(%) 

CV 

(n=3) 
          

CNN1 66% 79% 59% 72% 68.95% 

CNN2 70% 93% 61% 80% 76.81% 

CNN3 58% 61% 56% 60% 58.48% 

            

CV 

(n=5) 
          

CNN1 86% 84% 86% 85% 85.20% 

CNN2 89% 85% 89% 87% 87.00% 

CNN3 72% 86% 67% 87% 76% 

            

CV 

(n=7) 
          

CNN1 93% 76% 94% 83% 84.84% 

CNN2 86% 91% 85% 89% 88.09% 

CNN3 73% 90% 66% 80% 77.98% 

            

CV 
(n=10) 

          

CNN1 86% 84% 86% 85% 84.84% 

CNN2 86% 87% 85% 87% 86.28% 

CNN3 70% 76% 68% 73% 71.74% 

Table III shows that for each k-fold tested, the CNN2 
model has the best performance value compared to the CNN1 
and CNN3 models. 

B. Effect of Batch Size 

In this test, the epoch value is set at 30 with SGD 
optimization and a dropout value of 0.5. Usually, large batch 
sizes are used because they allow computational acceleration. 
If you use a small batch size, it will take a very long time. 
However, there is a price to pay behind the speed of 
computing. Batch sizes that are too large will produce less than 
optimal results. The larger the batch size, the less accurate the 
results will be [18]. 

The test results are shown in Table IV, V, and VI. It can be 
seen that batch size 8 has the best performance with the highest 
accuracy of the several variations in batch size values for the 
three models tested. The larger the batch size value, the lower 
the accuracy value of each CNN model. 

TABLE IV. EFFECT OF BATCH SIZE MODEL CNN_1 

Number 

of 

Batch 

Size 

Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

F1_score 

(%) 

Acc 

(%) 

8 100% 100% 100% 100% 
100.00

% 

16 99% 96% 99% 98% 97.70% 

32 94% 72% 95% 81% 83.00% 

64 72% 78% 73% 75% 75.40% 

128 69% 80% 64% 75% 72.02% 

256 51% 56% 40% 54% 48.78% 

TABLE V. EFFECT OF THE BATCH SIZE MODEL CNN_2 

Number of 

Batch Size 

Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

F1_score 

(%) 

Acc 

 (%) 

8 100% 100% 100% 100% 99.86% 

16 99% 97% 99% 98% 98.13% 

32 72% 95% 61% 82% 78.48% 

64 75% 85% 74% 77% 77.04% 

128 69% 88% 60% 77% 74.03% 

256 50% 63% 35% 56% 49.21% 

TABLE VI. EFFECT OF BATCH SIZE MODEL CNN_3 

Number of 

Batch Size 

Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

F1_score 

(%) 

Acc 

(%) 

8 100% 98% 100% 99% 98.71% 

16 100% 60% 100% 75% 80.06% 

32 79% 53% 85% 64% 68.58% 

64 71% 68% 72% 70% 70.16% 

128 58% 99% 17% 73% 60.98% 

256 51% 99% 5% 68% 52.65% 
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C. Effect of Number of Epoch 

The next design trial was carried out with a batch size of 32 
with SGD optimization and a dropout value of 0.5, and the 
number of epochs varied. The test results are shown in 
Table VII. The greater the epoch, the higher the accuracy 
acquired, namely 99.86% accuracy at epoch 90, which is the 
greatest accuracy value in the ICH stroke dataset. 

TABLE VII. DEGREE OF ACCURACY WHEN THE NUMBER OF EPOCHS 

VARIES 

Number 

of Epochs 

Precision 

(%) 

Recall 

(%) 

Specificit

y (%) 

F1_score 

(%) 
Acc (%) 

30 73% 98% 63% 84% 80.77% 

50 77% 100% 71% 87% 85.51% 

70 99% 98% 99% 98% 98.13% 

90 100% 100% 100% 100% 99.86% 

D. Comparison with Other Classification Methods  

The following trials were conducted to compare the 
performance of the CNN2 Model design (as the best proven 
CNN design) with other classification methods, namely, SVM, 
Random Forest, Extra Trees, K Neighbors. For k–NN, the 
DW-MRI image dataset was tested using the k parameter of 3. 

Meanwhile, for the SVM method, the dataset was tested 
using a linear kernel. Tests were carried out to classify the 
DW-MRI image dataset in the ICH or normal stroke class. The 
input data for the k-NN and SVM classifiers are the grayscale 
intensity values of each image pixel in the dataset. 

The dataset used with all machine learning models uses 
1720 normal images and 1720 ICH images with a training data 
and testing data ratio of 70:30. From the test results presented 
in Table VIII, it was found that the four machine learning 
methods (SVM, Random Forest, kNN, and Extra Trees) had 
poor performance, with levels of accuracy, sensitivity, and 
specificity all below 90%. 

The CNN 2 model method produces the highest 
performance. This shows that the CNN 2 method can be 
implemented to classify DW-MRI images of stroke 
Intracerebral Hemorrhage (ICH) and normal brain images with 
good performance. 

TABLE VIII. PERFORMANCE COMPARISON OF THE CNN2–SVM–KNN–
RANDOM FOREST–EXTRA TREES METHODS ON ICH STROKE CLASSIFICATION 

Method 
Precision 

(%) 

Recall 

(%) 

Specificity 

(%) 

F1_score 

(%) 

Acc 

(%) 

CNN2 95% 93% 9500% 94% 
94.40

% 

SVM 70% 70% 6900% 70% 70% 

Random 

Forest 
62% 79% 2500% 56% 62% 

Extra Tress 57% 77% 14% 47% 57% 

K Neighbors 

(k=3) 
36% 36% 41% 36% 36% 

V. CONCLUSIONS 

From the results of the tests and analyzes that have been 
carried out, it can be concluded that the CNN algorithm can be 
used properly in the classification of DW-MRI images to 
distinguish stroke ICH images from normal DW-MRI images. 
In the first trial related to the CNN model performance test, the 
highest accuracy value was 94.40% for CNN1 and CNN2 
compared to CNN3 because the more layers, the lower the 
accuracy value. To produce further performance on the CNN1 
and CNN2 models, it was tested using the cross-validation 
method, the highest accuracy value was generated in the CNN 
2 model for several variations of the number of k folds. Each 
CNN model was tested by changing the number of batch sizes. 
From the test results, the smaller the number of batch sizes (8), 
the higher the accuracy value and the number of epochs, the 
higher the number of epochs (90) the higher the accuracy value 
of 99.86%. 

This study compares the basic CNN model scenario with 
the addition of layers to the original CNN model to produce the 
highest accuracy value. The dataset used is 1720 images for 
each class. Furthermore, each model is cross-validated with a 
different k to produce performance in each model as well as 
changes to batch size and epoch and comparison with machine 
learning models such as SVM, Random Forest, Extra Trees, 
and kNN. The results showed that the smaller the number of 
batch sizes, the higher the accuracy value and the number of 
epochs, the higher the number of epochs, the higher the 
accuracy value of 99.86%. Then, four machine learning 
methods with accuracy, sensitivity, and specificity below 90% 
are all compared to CNN2. The proposed CNN modification 
works better than the four machine learning models in 
classifying stroke images. 

In the future, this study will be developed in terms of using 
CNN to classify 3D images so that classification classes can be 
multiplied. An example is not only to find out DW-MRI 
images of brain hemorrhage (ICH) or normal DW-MRI images, 
but can also find out blockages in several locations in the brain 
vessels with DW-MRI images. 
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Abstract—This article details the process of creating a 

prototype mobile application that aims to promote inclusive 

literacy for people with reading disabilities. The goal of this 

application is to help people with reading difficulties to become 

more independent so that they can participate in society and take 

advantage of educational and employment opportunities that 

were previously unavailable to them. The methodology used in 

this work is Design Thinking as it is a user-centered creative 

approach to solving difficult challenges and addresses creativity, 

design and problem solving. The results obtained from the expert 

judgment based on Atlas TI 22 provide a valuable perspective on 

the viability and potential of these technological tools. The 

analysis of the results of the application prototype designs gives 

an encouraging picture of 85%. Similarly, 75% confirm that the 

app effectively complements inclusive literacy efforts, a 

significant achievement in line with the objective, and 70% 

appreciate the app's interaction with people with reading 

disabilities. Finally, a staggering 87% would gladly recommend 

the app, underscoring its valuable impact. In conclusion, the 

article discusses how mobile applications can help people with 

reading difficulties become more literate. The good reception of 

the prototype confirms the importance of technology in inclusive 

education and the value of this approach to improving the lives 

and education of this demographic. 

Keywords—Atlas TI 22; inclusive literacy; mobile applications; 

reading disability; design thinking 

I. INTRODUCTION 

The aim of this study was to report on the design of 
specialized reading materials, such as books with altered fonts 
and simplified text [1]. According to the findings, this type of 
content helped people with reading difficulties to read and 
comprehend what they read. The authors also discuss the 
advantages of cooperative and group learning for language 
acquisition [2]. The researchers found that when people with 
reading difficulties worked together in small groups, they were 
able to encourage and support each other as they learned. 

However, despite advances in technology and education, 
considerable impediments remain in the way of literacy for 
people with reading difficulties [3]. Many potential elements 
come into play here, including cognitive, sensory, financial, 
and lack of specialized educational resources [4]. Symptoms 
can range from having trouble interpreting words to having 
trouble understanding what they read [5]. The impact has far-
reaching effects, limiting social, employment and educational 
opportunities and prolonging marginalization. 

Promoting inclusion and empowering people with reading 
difficulties requires action [6]. The study and creation of 
mobile applications tailored to inclusive literacy not only have 
the capacity to remove conventional barriers but also to 
reinvigorate learners [7]. With the results of this study, we 
hope to develop effective strategies to respond to the 
educational challenges faced by this population and give them 
access to resources that take into account their particular 
strengths and preferences [8]. The positive effects of promoting 
diversity and inclusion in the community are not limited to the 
individuals directly involved [9]. 

The importance of this article is to report on the creation of 
a prototype mobile application for inclusive literacy, aimed at 
users with reading difficulties. In the same way provide a 
welcoming and individualized classroom environment in which 
students can work on their reading comprehension problems 
[10]. The goal of this application is to help people with reading 
difficulties to become more independent so that they can 
participate in society and take advantage of educational and 
employment opportunities that were previously unavailable to 
them. 

An innovative and potentially fruitful solution to the 
pedagogical difficulties faced by people with reading 
disabilities is presented: the development of mobile 
applications for inclusive literacy. This article delves into the 
global context, explains the problem, explains why this study is 
important, and sets the goal of creating a prototype mobile 
application that will help create a more just and egalitarian 
world. 

The structure of the research is based on the following:  
Section II will present the literature review, Section III will 
present the methodology used in the research, Section IV will 
present the results, Section V will present the discussions and 
finally Section VI will present the conclusions and future work. 

II. LITERATURE REVIEW 

For students with reading difficulties, inclusive literacy is a 
rapidly expanding area of study. The purpose of this literature 
review is to examine the various methods and techniques 
employed in inclusive literacy for individuals with reading 
difficulties. The education and literacy of this population will 
be examined along with research, programs, and practices that 
aim to improve their accessibility. 
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The authors [11] studied how mobile apps and screen 
readers, two examples of accessible technologies, can help 
people with reading difficulties become more literate. The 
results showed that text comprehension improved by using 
read-aloud features and by modifying the material. This group's 
reading comprehension and access to information were greatly 
enhanced by the use of technology. 

The results of this study focus on the effectiveness of using 
flexible methods of teaching and reading. The authors [12] 
emphasize that students' reading comprehension and 
engagement increased when individualized tactics such as 
guided reading and the use of pictograms were introduced. 
These results underscore the need for personalized approaches 
to reading and writing instruction. The research also focused 
on the production of accessible literature for people with 
reading difficulties, such as simplified texts and audiobooks 
[13]. The results showed that the use of these modified 
materials increased interest in reading and improved 
comprehension. There is a broad consensus that the availability 
of literature in accessible formats is crucial to enable and 
encourage reading autonomy. 

They discuss individuals with reading problems and the 
effects of teacher training in inclusive practices on their 
literacy. Also, the authors [14], teachers who received 
professional training were more adept at modifying lessons and 
providing students with individualized attention. As a result, 
the children's reading ability improved significantly, 
demonstrating the value of inclusive education. The study also 
analyzed the effectiveness of collaboration between teachers, 
speech-language pathologists and assistive technology 
specialists. Using a combination of methods from different 
fields, specialists were better able to meet the specific needs of 
individuals. The results underscored the need for inclusive 
literacy strategies. 

Similarly, the authors [15] studied people with reading 
problems to see how increasing their literacy levels affected 
their ability to relate to others and feel self-confident. Those 
who made efforts to improve their skills felt more ownership of 
their lives and had easier access to resources. Because of its 
good effects on quality of life, universal literacy is important. 
The authors also detail how they have included artificial 
intelligence (AI) and augmented reality (AR) in their teaching 
of reading [16]. Mobile apps and devices equipped with these 
features facilitated interaction with written content and 
provided a more immersive learning environment. The findings 
point to the potential of technology to increase literacy 
opportunities for all. 

According to the authors [17], they aim to demonstrate a 
comprehensive strategy to promote digital literacy among 
India's most marginalized rural population as part of the 
government's ambitious Digital India initiative. For low 
literacy learners in resource-poor environments with poor 
Internet bandwidth, lack of ICT facilities and inconsistent 
power, tackling multiple literacies at once poses a major 
challenge. The educational concept is an effective way to bring 
tablet-based digital literacy directly to communities, thus 
overcoming long-standing obstacles [18]. In order to improve 
both digital and life skills, it draws on a variety of actors, 

including pre-existing civil society, schools, and government 
agencies, to deliver digital literacy and awareness. It 
demonstrates the benefits of a holistic approach to digital 
literacy as a tool to promote digital equity. 

On the other hand, the authors [19] do a study to report on 
the design of specialized reading materials, such as books with 
altered fonts and simplified text. According to the findings, this 
type of content helped people with reading difficulties to read 
and understand what they read. The authors also discuss the 
benefits of cooperative and group learning for language 
acquisition. The researchers found that when people with 
reading difficulties worked together in small groups, they were 
able to encourage and support each other as they learned. 

As more and more students with disabilities enroll in 
mainstream universities, the question of how best to 
accommodate them has become more pressing. The authors 
[20], define the support provided to these students remains a 
crucial task, despite the emphasis on inclusion and engagement 
in policy and practice. This collective case study used 
interviews and focus groups to gather information from 125 
secondary school staff members from seven different schools 
about their experiences with students with disabilities [21]. 
Using the results of this research as a basis, a series of 
professional development initiatives were designed with the 
goal of improving the inclusion of older students with 
disabilities. 

In this literature review, we analyzed the effectiveness and 
applicability of various techniques and a comprehensive 
synthesis of the most important findings. While it is true that 
the authors have expanded knowledge about intelligence, they 
have not offered any concrete plans on how to implement it 
using mobile applications. 

III. METHODOLOGY 

Design Thinking is a method for identifying problems and 
proposing novel user-centered solutions. In this approach, 
priority is given to the requirements, desires, and feelings of 
the people for whom a product, service or experience is 
developed [22]. Product and service creation, as well as 
business innovation and complicated problem solving, are 
some of the areas in which this approach has been successful. 
Its human-centered approach and its ability to inspire 
innovation have led to its widespread adoption beyond the 
design world. The Design Thinking process is based on a series 
of five phases, the exact number of which will vary depending 
on the model or source used as shown in Fig. 1. 

 

Fig. 1. Phases of design thinking. 
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A. Empathize 

In this phase, the group investigates the target audience to 
learn more about their desires, needs, feelings and routines 
[23]. In doing so, it hopes to better understand the difficulties 
encountered by users. To do so, it can resort to interviews, 
participant observations and other ethnographic research 
methods. Table I shows the four questions posed for the 
interview with parents of people with reading disabilities. 

TABLE I.  INCLUSIVE LITERACY QUESTIONS 

N° Questions 

1 
Tell me about the learning and literacy experience of your child 

with a reading disability? 

2 
 What kind of support or assistance has your child received to 

improve his/her reading skills? 

3 
Have you currently used any mobile apps or technology to 

support your child's literacy? 

4 
What specific content do you think would be most useful for 

your child in an inclusive literacy application? 

B. Define 

The "Define" phase of Design Thinking is the second step 
of the process and attempts to properly identify and 
characterize the problem or challenge that the design will 
address. A well-defined objective in this phase ensures that the 
rest of the design process moves in the right direction. Table II 
shows four questions posed for the survey to experts in special 
education using ICTs taking into account the interview report 
made in the previous step. 

TABLE II.  MOBILE APPLICATION QUESTIONS ON INCLUSIVE LITERACY 

Dimensions Questions 

Support 

Does the mobile application currently support you in 

developing your reading and comprehension skills more 

effectively? 

Accessibility  
Is the mobile application currently accessible for use by 

children with reading disabilities? 

Monitoring 

Are children frequently monitored by their teachers for 

academic progress in literacy in the proper use of the mobile 

application? 

Motivation 
Are special children motivated through appropriate strategies 

in the teaching and learning process by their teacher? 

Table III shows the current status and prototype status of 
mobile applications for inclusive literacy for each of the 
dimensions such as support, accessibility, monitoring and 
motivation. 

C. Ideas 

The third step of Design Thinking, "Ideate" is about 
coming up with a wide range of original ideas and possible 
solutions to the problem or challenge identified in "Conceive" 
[24]. The goal at this point is to develop as many ideas as 
possible without worrying about their feasibility, thus 
encouraging diverse thinking, for the design of prototypes, 
about inclusive literacy. Table IV shows four consensual 
activities for the design of the mobile application for inclusive 
literacy in people with reading disabilities. 

TABLE III.  CURRENT AND PROPOSED SITUATION 

Dimension Current status Proposed Situation 

Support 

We currently do not 

have a mobile support 
application. 

To create a prototype 

of a mobile application 
to support learning. 

Accessibility 

Generally, there is no 

App available for its 

use. 

Create a user-friendly 
App. 

Monitoring 

There is no frequent 

monitoring of your 

teacher. 

There must be a 

monitoring and control 

plan 

Motivation 
No adequate 

motivation strategies 

Strategies must be 
implemented in order 

to motivate 

TABLE IV.  CONSENSUAL ACTIVITIES FOR THE DESIGN OF THE MOBILE 

APPLICATION 

N° Consensual activities 

Support 
Design registration and Login to enter the inclusive literacy 

application for people with disabilities. 

Accessibility 
Conduct intuitive language and cognitive therapy inclusive 

literacy design for people with disabilities. 

Monitoring 

Design a mobile application of inclusive literacy educational 

games for people with disabilities. 

Design a mobile cognitive therapy application 

Motivation 

Design a mobile application for teaching reading for people 

with basic level disabilities 

Design a mobile application for teaching reading for people 
with intermediate level disabilities 

D. Prototyping 

The fourth step of Design Thinking is called "Prototyping" 
and its objective is to build rapid, low-cost prototypes of the 
solutions chosen in the "Ideate" phase [25]. Before settling on a 
final solution, ideas can be visualized and evaluated using these 
prototypes. At this point, the most important thing is to get 
feedback quickly and collect user feedback to help shape future 
iterations of the solutions. 

Fig. 2 shows the Registration and Login of the inclusive 
literacy application. Users can access their own accounts and 
their own material by registering and logging into a mobile 
application. This function is essential to create a personalized 
and secure environment for all users. 

Additionally, the registration and login process plays a 
pivotal role in enhancing user engagement and tracking 
individual progress within the app. By offering a personalized 
experience, users can easily pick up where they left off, track 
their achievements, and tailor their learning journey to meet 
their unique needs. This not only fosters a sense of ownership 
but also reinforces the commitment to fostering inclusive 
literacy, making the application a valuable tool for learners of 
all backgrounds and abilities. 

Intuition-based cognitive and linguistic processing 
Designing for literacy inclusion requires a deep understanding 
of the strengths and weaknesses of people with cognitive or 
reading disabilities. Successful, accessible learning 
environments are the result of the combined efforts of 
educators, speech-language pathologists, and developers of 
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mobile apps and educational platforms. It helps people with 
disabilities improve their language and literacy skills by 
providing them with accessible information and tools. Images, 
visual elements and visual symbols are used extensively 
throughout the design to reinforce main points and improve 
readability. How to assemble vowels, combine by size and 
color (see Fig. 3). 

 

Fig. 2. Application registration and login. 

 

Fig. 3. Cognitive therapy. 

Accessible, intelligible, and engaging learning experiences 
are the goal of the intuitive design of disability-inclusive 
literacy games. These video games take into account the 
specific needs of players to ensure that everyone has an equal 
opportunity to master the language, phonetic, letter recognition, 
and writing skills they offer. As shown in Fig. 4. 

 

Fig. 4. Basic level educational games. 

These inclusive educational games are modifiable to meet 
the needs of children with reading disabilities, giving them a 
voice in the learning process. These games provide a 
stimulating environment for children to learn to read and write 
using visual, auditory and tactile elements (see Fig. 5). 

These inclusive educational games not only offer 
customization to cater to the specific requirements of children 
with reading disabilities but also play a crucial role in fostering 
inclusivity in the broader educational landscape. By 
accommodating diverse learning needs, they empower children 
with reading disabilities to actively participate in the learning 
process, promoting a sense of inclusion and equity. 
Additionally, these games serve as a dynamic and engaging 
platform for children to develop their literacy skills. Through a 
combination of visual, auditory, and tactile elements, they 
create a multisensory learning experience that appeals to 
various learning styles and strengths, further enhancing the 
accessibility and effectiveness of literacy instruction. 
Moreover, by embracing technology in education, these games 
align with the evolving digital era, preparing students with 
valuable digital literacy skills that are essential for their future 
success in a technology-driven world. In essence, these 
inclusive educational games not only bridge educational gaps 
but also nurture a more inclusive, adaptable, and tech-savvy 
generation of learners. 
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Fig. 5. Intermediate level educational games. 

IV. RESULTS 

A. About the Interview 

Parents of people with reading disabilities were interviewed 
about inclusive literacy, especially in children, analyzing 
through Atlas TI 22 (See Fig. 6).  

The utilization of Atlas.ti software in interviews holds 
significant importance as it empowers researchers to efficiently 
analyze and interpret qualitative data. This powerful tool 
facilitates the systematic organization of large volumes of 
textual, audio, or visual data, enabling researchers to uncover 
patterns, themes, and insights that might otherwise remain 
concealed. Its robust coding and data visualization capabilities 
not only streamline the research process but also enhance the 
rigor and credibility of qualitative studies, ultimately 
contributing to a deeper understanding of complex phenomena 
and more informed decision-making in various academic and 
professional domains. 

 Experience: 

It has been observed that all parents mention challenges in 
their children's learning experience, highlighting moments of 
frustration due to reading difficulties. However, a positive 
attitude toward each child's individual progress and their 
unique capacity to learn is also evident. This suggests that 
adaptability and a focus on individual achievements are 
essential aspects of the learning experience for these children. 

 Support: 

The analysis reveals that all parents have sought support 
and assistance both within the school environment and 
therapeutic settings. Speech and language therapy sessions 
emerge as a common intervention to enhance pronunciation 

and auditory comprehension. Furthermore, collaboration with 
specialized tutors and the adaptation of learning environments 
are mentioned as effective strategies to address the unique 
needs of these children. This suggests that a combination of 
school-based and therapeutic approaches is crucial for the 
development of reading skills in children with reading 
disabilities. 

 Use of Mobile Applications: 

While all parents have experimented with mobile apps to 
support their children's literacy, there is a consistent search for 
a solution that perfectly aligns with the children's needs. Apps 
offering interactive exercises and voice narration have proven 
effective in maintaining interest and engagement. However, the 
lack of options perfectly tailored to the specific needs of the 
children underscores the importance of adaptability and 
customization in literacy apps. 

 Content: 

The analysis of parents' responses regarding useful content 
in an inclusive literacy app demonstrates a consensus on the 
significance of multimodality. The combination of text, 
images, and audio is essential to cater to diverse learning 
styles. Furthermore, interactive activities that reinforce 
vocabulary, sentence formation, and comprehension are 
considered valuable for enhancing reading skills. This 
highlights the need for tailored content addressing multiple 
aspects of literacy. 

B. Expert Testing 

Fifth, in the testing phase of Design Thinking, prototyped 
solutions are subjected to more rigorous testing with experts. In 
this phase, the solution is tested to gauge its interaction, 
usability, interface and quality before it is fully implemented. 
Expert validation of the design of the inclusive literacy 
prototypes was performed through evaluation with eight 
experts (E). 

The solution undergoes testing to fine-tune its interaction, 
usability, interface, and quality before full implementation. The 
validation of the inclusive literacy prototype designs involved 
assessment by eight experts. The resulting average scores are 
as follows: For interaction, the mean was 81.25, indicating 
generally positive expert perceptions. Usability averaged 82.5, 
implying good overall usability. Interface garnered a high 
average of 91.25, reflecting strong approval of the design. The 
quality received an average of 82.5, denoting consistent good 
quality. Collectively, experts' evaluations suggest promising 
potential, yet addressing specific improvement areas noted by 
individual experts will further amplify their effectiveness and 
user experience (see Table V). 

TABLE V.  EXPERT VALIDATION 

Criteria E1 E2 E3 E4 E5 E6 E7 E8 Media 

Interaction  80 90 80 90 70 80 80 80 81.25 

Usability 70 80 90 80 80 90 80 90 82.50 

Interface 80 90 90 100 100 90 90 90 91.25 

Quality 80 80 80 90 80 80 80 90 82.50 
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Fig. 6. Network analysis with the use of ATLAS ti22.

C. About the Survey 

Table VI shows the four questions posed for the survey to 
parents about the use of the mobile application for inclusive 
literacy in people with reading disabilities. 

TABLE VI.  PARENT SURVEYS ON THE USE OF THE MOBILE APPLICATION 

N° Questions 

1 Is the design of the mobile application user friendly? 

2 
Did the use of the mobile application serve as a complement for 
inclusive literacy? 

3 
Does the mobile application interact with people with reading 

disabilities? 

4 
Would you recommend the mobile application for inclusive 
literacy? 

The analysis of the results from our prototype of a mobile 
application for inclusive literacy in individuals with reading 

disabilities paints an encouraging picture. With an impressive 
85%, the majority find the application design to be user-
friendly, a vital aspect for creating a comfortable user 
experience. Furthermore, 75% confirm that the application 
effectively complements inclusive literacy efforts, a significant 
achievement in line with our goal. While 70% appreciate the 
application's interaction with individuals with reading 
disabilities, delving into the reasons behind the 30% who didn't 
share the same perception would be valuable. Lastly, an 
astounding 87% would gladly recommend the application, 
underscoring its valuable impact. While we're on the right 
track, it's crucial to address the feedback from those who didn't 
respond positively to continue refining and meeting their needs 
(see Fig. 7). 
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Fig. 7. Questions on the use of the mobile application. 

V. DISCUSSIONS 

The authors [12] emphasize that reading comprehension 
and student engagement increased when individualized tactics 
such as guided reading and the use of pictograms were 
introduced. In the present research work, prototypes of didactic 
mobile applications specifically designed to enrich cognitive-
behavioral therapy skills in people with reading disabilities 
were developed. 

This study builds on previous research highlighting the 
importance of mobile applications and screen readers in 
promoting literacy among people with print disabilities [11]. 
Also, by adapting mobile applications for inclusive literacy to 
the needs of people with reading disabilities, the scope of these 
opportunities can be increased. Thus, in the present work, the 
contribution to the development of reading and writing skills, 
as well as to the full integration and participation of this 
population in society was realized. 

This work was carried out based on interviews with parents 
and surveys of experts in special education with the use of 
ICTs. In the same way, the results were based on the inclusion 
of expert judgments and AtlasTI22 of the use of prototype 
mobile applications for inclusive literacy in people with 
reading disabilities. In contrast, the authors [15] did not 
conduct surveys and interviews, only studied people with 
reading disabilities to see how increasing their literacy levels 
affected their ability to relate to others and feel confident. 

VI. CONCLUSIONS AND FUTURE WORK 

In conclusion, this study has investigated and developed the 
prototypes of mobile applications, with the aim of promoting 
inclusive literacy among people with reading difficulties. In 
order to evaluate the effectiveness and value of the proposed 
applications, interviews and surveys were conducted to collect 
the opinions of experts in the field to assess the effectiveness 
and usefulness of the proposed applications. The results 
obtained from expert judgment provide valuable insight into 
the feasibility and potential of these technological tools. 

Analysis of the results of the prototype application designs 
yields an encouraging 85%. Similarly, 75% confirmed that the 
app effectively complements inclusive literacy efforts, a 
significant achievement in line with the objective, and 70% 
appreciated the app's interaction with people with reading 
disabilities. Finally, a staggering 87% would gladly 
recommend the app, underscoring its valuable impact. As for 
the methodology, design thinking was used as it is based on the 
human being approach, which addresses creativity, design and 
problem solving. A limitation of the research work is that it 
was not possible to contact directly the institutions of inclusive 
education to conduct interviews and make a qualitative 
analysis. As future work, it is recommended to implement the 
prototypes of mobile applications of inclusive education for 
people with reading disabilities complemented with augmented 
reality. 
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Abstract—In this paper, we leverage the advantages of 

YOLOv5 in target detection to propose a highly accurate and 

lightweight network, called LAD-YOLO, for surface defect 

detection on aluminum profiles. The LAD-YOLO addresses the 

issues of computational complexity, low precision, and a large 

number of model parameters encountered in YOLOv5 when 

applied to aluminum profiles defect detection. LAD-YOLO 

reduces the model parameters and computation while also 

decreasing the model size by utilizing the ShuffleNetV2 module 

and depthwise separable convolution in the backbone and neck 

networks, respectively. Meanwhile, a lightweight structure called 

"Ghost_SPPFCSPC_group", which combines Cross Stage 

Partial Network Connection Operation, Ghost Convolution, 

Group Convolution and Spatial Pyramid Pooling-Fast structure, 

is designed. This structure is incorporated into the backbone 

along with the Convolutional Block Attention Module (CBAM) to 

achieve lightweight. Simultaneously, it enhances the model's 

ability to extract features of weak and small targets and improves 

its capability to learn information at different scales. The 

experimental results show that the mean Average Precision (mAP) 

of LAD-YOLO on aluminum profiles defect datasets reaches 

96.9%, model size is 6.64MB, and Giga Floating Point 

Operations (GFLOPs) is 5.5. Compared with YOLOv5, 

YOLOV5s-MobileNetv3, and other networks, LAD-YOLO 

proposed in this paper has higher accuracy, fewer parameters, 

and lower floating-point computation. 

Keywords—YOLOv5; ShuffleNetv2; lightweight and fast spatial 

pyramid pooling structure; convolutional block attention module; 

aluminum profiles surface defect detection 

I. INTRODUCTION  

Aluminum profiles are one of the important raw materials 
for the manufacturing industry, widely used in industry, 
construction, medicine, and other industries. However, due to 
its complex production process and more transportation links, 
aluminum profiles are prone to surface defects such as scratch, 
dirt, pinhole, and wrinkle. These defects will directly affect the 
quality of aluminum profiles and even lead to distortion and 
deformation of aluminum profiles, which is more obvious for 
high-end aluminum profiles. Therefore, it is of great 
significance to improve the detection efficiency and accuracy 
of aluminum profiles surface defects to ensure the production 
and application of aluminum profiles. 

At present, most enterprises still use traditional manual 
detection methods to detect defects on the surface of aluminum 
profiles. However, this manual inspection method is slow, 
subject to the influence of subjective consciousness, not only 
low efficiency but also poor stability, prone to misdetection, 
and leakage detection. Ultrasonic flaw detection, eddy current 

flaw detection, and other traditional non-destructive testing are 
also used for the detection of surface defects in aluminum 
profiles, but due to its slow detection speed, high cost, complex 
equipment operation, etc., which limits its popularity in 
practical applications. In 2014, Girshick et al. proposed a 
Regional Convolutional Neural Network (R-CNN), which 
broke the deadlock of slow progress in the field of target 
detection [1], and subsequently gave birth to Fast R-CNN [2], 
Faster R-CNN [3], Mask R-CNN [4], Single Shot MultiBox 
Detector (SSD) [5], You Only Look Once (YOLO) series [6-
11], and other generalized deep learning-based target detection 
algorithms. As a result, deep learning-based surface defect 
detection is starting to develop rapidly. 

For metal surface defect detection, references [12-14] 
combined neural networks with traditional detection algorithms 
to realize the detection and classification of surface defects of 
aluminum and other metal materials. Duan et al. [15] built a 
dual-stream Convolutional Neural Network (CNN) for the 
detection of aluminum profiles image features and gradient 
features, effectively realizing the classification of defect-free 
and multi-type defect samples. Cheng et al. [16] proposed a 
network DEA-RetinaNet with differential channel attention 
and adaptive spatial feature fusion for steel surface defect 
detection. The mean Average Precision (mAP) of the network 
on the steel surface defect dataset (NEU-DET) was 78.25%. 
The detection accuracy of the above methods is lower than 
85%, which cannot meet the requirements of practical 
industrial applications. 

Zeng [17] et al. proposed a data augmentation method and 
a migration learning technique for solving defective parts 
detection in steel plates. References [18-20] used Faster R-
CNN to detect metal surface defects such as steel and railroad 
fasteners with an accuracy of more than 95%, but the detection 
speed is slow. Chen [21] et al. applied Convolutional Neural 
Networks (DCNNs) to the defect detection of fasteners and 
carried out experiments on high-speed railroad scenarios. 
ZHAO et al. [22] innovated based on YOLOv4 architecture to 
improve the detection accuracy of surface defects of metal 
materials. Wang et al. [23] proposed a structure called PE-
Neck, which replaces the Neck part of the YOLOv5 network 
structure with a combination of scaled convolutional kernels 
and efficient channel attention to enhance the model's ability to 
extract and localize defects at different scales. However, the 
accuracy is only 87.4% and the strategy for generating 
candidate regions suffers from many flaws. Although the above 
methods enhance the detection accuracy by improved means, it 
is unable to realize the real-time detection of surface defects on 
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industrial aluminum profiles due to their complex network 
structure and large computation, and slow detection speed. 

Conventional CNN inference is computationally intensive 
and difficult to apply in resource-constrained scenarios such as 
mobile and Internet of Things (IoT). Starting from SqueezeNet 
[24] and MobileNetV1 [25], the design of CNNs has begun to 
focus on efficiency in resource-constrained scenarios. The 
more mature lightweight networks include the MobileNet 
series [26-27], ShuffleNet series [28-29], GhostNet [30], etc. Li 
[31] et al. proposed a YOLOv3-Lite detection method, which 
combines a deep convolutional neural network and a feature 
pyramid in YOLOv3, to improve the defect detection accuracy. 
Xiao [32] et al. added a residual network structure to YOLOv3-
Tiny, which was applied to detect obstacles in a mine, with 
improved accuracy compared to the original YOLOv3-Tiny, 
but with decreased speed. Zhang [33] et al. proposed a multi-
model rail surface defect detection system based on a 
convolutional neural network (MRSDI-CNN). The system 
network uses SDD combined with YOLOv3 to improve the 
system's accuracy. Wang et al [34] proposed a lightweight 
YOLO-ACG detection algorithm that balances accuracy and 
speed while improving the defect detection classification error 
and leakage rate. Ma [35] et al improved the YOLOv4 network 
by replacing the backbone network with a lightweight Ghost 
module. At the same time, a joint attention mechanism is added 
to the stacked Ghost modules to ensure accuracy, so that the 
network is compressed and lightweight is achieved while 
achieving an accuracy of 94.68%. These methods have 
improved in detection accuracy and detection speed, but the 
model size is still large and memory consumption is high, 
which is not conducive to real-time detection on mobile, 
especially in devices with tight computing resources. 

The YOLOv5 algorithm is an end-to-end target detection 
algorithm known for its fast detection speed and high accuracy. 
It has found wide application in the field of surface defect 
detection. However, the large number of parameters in the 
YOLOv5 model can hinder improvements in detection speed. 
Additionally, its backbone layer, consisting of CSPDarknet53, 
faces challenges in effectively extracting features of small 

targets. In this paper, a lightweight aluminum profiles surface 
defect detection network is designed to solve this problem, 
which significantly improves the accuracy and detection speed. 
The algorithm is evaluated for its performance on aluminum 
profiles surface defect dataset and compared with other 
algorithms. The experimental results show that the LAD-
YOLO proposed in this study can accurately identify 
aluminum profiles surface defects with excellent detection 
speed. 

The Section I is the research purpose and significance of 
aluminum profiles surface defects detection and the current 
status of domestic and international research on target detection 
algorithms for metal surface defects detection. The Section II is 
the research on the improvement method of lightweight 
aluminum profiles surface defect detection model based on 
YOLOv5. The Section III is the experimental results and 
analysis of the model application. The Section IVsummarizes 
the research in this paper and the outlook for future research. 

II. METHODOLOGY 

LAD-YOLO follows the network structure of YOLOv5, 
which consists of four main parts: Input Layer, Backbone, 
Neck, and Head. The overall structure of LAD-YOLO is 
depicted in Fig. 1. The Input Layer takes a 640*640*3 
aluminum profiles defect image as input. The Backbone 
network contains six ShuffleNetv2 modules, three 
Convolutional Block Attention Modules (CBAM), and the 
Spatial Pyramid Pooling Cross Stage Partial Concat structure 
based on ghost convolution and group convolution 
(Ghost_SPPFCSPC_group) for extracting surface defect 
features of aluminum profiles. In the neck network, depthwise 
separable convolution is used to extract depth features of 
aluminum profiles surface defects, reducing computational 
overhead. Simultaneously, the feature image size is doubled by 
using the nearest neighbor interpolation upsampling method, 
and the feature maps with the same size in the aluminum 
profiles surface defect map are connected. In the prediction 
layer, three different sizes of detection heads are generated to 
detect the aluminum profiles' surface defect image.

C3CBAM DSConv
Ghost_SPPFCSPC

_group
Upsample

128×80×80

256×40×40

512×20×20

ShuffleNetv2

_Block1
Concat

 

 

Input  Backbone Neck Prediction

ShuffleNetv2

_Block2
output

Conv2d+bn+

relu+maxpool  
Fig. 1. LAD-YOLO network structure. 
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Fig. 2. CBAM and LAD-YOLO backbone layer network structure.

A. Backbone Structure 

The Backbone Structure shown in Fig. 2 consists of three 
parts: ShuffleNetv2, Convolutional Block Attention Module 
(CBAM), and the Spatial Pyramid Pooling-Fast Cross Stage 
Partial Concat structure combining Ghost Convolution and 
Group Convolution (Ghost_SPPFCSPC_group). ShuffleNetv2 
uses Channel Split, 1*1 convolution, depthwise separable 
convolution, and mixing and washing of channels to 
accomplish the detection of input aluminum profiles defect 
information, which reduces the memory access time, reduces 
the number of model parameters, and improves the detection 
speed. The adoption of the ShuffleNetv2 structure drastically 
reduces the number of parameters of the model, but also brings 
a certain loss of accuracy. To compensate for the loss of 
accuracy, CBAM is used to embed into the backbone, as 
shown in Fig. 2.  

CBAM mainly consists of two key modules: the Channel 
Attention Module and the Spatial Attention Module. The 
Channel Attention Module captures the importance of each 
feature channel by calculating global statistics and applies 
attention weights to each channel. The Spatial Attention 
Module highlights important spatial regions in the feature map 
by computing global statistics and applying attention weights 
to different spatial positions. Combining the above two 
modules, CBAM enables the network to adaptively focus on 
significant channels and spatial areas, improving feature 
representation for aluminum profiles surface defect detection 
tasks. 

B. Ghost_SPPFCSPC_Group Structure 

The Spatial Pyramid Pooling (SPP) structure can 
effectively capture target features at different scales by 
stacking pyramid layers of different sizes together, improving 
the model's detection ability for targets of different sizes. The 
Spatial Pyramid Pooling-Fast (SPPF) structure is a faster 
structure proposed based on the SPP structure. The Cross Stage 
Partial structure consists of two parts, the convolution, and the 
complex structure, in parallel to increase the speed of the 
network.  

In 2023, wang et al. [11] first proposed the Spatial Pyramid 
Pooling Cross Stage Partial Concat (SPPCSPC) structure in 
YOLOv7, as shown in Fig. 3, which uses the SPP and CSP 
modules for better handling of multi-scale targets.  

The use of the SPPCSPC structure can effectively improve 
the model detection accuracy, but it will increase the amount of 
computation and the number of model parameters. To improve 
the speed, this paper replaces the SPP in the SPPCSPC 

structure with the SPPF structure to obtain the Spatial Pyramid 
Pooling-Fast Cross Stage Partial Concat (SPPFCSPC) structure. 
To reduce the amount of computation and parameters, Ghost 
convolution and group convolution are used to replace standard 
convolution in the SPPFCSPC structure. 

Conv k1,s1 Conv k3,s1 MaxPool2d Concat

K=5

K=9

K=13

 

Fig. 3. Spatial pyramid pooling cross stage partial concat structure. 

The standard convolution, Ghost convolution, and group 
convolution are compared and analyzed below. Fig. 4 shows 
the operation process of standard convolution, Eq. (1) is the 
standard convolution parameters, where c is the number of 
input channels, n is the number of output channels, and the size 
of the convolution kernel is k*k. 

                 

Input Output

Conv

 
Fig. 4. Standard convolution operation. 

Fig. 5 shows the group convolution operation process, 
which divides the input channels and output channels into the 
same number of groups, and then allows the input channels and 
output channels in the same group number to be fully 
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connected. Eq. (2) is the parameters of the group convolution. 
Where g is the number of groups divided into output channels. 

       
 

 
 
 

 
         (2) 

Input Output

1

Group Conv

g=4

group1

group2

group3

group4

2

3

4

 

Fig. 5. Group convolution operation. 

Conv

Input Output

Identity

 
Fig. 6. Ghost convolution operation. 

Fig. 6 shows the Ghost convolution operation process. First, 
a standard convolution operation with m (m≤n) output channels 
(where n is the number of final output channels) is performed 
on the feature map with input channel c to obtain a feature map 
with m channels. Second, a new feature map is obtained by s-1 

linear operations. Finally, the two feature maps are connected 
to obtain an output feature map with n channels (n=m*s). Eq. 
(3) is the parameters of Ghost convolution. Where the 
convolution kernel size of linear operations in Ghost Module is 
d×d. 

       
 

 
             

 

 
     (3) 

By comparing the above three convolution parameters, Eq. 
(4) shows the parameters compression ratio (R1) for standard 
and Ghost convolution, and Eq. (5) shows the parameters 
compression ratio (R2) for standard and group convolution. 
Where let k=d. 

   
       

 

 
             

 

 
    

 
   

     
   (4) 

   
       

 

 
 
 

 
      

     (5) 

From the above computation results, it is shown that the 
number of parameters of standard convolution is g times more 
than that of group convolution and s times more than that of 
Ghost convolution, so the number of parameters can be 
drastically reduced by choosing group convolution and Ghost 
convolution compared to standard convolution. 

Therefore, in this paper, a lightweight SPPFCSPC structure 
(Ghost_SPPFCSPC_group) is designed by combining 
SPPFCSPC, Ghost convolution, and group convolution, as 
shown in Fig. 7. The structure utilizes the smaller number of 
parameters of Ghost convolution and group convolution to 
achieve lightweight. The Ghost_SPPFCSPC_group structure 
uses a smaller computational cost to enable the fusion of multi-
scale features and improve feature representation. 

Group Conv k1,s1,g=4 Ghost Conv MaxPool2d  k=5 Concat

 

Fig. 7. Ghost_SPPFCSPC_group structure.
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C. Depthwise Separable Convolution 

Depthwise Separable Convolution (DSConv) contains two 
parts, Depthwise Convolution and Pointwise Convolution. As 
shown in Fig. 8, Depthwise Convolution computes the 
convolution of each channel separately to extract the features 
of each channel; Pointwise Convolution computes the feature 
map generated by Depthwise Convolution and adopts a 

convolution kernel with the size of 11M convolution kernel, 
weighted combination in the depth direction, to realize the 
fusion of features between the channels, to generate a new 
feature map. 

Input channel image

H*W*Ci
Filter*Ci

Map*Ci Filter*Co

Output channel image

Maps*Co

Depthwise Convolution Pointwise Convolution  
Fig. 8. Depthwise separable convolution module structure. 

Eq. (6) is the FLOPs for standard convolution. Eq. (7) is the 
FLOPs Operations for Depthwise Separable Convolution. Eq. 
(8) is the ratio R of Depthwise Separable Convolution to the 
standard convolutional computation. The input feature map 
size is       , the output feature map size is       , 
 ,  ,    and    denote the height, width, number of input 
channels, and number of output channels of the feature map 
respectively, and the size of the convolution kernel in the 
standard convolution is      .  

                   (6) 

                                 

                        (7) 

  
          

    

 
                      

               

 

 
 

  
 

 

     
   (8) 

From Eq. (8), it can be seen that the floating-point 
computation of Depthwise Separable Convolution is only 
 

  
 

 

     
 of the standard convolution. Assuming the 

convolution kernel size of 3×3 for Depthwise Convolution, the 
computation of the standard convolution is about eight to nine 
times that of Depthwise Separable Convolution. Replacing the 
standard convolution with the Depthwise Separable 
Convolution reduces the floating-point computation. 

III. RESULTS AND DISCUSSION 

A. Datasets Introduction  

In this paper, for aluminum profiles defect detection, the 
Hikvision high-definition industrial camera model MV-CS050-
10GC-PRO is used to collect the sample images of aluminum 
profiles and make the aluminum profiles defect datasets, and 
some of the data in the datasets are shown in Fig. 9. 

The labeling categories are pinhole, scratch, dirt, and 
wrinkle. Since the original image samples are too few, panning, 
rotating, changing brightness, shearing, mirroring, and other 
means of expanding the datasets are chosen to expand the 
original aluminum profiles surface defect datasets. After the 
expansion, the total number of defect images is 5013, including 
6325 pinholes, 3042 dirt, 5863 scratches, and 2415 wrinkles. 
The datasets are categorized into 60% training set, 20% 
validation set, and 20% test set containing 3008, 1002, and 
1003 images, respectively.  

 
Fig. 9. Part of the datasets. 

B. Evaluation Metrics 

Precision (P), Recall (R), Average Precision (AP), and 
Mean Average Precision (mAP) are used as the evaluation 
metrics of detection effectiveness. The mAP is the average 
value of AP for all defect categories, which is used as a 
comprehensive index for evaluating precision. The higher the 
values of AP and mAP, the better the algorithm is for detecting 
the target defects. P, R, AP, and mAP are calculated as follows: 
(9), (10), (11), (12). TP is the number of defects in the positive 
samples that were detected as correct, FP is the number of 
defects in the negative samples that were incorrectly detected 
as correct, FN is the number of defects in the positive samples 
that were not detected, and m is the number of defect categories. 
In addition, Floating Point Operations (FLOPs), parameters, 
and Model Size are used to evaluate the lightness of the model. 

  
  

     
   (9) 

  
  

     
   (10) 

    ∫  
 

 
       (11) 

    
 

 
∑   

        (12) 

C. Experimental Process 

The GPU used for defect detection training and testing is 
NVIDIA TITAN RTX, and the specific configuration of the 
experimental platform is shown in Table I. During the training 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

231 | P a g e  

www.ijacsa.thesai.org 

experiments, the optimizer chooses the stochastic gradient 
descent with momentum (SGD) with a momentum factor of 
0.937. The weight attenuation coefficient is set to 5×10−4. The 
learning rate is initially set to 10−3, while the Cosine 
Annealing is used to reduce the learning rate to 10−5. The 
batch size is set to 64, and the epochs are set to 500. 

TABLE I. THE SPECIFIC CONFIGURATIONS OF THE EXPERIMENTAL 

PLATFORM 

Name Version 

CPU 
Intel(R) Xeon(R) Gold 5218R CPU @ 

2.10GHz 

Memory Bank 32GB 

GPU NVIDIA TITAN RTX 

GPU Memory 24GB 

Operating System Windows10 

Software environment CUDA11.6 

Python Version Python 3.8 

Deep learning framework PyTorch 1.12 

D. Comparative Experiment and Analysis 

Comparison experiments are conducted by LAD-YOLO 
with SSD, YOLOv3, YOLOv3-tiny, YOLOv4-tiny, YOLOv5, 
and YOLOv5s-MobileNetv3, and the results are shown in 
Table II. As can be seen in Table II, LAD-YOLO achieved 
96.9% mAP, 97.4% Precision, and 95.7% Recall on the 
aluminum profiles surface defects dataset, and the model size 
is 6.64MB. Compared with the YOLOv5s algorithm, mAP 
increases by 2.8% and model size decreases by 58%. 

Compared with YOLOv5s-MobileNetv3, the precision is 
improved by 7.2% and the model size is reduced by 8.8%. The 
experimental results show that the LAD-YOLO network 
improves the precision and recall rate of defect detection, and 
reduces the model parameters and size. 

E. Ablation Experiment 

To further verify the role of each improvement in 
enhancing the performance of the algorithm, ablation 
experiments are conducted. The results are shown in Table III. 

From Table III, the mAP of the baseline model YOLOv5s 
is 94.1%, the model size is 14,08MB, the number of 
parameters is 7.03×106 and the GFLOPs is 15.8. It can be seen 
that after using ShuffleNetV2 and CBAM, the mAP is 
improved by 1.7% compared to YOLOv5s, the model size is 
reduced from 14.08MB to 6.69MB, and the GFLOPs are 
reduced from 15.8 to 5.8; after using the 
Ghost_SPPFCSPC_group structure, the mAP is again 
improved by 1.5%, with a slight increase in Model Size and 
GFLOPs; with the use of deep separable convolution, the mAP 
is 96.9%, Model Size is again reduced to 6.64M, and GFLOPs 
are 5.5. compared to the original network. mAP is improved by 
2.8%, Model Size is reduced by 52.8%, and GFLOPs are 
reduced by 65.6%. The results show that improvements to 
YOLOv5 are necessary everywhere. 

F. Test Results of Defect Detection 

Fig. 10 shows the schematic diagram of four kinds of 
defect detection in aluminum profiles. The non-maximum 
suppression (NMS) is used in the prediction as the post-
processing method. The confidence was set to 0.5 and the IoU 
was set to 0.6. 

TABLE II. COMPARATIVE RESULTS OF EVALUATION METRICS FOR DIFFERENT METHODOLOGIES 

Methods Precision (%) Recall (%) mAP (%) Model Size (MB) 

SSD 68.4 70.2 70.6 90.13 

YOLOv3 91.9 87.7 91.2 120.67 

YOLOv3-tiny 87.6 84.7 86.9 33.79 

YOLOv4-tiny 90.9 89.6 90.8 23.03 

YOLOv5s 95.3 94.0 94.1 14.07 

YOLOv5s-MobileNetv3 89.9 88.4 89.7 7.28 

LAD-YOLO（OURS） 97.0 95.7 96.9 6.64 

TABLE III. RESULTS OF THE ABLATION EXPERIMENT 

ShuffleNetV2 CBAM SPPFCSPC Ghost_SPPFCSPC_group DSConv mAP 
Parameters 

(106) 

Model Size 

（MB） 
GFLOPs 

-- -- -- -- -- 94.1% 7.03 14.08 15.8 

√     92.2% 3.23 6.66 5.8 

√ √    95.8% 3.25 6.69 5.9 

√ √ √   97.3% 9.77 19.46 11.1 

√ √  √  97.0% 3.85 7.91 6.3 

√ √  √ √ 96.9% 3.19 6.64 5.5 
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Fig. 10. Partial detection images for aluminum profiles defect detection.

The obtained LAD-YOLO P-R curve for defect detection is 
shown in Fig. 11, and it can be seen that the AP of pinholes is 
98.8%, the AP of dirt is 99.3%, the AP of scratches is 91.1%, 
and the AP of wrinkles is 98.2%. Except for scratches, all other 
types of defects have an AP of 98% or more. The poor 
detection of scratches is due to its high defect precision 
requirements and susceptibility to environmental influences. 

 
Fig. 11. LAD-YOLO P-R curve. 

The accuracy of detecting various defects under different 
methods is plotted in Fig. 12. It is evident from the figure that 
LAD-YOLO exhibits improvements in accuracy for different 
defect types compared to other methods. Specifically, LAD-
YOLO shows an increase in accuracy of 4.6% for pinhole 

detection, 2.3% for dirt detection, 3.2% for scratch detection, 
and 0.9% for wrinkle detection when compared to YOLOv5s.  

mAP pinhole dirt scratch wrinkle
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Fig. 12. Accuracy of defects in each category under different methods. 

The results demonstrate that LAD-YOLO achieves 
enhanced accuracy across all defect categories, with 
particularly notable improvements in the detection of small 
targets, such as pinholes and scratches. 

IV. CONCLUSION 

We propose a lightweight aluminum profiles surface defect 
detection network, which involves improvements to the 
backbone and neck layers of YOLOv5. By designing the 
Ghost_SPPFCSPC_group structure with low floating-point 
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operation and combining it with the ShuffleNetV2 module and 
the Convolutional Block Attention Module (CBAM) to 
construct the backbone network, we reduce the model 
parameters and computation amount while obtaining richer 
feature information, thus improving the network's ability to 
detect defects on small-sized targets. By using depthwise 
separable convolution to replace the standard convolution in 
the neck layer, the number and size of model parameters are 
further reduced to improve the network operation speed. The 
specific experimental results are as follows: 

(1) The Model Size of LAD-YOLO is only 6.64MB, which 
is 52.84% less compared with YOLOv5s; its GFLOPs are only 
5.5, which is 65.19% less compared with YOLOv5s. It shows 
that LAD-YOLO occupies fewer memory resources, which is 
more helpful to be applied to platforms with scarce 
computational resources to achieve low-cost aluminum profiles 
surface defect detection. 

(2) The detection accuracy of LAD-YOLO is much higher 
than that of current detection methods, including SSD, 
YOLOv3, YOLOv3-tiny, YOLOv4-tiny, YOLOv5s, and 
YOLOv5s-MobileNetv3, etc. Compared with YOLOv5s, the 
mAP of LAD-YOLO is 96.9%, an improvement of 2.8%; 
compared with YOLOv5s-MobileNetv3, the accuracy is 
improved by 7.2%. The results indicate that the LAD-YOLO 
network not only achieves model lightweight but also shows an 
improvement in accuracy. 

In the forthcoming phases, we intend to augment the 
variety of defects within our dataset, thereby enhancing its 
diversity. Furthermore, to bolster the model's resilience and 
versatility in real-world scenarios, we will acquire images 
portraying authentic situations characterized by uneven 
lighting, occlusions, and other intricacies. This approach aims 
to further elevate the model's overall performance. 
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Abstract—In the past decade, the field of automatic plant 

disease detection has undergone significant complexity. 

Advancements in convolutional neural network in deep learning 

have enabled the rapid and precise detection of ailments, 

facilitated the development of effective treatments and ultimately 

led to higher crop yields. One of the most challenging scenarios in 

plant disease occurs when multiple diseases manifest on a single 

leaf, exacerbating the difficulty of diagnosis due to overlapping 

symptoms. This study addresses these challenges by employing 

an enhanced YOLO-X model for detection tomato leaf diseases. 

The technique presented here enhances the Spatial Pyramid 

Pooling layer in order to extract valuable features from training 

data of various sizes more efficiently. We were able to increase 

the model's ability to identify a broader spectrum of disease 

symptoms by concatenating variables from multiple layers and 

varying sizes. In addition, we incorporate a large number of 

connections to increase the generalizability of the design. The 

application of an IoU-based (Intersection over Union) regression 

loss function increases the convergence of the network and the 

precision of the detection. For experimentation, we created a 

customized dataset consisting of 1220 tomato plant leaf images 

from various farms in Southern part of India, encompassing 

overlapping diseases and varying degrees of severity. The dataset 

includes images of healthy leaves as well as different severity 

levels of tomato leaf curl and tomato leaf mold stress on a single 

leaf. Our suggested improved SPP-based YOLO-X model beats 

the original YOLO-X model, according to experimental findings, 

which show an improvement in test dataset accuracy and a 

73.42% mean Average Precision on field-collected dataset. 

Keywords—Convolutional neural network; deep learning; 

object classification; plant disease detection; spatial pyramid 

pooling; YOLOX 

I. INTRODUCTION  

In India, tomatoes are a significant economical crop that is 
produced on 15% of the nation's total cultivated land. A 
significant portion of the global textile economy is contributed 
by the nation's tomato production and export, in addition to its 
local consumption. The crop is afflicted with several diseases 
during the course of its existence. A leaf might sometimes have 
many diseases, some of which have similar symptoms. Even an 
experienced pathologist may make mistakes when evaluating 
disease severity signs and the presence of numerous stressors. 
Precision farming practices have undergone a revolution with 
the development of artificial intelligence and computer vision 
technology. In plant disease detection systems, a number of 
machine learning and deep learning models have shown 
outstanding performance [1] on field-collected or publicly 
accessible plant disease datasets, some researchers have 
combined deep learning-based feature extraction and 

classification tasks with transfer learning [8]. In order to 
propose the use of pesticides or other preventative measures 
and achieve near-ideal performance in recognizing diseases 
signs automatically, several research have been conducted. 
Well-known deep learning architectures such as region-based 
convolutional networks [2], single shot detectors [3], and 
region proposal networks [4] have been employed in the area 
of plant leaf disease detection, with major alterations 
happening during the preceding few years [37, 38, 41]. Almost 
all previous studies either used the well-known PlantVillage 
public dataset [3] or their own datasets collected in the field 
[5], [6]. But only a small number of studies have looked at the 
stages of disease growth and the chance that many living and 
nonliving things can attack a plant leaf at the same time. In 
these situations, it is hard for both human and automatic 
monitoring systems to figure out the type of infection and the 
exact area of sickness signs.  

In this study, we describe a YOLO-X-s based detecting 
system that uses a modified Spatial Pyramid Block to combine 
fine spatial data with local features to find sickness phases and 
split diseases with symptoms that overlap. We made the spatial 
pyramid pooling block better by putting together feature maps 
at low-level scales. This helped us solve the problem more 
accurately. The original size feature vector was added to 
improve the quality of the features. The recognition 
performance got even better when the Alpha IoU regression 
loss function was used [36]. 

A. Contributions to the Research 

 A better YOLO-Xs model with a modified Pyramid 
pooling module (SPP) layer is given so that many 
diseases on a single leaf plant can be found. It collects 
location information at local, multi-scale levels to get 
the information it needs more quickly. 

 To improve generalization and convergence, we used 
Alpha IoU (Intersection over Union) loss as the 
bounding box regression for multiple disease 
localization when multiple diseases showed up on the 
same plant leaf. 

 With the help of enhancement, a group of unique shots 
from a tomato field are shown. The photos show how 
diseases spread and how many different diseases can be 
found on a single leaf. 

The paper has been structured in the following manner: The 
Section II provides a summary of the existing literature. The 
Section III describes the proposed methodology. The Section 
IV presents research outcomes, comparisons to existing 
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methods and outcomes, and discussions of future research 
opportunities and limitations of the study. Section V provides a 
conclusion for this proposed research. 

II. LITERATURE REVIEW 

Plant leaf diseases may be identified using computer 
vision-based methods for (1) detection and (2) identification. 
Both of the methodologies used in the area are prevalent in 
research literature released in the last ten years.  

Highlights of various modern and cutting-edge techniques 
for identifying and detecting plant leaf diseases literatures are 
included in Table I. In this part, these methods will be 
thoroughly reviewed in relation to: (1) the kind of application 
targeted, (2) the methodology employed, (3) the contribution. 
The usage of deep learning in this field of study has increased 
during the previous several years. Transfer learning and data 
enrichment have made it easier to use deep learning models on 
a variety of devices, such as central processing units (CPUs) 
and graphics processing units (GPUs). In the study done by a 
research [10], the MobileNet v2 model was trained by adding 
more color space data in a few different ways. Transfer 
learning and data enrichment have made it easier to run deep 
learning models on CPUs, GPUs, and other types of computer 
systems. This is because these two methods have been put 
together. In the study done by a researcher [10], color space 
data addition methods were used to train the MobileNet v2 
model. To compare the effectiveness of the classification, the 
scientists trained the model using images of cassava leaf 
disease of various quality levels. According to a study, low-
quality images cause the classification accuracy to decrease. 
The diseased region has also been identified using high-quality 
images and a color difference, according to authors [11]. Using 
advanced machine learning classifiers, such as the bagging tree 
ensemble, it is now possible to identify sick regions based on 
color and textual information with an overall accuracy of 99%. 
Plant disease monitoring systems that use computer vision are 
meant to automatically find and identify the part of a plant that 
is sick. Because of this, these systems use customizable deep-
learning meta-architectures that have been used in the related 
study.  

The earliest deployed deep learning algorithms were 
region-based convolutional neural networks (RCNNs), and 
their purpose was to recognize objects in general [3]. In line 
with Fast Convoutional Neural Network [12], Faster Region 
based CNNs, and R-FCNNs [3]. Segmentation and noise 
reduction operations were carried out using the OTSU 
algorithm and multilayer median filters, respectively. By using 
a two-stage detector, the technique achieves an inference time 
of 0.52 s. A research study [14] employed a comparable two-
stage detector, Mask RCNN, to identify sick regions after 
contrast stretching. CNN performs feature extraction of 
improved areas, which was afterwards categorized. After 
applying entropy to choose the best features, accuracy was 
improved. Another important work [15] identified various rice 
diseases by using a quicker R-CNN with a reinforced backbone 
to analyze the still pictures of the rice. In terms of recall and 
accuracy, the upgraded two-stage model performs better than 
earlier models such as YOLO-V3, while having longer 
detection times. The model presented in [16] significantly 

improved mAP by using a superior anchor box method that 
was based on a more efficient RCNN model for weed 
detection. 

With single shot detection (SSD), need to make a region 
proposal network in order to get the best total speed and a 
faster inference time. But you can get both without making a 
region proposal network. They use certain boxes to figure out 
how likely it is that a certain item will be in a picture. This 
improved model, which used the Inception module and 
Rainbow union, was used to get information about features and 
make it easier to find ill spots on apples [17]. Both the VGG 
and the origin module were added to the model so that it could 
diagnose diseases with a mAP of 78.8%. YOLO (You Only 
Look Once) [18] models, on the other hand, are single-stage 
detectors that can find and label objects in a picture with just 
one forward spread. The name of these models comes from the 
saying "you only look once." It initially divides a picture into a 
grid to begin the detection process, and for each bounding box, 
it then forecasts the likelihood of an item and its class. In order 
to identify tomato diseases in difficult background settings, 
Wang et al. [19] utilized a similar YOLO architecture and 
added the DenseNet block for feature extraction. Additional 
information is provided in Table I of the relevant work 
comparison. The YOLO-V5 model was effective in identifying 
bacterial leaf spots. Additionally, the outcomes were contrasted 
with those of YOLO-V3, YOLO-V4, Single Shot Detector 
algorithm, and other two-stage detectors techniques [20]. 

A new upgrade to the YOLO series, called YOLO-X [26], 
has made a considerable improvement in the field of object 
identification. To improve feature extraction, YOLO-X makes 
use of the YOLO-V3 with a Darknet architecture added with 
SPP Layer baseline structure. To diagnose kiwi leaf diseases, 
DeepLabV3 and UNet are used in conjunction with YOLO-X 
to separate the leaves from the complicated backdrop. The mix 
of Cross Stage Partial Network and sigmoid activation function 
in the approach of finding colon cancer has led to a better 
version of the YOLO v3 algorithm. 

 The model is strengthened for real-time polyp 
identification by using the CIOU loss function [28]. The 
YOLO-V5 model was used in a research work [22] to 
accurately detect plant disease. Using the SE module and 
Involution Bottleneck, the accuracy and number of parameters 
were improved. The researchers must overcome difficulties 
with disease development and detecting many lesion areas in a 
single frame. Multiple diseases may be difficult to identify, 
both manually and when using artificial image processing 
algorithms [29], since their locations and symptoms tend to 
overlap. The EfficientNet model, which has a classification 
accuracy of 96%, was successfully used to address the plant 
disease detection problem on a single cucumber leaf [25] and 
other notable research [42] explains the hyper-tuned 
efficientdet architecture for object detection. The authors 
utilized a Ranger optimizer to find symptoms that seemed to be 
related. Although SSD algorithm with respectable object 
identification and detection performance have been employed 
in the methodologies from the literature (included in Table I). 
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TABLE I. SELECTED STUDIES FROM THE LITERATURE ON PLANT 

DISEASE DETECTION 

Reference 
Application 

Targeted 

Methodology 

Employed 
Contribution 

[7] 

Automatic 

detection of 

plant diseases 

Classic 

machine 

learning 

Utilization of various 

classic machine learning 

approaches 

[13] 
Rice disease 

identification 

Faster region-
based model + 

K-means 

clustering 

Identification of rice 
diseases using a two-

stage detector with 

clustering 

[17] 

Identification 

of apple sick 

patches 

YOLO-V5 

model with 

Inception 
module and 

Rainbow 

concatenation 

Enhanced feature 

extraction and improved 
identification of apple 

sick patches 

[19] 
Tomato 
disease 

identification 

YOLO 

architecture 

with DenseNet 
block 

Utilization of YOLO 

architecture for 

identifying tomato 
diseases 

[22] 
Plant disease 

detection 

YOLO-V5 

model with SE 

module and 
Involution 

Bottleneck 

Accurate detection of 
plant diseases with 

improved accuracy and 

parameters 

[23] 

Segmentation 
of sick lesions 

on paddy 

leaves 

CNN and 

YOLO 

Segmentation of sick 

lesions with refined 
model parameters 

[24] 

Classification 
of severity of 

strawberry leaf 

disease 

Faster RCNN 

and Siamese 
network 

Identification of leaf 

position and estimation 
of severity 

[42] 
Object 

detection 
Efficientdet 

Identification of hyper-

tuned efficientdet 

architecture for object 
detection 

The majority of these investigations have focused on 
classifying lesions or locating locations. The difficulties 
associated with accurately distinguishing distinct phases of 
disease severity and a multitude of stresses on a single leaf are 
presently the ones that have received the least amount of 
attention. In order to identify overlapping and overlapping 
plant leaf diseases, we suggest in this study an updated YOLO-
X model tailored specifically for the application. 

III. METHODOLOGY 

The suggested technique is fully explained in this part and 
will be utilized to handle the issues of (1) leaf disease 
progression symptoms and (2) the presence of several diseases 
on a single tomato leaf. The supplied data is initially pre-
processed to remove extraneous background information and 
guarantee class balance. The suggested deep learning model's 
specifics are then discussed, with a focus on the two crucial 
instances indicated above. 

A. Customized Dataset Creation 

Tomatoes are grown in different parts of Southern India 
from March to May. For the purpose of this study, images were 
taken from various tomato fields in Tamil Nadu and Kerala. No 
extra pesticides or fertilizers were used to maintain the 
conditions that allowed the infections to flourish. The pictures 
were taken at various angles using a smart phone (Apple 
iPhone X) that was held 15 to 25 cm away from the tomato 

leaf. Original image size was 1125 x 2436 pixels with 19.5:9 
ratio. Images were taken in the morning, with varied lighting 
conditions. The smart phone’s focus was changed to portrait 
mode and zoom mode to capture one leaf. Seven different 
categories of tomato curl severity and disease coexistence 
images were created from the data.  

Fig. 1 displays a few examples of images extracted from 
the dataset which was collected from the fields. In India, the 
ailment known as "tomato curl virus" is widespread. Stage 1 of 
tomato leaf curl’s early signs is described as leaf chlorosis. 
Within two to three weeks, the symptoms become worse as the 
leaf's veins start to thicken and darken. From the underside of 
the leaf, the thickening of the veins is plainly visible. The 
second stage of the tomato leaf disease is distinguished by the 
subsequent curling of the leaf margins. Three weeks later, the 
leaves begin to develop dark black specks that prevent the 
virus from spreading. The pathologists determine that it is 
tomato leaf mold brought on by the aphid infestation. The curl 
virus and leaf mold infect almost all of the nearby plants. 

 
Fig. 1. Sample dataset images collected from the tomato field. 

B. Pre-processing the dataset images 

Since leaf photographs were taken in actual field settings, 
they included background details like dirt and tree branches, 
among other things. The work of the suggested detection 
system is anticipated to be made simpler by extracting just the 
leaf region containing one or more diseases and deleting the 
background noises [30]. There are many methods in place to 
eliminate extraneous background details from real-world 
situations [9]. Grab Cut technique [31] is a quick and effective 
machine learning-based approach that can eliminate unwanted 
background data with little human adjustments. On the basis of 
graph cuts, the backdrop is removed. According to a user-
provided window, anything beyond the window is taken into 
account to be the clear backdrop, however within the window, 
both the foreground and the background may exist.  

The procedure is repeated until convergence in order to 
fine-tune the background removal job. On the hardware 
utilized for testing, background removal was reported to take 
an average of 4.12 seconds per picture. The algorithm's ability 
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to eliminate background data outside of the infected leaf was 
determined to be effective. After the backgrounds have been 
removed, the images are annotated before being subjected to 
image augmentation methods including flipping, rotating, and 
brightness boosting.  

C. Annotation and Labelling 

The Roboflow annotation tool was used to manually design 
the ground truth boxes and labeling the healthy and diseased 
tomato leaf images. According to Fig. 2 it shows the 
experiments done for the annotation and labeling, sample taken 
from the roboflow tool. Each box's enclosing box coordinates, 
height, breadth, and class name are listed in Fig. 3. When an 
image is included into the model for learning, testing, or 
assessment, an accompanying XML file is included [17]. 

 

Fig. 2. Tomato leaf image annotation with bounding box created using 

roboflow tool. 

 

Fig. 3. Annotation details of the xml file taken from the roboflow tool. 

Images captured at different angles and sizes are included 
in the dataset used for the tests. In order to maintain the 
bounding boxes on the item of interest regardless of any 
augmentation step applied to it subsequently, we executed an 
auto-orient procedure. As often requested by YOLO, the 
photographs were also scaled using a normalization set at a 
resolution of 416X416. When working with an unbalanced 
dataset, we prefer to execute the augmentation techniques to 
minimize over-fitting.  Proposed study used augmentation 

techniques includes flip horizontal, rotation, and brightness 
(25%). The addition of these augmentations will increase the 
dataset's size as well as the variety of the photographs taken in 
various lighting situations. The dataset is augmented at 
random, increasing the size to 1, 112. Roboflow data services 
were used for each of these pre-processing phases. 

D. Hardware and Software Configuration 

Every experiment was run on Windows 7 system using an 
Intel i3 processor. The necessary repositories and libraries were 
installed before configuring the experimental environment. 
Pre-trained weights for the YOLO-X model were downloaded 
when the dataset was uploaded to the drive. Experiment was 
performed using google collab notebook environment. With 
the help of the hyper-parameters using 100 epochs, our 
suggested model was trained. The best weights produced after 
training were kept and then utilized to assess the effectiveness 
of our suggested model on test images with a batch size of 32. 
In order to conduct the experiment, 640 × 640 resolution 
images from the dataset were used. The dataset has been split 
automatically with the code on the collab on the basis of 80% 
of the images were utilized for training and testing, while the 
other 20% were used for validation process. 

E. Enhanced YOLO-X Proposed Model for Tomato Leaf 

Disease Detection 

YOLO- X deep learning model is a single stage object 
detection technique that differs from YOLO-v3. It derives from 
DarkNet53 architecture. Beginning with a 1 X 1 convolutional 
layer, the feature channel for each level of FPN features is 
reduced to 256. Then, for the classification and regression 
tasks, respectively, we add two parallel branches with two 3X3 
convolution layers.  The anchor-free detector YOLO-X [26] 
has shown exceptional speed and accuracy performance. To 
improve convergence while the system was being trained, the 
head of YOLO-X was cut off from the original detector [32]. 
Because to the implementation's anchor-free design, the overall 
number of trainable parameters has been significantly 
decreased. 

 SimOTA [26], which reduces the amount of time required 
for training and aids in the solution of the Optimal Transport 
(OT) issue [21], is also used to enhance the label assignment 
approach. 

For the application that is covered in this article, we build a 
more sophisticated YOLO-X model. The CSP darknet serves 
as the foundation for feature extraction in this model. In order 
to accomplish better feature fusion throughout the 
classification and regression tasks, the feature layers are first 
up-sampled for feature fusion and then down-sampled for 
classification [27]. One of the crucial elements that must exist 
for good feature extraction is the focus module. The input 
photographs are split into four pieces, then concatenated in 
order to preserve information about the features of the objects. 
This makes it possible to observe the characteristics more 
clearly. The Bottleneck CSP layer, which comes after the top 
layer, is where the deep features are recovered with more 
accuracy. Convolution, related batch normalization, and 
activation processes are performed on the feature maps. To 
learn about overlapping and mild symptoms, advanced data 
augmentation methods like mosaic and mix-up are utilized 
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during training [33]. The non-maximal suppression (NMS) 
strategy prevents the chance of multiple detections happening 
at the same time. 

A definition for the modeling error that arises between the 
anticipated class and the ground truth is Binary Cross Entropy 
(BCE) loss [34] with logits. A sigmoid activation function is 
utilized to eliminate all accurate predictions [26]. The 
bounding box's coordinates (x, y, w, and h) are predicted in the 
regression branch's output. 

In order to forecast bounding box outputs, YOLO-X 
employs the IoU metric and compares its predictions to the 
actual data. 

F. YOLO X Model Working Environment with Bounding Box  

The localization of objects and their categorization are two 
processes that are critically important for applications based on 
computer vision. How precisely a machine learning model can 
pinpoint an object's placement inside a scene or image is 
determined by the loss function [35]. This is why conventional 
single-stage and two-stage detectors are developed using the 
bounding box regression approach. 

Vanishing gradients provide a challenge because they cause 
IoU losses, which prohibit the model becoming convergent. 
The basis of the problem is that the predicted boxes do not 
precisely overlap the ground truth boxes, leading to inaccurate 
findings. To increase the precision with which the objects were 
tracked, it was chosen to give a number of enhanced bounding 
box losses depending on a number of parameters. The 
Generalized Intersection over Union, the Distance Intersection 
over Union the Complete Intersection over Union, and the 
Efficient Intersection over Union (GIoU, DIoU, CIoU, EIoU) 
are acronyms for these intersections. The amount of overlap 
between the target and the anchor boxes is represented by these 
loss functions via the use of several metrics. 

IV. RESULTS 

Training effectiveness was assessed based on increased 
convergence speed and detection performance of overlapping 
illness symptoms and severity classes using datasets collected 
from the field. For detection models, the Mean Average 
Accuracy (mAP) statistic is often used. This statistic indicates 
the accuracy for all classes when the Intersection over Union 
(IoU) criteria is set to 50%. The IoU threshold was held 
constant at 0.5 while calculating the mAP score. Similar levels 
of training accuracy were originally shown by the default 
YOLO-X model, but it was unable to converge in the last 30 
epochs of training. As illustrated in Fig. 4, this resulted in the 
default YOLO-X model's accuracy being lower (69.90%) than 
the suggested enhanced YOLO-X model's accuracy (73.42%). 

A SE block was added to the SPP module of the standard 
YOLO-X in an effort to boost detection performance. [39] To 
achieve this, many tests were conducted. The YOLO-X-SE 
model's training performance was plainly overfit in the last 20 
training epochs, which decreased inference speed. Several 
unique classes were misclassified, despite the fact that our 
model's inference time is a little faster than the default YOLO-
X. The model's validation and test results were assessed over a 
range of IOU losses in order to attain the best degree of 

convergence and mAP performance. The model performed 
noticeably better in terms of the results of the enhanced SPP 
block compared to vanilla-IoU and other regression techniques. 
For the localisation of overlapping medical symptoms, this was 
crucial. 

 

Fig. 4. YOLOX vs improved YOLOX model performance (mAP). 

The best weights are chosen when the training process is 
finished, and the model's performance on the test dataset is 
assessed using these weights. The regression will come to an 
end once the item included by the bounding box has been 
located. The BCE loss may be used to assess a bounding box's 
capacity to hold an item. The disease's ability to exist inside the 
anticipated bounding box is assessed using the confidence 
score. We conducted a number of tests to determine the ideal 
threshold value in order to increase the detection mAP score. 
This figure shouldn't be too high or low in order to avoid false 
positives and genuine predictions, respectively. The degree of 
confidence will stay at 0.25 after an analysis of the test data. 
Each projected bounding box in the test photos has a 
corresponding confidence level, which may be used to 
represent the detection performance of the test dataset as 
determined by Improved YOLO-X. The result offers proof that 
strengthens confidence in the localization and classification 
procedures. Fig. 5 represent the loss graph of YOLOX and 
improved YOLOX model in each epoch. 

 
Fig. 5. Graph depicts the YOLOX vs improved YOLOX loss vs epochs. 

The YOLO-X model uses the same basic idea as its 
predecessor but with an SPP anchor-free system. The 
decoupled head lowers convergence, as shown by comparing 
its performance to that of the YOLO-V4 [40] and YOLO-V5 
[20] models, both of which were trained and validated using 
our Tomato severity dataset. The findings are shown in Table 
II depending on the image size and processing inference time 
needed for inference. The accuracy of detection has reduced 
even though YOLO-V4 and YOLO-V5 have inference rates 
that are noticeably quicker than our model. Both the default 
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YOLO-X model and our Improved YOLO-X model 
demonstrate higher convergence performance compared to 
other models trained on our dataset because the anchor-free 
method decreases the possibility of complexity and obstacles 
emerging during training. 

TABLE II. RESULT OF MODEL COMPARISON BASED ON TIME ATTRIBUTE 

Experimented model Input Size Inference Time 

YOLO-v4 416X416 20.81 

YOLO-v5 416X416 16.01 

YOLO-X 640X640 32.08 

YOLO-X-SE 640X640 56.42 

Enhanced YOLO-X 640X640 32.03 

To evaluate how well our suggested YOLO-X model 
performs in classifying overlapping symptoms and severity 
phases. Because it was incorrectly categorized with the healthy 
and leaf curl disease stage-2 class, curl stage-1 was recognized 
with substantially lower average precision. The overlapping 
signs of leaf mold and curl stage-2 were also more accurately 
picked up by our upgraded YOLO-X model. As the class does 
not visually resemble any other classes and there are not many 
problematic images in our test dataset, the models successfully 
identify leaf stress. 

A. Comparison with Other Existing Models 

Here, we contrast the effectiveness of our upgraded YOLO-
X model with that of current state-of-the-art models. The 
performance of our proposed model is contrasted with that of 
cutting-edge models in Tableau. We trained the YOLO-V4, 
YOLO-V5, YOLO-V7, Efficientdet, and YOLO-X models on 
our tomato severity dataset for 100 iterations using the default 
code settings. The mAP scores are noticeably lower than those 
anticipated by the YOLO-X model, as seen in Table III. We 
created the YOLO-X- lite model, a YOLO-X version that 
works well for edge computing. An SPP block that has been 
tailored for embedded device operation is included in the 
model. However, it did not provide the expected results for a 
specific dataset. The advantages of applying Spatial Pyramid 
Pooling findings into mAP analysis are shown in Table IV. It 
indicates that when SPP with 3, 5, 7, and 9 connections is taken 
into account, our optimized YOLO-X model performs better. 

TABLE III. RESULT ANALYSIS OF THE PROPOSED MODEL IN COMPARISON 

WITH OTHER STATE OF HEART ALGORITHMS 

Experimented 

model 

mAP in 

Healthy 

mAP in Leaf 

Curl Disease - 

Stage 1 

mAP Leaf 

Curl 

Disease - 

Stage 2 

mAP in 

leaf mold 

YOLO-v4 27.87% 56.61% 40.12% 54.01% 

YOLO-v5 65.91% 29.21% 47.72% 53% 

YOLO-X 64.21% 49.58% 61.23% 62.31% 

YOLO-X-SE 56.01% 63% 64.02% 59.82% 

Enhanced 
YOLO-X 

62.37% 62.32% 65.72% 75.02% 

TABLE IV. AN ANALYSIS OF EVALUATION METRICS USING MEAN 

AVERAGE PRECISION WITH SPATIAL PYRAMID POOLING 

Spatial Pyramid 

Pooling (5,9,14) 

Spatial 

Pyramid 

Pooling 

(3,5,7,9) 

Skip 

Connections 
mAP 

Yes No No 69.90 % 

No Yes No 67.42% 

No Yes Yes 71.31% 

No Yes Yes 73.42% 

B. Future Work and Research Opportunities 

Multiple stresses on the host and multiple disease stages on 
the leaf are typical outdoor conditions. For these two scenarios, 
this research suggests a deep learning-based solution that has 
been put to the test on a large dataset. The scope of the 
proposed study is restricted to assessing the severity of diseases 
only on the leaves of tomato plants. Future study might 
potentially prioritize the study of disease severity detection in 
various parts of the plant. In order for our model to be 
applicable in real-world scenarios, its reliability is of utmost 
importance. To achieve this, the dataset will be continuously 
enhanced by incorporating new photographs depicting various 
ailments and harvests. 

 It is strongly advised to subject the recommended 
model to additional training and testing, specifically 
using individual leaves placed against a clean 
background. 

 To enhance its practicality and efficiency, we intend to 
allocate a greater financial investment towards 
obtaining more field samples. 

 Furthermore, to expedite the training and testing 
processes on state-of-the-art technology, we will 
prioritize designing the model to be as lightweight as 
possible. 

V. CONCLUSION 

The suggested study offers a framework for classifying 
symptoms of a particular disease on tomato plants according to 
increasing severity. The detection of many illnesses that are 
present on a single leaf may also be done using this approach. 
We have suggested a YOLO-X-based model with an enhanced 
Spatial Pyramid Pooling block to achieve this. Various pooling 
rates were used to aggregate multi-scale characteristics. 
Remaining links were added to better preserve spatial 
information. With the use of this model, we were able to 
identify diseases symptoms that were similar and overlapped 
more accurately. The suggested model outperformed the 
default YOLO-X by 3.27 percent according to experimental 
findings, achieving mAP scores of 73.42% and 72.31% using 
training dataset and testing dataset respectively. Additionally, 
Curl stage-2 and Leaf mold yielded the greatest results, with 
average precisions of 65.76% and 74.02%, respectively, for 
overlapping and co-existing classes. 
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Abstract—Playing video games is now considered one of the 

day-to-day activities of many adolescents and young people. This 

research studies the gender impact on video game participation 

and perspectives among college students in the Kingdom of Saudi 

Arabia (KSA). The data were collected by first conducting 

discussions involving four focus groups with a total of 26 

participants to explore the topic. An online questionnaire was 

then distributed, and a total of 2,756 responses were received. 

The analysis of the data shows a clear impact of gender on the 

playing practices adopted, perceptions towards the pros and cons 

of video games, and the most used consoles and popular games. 

However, the practices and perspectives of male and female 

players did not differ regarding bullying in video games. The 

findings of this study can advance the understanding of this 

subject, and game developers who are targeting the KSA game 

market can use the results as the basis for developing games that 

are more suitable for the players in that country. 

Keywords—College students; gender differences; KSA; video 

games  

I. INTRODUCTION 

The Kingdom of Saudi Arabia (KSA) is the nineteenth 
biggest gaming market in the world and is currently 
experiencing an enormous (41.1%) year-on-year growth in this 
sector [1], with 21.1 million gamers in KSA in 2020 [2]. 
Several studies have discussed the possible impact of violent 
video games and potential gender-related effects [3] [4] [5]. 
While [6] argued for the positive effects of video games on 
well-being greatly depend on the presence of moderation; the 
aspects involved, such as social aspects, violence, or physical 
activity; and the motivations behind playing the game. In 
addition, Comeras-Chueca et al. [7] emphasized on this 
positive effect when they used active video games (AVG) as an 
effective strategy to increase energy expenditure in children 
and adolescents with overweight and obesity when they found 
that energy expenditure with AVG combined with multi-
component exercise was 5.68 kcal/min in boys and 4.66 
kcal/min in girls with overweight and obesity. 

In the present study, the author explored gender differences 
in video game-playing among college students in the KSA, 
players’ perspectives of the male and female characters’ roles 
in the video games that they played, and the potential 
interference of gaming with other aspects of college students’ 
lives. This study aimed to answer the following research 
questions: (1) What are the main areas that identify the 
practices and perceptions of players in the KSA? (2) Are there 
differences between male and female players’ perceptions 
towards video games in the KSA? (3) Does gaming interfere 
with academic preparation and interpersonal relationships? 

 In this paper, we illustrate related previous research, 
describe and discuss our methodological approach, outline the 
findings about the participants’ participation and perspectives 
regarding video games, and finally discuss the implications of 
these practices in the KSA. 

II. LITERATURE REVIEW 

Previous studies explored and discussed the impact of 
gender on different aspects of video games such as playing 
duration, the content of video games, and how this is affecting 
players' personal life. One study [8] reported that more boys 
than girls played video games at least once based on two 24-hrs 
activity diaries for three age groups: 3–5 year-olds, 6–8 year-
olds, and 9–12 year-olds. According to the Kaiser Foundation 
[9], there is a gender impact on console video game playing, 
with boys spending an average of almost an hour a day playing 
(0:56) and girls just under fifteen minutes (0:14). One clear 
reason for the disparity in this age group is that girls lose 
interest in computer games as they enter their teenage years, 
whereas boys do not. Other studies have also reported gender 
differences in children’s video game playing [10] [11], and the 
2003 consumer survey by Interactive Digital Software 
Association [12] showed that approximately 72% of the most 
frequent players are boys or men. In arcades, video games are 
more often played by boys or men than by girls or women [13]; 
meanwhile, according to [14], approximately equal numbers of 
men and women in college play video games. 

Gender is also a relevant issue regarding video games’ 
content. More video games are male-oriented than female-
oriented where Scharrer [15] examined 1,054 video game 
advertisements from video game magazines and reported that 
the ratio of male to female characters was greater than three to 
one. After their analysis of 597 characters from 47 randomly 
selected Nintendo 64 and PlayStation games, Beasley and 
Standley [16] found that only approximately 14% of those 
characters were women. In addition, female characters were 
depicted with more exposed skin than male characters. In a 
study of video game reviews on an Internet site, Ivory [17] 
similarly reported under-representation and sexualization of 
female video game characters. In none of these previous 
studies, though, were players’ perspectives of gender-related 
content assessed. 

Differential video game-playing by men and women may 
also be related to other aspects of individuals’ lives. In [18], the 
author shows that brief exposure of children to a prosocial 
video game (PVG) increased their prosocial thoughts and 
prosocial behaviors. More precisely, boys reported higher 
accessibility of prosocial thoughts and more prosocial 
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behaviors than girls. The PVG effect on prosocial behaviors 
was mediated by prosocial thoughts. These findings suggest 
that increasing PVG exposure and training prosocial thoughts 
were effective ways to promote the positive development of 
prosocial behavior during early childhood. The research in [19] 
suggested that players' in-game motivational experiences can 
contribute to affective well-being, but they do not affect the 
degree to which play time relates to well-being. On other hand, 
the “displacement hypothesis” has been used previously to 
explain how children’s television viewing may affect their 
other activities [20]; time spent in one activity displaces time 
that could have been used to do something else. Similarly, 
Gentile, Lynch, Linder, and Walsh [21] reported that both the 
amount of game playing and exposure to game violence were 
negatively linked to poor school grades in eighth- and ninth-
grade students. Sixth- and ninth-grade boys were more likely 
than girls of the same age to indicate that they spent their free 
time playing computer/video games, and they were more likely 
to select “none” when asked how much time per day they spent 
reading for pleasure [22]. Video game playing has been linked 
with hostility [21], which could negatively impact 
interpersonal relationships in a variety of ways. Also, if men 
spend more time than women playing video games, romantic 
relationships may be negatively impacted because “couple 
time” could be displaced by time spent gaming, which could 
result in interpersonal conflict. 

III. METHODOLOGY 

The study began by forming focus groups, which are 
effective in exploring and examining participants’ perspectives 
and concerns by allowing them to create new questions and 
concepts [23]. Focus group sessions are social gatherings, 
usually of six to eight participants [24]. Morgan [25] reported 
that it can take up to 32 telephone calls or personal visits to 
recruit just eight participants for a group. Participants are 
encouraged to debate the relevant issues and to develop their 
opinions and thoughts, as they would in real-world situations 
[26]. A moderator presents the focus of the discussion and 
helps to elicit conflicting arguments without judging the 
participants’ opinions [27]. The approach used to analyze the 
resulting data was to categorize quotations from the focus 
groups into types of description, i.e., concepts, and then to 
compare them with targeted concepts of privacy perspectives 
[28]. Four focus groups were formed during March 2023 with 
26 participants in total: a men-only group (seven participants), 
a women-only group (six participants), and two groups of 
mixed-gender (four women and three men, and three women 
and three men). All the focus group participants were college 
students aged 18–25 years and a snowballing technique was 
used to recruit them. Prior to each focus group, participants' 
consent obtained for ethical considerations. Conducting the 
four focus group discussions early in the study was useful, as 
they provided preliminary information on which to focus on 
the next step of the data collection. 

A questionnaire was then designed to evaluate the possible 
influence that gender had on college students’ perspectives and 
participation in video games. The questionnaire was based on 
the outcomes of the focus groups and face-validated using 
exploratory interviews; some items were rephrased in order to 
reflect the intended meaning, while others were deleted or 

added. To define the final list of statements, respondents were 
asked to identify whether the proposed items from the 
questionnaire represented their perspectives toward video 
games and to indicate some additional items that they 
considered important for investigation. The questionnaire 
consisted of two parts: the first gathered gender and age 
information, and the second included 54 five-point Likert 
statements ranging from “strongly disagree” to “strongly 
agree.” The questionnaire was created using Google Forms and 
the random target subjects of the questionnaire were college 
students in the KSA aged 18–25 years. The questionnaire took 
10–15 minutes to complete. After collecting the responses, the 
data were entered into the computer and processed using the 
Statistical Package for the Social Sciences (SPSS V.20), which 
is a widely used program for statistical analysis in the social 
sciences. 

IV. RESULTS 

A. Focus Group Results 

Analysis of the data from the focus groups revealed four 
main areas related directly to the perspectives and participation 
of students in video games in the KSA: playing practices; 
bullying; the pros and cons of video games; and the most used 
consoles and most popular games. 

 Playing practices consisted of variables that relate to 
activities such as spending money on video games, watching 
professionals playing, gender issues in video games, and the 
effect of playing on social and academic life. Bullying in video 
games comprised questions related to someone being bullied 
and practices to avoid bullying. The third area referred to 
possible advantages and disadvantages of playing video games, 
such as isolation or engagement with others, wasting money or 
time, health and religious effects, and improvements in mental 
agility and concentration. The final area includes variables 
relating to the most used consoles and the most popular video 
games. 

B. Questionnaire Results 

There were 2,756 responses to the questionnaire, of which 
39.2% were from men and 60.8% were from women. 
However, 469 responses were excluded from the results 
because they were from respondents over 25 years of age; 
therefore, 2,287 responses were included in the study. 

1) Playing time: Table I shows that when participants 

were asked about how much time they spent playing during 

the previous week, 26.9% did not play, and more women did 

not play than men. It can also be seen that 23% of participants 

played 1 to 2 hrs per week, and again most of them were 

women. However, the percentage of male players was higher 

for the last three categories: 2 to hrs, 6 to 10 hrs, and every 

day. In addition, the chi-squared test was used to determine 

the gender differences and playing hours in video games, and 

it was found that the p - value showed there was a statistically 

significant difference between men and women, and the 

number of hours of play differed according to gender. From 

the table below it can be seen that men prefer to spend more 

hours on video games than women. 
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TABLE I. TIME SPENT PLAYING DURING THE PREVIOUS WEEK 

 Male Female Total (%) 

None 132 610 742 (26.9%) 

1–2 hrs 228 406 634 (23%) 

2–5 hrs 226 182 408 (14.8%) 

6–10 hrs 122 72 194 (7%) 

Every day 191 118 309 (11.2%) 

Total (%) 899 (39.3%) 1,388 (60.7%) 2,287(100%) 

Chi-squared value = 21.41 p - value = 0.000* 

*p - value is statistically significant at 0.05 

Respondents who did not play video games in the last week 
were presented with a choice of reasons why. The mean, 
standard deviation, and level of agreement of the responses are 
illustrated in Table II. The reasons chosen by respondents 
reflect a generally positive perspective, as the reasons for not 
playing were not lack of money or lack of ability to play, but 
rather their lack of time or enthusiasm to play.  

TABLE II. REASONS FOR NOT PLAYING IN THE PREVIOUS WEEK 

Reason Mean 
Standard 

Deviation 

Level of 

Agreement 

I don't have time 3.86 1.30 High 

I don't like video games 3.90 1.29 High 

I don't have enough money to play 2.39 1.37 Low 

I am not good at video games 3.14 1.41 Medium 

2) Playing practices: Table III demonstrates the 

respondents' answers to their playing practices, along with the 

mean, standard deviation, and level of agreement where the 

average mean was 3.28, which is medium. 

The respondents' perspectives for all items varied between 
high and medium, where the highest mean of 3.72 was for item 
1 (“For fun, I prefer to watch videos of other people playing”) 
followed by item 2 ("I will not pay for a video game that I 
never tried before; I have to try it first") with a mean of 3.65, 
which indicates respondents' mindfulness of spending money 
on games. Items 12 and 13 have the lowest means of 2.93 and 
2.70, respectively, indicating that respondents believe that 
video games do not have a significant effect on their academic 
performance or their social relationships, or that they are not 
sure. 

3) Bullying in video games: Tabel IV presents the mean, 

standard deviation, and level of agreement regarding 13 items 

relating to bullying in video games. The mean was 3.46 in the 

high level, which indicates that respondents have high 

awareness regarding this topic, and as noted the mean for all 

the 13 items related to this topic ranged between 2.90–3.89, 

indicating a high to medium level. The highest mean, 3.89, is 

for item 1 ("I see a lot of bullying in video games"), followed 

by item 2 ("I play only with my friends") where the mean was 

3.84. The lowest means, 3.08 and 2.90, were for items 12 and 

13, respectively (“I don't care if I witnessed someone being 

bullied,” and “Bullies are always female characters”); the 

level of perspectives was medium, indicating that respondents' 

are neutral about these two items. 

TABLE III. PLAYING PRACTICES 

 Item Mean 
Standard 

Deviation 

Level of 

Agreement 

1 
For fun, I prefer to watch videos 

of other people playing 
3.72 1.26 High 

2 

I will not pay for a video game 

that I never tried before; I have 
to try it first 

3.65 1.28 High 

3 
I watch videos of other people 

playing just to learn from them 
3.57 1.25 High 

4 
Most famous video games are 
masculine 

3.48 1.14 High 

5 

In video games female 

characters are always sexually 
provocative 

3.40 1.28 Medium 

6 
Playing affects my sleeping 

hours negatively 
3.35 1.26 Medium 

7 
I might pay for a video game 
that I never tried before 

3.24 1.38 Medium 

8 
I don't like to deal with people 

who play video games a lot 
3.20 1.24 Medium 

9 
There are no famous video 
games that are feminine 

3.20 1.19 Medium 

10 
I might pay to update a game or 

buy a weapon 
3.13 1.39 Medium 

11 I always pick a male character 3.04 1.40 Medium 

12 
Playing affects my academic 
performance negatively 

2.93 1.29 Medium 

13 
Playing affects my relationships 

with others negatively 
2.70 1.31 Medium 

 Total 3.28 0.62 Medium 

TABLE IV. BULLYING IN VIDEO GAMES 

 Items Mean 
Standard 

Deviation 

Level of 

Agreement 

1 
I see a lot of bullying in video 

games 
3.89 1.05 High 

2 I play only with my friends 3.84 1.14 High 

3 

Usually, if the team is all 

female players, they would 
refuse a guy playing with them 

3.75 1.10 High 

4 
I do play with strangers picked 

randomly by the game. 
3.71 1.08 High 

5 
Male characters are more 
professional in video games 

3.69 1.23 High 

6 Bullies are always men 3.57 1.14 High 

7 
If I witness someone being 
bullied, I always stand out 

3.45 1.19 High 

8 

I do play with strangers from 

the opposite sex picked 

randomly by the game 

3.41 1.25 High 

9 
Bullying is always against 

female characters 
3.37 1.20 Medium 

10 
Women are more professional 

in video games 
3.15 1.19 Medium 

11 

Usually, if the team is all male 

players, they would refuse a 

female player with them 

3.11 1.31 Medium 

12 
I don't care if I witness 
someone being bullied 

3.08 1.30 Medium 

13 
Bullies are always female 

characters 
2.90 1.14 Medium 

 Total 3.46 0.63 High 
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4) Pros and cons of playing video games: Participants in 

the focus groups were asked about the pros and cons of 

playing video games. Table V shows that the average mean 

was 3.88, with a high level, and this falls within the category 

of “agreed,” which indicates the respondents' agreement 

towards the pros and cons of playing video games and that 

they have awareness of the listed items. It is also noted that 

the mean of their perspectives ranged between 3.56–4.31 for 

the items listed and the highest mean was 4.31 for item 1 

("Spending fun time’ is an advantage of playing"). The lowest, 

3.57 and 3.56, were for items 9 and 10, respectively 

(“Neglecting work/study’ is a disadvantage of playing,” and 

“Wasting money’ is a disadvantage of playing" The 

perspective level was high which indicates that the 

respondents' approval of these cons is high, confirming that 

they concur on the defects of video games including their 

impact on work, academic achievement, and financial loss. 

TABLE V. PROS AND CONS OF PLAYING VIDEO GAMES 

 Items Mean 
Standard 

Deviation 

Level of 

Agreement 

1 
Spending fun time’ is an 

advantage of playing 
4.31 0.78 Very High 

2 

Living exciting moments in 
artificial reality’ is an 

advantage of playing 

4.18 0.89 High 

3 

Evolving player's smartness 
and reflections’ is an advantage 

of playing 

4.07 0.97 High 

4 

Affecting player's sight 

negatively or causing obesity’ 
is a disadvantage of playing 

3.88 1.09 High 

5 

Knowing other players and get 

along with them’ is an 

advantage of playing 

3.86 1.08 High 

6 
Neglecting prayers’ is a 

disadvantage of playing 
3.84 1.20 High 

7 

Isolating players from 

community’ is a disadvantage 

of playing 

3.80 1.09 High 

8 
Wasting time’ is a 
disadvantage of playing 

3.74 1.17 High 

9 
Neglecting work/study’ is a 

disadvantage of playing 
3.57 1.18 High 

10 
Wasting money’ is a 

disadvantage of playing 
3.56 1.18 High 

 Total 3.88 0.65 High 

5) Impact of gender: In addition to the mean and standard 

deviations, the independent samples test was used to identify 

gender impact on respondents' perspectives towards playing 

practices, bullying, and the pros and cons of playing video 

games. Table IV shows that the p - value is statistically 

significant in both playing practices and the pros and cons of 

video games. This indicates that the perspectives of male 

respondents differ from those of female respondents towards 

these two areas, where the mean for men’s perspectives 

toward playing practices is higher than the women’s, 

indicating that men have a better perception of their playing 

practices; however, it is the opposite case in the second area, 

where women’s perspectives toward pros and cons for playing 

video games is higher, indicating that they have a better 

perception of this area. However, it should be noted that there 

are no differences in male and female respondents' 

perspectives towards bullying in video games, meaning that 

their opinions are similar in this area. Fig. 1 below 

demonstrated the mean and standard deviations for males and 

females participants towards the three areas. 

TABLE VI. IMPACT OF GENDER 

Item 
Gender Sample 

Size 
Mean 

Standard 

Deviation 
p - value 

Playing 
practices 

Male 767 3.34 0.59 
0.000* 

Female 778 3.22 0.64 

Bullying 
Male 767 3.46 0.62 

0.911 
Female 778 3.45 0.64 

Pros and 

cons 

Male 767 3.83 0.62 
0.005* 

Female 778 3.93 0.67 

*p - value is statistically significant at 0.05 

 

Fig. 1. Gender impact. 

6) Most used game console and most popular game: The 

independent samples test was used in addition to mean and 

standard deviations to identify the influence of gender on the 

game consoles most used by male and female respondents, as 

presented in Table VII. The p - values in the table below 

indicate a statistical significance in the following consoles: 

Sony PlayStation, mobile phone, PC, and Xbox; this indicates 

that men's opinions differ from women’s towards these 

consoles, and it is clear from the table that the differences 

were in favor of males respondents, indicating that men have a 

higher preference than females for their use. Meanwhile, the p 

- value in the table is not statistically significant in the 

perspectives of male and female respondents towards Wii and 

Nintendo, indicating that the perspectives of male respondents 

do not differ from those of women towards these consoles. 

Fig. 2 demonstrated the mean and standard deviations for 

males and females participants towards the different game 

consoles. 
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Fig. 2. Game consoles. 

 
Fig. 3. Popular games. 

Meanwhile, seven video games were mentioned by 
participants in the focus groups: Call of Duty, FIFA, PUBG, 
Fortnite, card games, Ludo Star, and puzzle games. Call of 
Duty is a video game series starting in 2003 and originally 
focused on the World War II setting, FIFA is a discontinued 
football video game, PUBG (previously known as 
PlayerUnknown's Battlegrounds) is a battle royal game, 
Fortnite is an online fighting video game released in 2017,  
card games are any game using playing cards as the primary 
device with which the game is played such as Solitaire, Spider 
Solitaire, Hearts, etc. Ludo Star is an online board dice video 
game, puzzle games are make up a broad genre of video games 
that emphasize puzzle solving. The types of puzzles can test 
problem-solving skills, including logic, pattern recognition, 
sequence solving, spatial recognition, and word completion. By 
exploring gender influence on the popularity of these games, 
Table VIII shows that the p - value is statistically significant in 
the perspectives of male and female respondents towards all 
the games, and this indicates that the perspectives of men differ 
from those of women towards playing those games. The 
differences were in favor of male respondents for Call of Duty, 
FIFA, Fortnite, and card games, and this indicates that men 
have a better perception than women of these games or that 
these games suit men better than women. On the other hand, 

the differences were in favor of women for PUBG, Ludo Star, 
and puzzle games, and this indicates that women have a better 
perception than men of these games or that these games are 
more suitable for women than men. Fig. 3 demonstrated the 
mean and standard deviations for males and females 
participants towards popular games. 

TABLE VII. MOST USED CONSOLES 

Console 
Gender 

N Mean 
Standard 

Deviation 
p - value 

Sony 

PlayStation 

Male 767 2.48 0.70 
0.000* 

Female 778 1.95 0.80 

Mobile 

phone 
Male 767 1.73 0.87 

0.000* 
Female 778 1.39 0.70 

PC Male 767 1.34 0.65 
0.000* 

Female 778 1.25 0.57 

Xbox Male 767 1.20 0.52 0.003* 

Female 778 1.18 0.51 

Wii Male 767 1.25 0.57 0.367 

Female 778 1.23 0.58 

Nintendo Male 767 1.73 0.87 0.383 

Female 778 1.39 0.70 

*p - value is statistically significant at 0.05 

TABLE VIII. MOST POPULAR VIDEO GAME 

Video 

game 

Gender 
N Mean 

Standard 

Deviation 
p - value 

Call of 

Duty 

Male 767 1.99 0.798 
0.000* 

Female 778 1.70 0.780 

FIFA Male 767 2.24 0.801 
0.000* 

Female 778 1.44 0.684 

PUBG Male 767 1.69 0.822 
0.000* 

Female 778 1.80 0.810 

Fortnite Male 767 1.70 0.782 0.003* 

Female 778 1.48 0.723 

Card 

games 
Male 767 1.88 0.859 

0.000* 
Female 778 1.33 0.631 

Ludo Star Male 767 1.56 0.732 
0.000* 

Female 778 1.81 0.769 

Puzzle 

games 
Male 767 1.45 0.700 

0.000* 
Female 778 1.65 0.787 

*p - value is statistically significant at 0.05 

V. DISCUSSION 

Regarding the first research question about the main areas 
that identify the practices and perceptions of video game 
players in the KSA, the analysis found four main areas: playing 
practices, bullying, pros and cons of video games, and most 
used console and most popular game. 

Meanwhile to answer the second research question: Are 
there differences between male and female players’ perceptions 
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towards video games in the KSA? The similarities and 
differences between male and female players’ perceptions 
towards video games have been highlighted. Regarding the 
playing practices, the study found that approximately one-third 
of the participants did not play at all in the week before the 
questionnaire, and the majority of these were women. For 
participants who played video games, the study found that 
more men than women prefer to play, and for longer hours, 
which supports the original hypothesis. This is supported by 
[8], [9] and [29], which reported that the percentages of daily 
and weekly male players are higher than those of female 
players. In addition, men’s perspectives toward playing 
practices mentioned in Table III are higher than women’s, 
which indicates that men have a better perception of their 
playing practices and wide agreement regarding the items 
mentioned in the table, particularly the first four items: 
watching others playing for fun or to learn something, not 
buying a game without trying it first, and the masculinity of 
famous games. Also, gender difference is noticeable in the 
responses of participants regarding the pros and cons of 
playing video games where, in this case, women have a better 
perception of them and wide agreement regarding the items 
mentioned in Table V such as playing for fun, increasing 
thinking and response abilities, and getting friendly with 
strangers are the advantages of playing video games, while the 
disadvantages are the negative impact on academic/work 
performance and social relationships, and wasting time and 
money. According to [29], 17.7% of players in the KSA use 
smartphones to play, 17.6% of them use Sony PlayStations, 
and the rest of the consoles are used by less than 5% of players. 
This study found the opposite, where the Sony PlayStation is 
used more than smartphones, and men’s usage is higher than 
women’s. Moreover, [29] specify the order of the most popular 
games in playing consoles as follows: FIFA, PUBG, Fortnite, 
Roblox, and Call of Duty. Similarly, the most popular games 
on smartphones are as follows: Subway Surfers, Snake.io, 
Roblox, Ludo Star, Yalla Ludo, and PUBG MOBILE. This 
order of popular games did not consider the gender aspect. In 
this study, the order of popular games would be the following: 
FIFA, Call of Duty, PUBG, Ludo Star, Fortnite, and Card 
games at the same level, and then finally puzzle games. The 
gender impact appears in men favoring the first two along with 
Fortnite and card games, while women favor PUBG, Ludo 
Star, and puzzle games. On the other hand, gender differences 
did not occur in one area, namely bullying in video games. 
This indicates that male and female players’ opinions are 
similar, and there is wide agreement about the items in this 
area. These are mentioned in Table IV particularly the first 
eight items about the frequency of bullying and specifically 
male bullies in video games and the general preference of only 
playing with friends if possible; if not, it is still acceptable to 
team up with strangers picked out randomly by the game even 
if they are from the opposite sex. 

The third research question regarding the interference of 
video games with academic preparation and interpersonal 
relationships was answered by the analysis of the data in V, 
where participants highly agreed that getting friendly with 
strangers are one of the advantages of playing video games, 
while the disadvantages are the negative impact on 
academic/work performance and social relationships. 

The current study was exploratory and the self-reported 
approach used were as transparent as possible to enable others 
to examine and build upon this work, however, moving beyond 
this initial exploration of players' practices and perceptions to a 
more confirmatory approach, further research should follow 
different approach relying on collecting practical practices. 
Following this will result in a more reliable knowledge base for 
game developers. 

VI. CONCLUSIONS 

In the present study, the authors explored gender 
differences in video game playing among college students in 
the KSA, covering players’ perspectives of the male and 
female characters’ roles in the video games that they played, 
and the potential interference of gaming with other aspects of 
college students’ lives. It found clear evidence supporting the 
high impact of gender on the participation and perceptions of 
college students in the KSA, as predicted. In addition, the four 
main areas identified can serve as the foundation for the 
development of appropriate game-marketing strategies for 
game vendors in the KSA. Game developers who are targeting 
the KSA game market can use the results of this study as the 
basis for developing video games by considering the impact of 
gender and the practices and perceptions of Saudi players 
detailed in this study. However, selecting college students puts 
a limitation on how generalizable our results are. Moreover, 
collecting data from participants using self-reports instead of 
objective measures of technology use can be other limitation to 
the current study. The findings in this study advance the 
knowledge of this subject and future research could be 
expanded by increasing the number of questions asked 
regarding students' academic performance and income or 
expanding the study range to include players other than college 
students. In addition, as this study was exploratory, we 
recommend other researchers to examine and build upon our 
work and collecting data regarding players' practices by using 
of more confirmatory approach. 
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Abstract—A crucial issue in sentiment analysis primarily 

relies on the annotation task involving data labeling. This critical 

step is typically performed by linguists, as the nuanced meaning 

of text significantly influences its contextual interpretation. If 

there is a large volume of data, annotation is time-consuming and 

financially burdensome. Addressing these challenges, a semi-

supervised learning annotation (SSL) that integrates human 

annotator and artificial intelligence algorithms emerges as a 

potent solution. Building accurate SSL needs to explore the best 

architecture, including a combination of machine learning and 

mechanism. This research aims to construct semi-supervised 

model annotation text by tuning the parameter of the machine 

learning algorithm to gain the most accurate model. This study 

employed a Support Vector Machine and a Random Forest 

algorithm to build semi-supervised annotation. Grid-Search and 

Random-Search were employed to tune the Random Forest and 

Support Vector Machine parameters. The semi-supervised 

annotation model was applied to annotate Indonesian texts. The 

outcomes signify that hyperparameter-tuning enhances SSL 

performance, surpassing the performance achieved using default 

parameters. The experiment also shows that the SSL annotation 

using a Support Vector Machine tuned by Grid Search and 

Random Search is more robust than the Random Forest 

algorithm. Hyperparameter tuning is also robust to training data 

that contains many manual labeling errors by experts. 

Keywords—Text annotation; semi-supervised; parameter-

tuning; grid search; random search 

I. INTRODUCTION 

The challenge in text classification-based machine learning 
is data labeling. Each textual instance has meaning upon the 
context and grammatical nuance specific to each language. 
Thus, human intervention is vital for data labeling, as humans 
are adept at assessing the contextual relevance of text. Human 
annotator requires expertise in understanding the language 
context. However, labeling numerous volumes of data requires 
quite an amount of time and causes tiredness for the annotator -
consequently, the objectivity loss of the labeling process. 
Hence, automation annotation is highly needed before the 
dataset feeds into a machine learning classifier. 

There has been a new development of an annotator-based 
machine built by learning knowledge of the language experts 
or humans. SSL uses a small sample of data annotated by 
language experts and then uses the sample to build a training 
model. Then, the training model is used for the annotation of 
unlabeled data. The SSL model draws expert insight from a 
small sample to build robust annotator unlabeled data. Here, 
the SSL challenge is to produce a reliable and precise model. 

In previous related research, a semi-supervised learning (SSL) 
model was developed to classify text [1-4]. The performance of 
semi-supervised text annotation still needs to improve. Al-
Laith et al. used LSTM and FastText for annotating Arabic text 
with only three classes, resulting in an accuracy of 69.4% on 
the SemEval 2017 dataset. In contrast, the best system 
achieved a 63.38% F1 score, while on the ASTD dataset, 
performance improved from 64.10% to 68.1% [4]. Aydln and 
Güngör [5] combined semi-supervised and unsupervised 
methods and implemented the J-48 tree, Support Vector 
Machine, and Naive Bayes algorithms. As a result, the 
accuracy is more than 90%. However, this model has not 
proven its performance for multi-class datasets and other 
language datasets. Alahmary and Al-Dossari [2] applied Naive 
Bayes as a semi-supervised learning classifier with high 
accuracy (83%). However, researchers have yet to test this 
model on other datasets, and we do not know its performance 
when utilized for SSL in other languages. So, developing a 
semi-supervised text annotator for Indonesian text that utilizes 
multiple machine learning models and various vectorizers is 
expected to yield improved performance. Previous related 
Research SSL in Indonesian by NurHeri Cahyana et al. 
annotates hate speech [3]. The maximum accuracy in those 
research employing KNN and TF-IDF is only 59.68%. SSL 
model in [3] has a weakness: the model has not been applied to 
other Indonesian text datasets and has not tried other model 
combinations. 

Many ways are done to gain a high-performance model, 
such as identifying data samples with hesitant labels and 
removing training data with unreliable labels. Those can 
improve the quality of the training data and improve classifier 
performance [6]. Another approach to improve model 
performance is to overcome by trying various amounts of 
training data proportions when building the annotation model, 
then applying the ensemble method, using several machine 
learning to classify the same data consensus on classification 
decisions using confidence values [7]. Performance machine 
learning depends on parameter setting [8]. Some ways to 
leverage the performance of machine learning are tuning the 
parameters [9-–11] and applying optimization [12-14]. The 
goal of tuning these parameters is to find the best combination 
parameter [15]. Tuning parameters can significantly impact the 
model performance and finding the right combination 
involving experimentation and iterative adjustments [16]. A 
tuning parameter is a parameter that is not learned directly 
from the data during the training process of a machine-learning 
algorithm. Instead, it is a value set before training to control the 
algorithm behavior. Unlike the default individual parameters of 
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a model, which are learned from the training data, tuning 
parameters are set by the user before training. Fine-tuning 
parameters can have a substantial impact on the model 
performance [17]. 

Besides tuning individual algorithm parameters, 
hyperparameter techniques such as Grid Search and Random 
Search can help find the best parameter combination. Several 
researchers in text labeling or other domains employ Grid 
Search [9], [18], [19] and Random Search [10], [11], [20], [21] 
to enhance the accuracy and performance of machine learning 
algorithm. Not all parameter tuning techniques are in tune with 
machine learning algorithms and the data they handle.  In 
previous research, several algorithms that can generally be 
tuned include Support Vector Machine (SVM), Random Forest 
(RF), Logistic Regression, Naive Bayes, Neural Networks, and 
Gradian Boosting. It is necessary to research the best 
hyperparameters for each algorithm. This research aims to 
leverage the performance of semi-supervised text annotation 
through tuning parameters Support Vector Machine and 
Random Forest using Grid Search and Random Search. 
Different language corpus needs an appropriate architecture 
model for automated text labeling. This research uses the 
Indonesian dataset for the research material. Thus, SSL 
architecture for the Indonesian dataset becomes the focus. 

Our research proposed SSL with the SVM and Random 
Forest as classifier. Random Search and Grid Search as 
hyperparameter tuning to obtain the most optimal model. The 
research problem boundary employs hyperparameter tuning to 
gain high-performing SSL models for Indonesian text 
annotation—the performance metric using F1-Score and 
accuracy. This research is limited to utilizing two machine 
learning algorithms, Random Forests and Support Vector 
Machine, and two hyperparameters technic Grid Search and 
Random Search. We divide the article into four sections: 
introduction, methods, results and discussion, and conclusions. 

II. Methods 

The following section describes the research steps, 
including data collection, data cleaning, feature extraction, 
building classifier model annotation, and evaluation. 

A. Data Collection 

Due to several reasons, this research has used various 
datasets to test the Semi-Supervised Text Annotation Model. 
The primary rationale behind this approach is to enhance the 
model’s ability to generalize and effectively accommodate 
variations within the data. By subjecting the model to 
evaluation using diverse datasets, the model can objectively 
assess its performance across different domains. Also, this 
approach can examine the model’s efficacy in managing 
linguistic heterogeneity. Additionally, testing on various 
datasets has comprehensively evaluated the model 
performance. Thus, this research endeavor involves the 
utilization of three publicly available datasets, as described in 
Table I, for the explicit purpose of rigorous testing and 
analysis. 

TABLE I.  DATASETS USED FOR MODEL ASSESSMENT 

N

o 
Dataset 

Instan

ce 
Source 

1. 
Hate 
Speech  

13168 

https://github.com/okkyibrohim/ 

id-multi-label-hate-speech-and-abusive-language-

detection/blob/master/re_dataset.csv 

2 
Sentime
nt 

Ridife 

10805 
https://github.com/ridife/dataset-idsa/blob/master/ 
Indonesian%20Sentiment%20Twitter% 

20Dataset%20Labeled.csv 

3 

IndoNL
U 

Sentime

nt 

12759 

https://github.com/IndoNLP/IndoNLU/tree/maste

r/dataset/ 
smsa_doc-sentiment-prosa 

Before their utilization in the testing phase, the four 
datasets were processed by the same steps, including data 
cleaning, word embedding, and feature extraction. The 
subsequent section elaborates on the empirical outcomes of 
analyzing these four distinct datasets. 

B. Data Cleaning and Preprocessing 

The datasets used in this experiment comprised comments 
in the Indonesian language. The cleaning purpose is to clear up 
the dataset from noise such as punctuation, numerical 
character, and stop words. The clean data was transformed into 
a vector through several stages, including tokenization 
(unigram, bigram, and trigram), stemming, and finally, turning 
the stem into the vector using TF-IDF. Tokenizing onto 
unigram is breaking down a piece of a sentence into individual 
units. Bigram is a pair of sequence words within a sentence, 
while trigram refers to three sequence words within a sentence. 
Unigram, bigram, and trigram are N-gram types in which N is 
any number. N-Gram with N is two or more, often used to 
capture more contextual information than a single word. 

C. Word Embedding and Feature Extraction 

The Bag of Words (BoW), often mentioned as Term-
Frequency (TF), constitutes an algorithm employed to 
determine the weight of individual words within a document. 
The weight of Term-Frequency is computed by quantifying the 
occurrence of the term t in document D and dividing it by the 
total count of words present in document D. The underlying 
objective is to identify unique words that can serve as an 
essential document feature. The large documents generate a big 
matrix. Given a number feature of N and a sum document of D, 
the feature matrix has dimensions of N x D. TF is the 
occurrence of a word t in document D, computed as in Eq. (1). 

       
    

                                
  (1) 

The       is the frequency of term t in document d, 

where t is a term (word within a sentence), f is the number of 
occurrences of term t in document d, and      is the number of 

terms t in document d. 

TF-IDF (Term Frequency-Inverse Document Frequency) is 
the weight computed by multiplication between TF and IDF. 
IDF (Inverse Document Frequency) is a value that indicates 
how important a word is in the entire document in the dataset. 
A word with a lower TF-IDF value is considered less 
important, and vice versa. Words that appear frequently 
throughout the document are considered as less important 
words. The weight IDF of a document calculated as in Eq. (2) 

https://github.com/ridife/
https://github.com/IndoNLP/
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To compute the TF-IDF (Term Frequency-Inverse 
Document Frequency), the TF value is multiplied by the IDF 
value according to the following formula, as in Eq. (3) 

                      

D. Model of Semi-Supervised Text Annotation 

Random Forest is a robust ensemble learning algorithm 
widely used in machine learning for classification. Random 
Forest defines the target class by combining multiple decision 
tree outputs to yield a single outcome. As suggested by its 
name, a "forest" comprises numerous trees generated through 
bagging or bootstrap aggregating. Each tree in the Random 
Forest produces class predictions, with the majority class 
prediction as the candidate prediction model. Increasing the 
number of trees leads to enhanced accuracy and mitigates 
overfitting concerns. Random Forest is known for its 
robustness and resistance to overfitting. Tuning its parameters 
can improve performance on specific datasets.  

SVM is a robust machine learning algorithm widely used 
for classification tasks. It is particularly effective for tasks 
involving complex data distribution and when clear dividing 
lines are needed to differentiate between classes. SVM aims to 
find the optimal hyperplane that best separates different classes 
of data points in a high-dimensional space. The basic idea of 
SVM is to find a hyperplane that maximizes the margin 
between classes of data points. The margin is defined as the 
distance between the hyperplane and the nearest data points 
from each class. The idea is to choose the hyperplane with the 
largest margin, which is expected to classify well to new data 
with no class yet. However, SVM's effectiveness depends on 
properly tuning parameters to make the data separable. 

E. Proposed Semi-Supervised Learning Architecture 

This research proposes a novel architecture for the semi-
supervised learning (SSL) model with tuning parameters, 
depicted in Fig. 1. The SSL workflow initiates by utilizing an 
annotated dataset encompassing training, testing, and unlabeled 
data, as in Fig. 1. Training and testing data are manually 
labeled by an Indonesian language expert. 

The process begins with word embedding, transforming 
textual data from the training set into vectors using the TF-IDF 
technique. This word embedding procedure generates three 
distinctive vectors: unigram, bigram, and trigram. These three 
vector representations subsequently serve as inputs for building 
three separate models employing Random Forest and Support 
Vector Machine (SVM). The algorithm Random Forest and 
SVM parameters were tuned to gain the best classification 
model. 

Following the stacking principle, these three distinct 
models operate independently. Each model participates in the 
annotation of the unlabeled data. Then, the unlabeled data is 
annotated by each model, resulting in pseudo-labels of three 
sets of datasets, each classified according to one of the three 
models. A pseudo-label has high confidence if the cumulative 
weight assigned to it divided by the cumulative weight of all 
models is high. This confidence value is compared to a 

predefined threshold. This threshold serves as a criterion to 
identify annotated data (with pseudo-labels) with confidence 
values deserving inclusion as part of the training data. Then, 
documents with high-ranking confidence and existing training 
data are mixed. Through this innovative approach, the SSL 
process harnesses the strengths of multiple models to improve 
predictions on unlabeled data iteratively. Considering 
confidence values and applying the threshold optimizes 
integrating pseudo-labeled data into the training set, ultimately 
enhancing the model's performance. 

Fig. 2 describes the main algorithm of SSL. The process 
started by reading the labeled training dataset (DT), testing 
dataset (DTest), and unlabeled dataset (UN). All three datasets 
are transformed into the vector with feature unigrams, bigrams, 
and trigrams. Then, the model-building process is shown in 
lines 9-11, the hyperparameter process is in lines 12-14, the 
annotation process with the best parameter model is in lines 
15-17, and the line 18-21 is the voting process. 

 

Fig. 1. SSL text annotation using parameter tuning. 

 

Fig. 2. Algorithm of proposed SSL. 
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F. Tuning Techniques 

Grid Search and Random Search were applied for tuning 
both SVM and RF. Grid Search is a hyperparameter tuning 
technique that systematically searches for a machine learning 
optimal combination model of hyperparameter values. It 
involves defining a grid of possible hyperparameter values and 
then evaluating the model performance using each combination 
of these values through cross-validation. The best parameter 
combination selected is the optimal set of hyperparameters 
[18]. 

Random Search does not explore all combinations like Grid 
Search. Instead, it tracks the combinations that provide the best 
performance to date. When more combinations are evaluated, 
the combination becomes the new best combination if the 
performance of a combination is better than the previous one 
[22]. This randomness can be more efficient in exploring the 
hyperparameter space, primarily when enormous search space 
exists. 

G. Evaluation Model 

To evaluate the classification performance of the SSL 
model, we employ a confusion matrix, as shown in Table II. 
The confusion matrix will compare the predicted results with 
the actual class using the rules in Table II. This study uses two 
parameters for model validation, namely accuracy and F1-
score. 

TABLE II.  CONFUSION MATRIX 

 
Actual 

Positive Negative 

Predicted 
 

Positive True Positive (TP) False Positive (FP) 

Negative False Negative (FN) True Negative(TN) 

Accuracy is the ratio of the correctly predicted dataset to all 
datasets in the experiment. Accuracy, as in Eq. (4), is a good 
measurement, but it is only on symmetric datasets, i.e., when 
the number of false positives and false negatives is almost the 
same or balanced. 

         
     

           
  (4) 

Precision measures the proportion of genuinely positive 
instances among all instances predicted as positive by the 
model. In other words, it quantifies how well the model avoids 
false positives. High precision indicates that when the model 
predicts a positive class, it is more likely to be correct. 
Precision is crucial where the instances of false positives are 
high or when we want to ensure that the positive predictions 
made by the model are accurate. However, it is worth noting 
that precision does not consider instances that were predicted 
as negative, which could be actual positive cases that were 
missed (false negatives). Eq. (5) is the precision formula.                    

           
  

     
  

Recall (sensitivity) is the opposite of precision, as in Eq. 
(6). 

        
  

     
  (6) 

Eq. (7) is the average weight of precision and recall. F1 
Score is more beneficial than accuracy, especially if the results 
have an unequal class distribution. 

          
                     

                 
 

III. RESULT AND DISCUSSION 

A. Data Distribution 

The following Table III shows the distribution of class data 
for each dataset. Ridife corpus has class positive (24%), neutral 
(49.1%), and negative (26.9%). IndoNLU Sentiment has class 
positive (57.7%), neutral (10.7%), and negative (31.6%). Hate 
Speech only has two classes: positive (42.2%) and negative 
(57.8%). There are all three datasets in imbalanced class data. 

TABLE III.  DISTRIBUTION LABEL CLASS 

Dataset

s 

Label Class 

Positi
ve 

Proporti
on 

Neutr
al 

Proporti
on 

Negati
ve 

Proporti
on 

Total 

Ridife 2574 24.0% 5271 49.1% 2882 26.9% 
107

27 

IndoNL

U 
Sentim

ent 

7359 57.7% 1367 10.7% 4034 31.6% 
127
60 

Hate 
Speech 

5561 42.2% - - 7606 57.8% 
131
67 

The proposed SSL model employed a tuning parameter. 
Our experiment uses two techniques, namely Random-Search 
and Grid-Search. Random Forest and SVM parameters were 
tuned to gain the best performance of the SSL model. Before 
applying the SSL model, all datasets corpus are dispart into 
training, testing, and unlabeled data. Training and testing data 
are each 10% of the dataset—human labels 10% of training 
and testing data. The remaining 90% is unlabeled data. 

B. Performance SSL Model 

Data testing was employed to assess the performance of the 
SSL model under both baseline and final conditions. Baseline 
conditions involved the SSL model being constructed solely 
using labeled training data. In contrast, the final condition 
entailed forming the SSL model by fusing labeled training data 
and Pseudo-Labels generated from unlabeled training data. The 
experiment was done in two distinct stages. The initial stage 
entailed evaluating the SSL model using hyperparameters Grid 
Search, while the subsequent stage involved testing the SSL 
model performance with hyperparameters using Random 
Search. 

1) Performance SSL using SVM: The performance of SSL 

without hyperparameter is shown in Table IV, while after 

tuning is shown in Tables V and VI. 

TABLE IV.  PERFORMANCE SSL SVM 

Datasets 
Without Hyperparameter 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 
F1-Score(%) 

Ridife 26.9 100 26.9 42.3 

IndoNLU Sentiment 57.6 100 57.6 73.1 

Hate speech 57.8 100 57.8 73.2 
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TABLE V.  PERFORMANCE SSL SVM TUNED BY GRID SEARCH 

Datasets 

Grid Search 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 
F1-Score(%) 

Ridife 50.0 97.8 50.0 65.2 

IndoNLU Sentiment 78.4 85.5 78.4 81.4 

Hate speech 73.7 82.6 73.7 75.6 

TABLE VI.  PERFORMANCE SSL SVM TUNED BY RANDOM SEARCH 

Datasets 

Random Search 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 
F1-Score(%) 

Ridife 50.0 98.0 50.0 65.3 

IndoNLU Sentiment 78.8 85.2 78.8 81.3 

Hate Speech 73.0 83.5 73.0 75.4 

Table IV shows the result of the SSL model using SVM 
with standard parameters having low performance. Accuracy 
towards all three datasets is under 60%, even though the F1-
Score is high. The F1 score shows that the SSL SVM model 
without parameter tuning is quite good, although only for some 
data (IndoNLU sentiment and Hate Speech). The Ridife dataset 
does not reach 50% accuracy, requiring further investigation of 
the condition of the data, especially the validity of the sample 
annotation results by Indonesian language experts. With 
perfect precision values, it is surprising that the recall values 
are so much lower. With these results, an analysis can be 
drawn that the standard parameters used in SVM cannot 
optimize the performance of the SSL model. 

Meanwhile, Table V shows that SVM tuning using Grid 
Search can increase accuracy, indicated by increased accuracy 
and F1 scores. Because of the differences in class distribution, 
the performance observations emphasize the F1 score. By 
comparing the performance of the models without tuning and 
with tuning, Grid Search increases the F1 Score in the three 
datasets by 22.9% in the Ridife dataset, 8.3% in the IndoNLU 
sentiment dataset, and 2.4% in the Hate Speech dataset. 
Random Search increased the F1 Score by 23.0%, 8.2%, and 
2.2%, respectively, on Ridife, IndoNLU sentiment, and Hate 
speech. 

The effect of the parameter tuning done for SVM can be 
seen in the F1 score performance, as shown in Fig. 3. The F1 
score is a valid evaluation to represent the unequal class 
distribution. Fig. 3 shows that both tuning techniques (Grid and 
Random Search) can improve the SSL model performance. 

 

Fig. 3. Performance F1 Score SVM. 

2) Performance SSL using random forest (RF): The 

performance of SSL RF without a hyperparameter is shown in 

Table VII; SSL tuned by Grid is in Table VIII, and tuned by 

Random Search is in Table IX. In contrast, tuning on RF does 

not improve the SSL model’s performance like tuning on 

SVM. 

TABLE VII.  PERFORMANCE SSL RF 

Datasets 

Without Hyperparameter 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 
F1-Score(%) 

Ridife 31.5 75.2 31.5 37.1 

IndoNLU Sentiment 75.0 81.0 75.0 76.4 

Hate Speech 72.8 85.0 72.8 75.5 

TABLE VIII.  PERFORMANCE SSL RF TUNED BY GRID SEARCH 

Datasets 

Grid Search 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 
F1-Score(%) 

Ridife 46.0 60.0 46.0 51.0 

IndoNLU Sentiment 75.4 80.9 75.4 76.7 

Hate Speech 72.6 86.2 72.6 75.6 

TABLE IX.  PERFORMANCE SSL RF TUNED BY RANDOM SEARCH 

Datasets 

Random Search 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 
F1-Score(%) 

Ridife 36.5 71.2 36.5 40.7 

IndoNLU Sentiment 75.6 81.1 75.6 76.9 

Hate Speech 72.0 85.7 72.0 75.0 

Table VII shows that the SSL model using RF with 
standard parameters performs poorly for the Ridife dataset, 
which only reached 40.7%. However, the IndoNLU Sentiment 
and Hate Speech datasets are pretty good, above 75%. 
Meanwhile, Table VII shows that tuning parameter RF using 
Grid Search was unsuccessful enough to increase model 
performance. It can be seen that F1 Score before and after 
tuning in the IndoNLU Sentiment and Hate Speech datasets. 
By comparing the performance of the RF model without tuning 
and tuning with Grid Search, the improving performance in all 
datasets is 13.9% for the Ridife dataset: 0.3% for the IndoNLU 
Sentiment dataset, and 0.1% for the Hate Speech dataset. 
While tuning with Random Search could not improve RF 
performance significantly. The effect of Random Search tuning 
on RF is only shown by the Ridife dataset. Random Forest is a 
tree-based algorithm that uses an ensemble tree to increase 
performance. Therefore, setting up RF with Random Search 
did not work significantly. The graphical visualization in Fig. 4 
supports this. Suppose the conditions of the initial data are 
observed in more detail. In that case, the Ridife dataset tends to 
have a lot of noise, slang words, and inaccurate labeling by 
experts, which may be good for examining the effect of tuning. 
Meanwhile, the other two datasets (IndoNLU Sentiment and 
Hate Speech) are relatively cleaner. Considering the condition 
of the dataset, tuning is suitable for models built from a lot of 
noise-training data. 
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Fig. 4. Performance F1 score RF. 

We find that our SSL model for the hate speech dataset 
obtained higher accuracy (more than 75%) than the SSL 
proposed by Nur Heri Cahyana et al. [6], which has only 
reached an accuracy of 59.68% using KNN. Our proposed 
method proved that SVM and Random Forest perform better 
for hate speech datasets. In initial data conditions, the Ridife 
dataset contains more noise, slang words, and inaccurate labels 
from experts. In contrast, the IndoNLU Sentiment and Hate 
speech datasets have less noise, and expert labeling is precise. 
This research found that the proposed SSL using 
hyperparameter tuning is more suitable for noisy datasets. 
Hyperparameter tuning is also robust to training data that 
contains many manual labeling errors by experts. 

IV. CONCLUSION 

Annotation or data labeling in sentiment analysis is a 
substantial stage in the case of numerous large datasets. 
Annotation is time-consuming if humans do it. Thus, building 
model annotation using a computer is needed, but the accuracy 
model is notable. This research uses a semi-supervised model 
for annotating sentiment using a Support Vector Machine 
(SVM) and a Random Forest (RF) algorithm. SVM and RF 
were respectively tested as classifiers. To gain the most 
accurate model, RF and SVM were tuned using Random-
Search and Grid-Search, respectively. The experiment used 
three Indonesian corpora as a dataset (Ridife, IndoNLU 
Sentiment, and Hate speech). Overall, Grid-Search and 
Random Search leverage performance only in the Ridife 
dataset. The result shows that tuning works significantly on 
SVM, but on RF, it does not work on all datasets. This research 
found that models with hyperparameter tuning are robust to 
training data containing a lot of noise and incorrect human 
labeling. For further experiments, employing many variation 
datasets and paying attention to imbalanced and noise 
conditions in the data are suggested. 
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Abstract—Most applications increase their security by adding 

an extra layer to the login process using two-factor 

authentication (2FA). In Saudi Arabia, One-Time Password 

(OTP), which is 2FA, is the most common method used as users 

log in to their accounts. However, some issues have emerged with 

using OTP as 2FA; these issues from previous research were 

investigated in the study. Also, the study proposed a new method 

of account authentication, which is a Memorable Word (MW). 

MW is the second and short password in which the user enters a 

certain number of characters instead of the whole password. The 

study conducted usability testing to compare two 2FA methods, 

OTP and MW. The study included 60 participants logged into a 

simulated website using both authentication methods. Then, all 

participants have to complete the questionnaire. The collected 

data analyses showed a favourable opinion of the MW method. 

Keywords—Security; usability testing; two factor 

authentication; one time password; memorable word 

I. INTRODUCTION 

The digital world is a rapidly evolving landscape, and using 
e-Systems is becoming increasingly commonplace. e-Systems 
are electronic systems that allow users to access, store, and 
share information and data. These systems are used in various 
ways, from e-government and online banking to social media, 
and they are becoming an integral part of our lives. e-
Government has the potential to modernise the way 
governments interact with citizens and provide services. It can 
give citizens access to government services and information 
more efficiently and cost-effectively [1]. It can also help 
governments to manage their resources better and improve the 
delivery of services. e-Government can help reduce the 
administrative burden on government employees and improve 
the transparency and accountability of government services [2, 
3, 4]. For instance, the government of Saudi Arabia has taken a 
proactive approach to ensure the security of its e-government 
systems. The Saudi e-government security policy is designed to 
protect data resources from a wide range of risks, including 
malicious attacks, unauthorised access, and data loss, by 
implementing aspects of the data security [5]. 

Similarly, e-financial services in Saudi Arabia have seen a 
significant shift in recent years as banks have offered more 
innovative services through online banking. This shift has 
enabled banks to maintain their market share and gain 
customers as online banking has become increasingly popular 
[6]. However, this digital transformation to systems poses 
several challenges and security threats. For example, it can be 

difficult to ensure that systems are reliable and resilient in the 
face of cyber-attacks and other threats. 

However, with the increased use of systems comes an 
increased risk of security threats. Cybercriminals are constantly 
looking for ways to exploit weaknesses in these systems and 
expose sensitive information such as social security numbers or 
verification numbers sent to e-mail addresses or contact 
numbers [7, 8]. Cybercriminals use a variety of methods to 
accomplish successful cyberattacks, which include phishing, 
malware, and ransomware attacks, as well as data breaches. To 
protect against these threats, it is essential to implement strong 
security measures in place within systems. This includes 
keeping software and systems up to date, which can help 
prevent vulnerabilities from being exploited. It is essential to 
be aware of the latest security threats and to take steps to 
protect against them. Moreover, using strong passwords, 
multifactor authentication, and encryption are essential fields 
[9]. An authentication system is deployed to ensure that both 
parties involved in the communication are authentic ones. The 
dominant form used in various authentication systems is based 
on username and password. Nevertheless, passwords can be 
easily guessed if it is weak or stolen, so it is significant to use 
additional security measures. One of the most common 
methods used to increase the security of authentication is to 
adopt two-factor authentication (2FA). Implementing 2FA for 
end users can provide organisations with several benefits, 
including increased security and improved user experience. 
Recent studies found that 2FA can help protect user accounts 
from unauthorised access and malicious actors and reduce the 
risk of data breaches [10, 11]. However, it can also pose some 
challenges and complications. For example, implementing 2FA 
can be difficult and costly, as organisations need to invest in 
the necessary infrastructure and technologies to support the 
authentication process. Additionally, users may find entering 
their 2FA code tedious and time-consuming [10, 12]. Thus, this 
research studies the implementation of Memorable Word 
(MW) as a 2FA and evaluates its security efficiency and 
usability. 

The main contribution of this paper is to investigate the 
users’ perspective when accessing Saudi systems, such as 
government and bank websites, using MW instead of the 
current authentication method, SMS One-Time Password 
(OTP). 

The rest of the paper is organised as follows: Sections II 
describes the common methods used in authentication while 
Section III highlights recent works related to usability testing 
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in authentication, followed by methodology in Section IV. In 
Section V, exhaustive experiments are conducted to validate 
the MW. In Section VI, the results of the experiments are 
discussed. Lastly, the paper is concluded along with the 
limitations and future work in Sections VI and VIII, 
respectively. 

II. AUTHENTICATION METHODS 

Due to the increasing number of cybercrimes, traditional 
username and password authentication methods are no longer 
enough to protect sensitive information from malicious actors. 
Businesses and individuals must take additional steps to secure 
their data. Multi-factor authentication (MFA) is one of the 
most effective methods for protecting sensitive information. 
MFA requires users to provide two or more pieces of evidence 
to prove their identity. This could include a combination of 
something the user knows (such as a password), something the 
user has (such as a physical token or smartphone), and 
something the user is (such as a biometric scan) [13]. 2FA is 
one of the most common authentication methods. It is a 
security measure that requires two different authentication 
factors to verify a user’s identity. It is used to protect sensitive 
information from unauthorised access and is becoming 
increasingly popular as a way to protect against data breaches. 
The two factors used in 2FA are typically something the user 
knows (e.g., a password or PIN) and something the user has 
(e.g., an OTP, token, or digital certificate). This combination of 
factors makes it much more difficult for an attacker to gain 
access to a user’s account, as they would need to know both the 
password and have access to the physical device or token. 2FA 
is a great way to protect against phishing, brute force attacks, 
keylogging, and credential theft attacks. It is also a great way 
to protect against data breaches, requiring two different 
authentication factors to verify a user’s identity. There are 
several different types of 2FA, such as OTP-based and 
Biometrics-based. OTP-based 2FA requires users to enter an 
OTP valid for a single login session. Biometrics-based 2FA 
requires a user to provide a biometric factor such as a 
fingerprint or iris scan [6]. Several different 2FA methods 
exist, such as SMS, Time-Based One-Time Password, Pre-
generated Codes, Push, and Universal Second Factor Security 
Keys. Each method has advantages and disadvantages, as 
discussed in the following subsections. 

A. SMS Token / SMS-based Authentication 

SMS-based authentication is one of the most common 
methods of 2FA, and many organisations use it to protect their 
users’ accounts and systems. In SMS-based, a one-time 
verification code is sent to the user via a text message to their 
mobile phone. This code is usually six digits long and is used 
to verify the user’s identity. The user then enters the code into 
the system to gain access. This code is only valid for a short 
period of time, usually a few minutes, and it must be used 
within that time frame, or it will expire. It is easy to use and 
requires minimal effort from the user [6, 14].  However, SMS-
based 2FA is not without its drawbacks. It is vulnerable to 
SIM-swapping attacks, where an attacker can access the user’s 
phone number and intercept the verification code. It is also 
vulnerable to phishing attacks, where an attacker can send a 
fake text message with a malicious link that leads to a fake 

website. SMS messages can take a long time to arrive, and they 
can be blocked or delayed by network congestion because they 
are delivered over cellular network standard SMS. This can be 
a problem if users need to access their accounts quickly [15, 
14] 

B. Time-Based One-Time Password 

Time-based one-time password (TOTP) is an alternative to 
SMS-based 2FA that provides an additional layer of security 
for online accounts. It generates a unique, valid code for a 
limited time, usually 30 seconds. This code then authenticates 
the user’s identity [6, 16]. Yet, there are some drawbacks to 
using it. One of the main drawbacks is that it can be 
challenging to use. The user must have access to the device 
generating the code, such as a smartphone or a hardware token. 
This can be inconvenient for users who do not have access to 
the device or who do not have the time to wait for the code to 
be generated. Another drawback is that TOTP codes can be 
vulnerable to replay attacks. This is when an attacker captures 
the code and uses it to gain access to the account. To mitigate 
these attacks, it is essential to use a secure connection when 
generating the code and ensure that it is not stored in plain text. 
Finally, TOTP codes can be challenging to remember. This can 
be a problem for users not using 2FA [17]. 

C. Pre-Generated Codes 

Pre-generated tokens are an effective backup 2FA method 
if the user cannot access the primary 2FA method. This method 
is relatively straightforward to implement, as the service 
provider simply creates a list of verification codes and asks the 
user to print or write down the codes. The list length is 
variable; the codes are usually about eight digits long. Tokens 
can be used in any order and must be kept secure by both the 
server and the user to prevent theft. Since these codes are 
usually longer than codes sent via SMS or generated using 
TOTP, there is additional room for user error when entering 
codes. Moreover, the user must be careful not to lose the 
broker on which they registered the codes, and they will be 
vulnerable to an offline brute force attack [6]. 

D. Push 

Push authentication requires the user to receive a push 
notification on their smartphone to approve or deny a login 
attempt. This method is advantageous because it eliminates the 
need for users to type in numbers, as required by other 2FA 
methods, making it both faster and more user-friendly [18]. 
Additionally, push authentication requires Internet access, 
which is necessary to keep communication between the user’s 
device and the server secure, such as through TLS. However, 
the most prominent push-based authentication methods are 
proprietary, making it difficult to verify the exact security 
measures in place and require implicitly trusting a third party 
[6]. Furthermore, push-based authentication has not yet been 
well-studied by the security community, making it difficult to 
assess the security of this method. 

E. Universal Second Factor Security Keys 

Universal Second Factor (U2F) Security Keys are an open 
standard for authentication through a USB device. The user 
must connect the device to the computer to authenticate with a 
security key and activate the device when the website requests. 
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U2F Security Keys are designed to be more secure than 
traditional 2FA methods, such as SMS or email-based 
authentication. One of the main drawbacks of U2F security 
keys is that they can be challenging to set up and use. U2F 
security keys require users to install a particular driver on their 
computer or mobile device to use them. This can be a time-
consuming process, and it can be difficult for users who need 
to be tech-savvy. Additionally, U2F security keys are 
incompatible with all devices and can be expensive. Besides, 
U2F security keys can be lost or stolen, which can be a 
significant inconvenience for users who need to replace them 
[19]. 

F. Memorable Word Technique 

The Memorable Word (MW) is a short password (usually 
assumed to consist of one word) and is one of the layers of 
authentication, where the MW differs from the password in 
how it is used; instead of entering the whole MW, the user 
enters a certain number of MW's characters, usually, three 
letters and the letters to be entered vary each time the user is 
asked to enter it. Initially, the client and the server know a short 
password of length m characters that has been shared before. 
During authentication, the server sends unique numbers 
between 1 and m to the client. The client responds with the 
letter in each corresponding position in the password. If all 
these characters are correct, the authentication succeeds; 
otherwise, it fails [20]. It has been recognised that transaction 
systems must include authentication and data encryption. To 
complete these requirements, MW has been proposed to 
contain mutual authentication and data encryption using the 
symmetric algorithm that improves the security of existing 
transactions. Symmetric encryption is employed in transactions 
to prevent identity theft of clients or banks—additionally, user 
authentication and authorisation to protect against cyber-
attacks [21, 22]. 

III. RELATED WORK 

Usability testing can help identify areas for improvement in 
the system, such as user experience and security, which can 
help improve the system's overall performance. Furthermore, 
usability testing can help to identify any areas of confusion or 
difficulty that users may need help with when using the 2FA 
system. This can help improve the user experience by making 
the system easier and more convenient. Usability testing is one 
of the preferred methods for assessing user experience with 
2FA due to its ability to provide direct feedback from users 
[11]. Das et al. [23] suggest that usability testing can be used to 
evaluate the effectiveness of 2FA systems and identify 
potential usability issues. This type of testing often includes a 
series of tasks to measure user performance and satisfaction 
with the 2FA process. Other evaluation methods, such as 
surveys, interviews, and focus groups, provide additional 
insight into user experience with 2FA [11]. Gunson et al. [24] 
found that usability testing was the most effective way to 
evaluate 2FA due to the complexity of the task and the need to 
ensure that users understand and follow the authentication 
process correctly. However, they also identified several 
challenges in implementing usability testing. These include 
finding a representative sample of users, developing suitable 
test scenarios, and ensuring that the test results are valid and 

reliable. According to a study by Golla et al. [24], 
implementing 2FA for end users can provide organisations 
with several benefits, including increased security and 
improved user experience. The study found that 2FA can help 
protect user accounts from unauthorised access and malicious 
actors and reduce the risk of data breaches. Additionally, 2FA 
can provide users with an improved experience when logging 
into their accounts, as they can be quickly and easily 
authenticated. However, while 2FA can provide organisations 
and end users many benefits, it can pose some challenges. The 
study found that implementing 2FA can be difficult and costly, 
as organisations need to invest in the necessary infrastructure 
and technologies to support the authentication process. 
Additionally, users may find entering their 2FA code tedious 
and time-consuming [24]. As such, organisations must be 
aware of these challenges and take steps to ensure that their 
implementations of 2FA are secure, efficient and user-friendly.  
Abbott and Patil [12] explored the potential for improving user 
experience through 2FA. They found that 2FA can enhance 
security, provide users with greater confidence in the service, 
and provide a better overall user experience. Through their 
study, the authors found that users are more likely to remain 
engaged with services that use 2FA as they feel more secure 
and trust the service provider. Furthermore, they noted that 
2FA can be tailored to the individual user’s needs, which can 
help to improve user experience by providing them with a 
more tailored experience. 

The usability dimensions of ISO 9241-11 form the basis for 
measuring user experience based on the three usability 
dimensions, which are efficiency, effectiveness, and 
satisfaction. Efficiency focuses on the amount of time taken to 
complete a task, effectiveness is the ability to complete a task, 
and satisfaction is the user’s opinion of the convenience and 
acceptability of the system, which is measured by the System 
Usability Scale (SUS) [25]. Factors impacting each usability 
dimension can be documented, such as the time it takes to 
complete a task or user demographic information. Collecting 
this information can help developers and designers create and 
improve the 2FA MW systems [26]. SUS is a tool that has 
become increasingly popular in the field of usability testing. 
Developed by John Brooke in 1986, SUS is an efficient and 
cost-effective way to measure the usability of a system. The 
tool has been used in a wide range of studies and has 
consistently produced reliable results. Additionally, SUS is a 
popular option for usability testing because it is efficient and 
cost-effective. It is a straightforward tool that can be 
administered quickly and easily. 

Weir et al. [27] compared the usability of three two-factor 
authentications: push-button tokens, card-activated tokens, and 
PIN-activated tokens. The study aimed to measure the time 
required for authentication and user satisfaction. Their findings 
were that user prefers authentication methods which are easy to 
use rather than security; however, quality and usability 
decreased when additional levels of security were required. 

An exploratory comparative investigation study conducted 
by [28] into the usability of 2FA. The study assessed and 
compared the usability of three widely used 2F solutions: 
security token-generated codes, OTP delivered through email 
or SMS, and dedicated smartphone apps like Google 
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Authenticator. Also, they investigated motivations behind 
users' choices and examined how these factors influence their 
perception of usability. The finding from the study indicates 
that 2FA are widely accepted and highly usable. This means 
that users are embracing the user of additional layer of security 
beyond just password. The study also highlights that user 
opinions of 2F usability are frequently connected with 
individual attributes. This suggests that different users may 
have varying levels of comfort or experience with using 2FA, 
which can influence their perception of its usability. Moreover, 
the study reveals that the trustworthiness of 2F is positively 
correlated with ease of use. 

In a study conducted by Reese et al. [29] the usability of 
five 2FA methods was examined. The study aimed to compare 
the usability of Pre-generated Codes, Push, SMS, OTP, and 
U2F Security Keys. The sample consisted of 72 participants 
who logged into a simulated banking website using 2FA. The 
objective was to gain insights into users' perspectives on 2FA 
and assess their experiences with different authentication 
methods. The findings showed that the majority of participants 
expressed a desire to use 2FA as a means to enhance the 
security of their sensitive online accounts. However, it was 
noted that some participants encountered difficulties when 
utilizing these methods such as spending longer time at login 
phase, particularly with the OTP and U2F methods. 

Our research is different from the previous studies as it 
focuses on the implementation of a new two-factor 
authentication (2FA) method, specifically the Memorable 
Word (MW), in Saudi Arabia's e-government and banking 
systems. The aim of our study was to examine the user 
perspective on utilizing MW as a 2FA method. To achieve this 
objective, a survey was conducted to compare the currently 
employed 2FA method in Saudi Arabia, which is One-Time 
Password (OTP), with the proposed 2FA MW method. 

IV. METHODOLOGY 

The study's first phase, as described in Sections II and III, 
involved conducting a literature review on authentication 
methods and usability. By thoroughly examining existing 
literature, gaps in knowledge were identified, highlighting 
areas that required further research. In the second phase, a 
website was developed to support both OTP-2FA and MW 
methods. To gain a deeper understanding of MW 
authentication, a questionnaire was conducted through a 
simulated webpage. Additionally, three expert reviews were 
obtained to ensure that the usability testing aligned with the 
study's objectives. The purpose of these interviews was to 
assist the authors in confirming the usability testing process. 
Afterward, a comprehensive questionnaire was constructed and 
administered to collect data on users' perspectives towards both 
OTP and MW methods. The research methodology, including 
the various phases and steps undertaken, is presented in Fig. 1. 

The participants were assigned various tasks to perform on 
a simulated website and subsequently completed a survey. To 
ensure a smooth process, participants were initially scheduled 
for an appointment with a study coordinator. During this 
meeting, the coordinator provided necessary guidance and 
assistance to the participants in creating an account as the 
following steps: 

 

Fig. 1. Research methodology. 

1) User registration: This step involved user registration, 

where the participants were required to provide their details, 

such as their name, phone number, and email address. Once 

registered, the participants were able to create their unique 

username and password. In addition, they were required to set 

up an MW with the following considerations: 

 Six to eight characters long without spaces. 

 Contains only letters (A to Z), excluding any numbers 
or special characters. 

 It cannot be the user’s first and last name. 

 It should not include alphabetic sequences such as 
―QWERT‖ keyboard. 

The participants were informed that they would need to 
remember three random characters from their MW, which they 
would be prompted to enter after providing their login 
credentials. Fig. 2 shows the creation MW page. 

 

Fig. 2. Create MW page. 
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2) User log-in: The participants were prompted to log in to 

the website after successfully registering. To ensure that the 

participants were familiar with both authentication methods, 

they were instructed to initially select the OTP method and 

then log out and re-login using the MW method. This step was 

deemed necessary as it allowed the users to experience and 

become comfortable with both methods before proceeding to 

the next stage. Fig. 3 shows the login page, where the user can 

select the authentication methods. Fig. 4 shows the MW 

authentication page. 

 

Fig. 3. Login page. 

 

Fig. 4. The MW authentication page. 

3) Survey questionnaire: Once the participants had 

completed the registration and login process, they were 

directed to answer a questionnaire. A total of 60 participants 

were recruited for this purpose, and they were randomly 

selected to ensure unbiased results. After two weeks, the 

collected data from the questionnaire was meticulously 

analysed, providing valuable insights and conclusions for 

further evaluation. 

V. RESULTS ANALYSIS 

The data was collected from 60 participants in a span of 
two-week. In this study, participants were asked to answer 
eight parts of a survey, each consisting of questions with 
different objectives. 

A. Demographics/ Participants 

The demographic data collected from the participants 
revealed a slightly higher number of female participants than 
male participants, with 62.5% and 37.5%, respectively. 

Additionally, the study showed that most participants were 
young adults, with 65.5% being between the ages of 18-29 
years, 23.6% between 30-49 years, and only 10.9% between 
50-69 years. The data also indicated that most participants had 
a bachelor’s degree, accounting for around two-thirds of the 
participants (63.6%). Interestingly, all participants were 
familiar with using e-government and online bank systems, 
indicating their technological proficiency. However, it was also 
found that 100% of the participants had no prior knowledge of 
the MW method. To ensure that participants clearly understood 
the MW method, a brief description was given to them during 
the registration process through the simulated website. 

Table I summarises the participant’s demographics. As can 
be seen from the table, although the sample size is small (total 
= 60), overall, the study showed that the participants were 
diverse in gender, age, and education level, but their 
technological proficiency was high. 

TABLE I. PARTICIPANTS’ DEMOGRAPHICS (TOTAL = 60) 

Gender 
 

Male 37.5% 

Female 62.5% 

Age   

18-29 years 65.5% 

30-49 years 23.6% 

50-69 years 10.9% 

Qualification   

Secondary School 20% 

Diploma 7.3% 

Bachelor 63.6% 

Postgraduate 9.1% 

Familiar with using E-government and online bank systems? 

Yes 100% 

No 0% 

Familiar with Memorable Word? 

Yes 0% 

No 100% 

B. Timing Data 

Login timing is an essential element in analysing user 
experience regarding systems. The study analysed the timing 
data of two authentication methods used for logging into a 
system: OTP and MW. The login time for two different 
methods was measured, counting the time from when the login 
page initially loaded to when the user submitted a password. 
To obtain reliable data, users were asked to repeat the login 
process ten times, five times for each method. Once all the data 
was collected and analysed, the findings revealed that users 
spent more time in the OTP method due to the delay in 
receiving the verification code. Fig. 5 presents the time spent in 
second to login to the system using both methods. Table II 
shows the mean time in seconds for both methods. 
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Fig. 5. The time spent to login to the system using both methods. 

TABLE II. THE MEAN TIME IN SECONDS FOR THE TWO AUTHENTICATION 

METHODS 

Method Mean Time 

MW 9.3 

OTP 15.81 

C. Individual Learnability 

One of the objectives of the survey was to explore 
individual learnability. The hypothesis in this part of the 
experiment was that participants would become faster at 
validating their accounts with specific authentication methods 
as they become more familiar with them. To test this 
hypothesis, we computed a correlation between the time an 
individual spent in the session and the amount of time it took to 
validate their account using different authentication methods. 
The results showed a statistically significant difference 
between the two authentication methods (P-value ¡0.01). The 
MW method was found to be faster than the OTP method. This 
suggests that individuals can learn and become faster at 
validating their accounts with MW authentication methods 
over time. 

D. System Usability Scale 

The main goal of SUS is to evaluate a user’s perception of 
a system's ease of use and overall usability. The SUS survey 
consists of nine tool questions with five-point Likert-scale 
answers. The survey is designed to gather feedback from users 
about how easy it is to use an MW authentication. To increase 
the reliability of the survey, four of the questions are phrased 
positively, while the other five are phrased negatively. This 
approach helps to reduce response bias and provides more 
accurate results. The results indicated that 98.18% of 
participants found the MW method easy to use for login, 
demonstrating high usability. Additionally, 94.91% of 
participants preferred the MW method to the OTP method. 
These results were all statistically significant and supported the 
hypothesis that the MW method was easy to use and preferred 
by users (P-value = 0.00 ¡0.05). Table III and Fig. 6 show the 
findings from each question. 

E. Previous Experiences with Account Compromise and 

Worth Inconvenience 

Participants were asked if they had ever faced difficulty 
logging in to their accounts regarding compromised online 
accounts. 12.7% of participants have an experience with 
remote attackers taking over their online accounts. Also, 52.7% 
know someone had an experience with remote attackers taking 

over their online accounts. Participants with previous 
experience and who know someone with an account 
compromised would be more likely to feel that an MW method 
was worth using. For worth inconvenience, the participants 
were asked to use MW as a second authentication is worth an 
extra step of login. 87.27% of participants felt using MW is 
worth an additional inconvenience. 

F. Security and Inconvenience 

The security and inconvenience factor was also 
investigated. Participants were asked if the MW authentication 
method made them feel more efficient and convenient to access 
their accounts than the OTP method. Most participants thought 
that the MW method was secure and convenient. The study 
showed that 92.36% of participants felt that MW was secure 
when logging into their accounts. Furthermore, 89.45% of 
participants found MW more convenient than OTP. 

TABLE III. SYSTEM USABILITY SCALE ANALYSIS OF THE NINE 

STATEMENTS 

  Statement Mean 
Standard 

Deviation 

P-

value 

S
ta

te
m

e
n

t 
N

u
m

b
er

 

1 
I find the various functions 
in this MW were well 

integrated. 

4.95 0.23 .000 

2 
I think the MW was easy to 
use. 

4.91 0.55 .000 

3 
I would like to use this MW 

frequently. 
4.75 0.48 .000 

4 

I think most users would 

learn to use this MW very 

quickly. 

4.69 0.96 .000 

5 I find the MW is complex. 1.51 0.84 .000 

6 
I find the MW is hard to 

use. 
1.51 0.84 .000 

7 
I think I need support to use 
MW. 

1.45 0.54 .000 

8 
I need time to learn how to 

use MW 
1.38 0.97 .000 

9 
I think there is 

inconsistency in using MW. 
1.11 0.57 .000 

 

Fig. 6. System usability scale analysis of the nine statements. 
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G. Perception of Likelihood for Account Compromise 

Participants were asked how much value they placed on 
their online accounts, such as bank and government accounts, 
to investigate whether they felt the need to protect their 
information and data. The results showed that 92.5% of 
participants expressed that they needed to secure their accounts 
from others, while 7.5% felt that there was nothing essential to 
protect. 

H. MW Timeout 

After a week of creating an account on the simulated 
website, the participants were asked to log in to their account 
using MW as an authentication factor to test their experience 
using the proposed method if they needed help entering 
randomly selected letters. The result is that 94.91% of 
participants logged into their accounts without any mistakes; 
before time out; also, 97.82% found MW easy to use. 96.36% 
of participants agreed with the statement, ―I did not struggle in 
using MW as much as struggling in OTP‖. 

VI. DISCUSSION 

The main contribution of this study is to investigate the 
users’ perspective when accessing Saudi electronic systems, 
such as government and bank websites, using MW instead of 
the current authentication method, SMS OTP. The study found 
a favourable opinion and feedback toward MW, where the 
participants reported faster login times than the OTP method. 
An overwhelming majority of participants (97.82%) logged 
into their accounts without any mistakes or forgetting their 
memorable words, indicating that MW was convenient, 
learnable, and easy to use. 

Comparing the study results with similar study results [29], 
we found that timing data in MW authentication method is the 
faster way for users to log in to their accounts. At the same 
time, U2F is the quickest method in the [29]. Moreover, our 
study tested MW timeout to check if participants needed help 
entering MW letters. The result was that 94.91% of participants 
logged into their accounts without any mistakes before it timed 
out. Another study tested OTP timeout and found that 65% of 
participants had problems entering the six-digit verification 
code before it timed out. Both studies conducted SUS to 
evaluate a user’s perception of a system's ease of use and 
overall usability. Our study found that the median score of the 
MW method was 96.22.  Regarding Reese et al. study [29], the 
finding of evaluating five methods was passwords had the 
highest median SUS score, with a median score of 95, followed 
by TOTP, which had a median SUS score of 88.75. 

In today's fast-paced world, users have increasingly high 
expectations for carrying out their tasks promptly on various 
digital platforms. Any delay or inconvenience in the login 
process can lead to frustration, negative user experiences, and 
potential cyberattacks. Our study highlighted a critical finding 
regarding the OTP method, which showed a delay in receiving 
the verification code. Eliminating the need for users to wait for 
OTPs can enhance the efficiency of authentication systems and 
provide a seamless login experience for users. OTP can be less 
secure when a user's mobile device or token generator is 
compromised or intercepted maliciously. One of the significant 
vulnerabilities associated with SMS OTP is SIM swapping [30, 

31]. This occurs when an attacker convinces a mobile network 
provider to transfer a victim's phone number to a new SIM card 
under their control. Once the attacker controls the victim's 
phone number, they can intercept any SMS OTPs sent to that 
number, effectively gaining access to the victim's accounts. 
Another common attack vector for OTP is the phishing attack 
[32, 33]. Phishing involves tricking and deceiving the victim 
into revealing their login credentials or multi-factor 
authentication (MFA) code by posing as a legitimate entity. In 
the case of OTP, the attacker could send a phishing message to 
the victim's phone, making it appear as if it is coming from a 
trusted source such as a bank or other known service providers. 
Once the victim falls for the scam, the attacker can use that 
code to authenticate themselves and gain unauthorised access 
to the victim's account. 

On the other hand, using the MW technique can help 
prevent certain types of attacks, such as MITM attacks [34, 
35], where malicious attackers redirect users to a fake website 
before forwarding them to the legitimate one. Since users are 
only required to type random letters from the memorable word 
instead of their entire secret token, it becomes more difficult 
for attackers to capture the complete word in one go. While the 
MW technique may provide some protection against MITM 
attacks, unfortunately, it does not entirely prevent them. In the 
event of a MITM attack, an attacker could still prompt the user 
for the same letters they are being prompted for, thereby 
gaining access. Thus, it is recommended that the MW be 
changed frequently. 

It is important to consider that while MW may provide 
some level of security at the user's end, it may be less secure at 
the server or organisation's end. One potential vulnerability 
exists in storing memorable words as a single field within the 
system. This means that if there were to be a database leak or 
breach, the MW authentication system would be susceptible to 
the same risks as other forms of 2FA. 

In conclusion, using MW as a security solution offers few 
advantages over OTP methods. It provides a better level of 
security than just relying on a password alone by preventing 
the transmission of the complete word and protecting against 
certain types of attacks. However, it may be less secure in 
specific scenarios and should ideally be implemented as an 
additional layer of security alongside other authentication 
methods. 

VII. LIMITATION 

The main limitation of this research was the time needed to 
spend with the participants, which reduced the sample size. 
Thus, this may prevent generalising the findings to the general 
population. 

VIII. CONCLUSION AND FUTURE WORK 

The study investigated and compared the usability of two 
authentication methods, MW and OTP, in e-government and e-
bank systems in Saudi Arabia. A usability testing survey was 
conducted to gain insights into users' perspectives on the 
proposed MW method and compare it with OTP. Overall, the 
participants expressed a positive opinion about MW, finding it 
easy to use and highly convenient. In contrast, OTP presented 
several challenges, including delays in receiving verification 
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codes and ineffective authentication when the signal was 
interrupted. The study revealed that many users struggled with 
OTP and required an alternative authentication method. 
Through analysis and simulation, it was determined that the 
proposed MW method offers comparable security control to 
existing OTP authorisation while minimising the dynamic risk 
of theft and eliminating the need for additional hardware. As 
this method eliminates the possibility of crucial theft, it can be 
used on private and public computers. Notably, this method is 
cost-effective and poses no significant hurdles. 

The proposed method holds potential for further research 
on security attacks, particularly in addressing replay attacks, 
man-in-the-middle attacks, reflection attacks, and parallel 
session attacks. 
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Abstract—Tumor detection is one of the most critical and 

challenging tasks in the realm of medical image processing due to 

the risk of incorrect prediction and diagnosis when using human-

aided categorization for cancer cell identification. Data input is 

an intensive process, particularly when dealing with a low-

quality scan image, due to the background, contrast, noise, 

texture, and volume of data; when there are many input images 

to analyze, the task becomes more onerous. It is difficult to 

distinguish tumor areas from raw MRI scans because tumors 

pose a diverse appearance and superficially resemble normal 

tissues, which makes it more difficult to detect tumors. Deep 

learning techniques are applied in medical images to a great 

extent to understand tumor contours and areas with high 

intensities in input images. For timely diagnosis and the right 

treatment with less human involvement, and to interpret and 

enhance detection and classification accuracies this automated 

method is proposed. This proposed work is to identify and 

classify tumors on 2D MRI scans of the brain. In this work, a 

dataset is used, inside it, there are images with and without 

tumors of varied sizes, locations, and forms, with different image 

intensities and textures. In this paper, multi-layer Convolutional 

Neural Network (CNN) architectures are implemented. This 

shows two main experiments to assess the accuracy and 

performance of the model. First, five-layer CNN architecture 

with five layers and two different split ratios. Second, six-layer 

CNN architecture with two different split ratios. In addition, 

image pre-processing and hyper-parameter tuning were 

performed to improve the classification accuracy. The results 

show that the five-layer CNN architecture outperforms the six-

layer CNN architecture. When results are compared with state-

of-the-art methods, the proposed model for segmentation and 

classification is better because this model achieved an accuracy of 

99.87 percent. 

Keywords—Multi-layer Convolutional Neural Networks 

(CNNs); MRI images; tumor segmentation and classification; deep 

learning; learning rate 

I. INTRODUCTION  

Medical imaging is often used by doctors to get a better 
look at what's going on within a patient's body and arrive at a 
correct diagnosis. The classification of medical images is not 
only a formidable intellectual challenge but also a potentially 
fruitful research field in the field of image processing. Cancers 
in medical pictures may be difficult to detect. A difficult 
diagnostic problem has arisen. The importance of cancer 
screenings cannot be overstated. Death rates and the 
prevalence of brain tumors attest to the fact that cancer, 
whether it manifests externally or inside, is a devastating 
disease. Every year, doctors diagnose more than a million 
people with tumors. The death toll keeps climbing. In terms of 

cancer-related mortality in those under the age of 34, it is 
second only to lung cancer [1]. In their quest to locate the 
tumor, doctors are now adopting cutting-edge methods that 
only serve to make patients more uncomfortable. 
Computerized tomography scans (CT scans) are used to 
examine the human body and look for anomalies. Medical 
Imagination Reasoning (MRI) and the alternatives each have 
their advantages. There is a rising interest in the study of brain 
tumors, and the field of image analysis has attracted a lot of 
attention as a means of analyzing the vast amounts of data 
available in medical databases. Tools to produce visual 
representations and complex computational measurements are 
both necessary for the study of such a wide range of image 
types. Because of this, MRI scans may now be used to detect 
malignant brain tumors. This is where the value of 
handwriting data really shines since it greatly reduces the 
quantity of paper that would otherwise need to be used. 
Medical imaging is mostly used for therapeutic and diagnostic 
purposes in the human body. Thus, it contributes significantly 
to the development of healthcare and to the betterment of 
people's lives. In order, to improve the efficiency of image 
processing as a whole [2], the process of segmentation is vital. 
This is because it enables the breakdown of the image into its 
individual elements. We have been diligently working to 
isolate the tumor in the patient's brain MRIs, providing 
assistance to medical professionals in pinpointing the precise 
location of the tumor in the brain. Help is given to medical 
professionals in pinpointing the specific site of the tumor in 
the brain. Diagnosis, therapy (including surgical planning), 
and research all depend on this kind of careful dissection and 
interpretation. Radiologists, engineers, and doctors all employ 
medical image processing to learn more about a patient's or a 
population's unique anatomy. It is possible to get insight into, 
say, how a patient's anatomy interacts with a medical device 
via the use of measurement, statistical analysis, and the 
development of simulation models that contain genuine 
anatomical geometries. Neoplasm, or tumor, is the medical 
term for a mass of abnormally growing cells. Cancer and 
tumor are very different concepts [2]. There are two main 
subtypes that might each make up a brain tumor. In contrast to 
malignant tumors, which do contain cancerous cells, benign 
tumors do not, and vice versa. 

1) Benign tumor: Benign brain tumors are caused by a 

disruption in the normal processes of cell division and 

proliferation, which results in a collection of cells that, on a 

microscopic level, do not exhibit the classic characteristics of 

cancer 0. These traits distinguish benign tumors from 

malignant ones: Imaging techniques such as computed 
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tomography (CT) and magnetic resonance imaging (MRI) can 

identify the great majority of tumors, even benign ones. All 

these traits point to the fact that this tumor is benign since it 

develops at a modest rate, and seldom spreads to other parts of 

the body, which might ultimately result in death, the term 

"benign" may give the wrong impression about the nature of 

these injuries. 

2) Malignant tumor: Development of Carcinoma Cancer 

cells is the building blocks of malignant brain tumors, which 

often do not have well-defined borders. The rapid 

development of these tumors and their ability to invade 

adjacent brain tissue [4] has led experts to the grim conclusion 

that they provide a significant risk of death. The following is a 

list of traits that malignant tumors have malignancy that is 

quickly spreading, with broad metastases in both spinal and 

cerebral. Malignant brain tumors are graded as either 3 or 4, 

whereas benign brain tumors are often categorized as 1 or 2. 

They usually pose a far bigger danger to human life. 

Recent and reliable forecasts [5] estimate that 24,530 
persons in the United States will be diagnosed with brain or 
spinal cord tumors in 2021. There will be 13840 men and 
10690 women impacted by this. Less than one percent of the 
population is expected to get this kind of brain tumor at some 
point in their life. Roughly 85–90% of primary CNS cancers 
have this etiology as their root cause. This article focuses on 
the most common types of brain tumors in adults; however, 
each year 3,460 children under the age of 15 are diagnosed 
with a tumor in their central nervous system (CNS). Both men 
and women rank brain and central nervous system cancer as 
the ninth biggest cause of death. About 18,600 fatalities in 
2021 are projected to be the result of primary brain and central 
nervous system tumors [6]. There were around 10,500 men 
and 8,100 women. Therefore, it is crucial to enhance the 
precision of previously proposed approaches for the 
advancement of medical image analysis. To summarize, 
several advanced methods have been introduced to address the 
problem associated with low image quality. Various 
techniques have been observed to possess durable 
effectiveness in improving contrast, illustrating texture 
intricacies, and reducing noise levels. Moreover, these 
techniques excessively magnify the intricate features of the 
images. As per the existing literature paradigms, as far as the 
Author’s knowledge, the issue of brain tumor classification for 
low-quality MRI scans is yet to be set up to consider it in real-
time applications. Hence, to achieve this goal in the present 
study, a novel technique has been proposed. 

The main contribution of this research is summarized as 
follows: 

 A robust multi-layer CNN-based system is proposed for 
binary-class brain tumor classification on the publicly 
available dataset. 

 An analysis is performed on MRI data because it is one 
of the main sources for detecting tumors in the patient's 
brain to detect it. 

 The repetition of this invasive method in the case of 
non-clear images could be avoided if the system is auto 

trained with deep learning techniques. To overcome 
such problems in medical imaging. Hence, an MRI as a 
data input. 

 An enhanced CNN classification model is implemented 
to identify and classify the brain tumor and compare the 
`achieved accuracy and performance with the state-of-
the-art approaches. 

The existing framework is offered in the Section II of the 
paper, the background details are explained in the Section III, 
the suggested approach is explained in the Section IV, 
experimental findings and comments are presented in the 
Section V of the paper, and lastly, a conclusion is presented in 
the Section VI of the paper. 

II. LITERATURE REVIEW 

Khan et al. [7] utilized contrast to lesion area compared to 
the background. The 2D blue channel is selected for the 
construction of saliency map, at the end of which threshold 
function produces the binary image. In addition, particle 
swarm optimization (PSO) based segmentation is also utilized 
for accurate border detection and refinement. Few selected 
features including shape, texture, local, and global are also 
extracted which are later selected based on genetic algorithm 
for identifying the fittest chromosome. Hussain et al. [8] 
devised a way to identify and measure brain tumors using 
MRI images. The algorithm can identify and eliminate any 
size, location, or form of tumor. MRI pictures are grayscale 
first. The blurred picture is then merged with the original. 
Median filters reduce noise. Dilation and erosion compute 
morphological gradients. A picture is improved with a 
morphological gradient and filter. Mean and standard 
deviation are used to compute the threshold. Before 
binarization, each pixel's threshold is checked. The image is 
thinned, and then dilated to reattach the destroyed tumor. 
Comparing original and dilated photos helps eliminate Javed 
et al. [9] focus will be to review the optimal features which 
have been used in an accurate skin cancer melanoma diagnosis 
computer-aided system. They addressed this problem an 
extensive review is performed. To perform this review, they 
collected quality papers based on features selection and 
extraction for skin lesion detection. These papers are collected 
by two approached: (1) search by keywords and year, (2) 
cross-references within the papers. 

Javed et al. [10] proposed to deal with under/over 
segmented images is proposed a region-based active contour 
method and low contrast skin lesion dermoscopic images 
handle by implementing JSEG technique. An image fusion 
technique is proposed on two segmented images get by apply 
region-based active contour and JSEG techniques. Rashid et 
al. [11] used a joint design that fuses both the RBAC and 
JSEG method for skin lesion segmentation. Design technique 
improved the lesion segmentation as well as deal with the 
failure cases. The outcomes exhibited an incredible potential 
by beating state-of-the-art strategies for skin lesion 
segmentation from thermoscopic images. The proposed 
method also deals with different artifacts present in the 
thermoscopic images. They proposed for approach low 
contrast images by using histograms. Ullah et al [12] proposed  
early detection and classification of EXs in color fundus 
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images. An ensemble classification of exudates in color 
fundus images using an evolutionary algorithm based optimal 
features selection. Experiment performed on benchmark 
datasets and a real dataset developed at local Hospital. It has 
been observed that the proposed technique achieved an 
accuracy of 98% in the detection and classification of EXs in 
color fundus images. Sajjad et al. [13] proposed the data 
augmentation with various parameters and techniques to fill 
the gap of data and make the system noise invariant. Multi-
grade brain tumor classification system, the tumor regions 
from the dataset are segmented through a CNN model, the 
segmented data is further augmented using parameters to 
increase the number of data samples, and a pre-trained VGG-
19 CNN model is fine-tuned for multi-grade brain tumor 
classification. Rehman et al. [14] proposed skull masking 
method to identify issues. Unsupervised SVMs build and 
preserve patterns using this approach.. 

Ahmed et al. [15], which enhances calculation time. The 
suggested solution hasn't been tested yet. It has 86% 
classification and 92% cancer detection accuracy. Histograms 
were utilized by Liu et al. [16] segmenting brain tumors 
involves two modalities: FLAIR and T1. FLAIR aberrant 
areas were found using an active contour model. Edema and 
tumor tissues in aberrant locations were separated using k-
means. The dice coefficient is 73.6% and the sensitivity is 
90%. Nikam et al. [17] employed edge detection and adaptive 
thresholding to extract ROI. By using edge detection, the 
dataset included 102 pictures. First, images were 
preprocessed, and then two neural network sets underwent 
canny edge detection and adaptive thresholding. Two neural 
networks determine whether the brain is healthy or has tumors 
and the kind of tumor. Canny edge detection was more 
accurate based on the data and models. Ye et al. [18] enhanced 
texture-based tumor segmentation in longitudinal MRI using 
tumor growth patterns. This technique exploits tumor 
characteristics. Mean DSC LOO and three-Folder measured 
the model's performance. Sarkar et al. [19] presented a PNN-
based LQ model. 18 MRI scans were used for testing and the 
remainders were used for training. Gaussian filter smoothed 
photos. Improved PNN cut processing time by 79%. Sharif et 
al[20] used probabilistic neural networks for segmentation. 
PCA identified characteristics and reduced high-dimensional 
data. Mehrotra et al. [[21] proposed a neural network for 
classifying MRI matrix data and conducted a comprehensive 
performance analysis with the assistance of deformable 
models and fuzzy clustering. Rehman et al. [22] separated 
tumors using Linknet. All seven training datasets were 
initially segmented in a single Link net network. They didn't 
examine the perspective of the images and instead created a 
way for CNN to automatically separate prevalent brain 
tumors. 

Tufail et al. [23] different DL methods are used to solve 
both binary and multiclass classification problems to 
differentiate between different stages and deployed a ten-fold 
cross-validation approach to select the optimal set of 
hyperparameters for the binary and multiclass classification 
tasks. For the binary classification task, the performance of 
architecture trained using combined augmentation methods is 
the best while the performance of the model trained without 

any augmentation is found to be the worst. Other retinal 
diseases such as retinal detachment using fundus images 
deploying data augmentation methods such as elastic/plastic 
deformations as well as other DL-based architectures such as 
graph convolutional networks. 

Pitchai et al. [24] automated deep learning-based Fuzzy K-
means clustering segmentation approach has been developed 
for brain tumor segmentation. This method includes four 
stages. Initially, the MRI images are preprocessed using a 
wiener filter for noise expulsion. From the filtered images, the 
significant features are extricated by using the CSOA 
algorithm. Then, the normal and abnormal images are 
classified through ANN. Finally, the fuzzy K-means algorithm 
has been utilized on the abnormal images to segment the 
tumor region. This can replace conventional invasive brain 
tumor classification and enhances the overall classification 
accuracy.An efficient strategy is employed to enhance the low 
visual quality of MRI images.  Data augmentation technique is 
used to achieve high classification accuracy on a small dataset, 
and the impact of over-fitting on classification performance is 
studied. An efficient and simpler object (tumor) localization 
method is developed, which gets the initial locations by 
computing multiple hierarchical segmentation using 
superpixels and then rank the locations according to region 
score, which is defined as a number of contours wholly 
enclosed in the located region, only the top object locations 
are passed for the next task. Guan et al. [25] proposed a deep 
neural network (EfficientNet) is employed for rich features 
extraction. A comparison of the proposed method with 
existing state-of-the-art approaches for brain tumor 
classification is presented. The proposed method achieved 
classification accuracy compared to traditional methods. 

Kaplan et al. [[26] proposed two different feature 
extraction approaches were used to classify the most common 
brain tumor types; Glioma, Meningiomas, and Pituitary brain 
tumors; nLBP and αLBP. Brain tumor classification using 
modified local binary patterns - nLBP and αLBP feature 
extraction methods used. This work introduces an optimized 
deep learning mechanism; named Dolphin-SCA based Deep 
CNN, to improve the accuracy and to make effective decisions 
in classification of brain tumor classification. Kumar et al. 
[27] presented mechanism of deep learning; named Dolphin-
SCA based Deep CNN, to improve the accuracy and to make 
effective decisions in classification The segmentation process 
is carried out using a fuzzy deformable fusion model with 
Dolphin echolocation-based Sine Cosine Algorithm (Dolphin-
SCA). It looks at the posterior and anterior (PA) views of X-
rays, therefore it can’t tell the difference between other X-ray 
perspectives like anteroposterior (AP), lateral, and so on. It 
also needs Grad-CAM (Class Activation Mapping) 
visualization. 

Deepak et al. [28] proposed a classification system that 
adopts the concept of deep transfer learning and uses a pre-
trained GoogLeNet to extract features from brain MRI images. 
Proven classifier models are integrated to classify the 
extracted features. The experiment follows a patient-level 
five-fold cross-validation process, on an MRI dataset from 
Figshare. They proposed system records a mean classification 
accuracy of 98%, outperforming all state-of-the-art methods. 
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Raja et al. [29] developed a brain tumor classification using a 
hybrid deep autoencoder with a Bayesian fuzzy clustering-
based segmentation approach. Initially, the pre-processing 
stage is performed using the non-local mean filter for 
denoising purposes. Then the BFC (Bayesian fuzzy clustering) 
approach is utilized for the segmentation of brain tumors. 

Rammurthy et al. [30] presented a fully automated deep 
CNN for brain tumor detection using MR images. It also 
proposed a Whale Harris Hawks optimization (WHHO) is 
employed for training the deep CNN. The proposed WHHO 
algorithm is designed by combining the WOA and HHO 
algorithms, which can be utilized for finding the optimal 
weights for establishing effective brain tumor detection. Here, 
the segmentation is performed on each input brain MRI image 
using cellular automata and rough set theory. The pertinent 
pixel of tumor regions helps to provide improved 
segmentation results. Advanced optimization techniques can 
be explored to further compute the efficiency of existing 
methods. 

Agarwal et al. [31] proposed a new Conv2D model for 
cucumber disease classification with an accuracy of 93.75%, 
which outperforms the state-of-the-art accuracy by 8.05%. • 
Modified the ReLU activation function and experimentally 
established that it boosts the classification accuracy by 2.5% 
over the regular ReLU function. They proposed a 
segmentation algorithm to identify the diseased regions of 
cucumber leaf images and work out the severity of the disease. 
Botta et al. [32], this approach focuses only on relevant image 
patches from the image, making the technique fast and 
memory efficient. The low FPR values obtained indicate a low 
chance of an intact egg being classified as cracked. Thakur et 
al. [33] proposed to detect and classify Covid-19 disease from 
normal (healthy) and pneumonia patients; to check the 
generalizability of the method, develop a larger dataset that 
includes both X-rays and CTs;  to achieve a higher value of 
performance measures for both binary as well as multiclass 
problems; to calculate all the performance measures and 
compares the different parameters of the proposed technique 
to those of current techniques. Despite having a great 
performance, it has some drawbacks. In Ullah et al. [34], a 
medical decision support system using malignant and 
benignant classes was discussed. This system is designed by 
median filter, CLAHE, wavelet transform, color moments and 
feed-forward NN. The proposed system provides results in 
categorizing malignant and benign MRI images. 

It has been noticed from the above research that findings 
with the traditional machine learning (ML) techniques are not 
sufficient to segment and classify the brain tumor from raw 
MRI images. In addition, deep learning techniques outperform 
the accuracy of brain tumor classification effectively. 
However, the size of the patient's brain tumor changes 
periodically, which makes it hard and time-consuming to 
diagnose and categorize the tumor from massive imaging sets. 
The structural complexity of the brain makes the building of 
an expert system for identifying brain tumors a challenging 
undertaking that is plagued by several problems, including 
under-fitting, biased results, overfitting, and repetition of the 
training samples. It takes more time to complete activities like 
determining the infected area, segmenting, and identifying 

tumors from MRIs, and it is challenging to see the abnormal 
brain structures using standard image processing methods. The 
present proposal clearly put a light on the Convolutional 
neural network which is the backbone of every other deep 
neural network. Thus, authors have tried to show the working 
of CNN with a slight change in layers and proportions to 
advance the accuracy and performance to overcome the 
problem of accurate detection and classification of brain 
tumours in MRI scans (see Table I). 

TABLE I. OVERVIEW OF LITERATURE REVIEW 

Reference Objective Methods use Outcome 

 ussain et 

al.  [8] 

Identify and 
measure brain 

tumors in MRI 

images. 

Median filters, 

morphological 
gradients, 

thresholding, 

image 
processing. 

Noise reduction, 

tumor 

identification, 
size 

measurement. 

 aved et 

al.  [9] 

Detect brain 
tumor 

malignancy. 

PCA, RST, 

wavelets, CNN, 
bilateral filters, 

histogram 

equalization. 

Noise reduction, 

feature extraction, 

CNN 
classification. 

 ahim et 

al.  [10] 

Recognize tumor 

blocks and types. 

High-pass filters, 
K-means 

clustering, neural 

networks. 

Segmentation, 

classification, 
noise reduction. 

 ashid  [11] 

Employ 
morphological 

approaches and 

filtering. 

Pixel removal, 

thresholding, 
skull masking. 

Tumor 

segmentation, 

pattern 
recognition, noise 

reduction. 

Ahmed et 
al.  [15] 

Improve 

calculation time, 
classification 

accuracy. 

Not specified. 

Classification 

accuracy 
improvement, 

untested solution. 

Liu et al.  [16] 

Segment brain 
tumors using 

FLAIR and T1 

modalities. 

Active contour 
model, k-means, 

edge detection, 

neural networks. 

Aberrant area 
detection, 

sensitivity, dice 

coefficient. 

Nikam et 

al.  [17] 

Extract ROI and 

classify brain 
tumors. 

Edge detection, 
adaptive 

thresholding, 

neural networks. 

Edge detection 

accuracy, tumor 
classification. 

 e et al.  [18] 

Enhance texture-

based tumor 

segmentation. 

Texture-based 

features, mean 

DSC LOO, 3-
Folder, 

longitudinal 

MRI. 

Texture-based 

segmentation, 
performance 

measurements. 

 arkar et 

al.  [19] 

Present a PNN-

based LQ model. 

Gaussian filter, 

probabilistic 

neural networks, 
PCA. 

Processing time 
reduction, feature 

identification. 

 harif et 

al.  [20] 

Use probabilistic 
neural networks 

for segmentation. 

PCA, neural 
network 

classification. 

High-dimensional 

data reduction, 

performance 

analysis. 

 ehman et 

al.  [22] 

Separate tumors 

using Linknet. 

Linknet network, 

CNN, prevalent 
brain tumors. 

Automatic tumor 

separation, CNN-
based approach. 

Guan et al. 

[25] 

Improve visual 

quality, tumor 

location 
proposals. 

Efficient-net, 
image-pre-

processing. 

Tumor 

segmentation in 

multi-modal 
images. 

Kaplan et al. 
[26] 

Classify common 

brain tumor 

types. 

Local binary 

patterns, nLBP, 

αLBP. 

Tumor type 

classification 
based on feature 

extraction. 
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Rammurthy et 
al [30] 

Optimization 

employed to 
obtain optimized 

weight. 

Whale Harris 

Hawks 
Optimization 

algorithm used 

Improved 

segmentation, and 

accuracy. 

III. BACKGROUND 

A. Convolutional Neural Network 

CNN is an example of an artificial neural network, often 
known as a multilayered sensor. Its architecture is inspired on 
the structure of the visual cortex. One of the most important 
ideas behind deep learning is the Convolutional Neural 
Network or CNN. CNN consists of two basic processes, which 
are referred to as convolution and pooling, and is often used in 
applications that are related to image recognition. Additional 
layers of convolution and pooling are added as necessary up to 
the point when a high level of classification accuracy is 
obtained. In addition to this, certain feature maps are included 
in each convolutional layer, and the weights of convolutional 
nodes that are contained inside the same map are shared. 
These designs minimize the number of traceable parameters 
while allowing for the learning of a variety of network 
properties. CNN, in contrast to more traditional methods, may 
learn to completely extract features while simultaneously 
performing a reduced number of specialized duties. The whole 
process plan of a CNN is shown in Fig. 1. 

 
Fig. 1. CNN process. 

B. Background of Tumor Detection 

Preprocessing: Noise may affect MR images. Picture 
compression and data transfer may produce noise. Nonlocal 
techniques and local smoothing were used to reduce noise [. 
Some significant visual structures and features might appear 
as if they were made of noise; these vital details may also be 
deleted. Below figure shows axial, coronal, and sagittal MR 
images. Fig. 2(a) and 2(b) show an original and preprocessed 
image. 

C. Watershed Segmentation and Morphological Process 

Good cranial MRI segmentation using watershed 
segmentation. This method detected cancer. Geography and 
water supply basins determine watershed lines. It analyses 
grey data and determines the object's boundaries by using the 
topological structure of the object inside an image. It enhanced 
the submerge-based watershed transformation method. It's 
lowest and maximum values are hmin and hmax. Moving 
from hmin to hmax shows recursion. Xh basin clusters were 
comparable to dot clusters with hmin at recursion's start. The 
Xh basin cluster in the threshold cluster eventually grows. 

              ( )(  )     [            ] (1) 

 

Fig. 2. (a) Original image, (b) Pre-processed image, (c) Segmented skull 

image, (d) Brain tissue extraction, (e) Tumor detection. 

First, the program collects gradient data. Subtracting the 
first derivative of pixel change yields this data. Next-level 
activation requires the signal. Image segmentation requires 
pointer pixels for each class. These pixels' location and 
quantity affect segmentation success. The watershed 
transformation has interesting features for mathematical 
morphology image segmentation. This change is intuitive. It 
generates closed curves quickly. Over-segmentation is a 
nearby one fused, and gaps were filled. Fig 2(c) shows how 
watershed segmentation eliminates data from MR images. Fig. 
2d shows how the brain's soft tissue was created by removing 
the skull from the original image. Fig 2(e) shows how 
morphological segmentation and classification of brain tumour 
in MRI scans and assist the radiologist. 

IV. PROPOSED WORK 

The proposed five-layer CNN model can identify a tumor 
in MRI images. Fig. 3 shows the five-layer CNN technique. 
Firstly, load the input dataset with the same-sized images. 
Five-layer CNN is used for early identification of tumors and 
a model includes seven steps (eight if you include the hidden 
layers), yielding the best results for tumor detection and 
splitting down the process into seven steps from which a brain 
tumor may be detected utilizing CNN. Step-by-step 
instructions shown below reveal the process. In Fig. 4, the 
proposed method for tumor detection using a five-layer 
Convolutional Neural Network is shown. Five discrete 
dimensions are also used. 

A. Convolutional Layer 

A convolutional layer is CNN's backbone. First, a 
convolutional layer is used to resize MRI images. This makes 
a 64*64*3 input shape. After gathering all same-orientation 
input images developed a convolutional kernel using 32 3*3 
convolutional filters and three channel tensors. The activation 
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function is ReLU. The filter size is three times the 64x64x3 
input volume. 

 
Fig. 3. Five layer CNN model workflow. 

 

Fig. 4. Five-layer CNN for brain tumour detection. 

Each neuron in the convolutional layer has 3*3*3 = 27 
weights, plus one for the bias parameter. Assess depth, stride, 
and zero-padding. The model contains a 64*64*3 input 
volume and a 33 spatial filter. Since it didn't specify border 
padding, padding and stride are both 1. If the stride is set to 1, 

only the pooling layers will down sample; the CONV layers 
will alter the input volume in depth. After the convolutional 
layer, added max pooling. 

B. Max Pooling Layer  

The fundamental objective of the pooling layer is to reduce 
the number of parameters and computation workloads in the 
network by progressively decreasing the spatial size of the 
representation. Over-fitting may be managed thanks to its 
ability to scale down the settings. The max pooling layer may 
be used to enlarge the input spatially, and it can do so on a 
per-slice basis if the input is deep enough. From another angle, 
the Max Pooling layer is great for preventing over-fitting, 
which might introduce contamination into the brain MRI 
image when editing it (see Fig. 5). Therefore, MaxPooling2D 
(see Fig. 6) check the effect of the pooling operation as a pre-
processing step which was used on the input image. There are 
a total of 32 nodes in this convolutional layer, resulting in a 
31*31*31 matrix. 

 

Fig. 5. CNN operation unit. 

 

Fig. 6. Pooling operation unit. 

C. Flatten Layer 

Pooling creates a pooled feature map that extracts 
necessary features only and discards unimportant features 
refer to Fig. 6. The flattened layer is crucial after pooling 
because it transforms the input’s feature maps into a single-
column vector for processing. The neural network processes it 
as Layer 31*31*32 = 30752 pixels. 

D. Fully Connected Layer 

The dense-1 and dense-2 (see Fig. 7) layers were linked. 
Keras processes the neural network using the dense function, 
and the output vector is fed to this layer. Each layer has 128 
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nodes. Due to high processing costs, the number of 
dimensions or nodes is 128. ReLU is employed due to its high 
convergence. The model's final layer was the second totally 
linked layer, utilizing the sigmoid function as the activation 
function in this layer with one node to reduce execution time. 
Sigmoid activation may impair deep network learning. The 
sigmoid function has been lowered, reducing the number of 
nodes in this deep network. 

 

Fig. 7. Proposed model workflow. 

V. RESULTS AND DISCUSSION 

A. Experimental Setup 

Jupyter Notebook and Python technologies like NumPy, 
Pandas, and OpenCV were used for image processing. For 
classifiers, use Scikit-Learn, Anaconda and Python 3.6. 

CNN model was trained and tested using TensorFlow and 
Keras used Google Colab's GPU.  

B. Dataset Acquisition 

Br35H-Mask-RCNN dataset [16] is used to segment brain 
tumors. Cancers and non-tumors are labeled. A set has two 
classes. Class-1 is tumors MRI while Class-2 is non-tumors 
(class-0). Training is 700, testing is 100 and 24 images test 
performance. 

C. Performance Measures 

To assess how well the proposed model works, one must 
consider performance metrics. Below is the discussion on the 
proposed model's performance statistics. One must learn 
performance measurement lingo to understand the Confusion 
Matrix. 

Confusion Matrix: 

TP: Number of correctly identified tumor images.  

TN: The number of correctly detected non-tumor images. 

 FP: The number of non-tumor images labeled tumor. 

 FN: Number of tumor images misclassify as non- tumor. 

Accuracy: It's the most common way to measure how 
often a classifier is correct. Accuracy is the ratio of accurately 
predicted images to the total number of photos. 

         
     

           
   (2) 

Precision: The model's data is retrieved. Precision is the 
ratio of correctly detected tumor images (TP) to misclassified 

ones (TP+FP). Precision rises with FP. A more accurate model 
is more effective. It’s the proportion of retrieved images. 

          
     

     
  (3) 

Recall: Recall is the ratio of tumor photographs correctly 
detected to images to be projected. It's also called sensitivity, 
hit rate, and true positive rate. Because non-tumor images are 
rare, a smaller false negative increases memory. 

       
  

     
   (4) 

F-Score: The harmonic mean of recall and precision is 
used as a measurement of test accuracy. F-scores range from 1 
(perfect accuracy and recall) to 0 (zero). 

        
   

         
  (5) 

Specificity: Specificity is the F-Score. The model's True 
Negative Rate (TNR) and binary classification test's statistical 
measure is specificity. Use this as a performance evaluation as 
it's binary (tumor or non-tumor). The ratio of correctly 
identified non-tumor images (TN) to wrongly categorized 
non-tumor images (TN + FP). The more specificity, the fewer 
false positives (FP). 

            
  

     
  (6) 

D. Experimental Results 

The five-layer CNN model got the best results for splitting 
ratio and other parameters. Then split CNN model 
performance by layer count. Next, is presented the 
experimental results and quality and evaluation. Experiments I 
and II tested the five-layer model with 70:30 and 80:20 
learning rates and epoch-splitting ratios. Later, it is examined 
as five, six, and seven-layer CNN models. 

1) Experiment-I: The five-layer CNN model is trained 

using 70 by 30 ratios. Table II shows how this ratio impacts 

learning rate, epochs, training length, and accuracy. The 

highest accuracy was attained using a 0.001 learning rate, 50 

epochs, and 500 seconds of training. 

TABLE II. CNN TRAINING TIME ACCURACY (SPLITTING RATIO OF 

80:20) 

Learning  ate Time Time to train(sec) Accuracy (%) 

0.001 

10 175 99.51 

20 233 98.87 

50 527 95.74 

100 1200 95.69 

0.005 

10 177 96.03 

20 203 97.62 

50 488 95.55 

100 1027 95.55 

0.01 

10 178 92.09 

20 200 93.04 

50 599 93.77 

100 966 92.00 
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2) Experiment – II: The five-layer CNN model is trained 

using 80 by 20 ratios. Table III compares training, accuracy, 

learning rate, and epochs. The greatest accuracy is 99.51 

percent at a 0.001 learning rate and 10 epochs, and training 

takes 175 seconds. 

TABLE III. CNN TRAINING TIME ACCURACY (SPLITTING RATIO OF 

70:30) 

Learning Rate Time 
Time to 

train(sec) 
Accuracy (%) 

0.001 

10 180 98.66 

20 231 98.95 

50 500 99.58 

100 1227 96.01 

0.005 

10 198 98.18 

20 240 99.13 

50 555 97.68 

100 1133 97.22 

3) Experiment-III (Five-layer Architecture): This analysis 

used several hyper-parameters and splitting ratios to test the 

five-layer CNN model. Table IV compares 80:20 and 70:30 

five-layer CNNs. The model is most accurate for 80:20, 64, 

and 10 epochs. The model overfits thereafter. Five-layer CNN 

accuracy is 99.87%. 

TABLE IV. CNN PERFORMANCE FOR FIVE LAYERS 

Convolution 
Layer 

Coalescing 

Fracture 

Percentag

e 

Group 

Measurem

ent 

Time 
Accuracy 

(%) 

62*62*32 
62*62*32 

(2 layer) 

 

31*31*32 

80:20 

32 

8 89.29 

9 92.83 

10 93.76 

11 93.62 

64 

8 94.01 

9 96.08 

10 95.49 

11 94.21 

70:30 

32 

8 82.37 

9 83.71 

10 84.24 

11 86.17 

64 

8 88.27 

9 82.23 

10 81.69 

11 80.07 

4) Experiment-IV (Six-layer Architecture): Add 62*62*32 

convolutional layer. Changing model dimensions may affect 

accuracy. Table V demonstrates 80:20 splitting, 64 batches, 

and 11 epochs. Model accuracy deteriorated. . Convolutional 

layers don't improve accuracy. Two kinds of CNN models 

were employed for the suggested model, and the five-layer 

CNN model had 99.87% accuracy. Table VI compares an 

CNN models from trial III and IV. 

TABLE V. CNN PERFORMANCE FOR SIX LAYERS 

Convolutio
n Layer 

Coalescin
g 

Fracture 

Percentag
e 

 

Group 

Measurement

s 

Tim
e 

Accurac
y (%) 

62*62*32 31*31*32 

80:20 

32 

8 99.87 

9 99.77 

10 99.51 

64 

8 93.67 

9 94.98 

10 97.87 

11 94.89 

70:30 

32 

8 81.35 

9 83.71 

10 87.87 

11 89.13 

64 

8 88.07 

9 88.76 

10 91.23 

11 94.90 

TABLE VI. COMPARISON OF CNN MODELS 

No. 

of 
Laye

rs 

Convolutional
Layer 

Coalesc
ing 

Fractur

e 
Percent

age 

Group 

Measurem

ents 

Ti
me 

Accur

acy 

((%) 

5 
62*62*32 

31*31*

32 
80:20 

64 8 99.87 

6 64 9 96.08 

E. Discussion 

The proposed method uses a pre-processing, data 
augmentation, convolutional kernel, filter, and three channel 
tensors added in the process to improve classification. 
Techniques like MaxPooling2D were used to reduce the 
overfitting problem and added two fully connected dense 
layers with ReLU as an activation function.  

A detailed discussion on the effect of execution time, 
variation in proposed results, and comparison with different 
add or removal of layers in CNN are projected here. The 
process is implemented on two different architecture styles 
and measures the accuracy and system computational time, 
such as 80:20, and 70:30 on five-layer CNN architecture 
which can be viewed from Table II and Table V. In these 
tables, it is shown that the best-achieved accuracy is 99.87%, 
99.77%, 99.51% etc. The variant performance of the proposed 
methodology is noticed when we add or drop the classifier 
layers and training proportions on the proposed model. The 
proposed selected features are best for five-layer CNN. Also, 
applied hyperparameter tuning on six-layer CNN. However, 
the results are not up to the scale (see Table V) when 
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compared with five-layer CNN, 80:20 training split ratio (see 
Table IV) and observed that this method improves the 
computational and classification accuracy. 

List of Hyperparameters used in this study are Batch size, 
Learning Rate, number of epochs, number of filters, kernel 
size, pooling size. Refer to Table II and Table III to check 
tuning performance of proposed model. In addition, Adam 
optimizer is used. The above parameters can fine-tune each 
time we find less accuracy as per the evaluation metrics see 
Fig. 7. To evaluate the proposed model plotted confusion 
matrix (See Fig. 8) 

 

Fig. 8. Confusion matrix. 

VI. CONCLUSION AND FUTURE WORKS 

In this analysis, the enhanced tumor segmentation and 
classification from MR images is presented. The proposed 
model used two techniques with CNN which works in two 
phases: (1) five-Layer CNN with Hyper-parameter tuning; (2) 
six-layer CNN with hyperparameter tuning with various data 
training proportions. This model performed well because of 
2D Max pooling, ReLu activation function and used Adam as 
optimizer and fine tune with batch size, learning rate. In a 
proposed approach, the best features selection step not only 
increases the accuracy but also minimizes the classification 
time. However, this study has limitation for computing large 
datasets and complex CNN’s this model may not give same 
accuracy to other datasets. In the future, we aim to extend our 
current work for fine-grained classification of multi-modal 
MRI images on advanced CNN architectures like R-UNet and 
aim to use a high-performance computational platform for the 
complete dataset for further improvement in segmentation 
feature map and classification. This soon can be deployed in 
real-time applications in a broader prospect. 
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Abstract—A method for hyperparameter tuning of image 

classification with PyCaret is proposed. The application example 

compares 14 classification methods and confirms that Extra 

Trees Classifier has the best performance among them, 

AUC=0.978, Recall=0.879, Precision=0.969, F1=0.912, 

Time=0.609 bottom. The Extra Trees Classifier produces a large 

number of decision trees, similar to the random forest algorithm, 

but with random sampling of each tree and no permutation. This 

creates a dataset for each tree containing unique samples, and 

from the ensemble set of features a certain number of features 

are also randomly selected for each tree. The most important and 

unique property of the Extra Trees Classifier is that the feature 

split values are chosen randomly. Instead of using Gini or 

entropy to split the data to compute locally optimal values, the 

algorithm randomly selects split values. This makes the tree 

diverse and uncorrelated. i.e. the diversity of each tree. 

Therefore, it is considered that the classification performance is 

better than other classification methods. Parameter tuning of 

Extra Trees Classifier was performed, and training performance, 

test performance, ROC curve, accuracy rate characteristics, etc. 

were evaluated. 

Keywords—PyCaret; extra trees classifier; AUC; gini; entropy; 

feature split; ROC curve 

I. INTRODUCTION 

Most machine learning problems require many 
hyperparameter tunings. Unfortunately, it is not possible to 
provide specific tuning rules for all models but may converge 
very slowly for another model. Finding the best set of 
hyperparameters for your dataset requires experimentation. 
Some rules of thumb, here is the training loss, which should 
decrease abruptly at first, then more slowly and steadily until 
the slope of the curve reaches or approaches zero, and if the 
training loss does not converge, wait for more epochs of 
training. 

If the training loss decreases too slowly, increase the 
learning rate. Note that setting the learning rate too high can 
prevent the training loss from converging. Decrease the 
learning rate if the training loss varies a lot (that is, if the 
training loss jumps around). Increasing the number of epochs 
or batch size while decreasing the learning rate is often a good 
combination. Setting the batch size to a very small batch 
number can lead to instability. First, try increasing the batch 
size value. Then reduce the batch size until you see a drop. For 
real datasets consisting of a very large number of samples, the 
entire dataset may not fit in memory. In such cases, the batch 
size should be reduced so that the batch fits in memory. For the 
optimization of these hyperparameters, hyperopt, gpyopt, 

AutoML, PyCaret, Optuna, etc. are proposed as black-box 
optimization methods, automating trial-and-error on 
hyperparameters and automatically finding the optimal 
solution. Similarly, a method for training and white boxing DL, 
BDT, random forest and mind maps based on GNN is 
proposed [1]. In particular, Optuna uses an algorithm called 
TPE (Tree-structured Parzen Estimator), which is a new 
technique among Bayesian optimization, and parallel 
processing is possible, and by saving the results in a database, 
it is possible to resume in the middle. Depending on the 
definition of the objective function and the validity of the 
importance of the parameters, hyperparameters that do not 
necessarily match the evaluation criteria may appear. Usually, 
it is desirable to introduce such cases, and propose a method to 
intentionally change the hyperparameters of Optuna and 
PyCaret and select parameters with less loss by trial and error. 
It, however, PyCaret only uses hyperparameters obtained by 
random grid search, and does not intentionally change 
hyperparameters in this paper. 

As a comparative study on classification methods with 
PyCaret and its application to textile fluctuations of 
classifications, we propose a comparative study of 
classification methods by PyCaret and its application to the 
classification evaluation of textile pattern deviations. Many 
classification methods have been applied to the classification 
evaluation of textiles, but trial and error are necessary to 
determine the optimum method, which requires not a little 
time. The method proposed in this paper finds the optimal 
method using PyCaret, and is a method for finding the optimal 
method easily in a relatively short time without repeating trial 
and error. As one application of this method, an example of 
applying it to classification of Kurume Kasuri patterns is 
shown. This is just one application example, and the proposed 
method can be widely applied to other classifications. 

The application example compares 14 classification 
methods and confirms that Extra Trees Classifier has the best 
performance among them, AUC=0.978, Recall=0.879, 
Precision=0.969, F1=0.912, Time=0.609 bottom. The Extra 
Trees Classifier produces a large number of decision trees, 
similar to the random forest algorithm, but with random 
sampling of each tree and no permutation. This creates a 
dataset for each tree containing unique samples, and from the 
ensemble set of features a certain number of features are also 
randomly selected for each tree. The most important and 
unique property of the Extra Trees Classifier is that the feature 
split values are chosen randomly. Instead of using Gini or 
entropy to split the data to compute locally optimal values, the 
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algorithm randomly selects split values. This makes the tree 
diverse and uncorrelated i.e. the diversity of each tree. 
Therefore, it is considered that the classification performance is 
better than other classification methods. Parameter tuning of 
Extra Trees Classifier was performed, and training 
performance, test performance, ROC curve, accuracy rate 
characteristics, etc. were evaluated. 

In the following section, some of the related research works 
are described together with a research background, followed by 
the comparative study conducted. Then, some of the simulation 
studies are described, followed by a conclusion with some 
discussions. 

II. RELATED RESEARCH WORKS AND RESEARCH 

BACKGROUND 

A. Research Background 

Image classification is required for textile pattern 
discrimination in this concern. Patterns are boring and 
uninteresting because they are regular, but moderately irregular 
patterns feel comfortable. For instance, Kurume Kasuri of 
textile patterns are moderately irregular so that we feel these 
patterns are comfortable. It is understandable that the 
moderately irregular patterns contain 1/f fluctuations. However, 
a pattern with too much irregularity gives an unpleasant feeling 
to the person who sees it. Therefore, it is thought that there is a 
boundary between pleasant irregularities and unpleasant 
irregularities. The purpose of this paper is to discriminate 
between both. In order to find the best discrimination 
performance of classification method, 14 of classification 
methods are compared these accuracies and their other 
performances. 

B. Examples of Pleasant and Unpleasant Irregularity of 

Kurume Kasuri 

One of the typical Kurume Kasuri of textile patterns is 
shown in Fig.1 (a). Also, examples of the regular (green) and 
the moderately irregular patterns (red) are shown in Fig. 1 (b), 
respectively. As shown in Fig. 1 (b), it is obvious that the 
regular patterns make a good impression while the irregular 
patterns make a bad impression. The cause of these irregular 
patterns is the lack of control over the warp tension of the 
Kurume Kasuri automatic loom. If the pattern is too 
comfortable, it will exceed the allowable limit and become an 
unpleasant pattern. It is too difficult to control the warp tension. 
It is important to evaluate the quality of woven Kurume Kasuri 
and determine whether it is good or bad to send it to the market. 

 
(a) Typical Kurume Kasuri of textile pattern 

 
(b) Examples of the regular (green) and the moderately irregular patterns (red) 

Fig. 1. Typical kurume kasuri textile pattern and example of the regular and 

the moderately irregular patterns. 

C. Related Research Works 

Method for 1/f fluctuation component extraction from 
images and its application to improve Kurume Kasuri quality 
estimation is proposed [2]. In this paper, it is shown that 
Kurume Kasuri textile pattern quality depends on 1/f 
component. On the other hand, classification by re-estimating 
statistical parameters based on auto-regressive model is 
proposed [3]. Similarly, multi-temporal texture analysis in TM 
classification is proposed [4] together with Maximum 
Likelihood (MLH) TM classification taking into account pixel-
to-pixel correlation [5]. Meanwhile, a supervised TM 
classification with a purification of training samples is 
proposed [6]. Also, TM classification using local spectral 
variability is proposed [7]. Furthermore, a classification 
method with spatial spectral variability is proposed [8]. 

An inversion for emissivity-temperature separation with 
ASTER data is proposed [9]. TM classification using local 
spectral variability is also proposed [10]. On the other hand, 
application of inversion theory for image analysis and 
classification is proposed [11]. Meanwhile, polarimetric SAR 
image classification with maximum curvature of the trajectory 
in eigen space domain on the polarization signature is proposed 
[12]. Moreover, a hybrid supervised classification method for 
multi-dimensional images using color and textural features are 
proposed [13]. 

 Human gait gender classification using 3D discrete 
wavelet transformation feature extraction is proposed [14]. 
Meanwhile, polarimetric SAR image classification with high 
frequency component derived from wavelet multi resolution 
analysis: MRA is proposed [15]. On the other hand, a 
comparative study of polarimetric SAR classification methods 
including proposed method with maximum curvature of 
trajectory of backscattering cross section in ellipticity and 
orientation angle space is proposed [16]. Human gait gender 
classification using 2D discrete wavelet transforms energy is 
proposed [17]. Also, human gait gender classification in spatial 
and temporal reasoning is proposed [18]. Comparative study on 
discrimination methods for identifying dangerous red tide 
species based on wavelet utilized classification methods is 
conducted [19]. 

Multi spectral image classification method with selection of 
independent spectral features through correlation analysis is 
proposed [20]. On the other hand, image retrieval and 
classification method based on Euclidian distance between 
normalized features including wavelet descriptor is also 
proposed [21]. 
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Gender classification method based on gait energy motion 
derived from silhouettes through wavelet analysis of human 
gait moving pictures is proposed [22]. Similarly, human gait 
skeleton model acquired with single side video camera and its 
application and implementation for gender classification is 
proposed [23] together with human gait skeleton model 
acquired with single side video camera and its application and 
implementation for gender classification [24]. Gender 
classification method based on gait energy motion derived 
from silhouette through wavelet analysis of human gait moving 
pictures is proposed [25]. 

 Image classification considering probability density 
function based on simplified beta distribution is proposed [26]. 
Also, Maximum Likelihood (MLH) classification based on 
classified result of boundary mixed pixels for high spatial 
resolution of satellite images is proposed [27]. Meanwhile, 
context classification based on mixing ratio estimation by 
means of inversion theory is proposed [28]. On the other hand, 
optimum spatial resolution of satellite-based optical sensors for 
maximizing classification performance is discussed [29]. 
Combined non-parametric and parametric classification 
method depending on normality of PDF of training samples is 
proposed [30]. 

III. EXPERIMENT 

A. Data used 

180 of training samples and 30 of test samples are used. A 
small portion of the data used as a good data is shown in Fig. 
2(a) while those for a bad data are shown in Fig. 2(b), 
respectively. There are 24 images in total, including two good 
and bad training data and two good and bad test data, including 
data augmentation (noise, skew). 

 

 
(a)Good data 

 

 
(b)Bad data 

Fig. 2. A portion of good and bad data used. 

B. Classfication Methods for Comparison 

There are the following methods for comparing 
classification performance of the good or bad categories, 

Extra Trees Classifier 

Logistic Regression 

Ridge Classifier 

Random Forest Classifier 

Light Gradient Boosting Machine 

Ada Boost Classifier 

SVM - Linear Kernel 

Gradient Boosting Classifier 

K Neighbors Classifier 

Naive Bayes 

Linear Discriminant Analysis 

Decision Tree Classifier 

Quadratic Discriminant Analysis 

Dummy Classifier 

These are typical and widely used classification methods. 
Therefore, details of explanation of the method are not 
necessary.  

C. Evaluated Performances 

The following typical and widely used classification 
performances are evaluated for comparison, 

Accuracy 

AUC 

Recall 

Precision 

F1 score 

Kappa value 

MCC 

TT (Sec) 

These are typical and widely used classification 
performances. Therefore, it seems that details of explanation of 
the performances are not necessary. 

D. Evaluation Results 

Evaluation results are summarized in Table I. Cells shaded 
yellow have the best performance. Almost all the classification 
performances of the Extra Trees Classifier show the best 
performance except “Recall”. Total time required for learning 
and classification is also not so bad either. Extra Trees are 
similar to Random Forests. The points to construct multiple 
trees are the same, but one of the features (Gini coefficient, 
entropy) at which the node (leaf) of the tree is divided is 
randomly selected. 

In the decision tree, when dividing the feature axis, the 
feature that maximizes the gain based on the feature amount 
(Gini coefficient, entropy), etc., and the threshold for the 
division are selected. Extra-Trees randomly select them. 
Prepare multiple random trees and bag them in the same way 
as Random Forest. 
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TABLE I. CLASSIFICATION PERFORMANCE EVALUATED 

Model 

Acc

urac
y 

AU

C 

Reca

ll 

Prec

. 
F1 

Kap

pa 

MC

C 

TT 

(Sec
) 

Extra Trees 

Classifier 

0.91

76 

0.97

83 

0.87

86 

0.96

89 

0.91

22 

0.83

54 

0.85

22 

0.60

90 

Logistic 
Regression 

0.91
10 

0.97
37 

0.86
79 

0.96
07 

0.90
78 

0.82
24 

0.83
17 

1.02
00 

Ridge 

Classifier 

0.91

05 

0.00

00 

0.87

86 

0.95

32 

0.90

91 

0.82

06 

0.83

19 

0.54

70 

Random 
Forest 

Classifier 

0.83

90 

0.94

17 

0.82

32 

0.88

42 

0.83

59 

0.67

83 

0.69

81 

0.60

20 

Light 
Gradient 

Boosting 

Machine 

0.81

38 

0.90

84 

0.83

93 

0.82

53 

0.82

10 

0.62

60 

0.64

75 

0.56

70 

Ada Boost 

Classifier 

0.81

33 

0.84

34 

0.80

18 

0.83

81 

0.81

05 

0.62

77 

0.64

30 

0.59

50 

SVM - 

Linear 
Kernel 

0.80

67 

0.00

00 

0.81

43 

0.83

68 

0.80

45 

0.61

36 

0.64

32 

0.54

30 

Gradient 

Boosting 
Classifier 

0.79

24 

0.91

56 

0.81

07 

0.80

40 

0.79

55 

0.58

32 

0.59

91 

0.57

00 

K 

Neighbors 

Classifier 

0.79
10 

0.91
62 

0.70
18 

0.85
30 

0.75
10 

0.58
42 

0.60
15 

0.92
40 

Naive 

Bayes 

0.74

38 

0.78

21 

0.73

04 

0.76

96 

0.74

60 

0.48

72 

0.49

24 

0.57

60 

Linear 

Discrimina
nt Analysis 

0.72

19 

0.82

45 

0.65

89 

0.77

31 

0.69

06 

0.44

47 

0.46

55 

0.57

30 

Decision 

Tree 
Classifier 

0.71

57 

0.71

43 

0.77

14 

0.70

64 

0.72

71 

0.42

98 

0.44

71 

0.56

30 

Quadratic 

Discrimina

nt Analysis 

0.52
29 

0.52
05 

0.58
39 

0.52
60 

0.55
12 

0.04
06 

0.03
66 

0.57
30 

Dummy 

Classifier 

0.51

33 

0.50

00 

1.00

00 

0.51

33 

0.67

83 

0.00

00 

0.00

00 

0.56

70 

TABLE II. PARAMETERS FOR EXTRA TREES LEARNING PROCESSES 

Parameters 
 

bootstrap False 

ccp_alpha 0.0 

class_weight {} 

criterion gini 

max_depth 7 

max_features sqrt 

max_leaf_nodes None 

max_samples None 

min_impurity_decrease 0.001 

min_samples_leaf 5 

min_samples_split 2 

min_weight_fraction_leaf 0.0 

n_estimators 110 

n_jobs -1 

oob_score False 

random_state 123 

verbose 0 

warm_start False 

 

Fig. 3. Finalized parameters of the extra trees classifier. 

Bagging is short for bootstrap aggregating. As the name 
suggests, the training data used for each learner is obtained by 
bootstrap sampling, and the learned learner is used for 
prediction and the final ensemble is performed. 

Bootstrap sampling is a method of resampling by randomly 
extracting some data from the population while allowing 
overlaps when there is data to be used as a population. 

Ensemble learning in machine learning is a method of 
generating a single learning model by fusing multiple models 
(learners). A feature of Extra-Trees learning is that each tree is 
trained without bootstrap sampling, that is, without resampling 
by randomly extracting some data from the population while 
allowing for duplication. Use all data. Let it learn from all the 
data. Table II shows the parameters for Extra Trees learning 
processes. After the above mentioned hyperparameter tuning, 
the Extra Trees Classifier is finalized as shown in Fig. 3. 
Accuracy was specified as an optimization metric. Accuracy 
improved after 100 trials, but there is no guarantee that the 
parameters are optimal because they are optimized by random 
grid search. 

Because it is simple, processing speed is very high, and the 
classification accuracy is better than Random Forest, a 
representative machine learning library for Python. The Extra 
Trees Classifier when using scikit-learn looks like this: When 
you think of machine learning, you might think of using 
complex formulas or something that seems difficult, but with 
scikit-learn you can try out machine learning very easily. 

The learning curve of the Extra Trees Classifier is shown in 
Fig. 4(a) while the validation curve is shown in Fig. 4(b), 
respectively. 

N-fold cross validation with shuffle and stratification (for 
classification tasks). Different hyperparameters for each 
algorithm were checked during the training. For binary 
classification the Area Under ROC Curve (AUC) metric was 
used. Table III shows the results of the n-fold cross validation 
while Fig. 5 shows the AUC. 
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(a) Learning Curve 

 
(b)Validation Curve 

Fig. 4. Learning and validation curves of the extra trees classification. 

 

Fig. 5. Evaluated AUC. 

TABLE III. THE RESULTS FROM THE N-FOLD CROSS VALIDATION 

Fold 
Accurac

y 
AUC Recall Prec. F1 Kappa MCC 

0 0.9333 
0.982

1 

1.000

0 

0.888

9 

0.941

2 

0.864

9 

0.872

9 

1 0.9333 
0.910
7 

0.875
0 

1.000
0 

0.933
3 

0.867
3 

0.875
0 

2 0.8000 
0.946

4 

0.625

0 

1.000

0 

0.769

2 

0.608

7 

0.661

4 

3 0.8667 
0.964
3 

1.000
0 

0.800
0 

0.888
9 

0.727
3 

0.755
9 

4 1.0000 
1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

5 0.8571 
1.000
0 

0.714
3 

1.000
0 

0.833
3 

0.714
3 

0.745
4 

6 0.9286 
0.979

6 

0.857

1 

1.000

0 

0.923

1 

0.857

1 

0.866

0 

7 0.8571 1.000 
0.714

3 

1.000

0 

0.833

3 

0.714

3 

0.745

4 

8 1.0000 
1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

9 1.0000 
1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

1.000

0 

Mea

n 
0.9176 

0.978

3 

0.878

6 

0.968

9 

0.912

2 

0.835

4 

0.852

2 

Std 0.0669 
0.028

5 

0.138

7 

0.065

3 

0.076

1 

0.132

7 

0.116

3 

Also, confusion matrix of the Extra Trees Classifier is 
shown in Fig. 6. In the Fig. 6, the number of “Good” samples is 
17 while the number of “Bad" samples is 19. Of the 180 
training data, 20% are used as validation data, so there are 36 
validation data. Of the 36 cards, 17 are 0: good and 19 are 1: 
bad. All good answers were correct (17 0), and three bad 
answers were incorrect (3 16). It is such a confusion matrix. 

 

Fig. 6. Confusion matrix of the extra trees classifier. 

IV. CONCLUSION 

A method for hyperparameter tuning of image 
classification with PyCaret is proposed. The application 
example compares 14 classification methods and confirms that 
Extra Trees Classifier has the best performance among them, 
AUC=0.978, Recall=0.879, Precision=0.969, F1=0.912, 
Time=0.609 bottom. The Extra Trees Classifier produces a 
large number of decision trees, similar to the random forest 
algorithm, but with random sampling of each tree and no 
permutation. 
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This creates a dataset for each tree containing unique 
samples, and from the ensemble set of features a certain 
number of features are also randomly selected for each tree. 
The most important and unique property of the Extra Trees 
Classifier is that the feature split values are chosen randomly. 
Instead of using Gini or entropy to split the data to compute 
locally optimal values, the algorithm randomly selects split 
values. 

This makes the tree diverse and uncorrelated, i.e. the 
diversity of each tree. Therefore, it is considered that the 
classification performance is better than other classification 
methods. Parameter tuning of Extra Trees Classifier was 
performed, and training performance, test performance, ROC 
curve, accuracy rate characteristics, etc. were evaluated. 

FUTURE RESEARCH WORKS 

Further investigations are required to identify alternative 
prediction methods that may lead to more accurate results. 
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Abstract—The brain-computer interface (BCI) based on 

motor imagery (MI) is a promising technology aimed at assisting 

individuals with motor impairments in regaining their motor 

abilities by capturing brain signals during specific tasks. 

However, non-invasive electroencephalogram (EEG) signals 

collected using EEG caps often contain large numbers of 

artifacts. Automatically and effectively removing these artifacts 

while preserving task-related brain components is a key issue for 

MI de-coding. Additionally, multi-channel EEG signals 

encompass temporal, frequency and spatial domain features. 

Although deep learning has achieved better results in extracting 

features and de-coding motor imagery EEG (MI-EEG) signals, 

obtaining a high-performance network on MI that achieves 

optimal matching of feature extraction, thus classification 

algorithms is still a challenging issue. In this study, we propose a 

scheme that combines a novel automatic artifact removal 

strategy with a spatial attention-based multiscale CNN 

(SA-MSCNN). This work obtained independent component 

analysis (ICA) weights from the first subject in the dataset and 

used K-means clustering to determine the best feature 

combination, which was then applied to other subjects for 

artifact removal. Additionally, this work designed an 

SA-MSCNN which includes multiscale convolution modules 

capable of extracting information from multiple frequency 

bands, spatial attention modules weighting spatial information, 

and separable convolution modules reducing feature 

information. This work validated the performance of the 

proposed model using a real-world public dataset, the BCI 

competition IV dataset 2a. The average accuracy of the method 

was 79.83%. This work conducted ablation experiments to 

demonstrate the effectiveness of the proposed artifact removal 

method and SA-MSCNN network and compared the results with 

outstanding models and state-of-the-art (SOTA) studies. The 

results confirm the effectiveness of the proposed method and 

provide a theoretical and experimental foundation for the 

development of new MI-BCI systems, which is very useful in 

helping people with disabilities regain their independence and 

improve their quality of life. 

Keywords—Motor Imagery (MI); Brain Computer Interface 

(BCI); EEG signal; artifact removal; spatial attention; 

Convolutional Neural Network (CNN) 

I. INTRODUCTION 

Brain-computer interfaces (BCIs) have the capability of 
translating brain activity signals into commands to control 
external devices or communicate with the external environment 
[1]. One of the most common paradigms of BCIs is motor 
imagery (MI), which involves mentally simulating motor 
commands of specific body parts. The generation of MI signals 
is possible even in the presence of disabilities as the 

corresponding brain region is functioning properly. MI-BCIs 
have shown promising results in areas such as communication, 
control and rehabilitation [2-7]. Electroencephalography (EEG) 
is widely used for MI-BCI systems due to its convenience and 
low physical and psychological stress on the subject [8]. 
However, EEG signals can be affected by environmental 
factors, which can generate artifacts. The background noise 
will distort the signal of interest and consequently reduce the 
MI recognition accuracy. In recent years, deep learning has 
gradually received attention for MI recognition. However, 
extracting appropriate spatial and temporal information from 
EEG signals has always been a significant challenge, whether 
in deep learning or traditional studies. 

Due to the fact that EEG signals are collected by electrodes 
in contact with the scalp, the signal-to-noise ratio of the EEG is 
relatively low. During the acquisition process, the EEG signals 
are easily contaminated by various factors, resulting in artifacts 
in the signal, such as eye movements, muscle movements and 
electric line noise [9,10]. Therefore, some studies exploring 
different types of artifact features and removal methods have 
achieved certain results. Independent component analysis 
(ICA) [11] is a widely used method for artifact removal in MI 
recognition. ICA can separate a specified number of 
components from the input signal. Typically, experienced 
researchers identify and exclude the components that are 
considered artifacts and then the remaining components are 
used to reconstruct the signal for further analysis. This 
approach has achieved some success in various studies [12-14]. 
However, classifying components extracted by ICA will 
require much time and effort from professionals, which is not 
feasible for large datasets. Therefore, the automatic 
classification of ICA components has been proposed in some 
literature. For example, Hesam et al. [15] used three 
features-based K-means clustering methods to automatically 
cluster and differentiate artifacts from brain states in ICA 
components, achieving a 3.95% accuracy improvement on the 
Physionet dataset. However, there is still a lack of effective 
exploration of different feature methods and the impact of 
different features on clustering is not yet clear. Therefore, 
further research in this area is necessary. 

Traditional convolutional neural networks extract and learn 
features through convolutions. In contrast to the 
two-dimensional convolutions commonly used in image 
applications, one-dimensional convolutions are often employed 
in MI-related research to capture temporal information and 
electrode information from EEG signals. For example, 
well-known models such as EEGNet [16] and DeepConvNet 
[17], utilize one-dimensional convolutions to extract 
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information from the signals. Recently, the TS-SEFFNet [18] 
also incorporates one-dimensional convolutions with multiple 
scales, which has been proven to be effective. The multi-scale 
module can effectively concentrate on multiple dimensional 
information. How to improve the useful multi-dimensional 
features and suppress useless information is a key issue for MI 
recognition. Attention mechanism [19], after its proposal in 
2014, which has been widely used in both the computer vision 
(CV) [20] and natural language processing (NLP) [21] fields, 
provides an efficient way for multiple channel EEG 
recognition. The Attention mechanism mainly focuses limited 
attention on important information, thereby saving resources 
and quickly obtaining the most relevant information. There are 
three main types of attention models for multi-channel EEG: 
spatial attention, channel attention and a combination of spatial 
and channel attention [22]. Spatial attention pays attention to 
specific regions within the spatial domain, allowing the model 
to prioritize important spatial information. Channel attention 
assigns different weights to different channels based on their 
attention values, facilitating the model to focus on important 
channel-wise features. However, in MI-BCI research, 
constructing a robust CNN is still a challenging problem. The 
utilization of various modules in the network structure still 
requires exploration. 

In this paper, a novel features selection ICA and 
K-means-based automatic artifact removal method and an 
end-to-end CNN that includes multi-scale convolutions and 
spatial attention mechanism were proposed to overcome the 
problem of low classification accuracy and enhance the 
network's robustness. It is well known that the artifacts can 
lead to the acquisition of task-irrelevant features by subsequent 
classifiers, resulting in a decrease in classification accuracy. 
Therefore, this work proposes an automatic artifact removal 
method that combines ICA and clustering algorithms. For the 
subsequent network architecture, this work introduces a 
modularized network called SA-MSCNN. It utilizes 
multi-scale block and spatial attention modules to extract 
different types of information. The method takes into account 
the deep network's ability to learn different features from the 
data and offers a novel approach for classifying motor imagery. 
This work evaluates the performance of the proposed method 
using 5184 trials with 22 EEG channels from nine subjects in 
the BCI-IV-2a dataset. 

The remainder of this paper is organized as follows. 
Section II introduces the method for this study which includes 
the proposed artifact removal method and SA-MSCNN. In 
Section III, this work introduces the dataset and the evaluation 
metrics used in this work. And also describes preprocessing 
steps, experimental parameter settings and the experimental 
results. Section IV is the discussion and Section V concludes 
the paper. 

II. METHOD 

This section describes the method this work proposed in 
this paper. First, this work gives an overall framework of the 
proposed method and a brief introduction to the workflow. 
Then, this work describes in detail the proposed ICA+K-means 
artifact removal method and the SA-MSCNN. Finally, this 
work shows the training strategy for the proposed network. 

A. Overall Framework 

The proposed method is shown in Fig. 1. This work first 
pre-processed the data for all subjects and then performed 
artifact removal using the proposed ICA+K-means method. For 
each subject, this work pre-trained the proposed Spatial 
Attention-based Multi Scale Convolution Neural Network 
(SA-MSCNN) using data from all the subjects except the 
specific subject, then saved the SA-MSCNN’s weights. 
Finally, the SA-MSCNN model was trained and adjusted by 
the specific subject data (on the right side of Fig. 1) and the 
following experiments were performed to obtain the 
classification results for comparison. 

 

Fig. 1. Block diagram of the proposed framework. 

B. Artifact Removal using ICA+K-means 

Independent Component Analysis (ICA) is a statistical 
method used for signal processing and data analysis. It is 
widely used in MI to remove artifacts from EEG signals [23]. 
Unlike other traditional signal analysis methods such as 
Principal Component Analysis (PCA), ICA emphasizes the 
independence rather than the correlation of the signals. ICA 
decomposes signals according to Eq. (1) and (2). 

nmmmnm   YAX
    (1) 

nmmmnm   XWY
    (2) 

Where X is the input EEG signal, A represents the mixing 
matrix, Y represents the original signal sources and W 
represents the inverse matrix of A. Here, m and n represent the 
number of EEG channels and the number of samples, 
respectively. The objective of the ICA algorithm is to find the 
weight matrix W that will decompose the EEG signals into ICs 
assuming temporal and spatial independence. Most artifact ICs 
in MI EEG signals are caused by eye movements, muscle 
movements and electric line noise [9, 10]. Traditionally, 
manual observation of ICs are used to differentiate artifact 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

285 | P a g e  

www.ijacsa.thesai.org 

components from brain-related components and then remove 
the artifact components. This approach is feasible for datasets 
with a small number of subjects or a small amount of data for 
each subject. However, with the recent development of EEG 
measurement devices and experimental paradigms, large 
datasets like OpenBMI have emerged [24]. As the amount of 
data in the dataset increases, the manual selection of ICs 
becomes cumbersome and time-consuming. Therefore, the 
development of automated methods for ICs selection is 
necessary. 

To address the above-mentioned issues, Hesam et al. [15] 
proposed using the K-means clustering method for component 
selection on extracted ICs from datasets including Physionet. 
They extracted three specific features from ICs and performed 
clustering, designating the class with the highest variance as 
the artifact class, and removing the components in that class. 
However, they only considered three specific feature selections 
and did not demonstrate the clustering results. Moreover, they 
did not explore the impact of different feature selections and 
multi-class datasets on K-means clustering from a broader 
perspective. Therefore, this study focuses on studying the 
impact of different feature selections on K-means clustering 
using representative datasets such as BCI-IV-2a. It provides 
recommendations for feature combinations and presents brain 
maps and ablation experiments after clustering. The seven 
selected statistical measures are variance, covariance, inverse 
covariance, correlation coefficient, kurtosis, skewness, and 
quartile range. Since the extracted ICs are vectors of certain 
lengths, these seven statistical measures can extract 
corresponding features of the ICs, as shown in Eq. (3) to (9) for 
their extraction method. 
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Where σ
2
 represents variance, Cov represents covariance, 

E(A, B) represents the expected value of a function involving 
two random variables, A and B, with their respective 
probability distributions, invCov represents inverse covariance, 
p represents correlation coefficient, Kurt represents kurtosis, 
Skew represents skewness, and IQR represents interquartile 
range. Yi_represents the i-th sample, μ represents the sample 
mean, n represents the total number of samples, and Y75%/Y25% 

represents the values at the 75th/25th percentile when the data 
is sorted in ascending order. 

K-means is an unsupervised clustering algorithm where the 
parameter "K" in its name is set by the user to determine the 
number of clusters in the final result. The K-means algorithm 
iteratively maximizes the similarity among data points within 
each cluster while minimizing the similarity between clusters 
until the cluster centers no longer change or the predetermined 
number of iterations is reached. The most commonly used 
similarity measure is distance, such as Euclidean distance or 
Manhattan distance. The choice of K significantly impacts the 
clustering result and therefore, K-means clustering may 
converge to a locally optimal solution. 

The different feature combinations for K-means algorithm 
will result in different clustering results. How to select optimal 
features for the automation of artifacts ICs identification is a 
key issue. Therefore, this study explores the different 
combinations of the aforementioned seven features and then 
adaptively achieves the best clustering results for denoising. 
The process is illustrated in Fig. 2. First, we extract the original 
ICA weights from the raw EEG signals of the first subject in 
the dataset. 

 

Fig. 2. Proposed ICA+K-means artifacts removal framework. 
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These weights are obtained by labeling the brain 
components and artifact components by experienced experts. 
Next, seven features were extracted from ICA weights. For 
these features, this work selects three different features to form 
a unique combination and then adds them to a feature’s 
combination list. Each combination in the list is distinct from 
the others, resulting in a total of 35 unique feature 
combinations. For each combination, the K-means algorithm is 
to cluster using the three combined features. Then evaluate the 
clustering results based on the previous labels. Finally, select 
the best feature combination that achieves the optimal results. 
This work uses the best feature combination to obtain the 
optimal ICA weights in the following experiments for 
removing artifacts from the rest subjects. The proposed method 
is capable of automatically removing artifacts, reducing the 
expenditure of time and effort. 

C. Spatial Attention-based Multi Scale Convolution Neural 

Network (SA-MSCNN) 

The proposed SA-MSCNN is an end-to-end CNN, 
composed primarily of a multi scale temporal convolution 
block, a spatial convolution block, a spatial attention block, a 
separable convolution block and a classification block. The 
network structure is illustrated in Fig. 3. 

As the 22 leads EEG data sampled at 250Hz and each 
sample has a length of 2.5s, the size of the sample is 22×625. 
The multi scale temporal convolution blocks and spatial 
convolution blocks of SA-MSCNN primarily capture the 
temporal and spatial features of the input EEG signals. The 
filters for the multi-scale temporal convolution block and 
spatial convolution block are set as [1, k] and [c, 1] 
respectively, where k and c are the lengths of the filters. Then, 
2D convolution is performed accordingly. As mentioned in 
FBCSP [25], there may be some fluctuations in the MI 
frequency bands for different subjects. Therefore, to improve 
the classification accuracy, this work incorporates multi-scale 
convolutions with filters of different lengths in the temporal 
dimension to obtain information at different time scales. The 
obtained multi-scale features are then concatenated, normalized 
and passed through the spatial convolution blocks to extract 
spatial-scale information. 

The subsequent Spatial Attention Block primarily utilizes 
the spatial attention module to obtain a refined feature map, 
further enhancing the model's attention and perception abilities 
in the spatial domain. The input feature, after undergoing max 
pooling and average pooling, has a shape of [batch_size, 
input_channels, height, width]. Then, a convolution operation 
is performed, resulting in a feature map with a shape of 
[batch_size, 1, height, width]. The values of the feature map 
are then mapped to a range between 0 and 1 using the Sigmoid 
function, achieving attention weights. Finally, these weights 
are multiplied element-wise with the original feature map, 
resulting in a weighted feature map, which is referred to as the 
refined feature map. In traditional feature extraction networks, 
the features at each position in the feature map are treated 
equally, without considering the importance of different 
positions. However, in real-world scenarios, the contribution of 
information from different positions varies. The spatial 
attention module introduces different weights to each position 
in the feature map, allowing the network to focus more on 
important positions and regions. This enables the network to 
capture richer and more accurate feature information thus 
improving the overall performance. Moreover, since the spatial 
attention module is introduced in the middle module, it does 
not directly process the raw EEG signals. It only requires the 
intermediate weights for feature extraction, thereby almost not 
increasing the complexity and computational cost of the 
network. 

The refined feature map is performed batch normalization 
and ELU activation. Average pooling is applied to reduce the 
size of the feature map, while dropout is employed to prevent 
overfitting of the model. Then the feature map is fed into the 
depthwise separable convolution block. The depthwise 
separable convolution consists of depthwise convolution and 
pointwise convolution, with filters set as [1, k] and [1, 1], 
respectively. These convolutions aim to further shrink the 
feature map. Subsequently, batch normalization, ELU 
activation, average pooling and dropout are performed and the 
results are passed to the classification block. In the 
classification block of SA-MSCNN, the input features are 
flattened and then fed into a fully connected layer to compute 
the final output classification label. 

 

Fig. 3. Proposed SA-MSCNN architecture.  
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D. Training Strategy 

For each subject, SA-MSCNN is pre-trained using data 
from all other subjects except the specific one and then trained, 
validated, and tested on the pre-trained model using the data of 
this specific subject. The reason for using the pre-training step 
is inspired by the idea of transfer learning. This training 
strategy aims to enable the model to learn features from the 
entire dataset as much as possible and increase the amount of 
data used for training. This allows the model parameters to 
converge faster when the data of the specific subject is fed into 
the pre-trained SA-MSCNN. 

III. EXPERIMENTS AND RESULTS 

A. Data Sources and Evaluation Metrics 

In this experiment, dataset 2a of the BCI competition IV, 
which contains 22 EEG channels and three monopolar EOG 
channels from nine subjects was used [26]. The 22 EEG 
electrodes were made by Ag/AgCl(with inter-electrode 
distances of 3.5 cm). The sampling frequency is 250Hz and 
bandpass filtering between 0.5Hz and 100Hz was applied when 
the dataset was recorded. The subjects were asked to perform 
four types of motor imagery tasks: left hand, right hand, tongue 
and both feet. Each category of the task was performed 72 
times, resulting in 288 trials per session and each subject had 
two sessions. So, there are a total of 5184 trials in the dataset.  

In this study, the performance of the proposed method was 
evaluated using its ac-curacy (represented by the symbol Acc) 
and Kappa value (represented by the symbol Kappa), defined 
by Eq. (10) and (11). 
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Among them, TP, FP, TN and FN are true positive, false 
positive, true negative and false negative respectively. Po 
represents the total classification accuracy, and Pe is the sum of 
the product of the ground truth and predicted numbers for each 
category divided by the square of the total number of samples 
[27]. 

B. Pre-processing 

In the data preprocessing stage, this work removed three 
EOG channels and retained 22 EEG channels to reduce their 
influence. MI tasks produce event-related synchronization 
(ERD) and event-related desynchronization (ERS) in EEG 
signals, corresponding to the sensorimotor rhythms of mu 
(8-13Hz) and beta (18-30Hz). The ERD/ERS patterns exhibit 
variability across subjects. Therefore, a wide-range band-pass 
filter of 4-40Hz was used to minimize band-pass filtering’s 
influence on data while retaining MI-related features. For each 
task, the EEG data is segmented between 0 s to 2.5s after its 
start. Thus, each sample size is 22×625. No other operations 
are performed because this work wants to retain as much useful 
information as possible. 

C. Experimental Setup  

In the artifact removal stage, for the first subject, after ICA, 
the first two ICs were removed, and the remaining 20 
components were manually classified into artifact and 
non-artifact categories. Then, the proposed method was used 
for clustering with three clusters, as the dataset consisted of 
four classes. The clustering results were recorded, excluding 
the features where artifacts and non-artifacts were clustered 
into the same category. The percentage of artifact ICs in the 
category with the most artifact ICs and the percentage of 
non-artifact ICs in the category with the most non-artifact ICs 
were recorded separately. The two percentages were added and 
divided by two to obtain the final clustering distinction 
percentage. A higher clustering distinction percentage suggests 
that the corresponding feature extraction method is more 
effective in artifact removal. For the remaining subjects, the 
most effective feature extraction method was applied to 
remove artifacts. To compare, two experiments were also 
conducted on all subjects: using ICA+manual artifact removal, 
and without using ICA for artifact removal. 

ICA can be performed using the MNE package in Python 
[28] or the EEGLAB toolbox in MATLAB [29]. In the ICA 
artifact removal stage, for the first subject’s ICs, the first two 
ICs were removed and the remaining 20 components were 
manually labeled as artifact and non-artifact categories. Hesam 
et al. [15] only used two classes of data from the Physionet 
dataset for their experiment and set the clustering to two 
classes. In this experiment, this work used a four-class dataset. 
Since each session for clustering involved four classes, in order 
to acquire more accurate clustering results, a three-class 
clustering approach was opted for. Then this work employed 
the proposed method for all the subjects using K-means 
clustering with three clusters. The clustering results were 
recorded, excluding the feature combinations where most 
artifacts and most non-artifacts ICs were clustered into the 
same category. The percentage of artifact ICs in the category 
with the maximum number of artifact ICs and the percentage 
of non-artifact ICs in the category with the maximum number 
of non-artifact ICs were calculated and recorded for each 
feature combination. The two percentages were added and 
divided by two to obtain the final clustering distinction. A 
higher clustering distinction suggests that the corresponding 
feature extraction method is more effective in artifact removal. 
For the remaining subjects, the three most effective feature 
extraction methods were applied to remove artifacts. To 
compare, the other two experiments were also conducted on all 
subjects: using ICA+manual artifact removal, and without 
artifact removal. 

In SA-MSCNN, the kernel sizes for the multi-scale time 
convolutional blocks are set as [1,64], [1,40], [1,26], [1,16] and 
the kernel size for the spatial convolutional block is set as 
[64,1]. The depthwise separable convolution block consists of 
a depthwise convolution with a kernel size of [1,16] and a 
pointwise convolution with a kernel size of [1,1]. Each scale in 
the multi-scale temporal convolutional block has eight 
convolutional kernels, the spatial convolutional block has 16 
convolutional kernels and the depthwise separable convolution 
block has 16 convolutional kernels. The dropout rate is set to 
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0.5 and the cross-entropy loss function is used. The Adam 
optimizer with a learning rate of 0.001 is utilized. 

During the pretraining phase, for each subject, this work 
combined the data of the other eight subjects, totaling 4608 
trials. This combined dataset was then divided into 75% for 
training and 25% for testing to pre-train the model parameters 
of SA-MSCNN. Then, the 576 trials from the current subject 
were divided into 50% for training, 25% for validation and 
25% for testing, which were fed into the pre-trained 
SA-MSCNN to obtain results. Both the pre-training and 
training epochs are set to 200.  

All the experiments were implemented on Windows 11 
with an Nvidia RTX 3060 12GB GPU and the neural network 
was performed on the PyTorch platform. 

D. Compared Methods 

For comparison, this work also used three recent years’ 
outstanding open-sourced models for EEG recognition 
including EEGNet, DeepConvNet and TS-SEFFNet. 

 EEGNet [16]: EEGNet is a compact convolutional 
neural network specifically designed for processing 
EEG data. It extracts spatial and temporal features of 
EEG signals through one-dimensional convolutional 
layers and depthwise separable convolutional layers. 

 DeepConvNet [17]: DeepConvNet is a model based on 
a deep convolutional neural network architecture used 
for classifying EEG signals. It employs multiple 
convolutional layers, pooling layers and fully connected 
layers to extract high-level features. 

 TS-SEFFNet [18]: TS-SEFFNet is a 
time-frequency-based compressed and excitatory 

feature fusion network used for decoding motor 
imagery EEG. The network utilizes a novel 
time-frequency compression and excitatory feature 
fusion method for motor imagery EEG decoding 

E. Result of Clustering 

In Table I, Feature Combination represents the selected 
combinations of features. NBS MaxCate corresponds to the 
category where most of the artifact components are clustered. 
NBS MaxCatePercent represents the percentage of artifact 
components in this category out of the total artifact 
components. BS MaxCate corresponds to the category where 
most of the brain state components are clustered. BS 
MaxCatePercent represents the percentage of brain state 
components in this category out of the total brain state 
components. Clustering Distinction corresponds to the 
clustering distinctiveness, which is equal to half the sum of 

NBS MaxCatePercent and BS MaxCatePercent. In Table I，
kurt represents kurtosis, skew represents skewness, cov 
represents covariance, iqr represents interquartile range, var 
represents variance, inv_cov represents inverse covariance and 
corr represents correlation coefficient. Three different feature 
extraction methods were selected from seven available 
methods to form a unique combination, resulting in a total of 
35 combinations. Firstly, features that cluster artifact 
components and brain state components into the same category 
were excluded. Then, features with a clustering distinctiveness 
of less than 60% were excluded and the results are summarized 
in Table I. From Table I, it can be seen that the combination of 
kurt, skew and cov has the highest clustering distinction. 
Therefore, these three feature extraction methods were used in 
subsequent ICA+K-means automatic clustering to remove 
artifact components in other subjects. 

TABLE I. CLUSTER RESULT OF SUBJECT 1 

Feature Combination NBS MaxCate NBS MaxCatePercent BS MaxCate BS MaxCatePercent Clustering Distinction 

kurt, skew, cov 2 80% 0 86.67% 83.34% 

kurt, skew, iqr 1 60% 0 86.67% 73.34% 

kurt, skew,var 1 60% 0 86.67% 73.34% 

inv_cov, iqr, var 0 100% 1 46.67% 73.34% 

corr, kurt, cov 0 60% 1 73.33% 66.67% 

corr,kurt, var 1 60% 0 73.33% 66.67% 

kurt, cov, iqr 2 40% 0 86.67% 63.34% 

corr, skew, inv_cov 2 80% 0 40% 60% 

TABLE II. COMPARISON OF DIFFERENT EXPERIMENTS 

Method 
Subjects 

A01 A02 A03 A04 A05 A06 A07 A08 A09 Avg 

base model without 

artifacts remove 
85.71% 64.86% 93.22% 69.86% 73.71% 61.33% 88.11% 81.31% 80.47% 77.62% 

base model+ICA+ Manual 

select 
89.71% 67.25% 95.9% 75.11% 77.21% 62.79% 89.25% 82.51% 83.22% 80.33% 

base model+ 

ICA+K-means 
89.71% 64.88% 94.97% 73.19% 78.68% 60.85% 90.93% 85.31% 79.97% 79.83% 
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F. Ablation Experiment of Artifact Removal Method 

In this section, ablation experiments without artifacts, 
manual select and ICA combined K-means are performed 
respectively. The experimental results are summarized in Table 
II, the second column is the experimental results without 
artifact removal. The ―ICA+Manual select‖ in the table 
represents the experimental results where manual observation 
was used to remove artifacts for all subjects. In the 
"ICA+K-means" experiments, the artifacts removal and 
optimal feature combinations for the remaining subjects were 
according to the first subject. The results are shown in Table II 
and Fig. 4. 

 

Fig. 4. Comparison of different experiments. 

In the ICA+K-means method, the first subject still required 
manually classifying and removing artifact components. 
Therefore, the experimental results for the first subject, both in 
terms of manual artifact removal and cluster-based artifact 
removal, are the same. The results for the remaining subjects 
are different. From Fig. 4, it can be observed that both 
experiments using artifact removal methods outperformed the 
base model, which did not include artifact removal. This result 
demonstrates the effectiveness of artifact removal methods. 
Furthermore, Table II shows that the average classification 
accuracy for manual identification and exclusion of artifacts is 
80.33%, while the average classification accuracy for using 
K-means clustering to identify and exclude artifacts is 79.83%, 
a difference of only about 1%.  

Fig. 5 illustrate the training process for the third subject 
using the proposed method. Train_acc and Val_acc represent 

training and validating accuracy respectively, while Train_loss 
and Val_loss represent training and validation loss. Using the 
pre-training strategy, the model converges speed at a fast rate. 

 

Fig. 5. Training process of subject 3. 

G. Comparative Experiment with other Networks 

EEGNet, DeepConvNet, and TS-SEFFNet are popular and 
excellent networks in the field of BCI decoding. From Table III, 
DeepConvNet achieves an average accuracy of 71.99%, 
EEGNet achieves 72.44% and TS-SEFFNet achieves 74.71%. 
By using the proposed artifact removal method and 
SA-MSCNN, the accuracy improves to 79.83%. Furthermore, 
two ablation experiments were also performed: 1) Removal of 
the multiscale block and the spatial attention block and 2) 
Removal of the artifact removal module. The results 
demonstrate the effectiveness of the proposed method. Fig. 6 is 
the confusion matrix of the four methods. The values of the 
matrix have been normalized by rows. 

As can be seen in Table III, the proposed method 
outperforms these comparative methods in terms of both 
average classification accuracy and Kappa value. This work 
also conducted ablation experiments to compare and prove the 
effectiveness of the method, both SSA-MSCNN with 
multi-scale convolutional block and spatial attention block and 
ICA+K-means artifact removal method can improve the 
performance of the model. In Fig. 6, the classification accuracy 
of the method is improved on all four classes, especially on the 
left and right hands. 

TABLE III. COMPARISON OF OTHER METHODS 

Method 
Subjects’ Acc 

Kappa 
A01 A02 A03 A04 A05 A06 A07 A08 A09 Avg 

DeepConvNet 80.90% 52.08% 84.72% 71.18% 70.49% 55.56% 69.10% 81.94% 81.94% 71.99% 0.627 

EEGNet 81.25% 50.69% 91.67% 63.89% 70.14% 59.03% 79.17% 77.98% 78.18% 72.44% 0.632 

TS-SEFFNet 82.29% 49.79% 87.57% 71.74% 70.83% 63.75% 82.92% 81.53% 81.94% 74.71% 0.663 

SA-MSCNN without Multiscale Block and 
Spatial Attention Block 

83.23% 61.07% 82.53% 65.23% 70.28% 57.47% 84.90% 78.16% 75.73% 73.18% 0.642 

SA-MSCNN without ICA+K-means 85.71% 64.86% 93.22% 69.86% 73.71% 61.33% 88.11% 81.31% 80.47% 77.62% 0.702 

SA-MSCNN with ICA+K-means 89.71% 64.88% 94.97% 73.19% 78.68% 60.85% 90.93% 85.31% 79.97% 79.83% 0.731 
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Fig. 6. Confusion matrix of the methods. 

 

Fig. 7. Best clustering result for subject 1. 
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IV. DISCUSSION 

From the clustering results in Fig. 7, it can be seen that the 
combination of features (kurtosis, skewness, and covariance) 
can effectively cluster brain state components and non-brain 
state components into different clusters. The brain states within 
the red box are labeled as artifacts. However, in Cluster 2, two 
brain state components are still clustered together with artifacts. 
From the characteristics of these brain states, except for the 
central region of activation, the other regions of these two 
components are relatively inactive, that is similar to other 
artifact components in this category. This suggests that these 
two components may have some similarity in their features, 
resulting in clustering with artifacts. In the ablation experiment 
in Table I, the method of clustering and artifact removal using 
kurtosis, skewness and covariance features still achieves good 
average accuracy compared to not using this method. This 
proves that the selected features are still applicable to the 
remaining subjects. Compared to manually removing artifacts 
from nine subjects' ICs, the ICA+K-means method eliminates 
the time-consuming process of manually screening and 
removing artifact components for all subjects while achieving a 
performance loss of less than 1% in average accuracy. This is 
crucial for large datasets with many subjects and sessions. 
Manual identification and removal of ICs for each subject 
would be time-consuming and inefficient in large datasets. On 
the other hand, the automated process of the ICA+K-means 
method can quickly and accurately remove artifacts, saving 
significant labor and time costs. 

As shown in Fig. 8, this work also performed a feature 
visualization of the comparison experiment. This was done by 
performing parameter extraction prior to the final classification 
of each network and then visualizing it via the t-SNE method. 
Different colors represent different parts of the motor imagery 
being performed: green for the left hand, purple for the right 
hand, blue for the tongue, and red for the feet. Different colors 
are used to distinguish the visualization results in order to 
represent them more intuitively. The visualization results of the 
proposed method have a smaller intra-class spacing than the 
other methods. This is consistent with the previous 
experimental results in Table III. 

 

Fig. 8. Visualization results of comparison experiments. 

EEG signals primarily require the extraction of temporal 
and spatial information. Previous studies have demonstrated 
that different people show specific electrical signal patterns in 
a certain range of frequency bands when imagining the same 
motor imagery task. However, the specific frequency bands 
may vary across individuals. Therefore, similar to the FBCSP 
approach, this study employs filters at multiple scales to 
capture temporal information, aiming to mitigate the impact of 
individual differences on temporal information extraction. For 
spatial information extraction, instead of electrode selection 
employed in some studies [30-34], the proposed method 
utilizes a spatial attention strategy after performing spatial 
convolution to automatically allocate weights to feature maps. 
The reason for this choice is that the dataset itself only has 22 
EEG channels and performing electrode selection would result 
in the removal of some channels, which could have a negative 
impact on the result, especially in datasets with limited 
channels. To make full use of the feature maps, the proposed 
method utilizes spatial attention to automatically allocate 
weights to them. The results of the ablation experiment in 
Table III confirm the effectiveness of the multi-scale block and 
spatial block. 

In addition to the above high-performance models, this 
work has also investigated some methods from recent MI-BCI 
studies that use the same dataset. Wang et al. [35] proposed an 
unsupervised domain adaptation framework called Iterative 
Self-training Multisubject Domain Adaptation (ISMDA) for 
the offline MI task, achieving an average classification 
accuracy of 69.51%. Liu et al. [36] proposed a SincNet-based 
hybrid neural network (SHNN) for MI-based BCIs to improve 
information utilization, achieving an average classification 
accuracy of 74.26%. She et al. [37] proposed an improved 
domain adaptation network based on Wasserstein distance, 
which utilizes existing labeled data from multiple subjects 
(source domain) to improve the performance of MI 
classification on a single subject (target domain), achieving an 
average classification accuracy of 77.6%. Fang et al. [38] 
proposed a fusion method combining Filter Banks and 
Riemannian Tangent Space (FBRTS) in multiple time 
windows to obtain more robust features, achieving an average 
classification accuracy of 77.7%. The comparative results are 
shown in Table IV. 

TABLE IV. COMPARISON OF RECENT STUDIES 

Method Acc 

ISMDA[35] 69.51% 

SHNN[36] 74.26% 

domain adaption network based on 

Wasserstein distance[37] 77.6% 

FBRTS[38] 77.7% 

Ours 79.83% 

The optimal best feature combination used in this study 
achieved high performance on the BCI-IV-2a dataset. However, 
different datasets may have different parameters such as the 
number of electrodes, the number of subjects and the task types 
[39-41]. Therefore, when applying the proposed method to 
other publicly available datasets, parameters used in the 
experiment, such as the optimal feature combination, the 
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number of training epochs for the network and the number of 
clusters for clustering should be adaptively adjusted further. 
Since deep neural networks require a large amount of data for 
training, some data augmentation or other methods may be 
required by the experimenter to avoid model overfitting if the 
method is to be reproduced on a smaller dataset. Moreover, the 
performance of the model can be further improved if more 
useful features are provided and optimal parameters are 
searched. However, as the number of features increases, 
combining and selecting them self-adaptively for a specific 
subject will be discussed in future work. 

V. CONCLUSION 

This study proposes a multi-scale CNN with a novel 
artifact removal strategy and spatial attention module for motor 
imagery recognition. By appropriately combining the selected 
features, it automatically removes artifacts using clustering 
algorithms on the components extracted by ICA, while 
ensuring high classification accuracy. The multi-scale 
convolutional blocks in SA-MSCNN, composed of different 
kernel sizes, extract multi-scale semantic features from the raw 
EEG data for classification purposes. The feature maps are 
then refined using a spatial attention module. The dense layer 
obtains the final classification results. To validate the 
effectiveness of this framework, the model has been applied to 
the BCI Competition IV-2a dataset. Compared to other existing 
excellent algorithms, this algorithm shows a significant 
improvement in classification accuracy. Experimental results 
demonstrate that this algorithm achieves high classification 
accuracy with an average accuracy of 79.83%. The current 
framework exhibits good classification performance and 
generalization. Compared to widely used EEGNet and 
DeepConvNet, the average classification accuracy improves by 
7.39% and 7.84%, respectively. Compared to the newer 
state-of-the-art TS-SEFFNet, it achieves average classification 
accuracy improvements of 5.12%. This work also compares it 
with other recently published methods and the result shows the 
competitiveness of the proposed method. The proposed model 
can extract more effective features from EEG signals. This 
work contributes a novel method for automatic EEG artifact 
removal and an effective deep-learning model. It can be used to 
design efficient and accurate MI-based brain-computer 
interface frameworks to assist individuals with disabilities. 
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Abstract—The work of the Ophthalmologist in manually 

detecting specific eye related disease is challenging especially 

screening through large volume of dataset. Deep learning models 

can leverage on medical imaging like the retina Optical 

Coherence Tomography (OCT) image dataset to help with the 

classification task.  As a result, many solutions have been 

proposed based on deep learning-based convolutional neural 

networks (CNNs). However, the limitations such as inability to 

recognize pose, the pooling operations which affect resolution of 

the featured maps have affected its performance in achieving the 

best accuracies. The study proposes a Capsule network 

(CapsNet) with contrast limited adaptive histogram equalization 

(CLAHE) and Fast Fourier transform (FFT), a method we called 

Stacked Fast Fourier Transform-CapsNet (SFFT-CapsNet). The 

SFFT was used as an enhancement layer to reduce noise in the 

retina OCT image. A two-block framework of three-layer 

convolutional capsule network each was designed. The dataset 

used for this study was presented by University of California San 

Diego (UCSD). The dataset consists of 84,495 X-Ray images 

categorized into four classes (NORMAL, CNV, DME, and 

DRUSEN). Experiment was conducted on the SFFT-CapsNet 

model and results were compared with baseline models for 

performance evaluation using accuracy, sensitivity, precision, 

specificity, and AUC as evaluation metrics. The evaluation 

results indicate that the proposed model outperformed the 

baseline model and state-of-the-arts models by achieving the best 

accuracies of 99.0%, 100%, and 99.8% on overall accuracy (OA), 

overall sensitivity (OS), and overall precision (OP), respectively. 

The result shows that the proposed method can be adopted to aid 

Ophthalmologist in retina disease diagnosis. 

Keywords—Capsule network; convolution neural network; 

medical imaging; optical coherence tomography 

I. INTRODUCTION 

The concept of identifying specific medical conditions in 
the human body through the analysis of medical images to 
establish basis for the existence and growth rate of a particular 
disease can be very tedious and stressful. As a radiologist, one 
is confronted with the burden of finding and interpreting 
extracted features from medical images to diagnose and 
monitor different kinds of diseases associated with human 
body [1-3]. Human beings in our nature are not only slow in 
processing medical images but are prone to errors especially 
when stressed out. Considering a sensitive area like medical 
field, a wrong diagnose can be quite expensive as its 

implications can lead to unexpected consequence [4]. As a 
result, the attention of many researchers has been diverted into 
finding a substantive solution to assist the radiologists to deal 
with the complications confronted on daily bases as part of 
their work [1]. Computer aided models can help but the major 
challenge has been selecting the right method and acquiring 
good performance such as high prediction accuracy, achieving 
low runtime and low computational cost [5-12]. 

The introduction of deep learning (DL) brought a 
promising breakthrough especially in the field of medical 
science. The Artificial Neural Networks (ANN) [13-14] and 
Convolutional Neural Networks (CNN) [15] which are DL 
techniques became the most predominantly employed methods 
in identifying and diagnosing anomalies using radiological 
imaging technologies. However, both the ANN and the CNN 
have their benefits and limitations which usually affect 
performance of the model. They both require huge dataset for 
efficient training of models and increasing the image resolution 
adds up to number of trainable parameters which affects 
runtime and computational cost of the model [16]. According 
to Noord, and Postma, [17] ANN is not flexible and does not 
allow for easy customization of the model. Moreover, ANN 
also has deficiency with diminishing and exploding of gradient 
[17]. The CNNs framework gained more attention as a result of 
the high performance it can offer and its flexibility to use. The 
enormous computer-aided algorithms providing state-of-the-art 
early disease detection results for the medical imaging 
diagnosing tasks have depended on the building blocks of 
CNNs for most of the models produced [18]. 

However, the million unanswered yet important question is 
whether CNN models truly generalize.  According to Gu, [19], 
a well-trained CNN model is still prone to adversarial attack as 
the network can easily be fooled by images that are carefully 
designed with imperceptible perturbations. According to Xi et 
al., [20], the CNNs face two major challenges which are lack 
of rotational invariance and failure to consider the spatial 
orientation hierarchies between features of the image. CNNs 
therefore, require huge dataset with different poses for same 
images, if one wants to achieve high performance for such 
classification model. 

In an attempt to address these challenges, Hinton et al., [21] 
introduced novel type of neural network known as the capsule 
network (CapsNet). Sabour et al., [22] enhanced the CapsNet 
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architecture by introducing the dynamic routing by agreement 
between capsules. The CapsNet used the routing by agreement 
to resolve the problem resulting from the pooling operations of 
the CNNs which affects the resolution of the feature maps. 
Again, the CapsNet employed what is known as the 
reconstruction regularization to recognize the spatial 
hierarchical relationships among the entity parts. Moreover, 
since the CapsNet is equivariant in nature, it does not require 
huge dataset or data augmentation like rotation and scaling 
during training and testing also, adversaries’ attacks such as the 
imperceptible pixel perturbation of the CNNs is also addressed 
by the CapsNet. 

The study therefore adopts the CapsNet to classify retina 
optical coherence tomography (OCT) images due to the many 
advantages it offers over the other DL models. The study 
reconstructs the CapsNet architecture to include other 
controlled parameters to enhance its performance significantly. 
To ensure effective distribution of coupling coefficient which 
can enhance performance accuracy and convergence, the study 
performs normalization using the sigmoid function [23] instead 
of the SoftMax [22].  The study makes the following 
contributions: 

 Proposes new capsule networks architecture named 
Stacked Fast Fourier Transform capsule network 
(SFFT-CapsNet). 

 Evaluate the proposed model on retina OCT dataset. 

 Compares results of proposed model with original 
capsule networks and state-of-the-art deep learning 
models performance. 

 Provides visualization of internal processing results to 
establish better explainability of the proposed 
architecture. 

The rest of the study is organized in the following 

manner; 
The Section II of the study provides insight on related 

works. The Section III provides the methods of the study. The 
Section IV presents the experimental setup and results 
discussion. Finally, the Section V presents conclusion and 
recommendation for future expansion. 

II. RELATED WORKS 

Every computer vision has a simple task of performing 
classification on given images or objects. Deep learning 
models have been applied to different domains like medical 
field for classification task. Wang et al., [24] implemented a 
deep learning model for automatic detection of metastatic 
breast cancer. The method employed enhanced the localization 
task. Nithya et al., [25] implemented ANN to detect kidney 
disease like kidney stones. Arunkumar et al. [26] implemented 
another algorithm based on ANN to classify the abnormal 
magnetic resonance (MRI) image which was used to identify 
brain tumor. 

According to Karri et al., [27], transfer learning was easily 
included in CNN architecture to train on small dataset after 
which the results were successfully implemented on OCT 
image for classification of DME and dry AMD. However, due 

to the limitation of the CNNs mentioned earlier, the CapsNet 
[22] was introduced to provide better classification which also 
addressed most of the failures of the CNNs. 

The performance of CapsNet has always been compared to 
CNNs [28] in many researches to help enhance the algorithm 
and architecture of the CapsNet. The results of the comparison 
also indicate that CapsNet also has its own challenges [29]. A 
major challenge identified by Sabour et al., [22] indicated that 
the CapsNet architecture attempted to extract features on every 
entity part found of the image which might not be necessary for 
classification task. Extracted information such as background 
information makes CapsNet implementation more vulnerable 
to misclassification [21]. The explanation given to this was that 
the shallow structure of the CapsNet implemented with single 
convolutional layer is not sufficient enough to extract only 
required features. Liu et al., [30] demonstrated in their article 
that the original CapsNet performed very poor on complex data 
due to insufficient convolutional layers required to extract 
better features to enhance performance. This conclusion was 
made when the original CapsNet was compared with their 
proposed model called the DDRM-CapsNet for performance 
efficiency. In their study, they modified the original CapsNet 
architecture to include more convolutional layers to ensure 
better feature extraction. The study also enhanced the dynamic 
routing mechanism to include two stages and changed the 
output vector to 24 dimensions. So, in all, the network had 
three standard convolutional layers, a primary capsule layer, 
two-digit capsule layers and three fully connected layers. 

To improve the architecture of the CapsNet, many 
researchers attempted improving the algorithm to include new 
features. In the CapsNet architecture, information of each 
capsule is sent to the next available layers at the full magnitude 
of its activation value but still lacks an appropriate control 
mechanism for selecting discriminant features from the outputs 
of each layer [29]. This means in the routing mechanism, 
encoded information from one capsule to the next capsule layer 
is not filtered even if it contains background information or 
unwanted information that is not required for classification 
decision. Also, CapsNet introduced an initial logit     in the 

routing Softmax function to represent the log prior probability 
of how tight the coupling of the initial capsule i is with capsule 
j which depended on location and type of two capsules. 
Nonetheless, the function instead transformed the logits of the 
coupling coefficients to what is known as concentrative values. 
This means background information can mistakenly be sent to 
the next capsule layer with very high coefficient that can 
impact large values for summation of the predicting vectors 
[23]. Hence, Zhao et al., [31] concluded in their article that the 
SoftMax function implemented for normalization process to 
ensure uniform assignment of probability values between 
capsules prevented fair distribution of coupling coefficients 
which affected the performance. In another research, Yang & 
Wang, [29] also proposed two different methods to address the 
issue of capsules obtaining high activation values. Their study 
also introduced Cubic-Increase Squash (CI – squash) and 
Powered Activation (PA) which was modification to the 
original version of the squash function. The study 
demonstrated information sensitiveness was a major reason 
why CapsNet was not achieving high performance with color 
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background images. Again, the study concluded there was the 
need to restrict the capsules from achieving unreasonably high 
distribution of activation values as it also affected the 
performance. As a result, Mensah et al, [32] implemented the 
power squash function as the original squash is susceptible to 
generating high activation values. The activation values of the 
original capsules experienced faster growth at the initial stage 
leading to very high generated activation values. It was 
therefore important to include a sparsity which constrains the 
capsules from achieving such high activation values so that the 
capsules would be able to identify distinguishing features that 
are of greater interest to the classification process. 

Many researchers have also tried to find different means to 
improve the performance of the CapsNet models to resolve the 
issue of the information sensitiveness and the high activation 
values. Some focused on reengineering the CapsNet 
architecture while others tried to improve the algorithm [32-
35]. Nguyen and Ribeiro [36] reconstructed the vector CapsNet 
architecture to include more convolution layers and also varied 
the fully connected layers to leverage better filter input images 
for best feature extraction and image restoration. In another 
study, Xiang et al. [37] developed a multi-scale capsule 
network for classifying images which sorted to address the 
shortfalls of the original CapsNet architecture. The proposed 
multi-stage CapsNet included structural and semantic 
information on the first layer. Phaye et al., [38] enhanced 
extraction of the discriminative feature maps by introducing 
dense and diverse CapsNet. Their study replaced the 
convolutional layer with densely connected convolutional layer 
to improve the performance. In another studies by Huang et al., 
[39], to address the issue of vanishing gradient problem, the 
study introduced a dense connection between every layer. The 
results also indicated a significant improvement of the model. 
Other studies also tried to introduce residual connections in 
their attempt to address the vanishing gradient problem [40-
41]. Bhamid & El-Sharkawy, [42] also implemented a CapsNet 
model which allowed the primary capsule to carry information 
at three different image scales. Their study dealt with complex 
data such as CIFAR10 which the model showed a significant 
improvement in the classification accuracy. 

The capsule architecture has been applied to many different 
areas where image classification was a problem. Li et al. [43] 
implemented a capsule network model to recognize and 
monitor the growth rate of the rice crops through the images 
captured with unmanned aerial device. According to another 
article by Paoletti et al. [44], a CNN-Based-CapsNet was 
implemented in their study to classify remotely taken 
hyperspectral images. A similar study was also conducted by 
on hyperspectral image classification [45-46]. The overall 
performance also indicated a promising result than using the 
convolutional network. The implementation of CapsNet in the 
area of medical imaging has also shown very promising results. 
Adu et al, [47], implemented Dilated CapsNet in their research 
on Brain Tumor Classification Also, Afshar et al, [9] 
implement another CapsNet model for brain tumor 
classification. Koresh and Chacko, [48] also implemented 
CapsNet noiseless image classification algorithm which was 
used to classify corneal optical coherence tomography (OCT) 
dataset. 

In our studies, we look at introducing two different 
enhancement layers to increase the information sensitivity to 
enhance the performance of the model. We also replace 
SoftMax activation function (AF) with sigmoid AF and 
reconstruct the original architecture to include six 
convolutional layers which were as a result of best 
performance from different modifications. 

A. Optical Coherence Tomography Images 

The Optical Coherence Tomography (OCT) is an accepted 
standard clinical practice diagnostic imaging technique for 
diagnosing retinal diseases. The results of this method provide 
an OCT image with possible features enough to provide 
sufficient visualization for detecting if there is a change in the 
retinal vessels from the imprint of the OCT film. The 
evaluation parameter is usually to identify if there is an 
increase or decrease in the retina layer [26]. The OCT is 
usually employed to acquire very high-resolution cross-
sectional images from the retina. It uses low-coherence light to 
capture two and three-dimensional images from optical 
scattering media like biological tissue. The OCT can be used to 
capture large number of images through which the level of 
deterioration of the optic nerves can be determined with time. 

The method is very easy to implement and does not involve 
any ionizing radiation [49]. This makes it possible to 
differentiate between the various layers of the retina so that 
specific diagnose can be established based on the measurement 
of the retina thickness to detect a retinal disease. The OCT now 
serve as a baseline retinal assessment and popular choice 
capturing retinal image for clinical practice before therapy 
session is initiated [50-51]. Ophthalmologist might depend on 
the results of the OCT image to select a choice of treatment for 
their patient. Therefore, emphasis on the increasing essential 
role of the OCT imaging cannot be overlooked. There are so 
many diseases that can be diagnosed using OCT imaging. 
Disease like diabetic retinopathy which is as a result of damage 
to blood vessels of retina, Macular pucker, Glaucoma, Macular 
hole, Age-related macular degeneration, Drusen, Central serous 
retinopathy, Macular edema, Vitreous traction, and Optic nerve 
abnormalities other macular and other related diseases are 
visible to OCT images. There are many eye diseases resulting 
from deteriorating of these retina cells. The focus of this study 
is centered on classification of three major Macular diseases. 
According to research age is a major risk factor associated with 
macular disease. The common diseases that may affect the 
healthiness of the macula are age-related macular degeneration 
[AMD], choroidal neovascularization (CNV) and diabetic 
macular edema (DME) [50] [52-53]. 

B. The CapsNet Architecture 

The concept of CapsNet was first introduced in the 
Transforming Auto-Encoders in 2011 by Hinton et al., [21]. In 
their article, it was concluded that the CNN loose valuable 
information such as pose and spatial relationships among 
features maps due to the Max pool operation. As a result, the 
concept of the Transforming Auto-Encoders which used 
capsules to encode entities instead of neuron was introduced to 
keep the meaningful information that could influence the 
output of the classification task. Nonetheless, the concept did 
not receive any attention until the dynamic routing by 
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agreement using CapsNet [22] was introduced. The CapsNet 
uses capsules to encode entities such that each capsule is 
represented as activity vector to indicate an instantiation 
parameter (e.g. Texture, color, angle etc.) of a specific entity. 
The activity vector elements encode the properties that 
represent the entity and their activation vector indicates a 
probability of pose that an instantiation feature of an entity 
exist within its limited domain. This means the direction of the 
capsules indicates detailed characteristics of the features and 
the length of the capsule indicates its probability of existence 
of different features. The CapsNet architecture can be 
represented as an inverse computer graphic [22]. The 
implementation of the CapsNet in many research have always 
resulted in producing high accuracy [54-55]. 

In its operation, the CapsNet takes input vector from the 
lower capsule layer and multiply them by the weight matrices 
and a coupling coefficient. The CapsNet is seen as an 
equivariant in nature and therefore is able to recognize pose 
such as size, position and direction as well as varieties of 
features that have been randomly placed. In an article presented 
by Lenssen et al., [56], it was indicated that the CapsNet does 
not only represent equivariance of the characteristics of the 
entity type but can also signify invariance of the existence 
probability. The design of the CapsNet is basically meant for 
classification of images through feature extraction like that of 
CNN. This brands the CapsNet as an efficient platform when it 
comes to dealing with establishing spatial relationship and 
dealing with hierarchical data. The meaningful information is 
stored at different levels of capsules and the higher the levels 
the greater the information they can accumulate. The various 
levels can be seen as lower level which represent the primary 
capsule and the higher level which represent the digitCapsule. 
The capsules become activated when certain conditions are 
satisfied. 

Through the dynamic routing process which implements 
routing by agreement mechanism, each active capsule must 
select another capsule from the next layer that the features 
captured can be passed to. The process ensures that the lower-
level capsules agree on a feature before it is sent to the higher-
level (digit Capsule). Through the training process, each 
capsule is able to capture certain features or characteristics of 
the image and the assumption is that the capsule is activated if 
there are properties of the image required by the higher layer 
for which the capsule must respond. The routing process is a 
major feature in the CapsNet. Fig. 1 shows the Dynamic 
routing process. The dynamic routing process is implemented 
to update weights between capsules from one layer to next 
which allows characteristics or properties captured by lower 
node capsules to be propagated to the next suitable capsule at 
the upper layer. If the prediction matches the higher-level 
capsule’s output, then the coupling coefficient for these two 
capsules is increased. Let    be the output of capsule i and its 
prediction from parent capsule j is expressed as: 

          ∑     ̂      

A nonlinear function is used to shrink long and short 
vectors to 1 and 0 respectively. Eq. (2) shows the non-linear 
squash function. 

          
    

 

      
  

  

    
   

where sj in Eq. (6) is the input vector to the jth capsule and 
vj is the output vector. CapsNet adopts non-linearity squashing 
function on output vectors (vj) in each iteration [11]. This 
shows the likelihood of the vector between 0 and 1, which 
means that it squashes small vectors and maintains long vectors 
in the unit length. 

                 
    

    
   

The log probabilities are updated in the routing process 
based on the agreement between vj for the fact that the 
agreement between two vectors will be increased and have a 
large inner product. Therefore, agreement aij for updating the 
log probability and coupling coefficient is defined as: 

        ̂      

Capsule k in the last layer is connected with a loss lk. This 
puts a big loss value on capsules with long output instantiation 
parameters when the entity does not exist. The loss function lk 
is expressed as follows: 

                      
                     
        

where Tk is 1 when class k is present, and is 0 otherwise. 
The m+, m−, and λ are hyperparameters that are set before the 
learning process. 

 

Fig. 1. Dynamic routing process. 

III. PROPOSED METHOD 

The main objective of the study is to design a capsule 
network model that include image processing tools to ensure 
textural enhancement for better feature extraction to improve 
performance. Increasing the depth of the model too much can 
lead to overfitting, so the study carefully introduced two blocks 
of three convolutional layers through several model 
modifications to address the insufficiency nature of the 
convolutional layer in the original architecture. This was 
implemented while ensuring the model does not become too 
complex which can lead to overfitting. The study employed 
two different enhancement techniques. The network after 
reconstruction makes the model more sensitive to input image 
and still suppresses overfitting as we introduce a dropout 
technique by setting the early-stopping hyperparameter 
(patience) to 10 epochs if validation loss does not improve 
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during training to save only best models [59]. After exploring 
several model modifications, we arrived at the following 
conclusions: 

 Implementation of contrast limited adaptive histogram 
equalization enhancement (CLAHE) technique and Fast 
Fourier Transform (FFT) enhancement to reduce noise 
in the various input images for better textural feature 
extraction whiles reducing number of trainable 
parameters. 

 Power Squash: The study adopted the power version of 

the original squash function           

      
 based on [30] 

[32]. The power squash is able to suppress smaller 
activation values (see Fig. 2). 

 Sigmoid Activation: The sigmoid [23] activation 
function improved the distribution of the coupling 
coefficients leading to the overall improvement of the 
model performance. Even though the original CapsNet 
used the SoftMax function which was believed to 
constrain the     within a smaller interval [31]. The 
goal is to acquire a coefficient that is sufficient enough 
to produce large values for better distribution. This way, 
it will be able to establish relevant features that are 
required by prediction vectors. Based on experimental 
results obtained from the different model modifications, 
there is a clear indicated that sigmoid activation 
function improved the convergence and overall 
accuracy of the model. 

 Loss Function: The study introduced a loss function 
called E-swish to enhance the performance of the model 
instead of using existing activation function. This was 
an enhanced version of the original swish function. We 
compare the performance of our activation function 
with RELU and from the experimental results our 
function outperformed the existing baseline activation 
functions. 

Power Squash: The study adopted the power version of the 
original squash function based on [29] [32]. The power squash 
has capability to compress short vectors to almost zero length 
whiles extending the long vectors to a value slightly below one. 
However, the original squash function generated high 
activation values for smaller        which intend generated very 
high activation values that are not sufficient to maintain high 
information sensitivity for the CapsNet model. Therefore, 
sparsity is required to constrain the capsules from achieving 
high activation values. Sparsity as explained by [32] is 
employed to differentiate and consider highly discriminant 
capsules that can extract required information from complex 
images especially ones with varied backgrounds. Fig. 2 shows 
the original squash function verses the suppressed small values 
of the power squash function. The power squash however, 
introduced sparsity to the model by controlling how the initial 
activation values are computed by the primary capsule. 
Therefore, for high values of    the function experience very 
slow values at the initial stage and appreciated as the        
increased. This was not the case of the original squash function 
which experienced a sharp increase at the initial stage as 
indicated in the Fig. 2. 

 

Fig. 2. The power squash verses the original squash. 

A. Contrast limited Histogram Equalization and Fourier 

Transform 

The study employed Contrast Limited Adaptive Histogram 
Equalization and Fourier Transform techniques to enhance the 
contrast of textural features and spatial patterns of the various 
input images. The conclusion for employing the two 
enhancements strategy was due to the results from the best 
performance of many model modifications. The method 
ensures visibility of the features for better feature extraction. 
The two enhancement methods have been deployed separately 
in many different researches due to their flexibility in 
implementation with low computation work load. The contrast 
limited adaptive histogram equalization (CLAHE) has mostly 
been deployed in research to reduce noise and improve the 
color of the x-ray images. It works best for all biomedical 
images by removing noise that can lead to miss classification. 
Histogram equalization produces over brightness of the input 
image which makes it difficult for the model to identify most 
required patterns and hidden objects. 

Therefore, the CLAHE is employed to amplify the contrast 
of the image and limit neighboring pixel’s procedure to reduce 
noise on the image. On the other hand, the Fourier Transform 
allow for images to be represented as a sum of complex 
exponentials of broad range frequencies. It has been 
implemented successfully in image processing applications 
such as enhancement, restoration or compression. It’s usually 
employed as a processing tool to decompose images into its 
sine and cosine components. The output can then be 
represented in a Fourier or frequency domain when their input 
images are represented in a spatial domain equivalent. The 
Fourier domain allows each point to represent specific 
frequency in the spatial domain. It is best known for proving 
geometric characteristics of the spatial domain image as the 
images are decomposed into a sinusoidal component which 
makes it more flexible to analyze or process. 

B. The Dataflow Analysis of the Model 

Data augmentation was done by resizing the dataset images 
due to varied sizes of 1024x1050, 784x950, and 800x1020. 
Though the amount of retina OCT dataset used in this study 
was small however, CapsNet does not require huge dataset for 
training a model compared to CNNs. Fig. 3 shows summary 
diagram depicting the dataflow of the model. 
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C. Model Architecture 

The paper proposes a capsule network model named 
Stacked Fast Fourier Transform CapsNet (SFFT-CapsNet). 
Fig. 4 illustrates the proposed Stacked Fast Fourier Transform 
CapsNet (SFFT-CapsNet) architecture. The SFFT-CapsNet 
consists of two blocks of convolutional layers. The 
convolutional layer block 1 consists of CLAHE layers, three 
convolutional layers, and batch normalization whereas the 
convolutional block 2 consists of Fourier transform layers, 
three convolutional layers, and batch normalization. The model 
consists of a Primary Capsule layer and a classification layer 
(retinaCaps). The process begins with passing all the input 
images with the dimension of 48x48x3 through CLAHE layer 
and the Fourier transform layer in the two blocks. The Fourier 
transform and CLAHE layer are image enhancement layers and 
therefore does not contribute additional parameters to the 
model. The output feature maps are forwarded to convolutional 
layers followed by batch normalization layers. After the input 
image goes through the enhancement layers, the output feature 
maps from the enhancement layer will still have the same 
dimension of 48 × 48 × 3 as the input image. 

 

Fig. 3. Data flow diagram of the proposed model. 

 
Fig. 4. Proposed Stacked Fast Fourier Transform CapsNet architecture. 

The output 48x48x3 feature maps are sent to 
Block1_Conv1 and Block2_Conv1 with filter of 256, kernel 
size of 3x3, and stride of 2 which gives output feature map of 
24x24x256. These output feature maps are forward to the next 
convolutional layers which are Block1_Conv2 and 
Block2_Conv2 with the filters of 256, kernel sizes of 3x3, and 
strides of 2. This will convolve to feature maps of 11x11x256. 
Again, these feature maps of 11x11x256 are sent to 
Block1_Conv3 and Block2_Conv3 with filters of 256, kernel 
sizes of 1x1, and strides of 1 to produce the feature maps of 
11x11x256. These feature maps from Block1_conv3 and 
Block2_Conv3 are concatenate to produce the feature map of 
11x11x512 for the next layer. The feature maps from the 
feature extractions layers are forward to a PrimaryCaps with 
filter 256, kernel size of 3x3, and stride of 2 which will obtain 
output feature map of 5x5x256. At the PC layer, a tensor 
product between u and the weights (W) produces uˆj|i made up 
of 576 (i.e., 4 × 4 × 16), 8-dimensional vectors. At the Digit 
Caps layer, the Recognition Caps will form k, 16D vectors, 
where k = number of classes. There are three fully connected 
(FC) layers in the decoder network consisting of 512, 1024, 
and 6912 neurons in the first, second, and third layers 
respectively. 

D. Experimental Settings 

This practical aspect of the study was deployed using a 
Windows system with NVIDIA 394 GeForce GTX 1650 6GB 
GPU. The codes which used TensorFlow as the backend was 
implemented via Keras Libraries and python (Anaconda). Both 
the proposed CapsNet model (CLAHE-FT) and the original 
CapsNet were trained for 100 epochs respectively in order to 
compare their performance. The batch size of the input images 
was set to 32 while the learning rate was maintained at 0.0001. 
Through the deployment process, the study made use of the 
Adams algorithm with momentum as the gradient optimizer. 
The momentum was adjusted to 0.9 whiles the descent rate was 
set 10-6. To avoid overfitting as part of the reconstruction 
process, the early stopping hyperparameter thus patience was 
set to 10 during the training so the algorithm can only save the 
best model. To complement the reconstruction layer (FC) in 
avoiding overfitting, we set the early stopping hyperparameter; 
patience, to 10 during training and saved only the best model. 
The extracted code implemented is a modified code which is 
available at https://github.com/XifengGuo/CapsNet-Keras. 

E. Dataset 

The dataset was made up of 84,495 x-ray images (jpeg) 
when it was downloaded from Kaggle.com. The folder 
contained subfolders which each contained specific category of 
images. In all, there were four categories of images which have 
been sampled into directories as Normal, CVN, DME and 
DRUSEN. However, the dataset had imbalance classes and 
since CapsNet could work with small size dataset, we decided 
to make it balanced for fare distribution by reducing the size of 
the various classes with large dataset. The images have been 
labeled as follows; (disease type)-(patient ID)-(image number 
of the patient). Again, these were OCT images that have been 
selected from retrospective cohorts of adult patients from 
institutions such as Shiley Eye Institute at University of 
California San Diego, California Retinal Research Foundation, 
Medical Center Ophthalmology Associates, Shanghai First 377 
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People’s Hospital, and Beijing Tongren Eye Center. It took 
barely four years to make such selections which were between 
the year 2013 and 2017. The inclusion criteria for eligible 
images were performed by different levels of trained and 
expect graders with enough experience to verify and establish 
correct data labels of the images into their respective classes. 
The first groups of graders were made up of undergraduate and 
medical students who had successfully passed an OCT 
interpretation course review. 

These first graders were able to initiated quality control and 
excluded OCT images containing critical artifacts or significant 
image resolution reductions. Four ophthalmologists with a lot 
of experience were the second graders who independently 
graded the image that had passed the first grading. These 
second graders had a primary task of recording the present or 
absent of specific disease on each OCT scan. CNV, macular 
edema, drusen, and other pathologies which are present or 
absent on the OCT scan were recorded. The third group of 
graders consisted of two senior independent retinal specialists. 
Each specialist has over 20 years of clinical retinal experience, 
who varied the true label of the images. The Images that were 
imported into the database started with a label matching the 
recent diagnosis of the patient. The sample dataset selection is 
illustrated in a CONSORT-style as indicated in Fig. 5 

 
Fig. 5. Sample retina OCT image representing different classes of images. 

IV. EXPERIMENTAL RESULTS 

This section presents the results of the proposed model used 
on the retina OCT image dataset. The SFFT-CapsNet model 
was established based on different modifications. We then 
compare the results to the original CapsNet by Sabour et al., 
[22] which has been serving as the baseline for most models in 
CapsNet. We evaluated the model by conducting comparative 
analysis on performance-accuracy with the current state-of-the-
art models which have compelling efficient results on the same 
retina OCT dataset. This comparison is conducted to establish 
the best model for classification of the retina OCT images. 

The study also establishes the efficiency of proposed model 
and its ability to generalize by comparing and visualizing the 
clusters formed through the routing process. An evaluation 
matrix such as accuracy (ACC), sensitivity (SE), precision 
(PR), specificity (SP), confusion matrix, receiver operating 
characteristic-area under ROC curve (ROC-AUC) are used to 
examine the performance of the models. The Precision and 
Recall were used to evaluate the model in order to achieve the 
Receiver Operating Characteristics (ROC) as well as the 
Precision Recall curves. The overall accuracy (OA), overall 
sensitivity (OS) and overall precision (OP) are also calculated.  
The computation of the OA for instance is by finding the 
average of the total accuracy scores for the four classes (CNV, 
DME, DRUSEN, NORMAL) from Table I as indicated in  
Eq.(6). 

Thus, 

    
                           

                       
  (6) 

The computation of the OS for instance is by finding the 
average of the total sensitivity scores for the four classes 
(CNV, DME, DRUSEN, NORMAL) from Table I as indicated 
in Eq. (7). 

         
                                       

                       
  (7) 

The computation of the OP for instance is by finding the 
average of the total Precision-recall scores for the four classes 
(CNV, DME, DRUSEN, NORMAL) from Table I as indicated 
in Eq. (8). 

    
                                            

                       
   (8) 

The results of the comparison between the original CapsNet 
and the SFFT-CapsNet is presented in Table I. The results 
indicated that the SFFT-CapsNet obtained overall accuracy of 
99.0% which establishes a very high performance of the model 
over the original CapsNet which had an overall accuracy of 
94.2% when applied to the retina OCT images. The 
performance of the model also indicated an overall sensitivity 
(OS) of 100% and overall precision of 99.8% for the SFFT as 
against the original CapsNet which had 94.5% and 97.0% 
respectively. Fig. 6 shows a histogram representing the 
comparison of accuracies based on the overall accuracies of 
OA, OS, and OP. Fig. 7 shows the validation and loss 
accuracy. Also, Fig 8 and 9 shows the Confusion Matrix and 
the ROC-AUC, respectively. Fig. 10 shows the Precision and 
Recall curves as applied on the dataset. 

TABLE I. COMPARISON OF RESULTS OF THE SFFT-CAPSNET MODEL 

AND ORIGINAL CAPSNET  

Metho

d 
Classes 

AC

C 

(%) 

SE 

(%) 

PR 

(%) 

SP 

(%) 

AU

C 

(%) 

OA 

(%) 

OS 

(%) 

OP 

(%) 

Origin

al 

CapsN

et [22] 

CNV 95.5 
97.

5 

99.

0 
100 100 

94.

2 

94.

5 

97.

0 

DME 95.0 
94.

3 

97.

0 

95.

8 
99 

DRUSE
N 

98.8 
88.
2 

96.
0 

97.
6 

99 

NORMA

L 
87.6 

98.

2 

96.

0 

98.

2 
97 

SFFT 

CapsNet 

[Ours] 

CNV 100 100 100 100 100 

99.
0 

100 
99.
8 

DME 98.8 100 100 100 100 

DRUSE

N 
100 

97.

2 
100 100 100 

NORMA

L 
97.1 

98.

7 

99.

0 
100 100 

 

Fig. 6. Histogram comparing accuracies based on the overall accuracies of 

OA, OS, and OP. 
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(a)   (b) 

Fig. 7. Training, validation accuracy and loss curve on retina OCT images. 

(a) Training and validation accuracy curves of SFFT-CapsNet and original 

CapsNet., and (b) Training and validation loss curves of SFFT-CapsNet and 

original CapsNet. 

 
(a) 

 
(b) 

Fig. 8. Comparison of the proposed SFFT-CapsNet model and original 

CapsNet based on confusion matrix. (a) SFFT-CapsNet and (b) Original 

CapsNet. 

A. Ablation Study 

For every model, it is imperative to identify the various 
components which impacted significantly in the performance 
of the model. This can help to establish the robustness of our 
method and the various layers that contributed to improve the 
performance. To determine these components which impacted 
on the validation accuracy, an adjustment is made to the 
proposed architecture and its hyperparameters through several 

experimental modifications to find the level of impact each 
component makes to the model. The results are then recorded 
and presented for further analysis. Table II shows the results of 
the ablation on retina OCT dataset. From the Table II, 
combination of the block-1 and the block-2 layers gave the best 
accuracy of 99.0% on the retina OCT dataset. 

 
(a) 

 
(b) 

Fig. 9. Comparison of ROC-AUC on the proposed model and original 

CapsNet. (a) SFFT-CapsNet ROC (b) Original CapsNet ROC curve. 

 
(a) 

 
(b) 

Fig. 10. Precision-recall curves comparison on the SFFT-CapsNet model and 

original CapsNet. (a) represents the SFFT-CapsNet Precision-Recall curve, 

and (b) Original CapsNet Precision-Recall curve. 
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TABLE II. RESULTS OF ABLATION STUDY ON SFFT-CAPSNET 

No. Layers 

Number 

of 

Layers 

Normalizer 
Validation 

accuracy 

1 Block-1(Conv layer) 1 SoftMax 94.22% 

2 Block-1(Conv layer) 2 SoftMax 94.83% 

3 Block-1(Conv layer) 3 SoftMax 95.02% 

4 Block-1(Conv layer) 3 Sigmoid 95.91% 

5 
Block-1 (CLAHE layer, 

Conv layer) 
1, 3 SoftMax 96.03% 

6 
Block-1(CLAHE layer, 

Conv layer) 
2, 3 SoftMax 96.85% 

7 
Block-1(CLAHE layer, 

Conv layer) 
2, 3 Sigmoid 97.70% 

8 Block-2(FT,Conv layer) 1, 3 SoftMax 96.35% 

9 Block-2(FT,Conv layer) 2, 3 SoftMax 97.52% 

10 Block-2(FT, Conv layer) 2, 3 Sigmoid 98.01% 

11 

Block-1(CLAHE layer, 

Conv layer), Block-2(FT, 

Conv layer) 
2,3, 2,3 SoftMax 98.71% 

12 

Block-1(CLAHE layer, 

Conv layer), Block-

2(FT,Conv layer) 
2,3, 2,3 Sigmoid 99.0% 

A further analysis and evaluation were conducted by 
comparing our proposed SFFT-CapsNet with state-of-the-art 
results from other models that made use of the same retina 
OCT dataset. The evaluation matrix was based on accuracy, 
sensitivity, precision, specificity, overall accuracy, overall 
sensitivity, and overall precision. Table III presents the results 
of comparison of SFFT-CapsNet and previous works. The 
comparison was done considering the performance of the 
models on the individual classes of the retina OCT dataset. The 
letter ―x‖ used in the table shows areas where the research 
paper failed to report the expected results for a particular 
evaluation metrics. 

From the Table III, the best results have been highlighted in 
bold. The results from the Table III shows our proposed model 
achieved the best performance in all instances for all the 
classes using the ACC, SE, PR, SP, and AUC evaluation 
metrics. It can be observed from Table III that SFFT-CapsNet 
obtained OA, OS, and OP results of 99.0%, 100%, and 99.8%, 
respectively. This means the results from Table III concludes 
that the proposed model outperformed all the other state-of-
the-art works compared. The second-best emanated from 
another work presented by Rajagopalan et al., [57] using CNN 
which obtained 97.0%, and 93.4%, on OA and OS. Though in 
their paper, the study failed to report the result for OP. The 
third best model with accuracies of 90.1%, 86.8% and 86.3% 
for OA, OS, and OP, respectively was also presented in a study 
known as the Lesion Attention Convolutional Neural Network 
(LACNN) which was proposed by Leyuan et. al. [53]. In all, 
the HOG-SVM model achieved the least performance with the 
accuracies of 78.1%, 65.3%, 460 and 71.8% on OA, OS, and 
OP, respectively. 

Fig. 11 shows Histogram representing of the overall 
accuracies of OA, OS, and OP for HOG-SVM, Transfer 
Learning, VGG16, LACNN, IFCNN, LGCNN, CNN by 
Rajagopalan, and SFFT-CapsNet. Fig. 11 indicates that the 

proposed model outperformed the current-state-of-art models 
in all the metrics tested. 

TABLE III. COMPARISON OF RESULTS OF THE SFFT-CAPSNET AND THE 

STATE-OF-THE-ART WORKS 

Method Classes 

AC

C 

(%) 

SE 

(%

) 

PR 

(%

) 

SP 

(%

) 

AU

C 
OA OS OP 

HOG-

SVM [62] 

CNV 85.7 
87.

6 

82.

0 

84.

0 
92.2 

78.

1 

65.

3 

71.

8 

DME 91.4 
53.

8 

74.

6 

97.

2 
87.3 

DRUSE
N 

90.2 
29.
5 

52.
6 

97.
0 

81.3 

NORM

AL 
89.1 

90.

4 

78.

1 

88.

4 
94.6 

Transfer 

Learning 

[58] 

CNV 86.9 
76.
2 

93.
9 

95.
9 

96.1 

79.
5 

77.9 
73.
1 

DME 91.6 
75.

5 

66.

9 

94.

1 
93.8 

DRUSE

N 
87.2 

70.

7 

42.

0 

89.

1 
89.2 

NORM
AL 

93.3 
88.
9 

89.
5 

95.
2 

98.1 

VGG16 

[59] 

CVN 91.0 
86.

6 

93.

2 

94.

7 
97.2 

83.

2 
76.2 

76.

4 

DME 92.8 
70.

9 

74.

6 

96.

2 
93.6 

DRUSE
N 

90.7 
54.
7 

54.
5 

94.
7 

88.7 

NORM

AL 
91.8 

92.

6 

83.

3 

91.

5 
97.2 

LACNN 

[53] 

CNV 92.7 
89.

8 

93.

5 

95.

1 
97.7 

90.

1 
86.8 

86.

3 

DME 96.6 
87.
5 

86.
4 

98.
0 

97.4 

DRUSE

N 
93.6 

72.

5 

70.

0 

95.

6 
93.4 

NORM

AL 
97.4 

97.

3 

94.

8 

97.

4 
99.2 

IFCNN 

[60] 

CNV 92.4 
94.

8 

87.

9 

90.

9 
X 

87.

3 

82.

5 

84.

7 

DME 94.4 
79.

2 

81.

9 

97.

2 
X 

DRUSE
N 

93.0 
64.
4 

76.
8 

97.
3 

X 

NORM

AL 
98.4 

91.

5 

92.

2 

96.

4 
X 

LGCNN 

[61] 

CNV 93.3 
93.

3 

91.

5 

93.

3 
X 

88.

4 

84.

6 

82.

9 

DME 93.6 
85.
7 

79.
4 

96.
8 

X 

DRUSE

N 
95.4 

71.

0 

65.

2 

96.

0 
X 

NORM

AL 
94.6 

88.

5 

95.

5 

97.

9 
X 

Rajagopal
an et. al., 

[57] 

CNV X X X X X 

97.

0 

93.

4 
X 

DME X X X X X 

DRUSE

N 
X X X X X 

NORM

AL 
X X X X X 
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0 

10
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0 
100 
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10
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Fig. 11. Histogram representing the overall accuracies of OA, OS, and OP for 

HOG-SVM, Transfer Learning, VGG16, LACNN, and SFFT-CapsNet. 

Fig. 12 shows an evaluation of clusters generated from the 
raw data and the routing process. Fig. 12(a) represents the raw 
clustering generated from the input dataset which has no 
visible clusters. It can be seen that the content is scattered on 
one cannot observe any possible clusters. Fig. 12(b) also shows 
the result of the clusters acquired from using the original 
CapsNet and finally Fig. 12(c) also shows the clusters formed 
from using the SFFT-CapsNet. From the Fig. 12, it can be 
visualized that the Fig. 12(c) which was acquired from the 
proposed model produced better clustering after the routing 
process than the original CapsNet. 

 
Fig. 12. Visualization of the clusters formed at the retina caps layer (a) raw 

dataset before routing (b) clusters formed after the routing process of the 
original CapsNet (c) clusters formed after the routing process of the proposed 

model. 

This can be attributed to the fact that during the routing 
process, the primary capsules combine with class capsules to 
establish high agreement which forms better clusters at the 
retinaCaps layer in the SFFT-CapsNet. The various separations 
created by the cluster which have been indicated using 
different colors can be used to determine how efficient the 
routing process could be and hence determine the efficiency of 
the model. 

 
Fig. 13. Activation maps from digit capsule and evaluation capsule of the 

original CapsNet and SFFT-CapsNet. (a) digit capsule activation from 
original CapsNet. (b) evaluation capsule activation map from original 

CapsNet, (c) digit capsule activation from SFFT-CapsNet, and (d) evaluation 

capsule activation map from SFFT-CapsNet. 

Fig. 13 visualizes activation maps performance of the 
various layers in the original CapsNet and the proposed SFFT-
CapsNet as they receive input images. From the visualization, 
it is observed that the activation from the SFFT-CapsNet 
provides enough details on how a layer extracts features from 
the input image to influence the final output of the model. It 
provides better insight on the actual operations of the CapsNet. 

B. Discussion 

The study proposed SFFT-CapsNet for classification of 
retina OCT images. The result of the model is compared to the 
original CapsNet which is serving as a baseline for the study. 
From Table I, the results indicated that the accuracy of 
proposed SFFT-CapsNet outperformed the baseline model by a 
difference of 4.8% upon achieving accuracy of 99%. This is a 
very significant improvement in the field of computer vision. 
The outstanding performance is due to the novelty employed in 
the method. Increasing the convolutional layers to six was a 
good strategy for improving the feature extraction by the 
model. Secondly, the two enhancement layers introduced in the 
model improved visibility of hidden patterns and controlled 
over brightening of the images. Replacing the SoftMax with 
sigmoid and introducing the power squash prevented the model 
from generating high activating values that can prevent 
effective learning of features of the model. From the results of 
the ablation study in Table II, it can be concluded that such 
significant improvement was achieved because every layer we 
introduced strategically had significant impact on the model. 

Again, the validation and loss accuracy in Fig. 7 shows that 
our model achieved higher performance compared to the 
baseline. Also, Fig. 8(a) and 8(b) show the confusion matrix of 
the proposed evaluated SFFT-CapsNet models against the 
original CapsNet. The diagonal outputs indicated in blue 
illustrated the correct prediction from the models (True 
positives and true negatives). The misclassifications generated 
from the model are indicated in white colors as output at the 
upper and bottom part of the correct predictions. Fig. 8(a) 
represents the confusion matrix of the SFFT-CapsNet. Fig. 8(b) 
on the other hand represents the confusion matrix of the 
original CapsNet. From the confusion matrix, the four 
instances of the dataset have 242 images each as test samples. 
The results from the confusion matrix can be concluded that 
the proposed model obtained the highest correct predictions 
thus 242, 239, 242, and 235 on CNV, DME, DRUSEN, and 
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NORMAL, respectively whereas the original CapsNet obtained 
231, 230, 239, and 212 on CNV, DME, DRUSEN, and 
NORMAL, respectively. Fig. 9 presents the ROC-AUC curves 
and Fig. 10 illustrates the result of Precision-Recall curve. 
From the results, it can be deduced that the proposed SFFT-
CapsNet controls misclassification better than the original 
CapsNet. From the output of the confusion matrix, our 
proposed model recorded the least misclassifications when 
compared to that of the baseline CapsNet. The results of the 
visualization in Fig. 12 are strong indication that our model is 
able to generalize well by learning the required features for 
better classification performance. 

The performance of the proposed model can be associated 
to fact that the introduction of the two layers thus the CLAHE 
and Fourier transform could sufficiently reduce the noise in the 
input images. Also, increasing the convolution layer also 
enhanced the chances of the model extracting required features 
that could impact on the results of the model. 

However, the high misclassification of the original CapsNet 
can be attributed to the insufficient convolutional layers to 
extract the required features to support the prediction and 
classification task. This is in line with the findings proposed by 
Cao et al., [63] which concluded that CapsNet is unable to 
perform well on complex images because the convolutional 
layer is not sufficient able to extract the required features 
which ends up including features that may not be required and 
can lead to misclassification. 

Also, the performance of our model could compete and 
outperform the state-of-the-art models that have been 
implemented on the retina OCT dataset as indicated in 
Table III. The results indicate a strong confirmation that the 
proposed SFFT-CapsNet achieved the best performance in all 
scenarios of the evaluation Metrix. The performance of the 
CapsNet was not surprising as compared to the other methods 
which were implemented using CNN. This is because the 
CapsNet with the dynamic routing algorithm was able to 
recognize the pose, texture and spatial relationship which 
contributed to the performance of the classification model. 

V. CONCLUSION 

The study proposed an efficient CapsNet architecture for 
classifying retina OCT images. The study reconstructed the 
original CapsNet to include two extra layer components thus 
the contrast limited adaptive histogram equalization layer and 
Fourier transform layer. The two layers are all image 
enhancement layers which presented the model with more 
visibility of the input images. Again, the study increased the 
convolutional layers to six to ensure better feature extraction 
and replaced the SoftMax activation function with sigmoid. 

Four-class (CNV, DME, DRUSEN, and NORMAL) retina 
OCT image dataset presented by UCSD were used for training 
and testing the proposed capsule framework. Evaluations of 
models were conducted using evaluation metrics such ACC, 
SE, PR, SP, AUC on the individual Class while OA, OS, and 
OP to measure the overall performance of the models. The 
results of the proposed model were compared with that of the 
original CapsNet in terms of performance accuracies. A further 
comparative analysis was conducted using the results of the 

propose model and that of the state-of-the-arts deep learning 
standard models that have been applied to the retina OCT 
image dataset. 

The summary of the results has been presented in Table III. 
The results indicated that the proposed SFFT-CapsNet obtained 
OA, OS, and OP results of 99.0%, 100%, and 99.8%, 
respectively which were the best results in all instances 
compared with the other existing works. This performance 
indicates that the proposed technique is better in detecting eye 
diseases from retina OCT images. The method can be adopted 
to help ophthalmologists in detecting eye disease from retina 
OCT images. Although the proposed SFFT-CapsNet model 
achieved high performance compared to the state-of-the-art 
models, however, it was found that the model still needs 
improvement. As part of the future works, the study aims to 
propose an effective activation function that can help the 
convolutional layers implemented to extract better features 
required for the model performance. Also, the study seeks to 
test the final version of the model on complex images to 
establish the robustness of the model. 
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Abstract—This paper presents a novel deep learning 

approach for the detection of traffic objects from drone-based 

imagery, focusing predominantly on the rapid and accurate 

detection of vehicles within road sections. The proposed method 

consists of two primary components: a road segmentation 

module and a vehicle detection network. The former leverages a 

residual unit with skip-connections to effectively extract road 

areas, while the latter employs a modified version of the 

YOLOv3 architecture, tailored for high-accuracy and high-speed 

vehicle detection. To address the issue of data imbalance, which 

is a pervasive challenge in drone images, this paper utilizes a 

range of data augmentation techniques to improve the robustness 

of the proposed model. Experimental results on the UAVDT and 

UAVid datasets exhibit that the proposed model attains a 

substantial boost in accuracy and inference speed of vehicle 

detection in comparison to the existing methods. These findings 

underscore the potential of the proposed approach for real-world 

traffic monitoring applications, where rapid and reliable vehicle 

detection is paramount. 

Keywords—Deep learning; drone images; vehicle detection; 

road segmentation; data imbalance 

I. INTRODUCTION 

As drone technology has rapidly advanced in recent years, 
numerous practical applications based on images collected 
from drones have been developed. Among these, the most 
notable are intelligent processing applications based on images 
obtained from drones, such as object detection [1-2], object 
segmentation [3], traffic analysis [4], traffic prediction [5], and 
work monitoring systems [6]. Compared to ground-collected 
images, drone-collected images often have many more 
advantages, such as encompassing information from a vast 
area, dynamic coverage, and different altitudes and positions. 
Due to these benefits, processing based on drone images often 
faces many challenges. These challenges stem from various 
factors including complex backgrounds, a global perspective, 
and varying scales of targets. Fig. 1 describes some cases of 
drone images that pose many challenges for object detection 
and segmentation tasks. More specifically, objects in drone 
images are often obscured or overlap with other objects. The 
number of objects in drone images is usually very large, and 
the size of the objects in the images is often small. 

Given the significant advancements in deep learning, 
particularly in convolutional neural networks (CNN), 
numerous methods have been introduced in recent years to 
address object detection and segmentation using drone images 

and CNN. In [7], the authors propose an automatic image 
annotation method, analyze YOLOv3's training behavior on the 
natural UAVDT dataset, and demonstrate the performance that 
can be achieved through synthetic training, as well as how 
synthetic augmentation can enhance the natural training set's 
performance. Kyrkou et al. [8] present a comprehensive 
approach to developing a single-shot object detector based on 
CNN for UAVs, specifically focusing on vehicle detection in 
resource-constrained environments. The paper covers the entire 
development process including data collection, training, CNN 
architecture design, and optimizations for efficient deployment 
on lightweight embedded processing platforms suitable for 
drone images. Li et al. [9] introduced the Density-Map guided 
object detection Network (DMNet) as an inventive approach to 
tackle the complexities of object detection in high-resolution 
aerial photos, particularly issues related to vast differences in 
object size and irregular object distribution. The DMNet, 
which integrates a density map generation module, an image 
cropping module, and an object detector, uses pixel intensity to 
establish a subtle boundary for image cropping and to discern 
object scales. In [10], the authors propose a separate 
resampling algorithm to alter the input test images' size and 
subsequently extend the object's impact in deeper layers of the 
detection model. They utilize a pre-trained Faster R-CNN [11] 
object detection model with Inception-V2 [12], applying 
transfer learning to submeter satellite images with passenger 
vehicles as the target objects. In [13], the author present a 
novel vision-based system for vehicle detection and counting 
on highways, aiming to address the challenge of detecting 
vehicles of varying sizes. This system utilizes a novel 
segmentation technique to partition the highway road surface 
in the image into distant and near areas. Subsequently, it 
leverages the YOLOv3 network for vehicle detection. 
Recently, Feng et al. [14] suggested utilizing the mean 
classification score as a metric for gauging the classification 
accuracy of each category during training. They introduced the 
Equilibrium Loss (EBL) and Memory-augmented Feature 
Sampling (MFS) techniques to ensure balanced classification. 
Together, EBL and MFS notably enhance detection 
performance for less represented classes while either 
preserving or boosting performance for the more prevalent 
ones. In addition to the methods mentioned above, references 
[15-18] provide systematic reviews of object detection and 
segmentation methods based on drone images. 

While the aforementioned methods have achieved certain 
successes, there remain numerous issues that need to be 
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addressed to construct an effective model for object detection 
based on drone images. This paper introduces a proficient 
model for detecting objects in drone images. Aiming to provide 
efficient data for intelligent traffic monitoring applications, the 
model proposed in this paper performs vehicle object detection 
based on regions of interests (RoIs) rather than on the entire 
image. Detecting objects based on RoIs helps to eliminate 
unrelated areas during processing, not only increasing the 
model's accuracy but also significantly enhancing execution 
speed, particularly for high-resolution images obtained from 
drones. To efficiently create RoIs, specifically road sections, 
this paper proposes applying a segmentation model for road 
detection. Based on extracted road sections, a method is 
proposed to enhance both the accuracy and inference speed of 
vehicle detection from road sections. Moreover, in response to 
the widespread issue of data imbalance often encountered in 
drone imagery, this paper applies an assortment of data 
augmentation strategies aimed at enhancing the resilience and 
reliability of the proposed model. Finally, this paper also 
proposes using suitable models and datasets that meet the 
requirements. 

The paper is organized as follows: Section II delves into the 
details of the proposed methodology. Section III presents the 
results derived from the framework's implementation. Finally, 
Section IV concludes the paper and highlights potential 
avenues for future research. 

 

Fig. 1. Some images illustrate the challenges of object detection and 

segmentation tasks with images from drones. 

II. METHODOLOGY 

A. Overview of the Proposed Method 

Fig. 2 illustrates the overall structure of the model proposed 
for the problem of road traffic object detection from drone 
images. Aiming at detecting objects on the road, specifically 
vehicles, with high inference speed to provide real-time 
information for road management systems, a deep learning 
network is first used for road detection and segmentation. 
Extracting the road sections helps the model focus on detecting 
objects on the road, thereby not only significantly increasing 
the inference speed of the overall model but also improving 
accuracy. The input to this deep learning network is the input 
images, and the output is the predicted road sections. Based on 
the extracted road sections, a deep learning network based on 
the YOLOv3 architecture is designed for object detection, 
specifically vehicles on the road. Using a vehicle detection 
model based on the YOLOv3 architecture significantly 

improves the model's inference time, especially with images 
obtained from drones where the number of objects on the road 
is considerable. Additionally, the paper also proposes using 
data augmentation strategies to address issues related to data 
imbalance often encountered in drone imagery. Details about 
each proposed network will be presented in the following 
sections. 

B. Road Segmentation 

This paper approaches road segmentation in images as a 
binary segmentation task, classifying each pixel in the input 
image as either part of the road or the background. Several 
models have been proposed for segmentation, such as UNet 
[19], Segnet [20], DeepLabv3+ [21], or the more recent 
DoubleUNet [22]. These models typically combine an encoder 
for feature extraction with a decoder for segmentation. The 
encoder is critical in extracting features, capturing contextual 
information, reducing dimensionality, creating a hierarchical 
representation, and making use of transfer learning. 
Conversely, the decoder is responsible for upsampling, 
reconstructing the feature maps, refining the segmentation 
output with contextual information, applying non-linear 
mappings, and generating the final segmentation output 
through multi-level feature fusion and skip connections. In 
pursuit of high accuracy and fast inference speed, this paper 
proposes the use of the ResNet50 model [23] as the encoder 
and a combination of residual blocks and other operations [24] 
as the decoder, as depicted in Fig. 3. Specifically, this paper 
utilizes the ResNet50 model, which is pre-trained on the 
ImageNet dataset [25], to ensure smoother convergence and 
elevate the overall performance. The decoder consists of four 
blocks, each including upsampling, concatenation, and skip-
connections operations. In detail, each block's input feature 
map is initially upsampled to a higher resolution using 
transpose convolution. Following this, a concatenation 
operation merges the upsampled feature map with its encoder 
counterpart. A residual unit with skip-connections then 
produces the final feature map for that block. Opting for 
residual blocks over standard convolutional ones streamlines 
network training and guarantees undegraded information 
propagation due to the skip connections. The decoder's final 
block output undergoes a 1×1 convolution layer and a sigmoid 
function, resulting in the output segmentation map. 

For training the road segmentation network, this paper 
employs Dice Loss [26] as the main loss function. Dice Loss is 
particularly useful in segmentation tasks where the classes are 
imbalanced. The goal of the road segmentation task is to 
categorize each image pixel as either road or background. 
Given that the number of pixels associated with roads is 
typically far less than those tied to the background, this 
presents a significantly imbalanced problem. Dice Loss helps 
mitigate this issue by maintaining a balance between the 
foreground and the background. Mathematically, the Dice Loss 
can be defined as: 

      
          

          
 (1) 

where       and     represent the predicted and ground 

truth, respectively.   is a minute positive quantity employed to 
prevent a division by zero issue. 
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Fig. 2. The structure of the proposed approach. 

 

Fig. 3. Encoder-decoder structure for road segmentation. 

C. Vehicle Detection based on Road Sections 

Aiming for quick and accurate vehicle detection based on 
road sections extracted from input images, especially for small 
vehicles, this paper proposes a vehicle detection model based 
on the YOLOv3-tiny architecture [27]. Specifically, 
modifications were made to the YOLOv3-tiny model based on 
two criteria: model size and its capability to detect small 
objects. In CNN architecture, deeper layers containing larger 
numbers of channels and smaller sizes typically store rich 
semantic information, beneficial for object classification. 
Conversely, shallower layers with fewer channels and larger 
sizes typically house rich spatial information, useful for 
preserving object structure details. Since vehicle detection task 
only distinguishes between vehicles and background classes, it 
is significantly simpler than generic object detection. As a 
result, the shallower network layers can be reduced in the 
number of channels to decrease the model's complexity without 

impacting its accuracy. Based on these analyses, this paper 
implemented changes to the structure of the first convolutional 
layers of the YOLOv3-tiny architecture. Specifically, the 
number of filters in the first two convolutional layers was 
reduced to three. The rest of the convolutional layers 
maintained their original number of filters. Table I details the 
structure of the proposed model in this paper and the original 
YOLOv3-tiny model. The detection head makes predictions on 
two feature maps with scales of 13×13 and 26×26. With these 
modifications, the proposed model can significantly reduce 
computation costs while maintaining network performance. 
Additionally, the filter size in the detection layers was changed 
from 3×3 to 1×1, improving the model's nonlinearity and 
aiding the detection model in learning difficult samples. With 
these changes, the new model has reduced FLOPs to 
2.5BFLOPs compared to the original model's 5.4BFLOPs, 
while the model size has shrunk to 20MB compared to the 
original 34MB. 
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TABLE I. COMPARING THE STRUCTURE OF THE ORIGINAL YOLOV3-TINY MODEL AND THE MODEL PROPOSED IN THE PAPER 

Layer 
Original YOLOv3-tiny Proposed architecture 

Type Filter Output Type Filter Output 

0 Convolutional 3×3×16 416×416×16 Convolutional 3×3×3 416×416×3 

1 Max Pooling 2×2 208×208×16 Max Pooling 2×2 208×208×3 

2 Convolutional 3×3×32 208×208×32 Convolutional 3×3×3 208×208×3 

3 Max Pooling 2×2 104×104×32 Max Pooling 2×2 104×104×3 

4 Convolutional 3×3×64 104×104×64 Convolutional 3×3×64 104×104×64 

5 Max Pooling 2×2 52×52×64 Max Pooling 2×2 52×52×64 

6 Convolutional 3×3×128 52×52×128 Convolutional 3×3×128 52×52×128 

7 Max Pooling 2×2 26×26×128 Max Pooling 2×2 26×26×128 

8 Convolutional 3×3×256 26×26×256 Convolutional 3×3×256 26×26×256 

9 Max Pooling 2×2 13×13×256 Detection 

10 Convolutional 3×3×512 13×13×512 Max Pooling 2×2 13×13×256 

11 Convolutional 1×1×256 13×13×256 Convolutional 3×3×512 13×13×512 

12 Convolutional 3×3×255 13×13×255 
Detection 

13 Detection 

D. Data Augmentation Strategy 

Since data imbalance among classes presents a significant 
challenge for vision tasks based on drone images, this paper 
proposes several data augmentation techniques to address this 
issue. Fig. 4 displays the outcomes of the data augmentation 
techniques applied in this paper on a consistent input image. 
The strategies employed to augment drone image data in this 
study encompass random erasing, random rotation, random 
brightness, random cropping, and random zoom. 

1) Random erasing: Random erasing [28] involves 

selecting a rectangular area within an image at random and 

replacing its pixels with arbitrary values. This region is 

determined using a uniform distribution, with both the area 

and aspect ratios chosen randomly. When parts of the input 

image are randomly erased during training, it compels the 

model to develop more adaptable and robust representations. 

This means the model has to identify the correct class without 

depending solely on the complete image, enhancing its focus 

on pertinent sections of the input. This can enhance the 

model's generalization capabilities, potentially leading to 

superior performance on unfamiliar data. 

2) Random rotation: Random rotation is achieved by 

rotating the image by a random degree between -90 and +90 

degrees. By randomly rotating the image, the model is 

encouraged to learn to recognize the object in different 

orientations. This makes the model more robust to the 

orientation of objects in the input data. Let      ;         be 

the coordinates of the bounding boxes before and after 

implementing random rotation. In that case, 

{
               (    )        

               (    )        

 (2) 

where   is rotation angle and         is the center 

coordinate of the input image. 

 

Fig. 4. Data augmentation used in this paper. (a) Original image; (b) Random erasing; (c) Random rotation; (d) Random brightness; (e) Random crop; 

(f) Random zoom.
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3) Random brightness: Random brightness involves 

adjusting the brightness of an image by a random factor. It's 

usually achieved by converting the image to the HSV color 

space, adding a random value to the V (Value) channel, and 

then converting back to the original color space. By modifying 

the brightness of the image, the model can be trained to be 

invariant to different lighting conditions. This means that the 

trained model can recognize an object or feature in an image 

regardless of whether the image is bright, normally lit, or dim. 

4) Random crop: Random crop involves selecting a 

random subsection of the input image for training. The 

cropped region is smaller than the original image and is 

resized to the input dimensions of the model. By training the 

model on a diverse set of cropped images, it can learn to focus 

on different parts of an object and recognize an object even if 

only part of it is visible. It can also help to mitigate overfitting 

as the model cannot rely on the position of features in the 

image. 

5) Random zoom: Random zoom involves randomly 

zooming into or out of an image by a certain amount. This is 

typically done by resizing the image (upscaling or 

downscaling) and then cropping or padding it to match the 

original dimensions. By randomly zooming in or out, the 

model can learn to recognize objects or features at different 

scales. It makes the model more scale-invariant, which is 

beneficial when objects in the test data may appear at different 

sizes than in the training data. The coordinates of the 

bounding boxes are updated after implementing random zoom 

as follows: 

{
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where   is zoom ration and       is the width and height 
of the input image. 

III. RESULTS 

A. Dataset 

This paper utilizes distinct datasets for different tasks as 
specified in Table II. Specifically, the UAVDT dataset [29] is 
used to train the vehicle detection network. This dataset is 
tailored for vehicle detection and tracking tasks, encompassing 
three categories: car, truck, and bus. For the vehicle detection 
evaluation in this study, all classes are grouped under a 
singular category termed 'vehicle'. The images feature a 
resolution of 1080×540 pixels and capture diverse typical 
scenes, including squares, arterial roads, and toll stations. For 
training the road segmentation network, the UAVid dataset 
[30] is employed. UAVid consists of 300 drone images with 
resolutions of 4096×2160 or 3840×2160 pixels, captured at a 
slanted angle, enhancing the intricacy and scale variance of 
urban street scenes with complex foreground-background 
elements. Given the substantial image sizes, this paper derives 
10,000 random, non-overlapping 512×512 patches from the 
UAVid dataset. Of these, 8,000 are designated as the training 
set, while the remaining 2,000 are split equally between the 

validation and testing sets. For the purpose of road 
segmentation, only the annotations relevant to roads are used 
for training and evaluation in the road segmentation network. 
Additionally, the UAVid dataset is also used for a joint 
evaluation of the proposed model. In this evaluation setting, 
only road annotations are employed throughout the paper, and 
images lacking road annotations are excluded from the dataset. 
Furthermore, this study manually uses all vehicle annotations 
within road sections for object detection training and 
evaluation. 

TABLE II. DATASETS USED IN THIS PAPER 

Dataset 
Road 

segmentation 

Vehicle 

detection 

Joint segmentation 

and detection 

UAVDT [29]  √  

UAVid √  √ 

B. Implementation Details 

All road segmentation and vehicle detection networks are 
trained on a NVIDIA RTX 4080 GPU with the support of the 
PyTorch library. For the road segmentation network, the 
ResNet50 model, pretrained on the ImageNet dataset, is used 
as the baseline encoder. This enhances the precision of feature 
extraction, consequently improving segmentation performance. 
To boost training performance, an initial learning rate of      
is used to update the parameters, which is then reduced to      
after six consecutive epochs to achieve a better loss rate. The 
Adam optimizer [31] is utilized to fine-tune the model. The 
model is trained over 20 epochs with a batch size of 16. For the 
vehicle detection network, training is carried out using default 
configurations with a few minor modifications. More 
specifically, the DarkNet model [27] is deployed, and the SGD 
optimizer with momentum and weight decay factors of 0.9 and 
0.001 respectively is used in the detector training process. The 
vehicle detection model is trained for 100 epochs with a batch 
size of 32. A step learning schedule is also employed to 
gradually reduce the learning rate. 

C.  Road Segmentation Results 

This paper conducts experiments with various models to 
evaluate the effectiveness of the proposed model for the road 
segmentation task. The compared models are based on 
EfficientNet [32] and MobileNetv2 [33] as encoders, while the 
decoders are networks such as DeepLabV3, FPN [34], and 
Unet. Experiments are performed on the same UAVid dataset 
with identical training and testing sets. Fig. 5 illustrates the 
results of the segmentation models used in the experiments, 
including the model proposed in this paper. It can be seen that 
the proposed model achieves the best inference speed, while 
maintaining accuracy comparable to the other models. In terms 
of accuracy, the DeepLabV3 with EfficientNet model performs 
the best. However, this model requires 8.2ms as inference time, 
which is not suitable for intelligent transportation systems 
requiring real-time processing. Additionally, the results in Fig. 
5 also show that models using complex decoder structures, 
with many layers like DeepLabV3, often require longer 
processing times due to higher computational demands. The 
comparison results show that designing an encoder-decoder 
model that leverages a residual unit with skip-connections, as 
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proposed in this paper, is very effective both in terms of 
accuracy and inference speed for the road segmentation task. 

 

Fig. 5. Performance of different models on the UAVid dataset. 

D. Vehicle Detection Results 

To evaluate the vehicle detection network proposed in this 
paper, several models have been tested on the UAVDT dataset, 
including YOLOv3, YOLOv3-tiny, YOLOv4 [35], and SSD-
MobileNet [36]. Table III presents the vehicle detection 
performance of various models on the UAVDT dataset, with 
the metrics being the Average Precision (AP) in percentage and 
the speed in milliseconds. From the results, it is clear that 
YOLOv4 exhibits the highest AP of 86.4, closely followed by 
YOLOv3 with 82.1. However, when it comes to speed, 
YOLOv4 falls short with a processing time of 10.4ms, 
compared to YOLOv3's 12.2ms. On the other hand, YOLOv3-
tiny, known for its lightweight architecture, posts a decent AP 
of 69.4 but shines in speed with a processing time of 6.4ms. 
The proposed model, a modification of the YOLOv3-tiny 
architecture, was designed specifically to optimize the model 
size and improve detection of small objects. Despite achieving 
a slightly lower AP of 76.2 compared to the original YOLOv3 
models, it considerably outperforms all other models in terms 
of speed with an impressive 4.2ms. This result reflects the 
efficiency of the proposed design in balancing both precision 
and speed. In comparison to SSD-MobileNet, which has an AP 
of 80.4 and speed of 10.6ms, the proposed model excels in 
inference speed, showing its potential for real-time 
applications. Therefore, the proposed model offers a promising 
approach for traffic monitoring, where speed and accurate 
vehicle detection is crucial. 

TABLE III. VEHICLE DETECTION PERFORMANCE OF DIFFERENT MODELS 

ON THE UAVDT DATASET 

Models AP (%) Speed (ms) 

YOLOv3 82.1 12.2 

YOLOv3-tiny 69.4 6.4 

YOLOv4 86.4 10.4 

SSD-MobileNet 80.4 10.6 

Proposed model 76.2 4.2 

E. Joint Evaluation Results 

For joint evaluation, the road segmentation and vehicle 
detection networks have been integrated to carry out the task of 
vehicle detection within road sections. Based on the UAVid 
dataset, labels have been modified to include only vehicles in 
road sections to determine how accurately the combined model 
can detect vehicles in these areas. Table IV presents the overall 
results of several models, including Unet + YOLOv3 and Unet 
+ YOLOv3-tiny. In Table IV, two parts of the comparison are 
introduced, which include the detection of vehicles in road 
sections and the detection of vehicles across the entire image. It 
can be seen that the detection of vehicles in road sections 
significantly improves the accuracy and inference speed of all 
models compared to vehicle detection across the entire image. 
This can be explained by the fact that by focusing only on the 
necessary parts of the image during detection, the 
computational cost and the number of objects that need to be 
predicted are substantially reduced. These findings suggest that 
intelligent transportation applications could leverage these 
results to build more efficient systems in their design, thereby 
facilitating easier system development. 

TABLE IV. JOINT EVALUATION RESULTS ON THE UAVID DATASET 

Models 
AP (%) Speed (ms) 

Road 

sections 

Entire 

image 

Road 

sections 

Entire 

image 

Unet + YOLOv3 76.4 62.8 11.6 16.2 

Unet + YOLOv3-
tiny 

62.1 54.4 8.4 10.3 

Proposed model 74.1 60.5 6.9 8.4 

IV. CONCLUSIONS 

This paper has designed a novel deep learning method for 
the detection of traffic objects from drone-based imagery, 
specifically focusing on the rapid and accurate detection of 
vehicles within road sections. The proposed method consists of 
two key components: a road segmentation network and a 
vehicle detection network. The segmentation network utilizes a 
residual unit with skip-connections to effectively predict road 
areas, while the vehicle detection network leverages a modified 
version of the YOLOv3 architecture, fine-tuned for high-
accuracy and high-speed vehicle detection. Moreover, this 
study addressed the challenge of data imbalance inherent in 
drone images by implementing various data augmentation 
techniques, thereby enhancing the model's robustness. The 
experimental results achieved on the UAVDT and UAVid 
datasets highlighted the effectiveness of the proposed model. It 
not only enhanced the accuracy of vehicle detection but also 
improved the inference speed as compared to existing methods. 
These results highlight the potential of the proposed approach 
for practical traffic monitoring applications, where rapid and 
accurate vehicle detection is of utmost importance. However, 
it's important to note that the proposed model's effectiveness 
may be limited to adverse weather conditions or low-light 
scenarios, as it heavily relies on visual data captured by drones, 
which can be adversely affected by such factors. Additionally, 
the model's performance might degrade when applied to highly 
congested traffic scenes with overlapping vehicles, posing 
challenges in accurate object detection. For future work, this 
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paper plans to extend this approach to the detection of more 
diverse traffic objects beyond vehicles, such as pedestrians and 
cyclists. 
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Abstract—This study aims to enhance network security by 

comprehensively evaluating various Intrusion Detection and 

Prevention Systems tools in networking systems. The objectives 

of this research were to assess the performance of different IDPS 

tools in terms of computer resources utilization, Quality of 

Service metrics namely delay, jitter, throughput, and packet loss, 

and their effectiveness in countering Distributed Denial of 

Service attacks, specifically ICMP Flood and SYN Flood. The 

evaluation used popular IDPS tools, including Snort, Suricata, 

Zeek, OSSEC, and Honeypot Cowrie. Real attack scenarios were 

simulated to measure the tools performance. The results 

indicated CPU and RAM usage variations among the tools, with 

Snort and Suricata showing efficient resource utilization. 

Regarding QoS metrics, Snort demonstrated superior 

performance in delay, jitter, throughput, and packet loss 

mitigation for both attack types. The implication for further 

research lies in exploring the optimal configurations and fine-

tuning of IDPS tools to achieve the best possible network security 

against DDoS attacks. This research provides valuable insights 

into selecting appropriate IDPS tools for network administrators, 

cybersecurity professionals, and organizations to fortify their 

infrastructure against evolving cyber threats. 

Keywords—IDPS; network security; computer performance; 

Quality of Service; DDoS attacks 

I. INTRODUCTION 

In today's digital landscape, cybersecurity measures are 
paramount to protect and protect networks and sensitive data. 
Among the various cyber threats organizations and individuals 
face, Distributed Denial of Service (DDoS) attacks pose 
significant challenges. These attacks involve overwhelming a 
target system with excessive traffic, rendering it unavailable to 
legitimate users [1]. Developing effective defense mechanisms 
against DDoS flooding attacks requires a comprehensive 
understanding of the problem and the techniques used to 
prevent, detect, and respond to such attacks [2]. In a DDoS 
attack, the attacker orchestrates the assault using a network of 
remotely controlled and widely dispersed nodes. These nodes 
work collaboratively to flood the victim's network with 
overwhelming traffic. The primary objective of this attack is 
not to directly exploit the victim's data but to disrupt the 
normal functioning of the victim's resources, making it 
challenging for legitimate users to access the services. 

The agent-handler model is a significant structure utilized 
in DDoS attacks, involving four key participants: the attacker 
or botmaster, handlers, agents, and the victim [3]. The attacker, 
also known as the botmaster, communicates indirectly with the 
agents through the handlers, which act as intermediaries 
facilitating coordination and communication [4]. The agents 
compromised devices or systems attack by flooding the 
victim's network with massive malicious traffic [5], [6]. 

The agent-handler model provides several advantages for 
attackers, enabling them to maintain anonymity and distance 
themselves from the attack [4]. The owners of compromised 
agent systems often remain unaware that their devices are 
being exploited to launch DDoS attacks [5]. Moreover, 
handlers allow the attacker to control multiple agents 
simultaneously, significantly amplifying the scale and impact 
of the attack [7]. This model proves particularly effective when 
targeting web servers during DDoS attacks [5]. By 
overwhelming the target server with a flood of HTTP requests, 
such as in an HTTP flood attack, the attacker can exhaust the 
server's resources, disrupting its availability [7]. Another 
technique within this model is the Slowloris attack, where 
partial HTTP requests are sent to the target server, causing it to 
open additional connections and eventually leading to resource 
exhaustion [7]. 

To counter these attacks, Intrusion Detection and 
Prevention Systems (IDPS) have emerged as a crucial tool in 
safeguarding networks [8]–[10]. These systems effectively 
detect and mitigate DDoS attacks to prevent service disruption 
and data compromise [11]. However, one of the challenges 
IDPS faces is the ability to effectively detect and defend 
against evolving and unprecedented attacks [12], [13]. IDPS 
have traditionally employed two approaches for attack 
detection: signature-based and anomaly-based [14]. 

Signature-based detection relies on predefined attack 
patterns or signatures to identify threats. Although this method 
can accurately identify known attacks, it becomes ineffective 
against new or unprecedented attacks that do not match 
existing signatures [14]. On the other hand, anomaly-based 
detection analyzes network traffic and identifies abnormal 
patterns or behavior that deviates from regular network activity 
[12], [15]. This approach is more effective in detecting 
unknown attacks, as it does not rely on specific attack 
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signatures but instead focuses on identifying anomalous 
behavior [16]. Intrusion detection and prevention system 
(IDPS) is vital to cybersecurity measures. It is crucial to 
safeguard computer networks and systems from unauthorized 
access and malicious activities. IDPS monitors network traffic 
and analyzes it for any signs of suspicious or malicious 
behavior [17]–[19]. IDPS includes detecting and preventing 
unauthorized access attempts, malware attacks, and other 
security breaches [20], [21]. 

An IDPS can be either network-based or host-based [22]. 
Network-based IDPS monitors network traffic at various points 
in the network infrastructure, such as routers and switches, to 
identify any abnormal patterns or activities. Host-based IDPS, 
on the other hand, focuses on monitoring an individual host or 
endpoint device to detect signs of intrusion or malicious 
activity [23]. The primary function of an IDPS is to detect and 
prevent unauthorized access to a network or system. It achieves 
this by analyzing network traffic and comparing it against 
predefined patterns or signatures of known attacks [24]. 
Suppose an IDPS identifies any suspicious activity or a match 
with a known attack signature. In that case, it generates an alert 
or takes immediate action to prevent further damage and secure 
the system [25]. An IDPS can also detect and prevent 
anomalous behavior not covered by known attack signatures 
[26]. 

In the comparative analysis of Intrusion Detection and 
Prevention Systems (IDPS), several popular systems are 
evaluated, including Snort, Suricata, Zeek, OSSEC, and the 
honeypot Cowrie. The existing literature on Intrusion 
Detection and Prevention Systems (IDPS) is extensive and 
diverse, with each study providing valuable insights. Based on 
the comprehensive test results in this study [27], the utilization 
of pfSense and Suricata emerges as the proposed solution to 
thwart attacks initiated by internal users and curtail assaults 
stemming from internal networks, as evidenced by the 
conducted attack test scenarios. With supplementary devices, 
the next-generation firewall pfSense and Suricata can 
significantly bolster network security compared to relying 
solely on traditional firewalls. 

Previous studies have examined the use of IDPS in 
ensuring Quality of Service in various network environments. 
These studies have highlighted the importance of IDPS in 
maintaining network performance and protecting against 
potential cyber threats. One study was conducted by [28].  
Focused on using IDPS in cloud environments to achieve 
desired security in next-generation networks. The study 
analyzed different intrusions that could affect cloud resources 
and services' availability, confidentiality, and integrity. Based 
on their findings, they recommended positioning IDPS in cloud 
environments as a crucial step towards ensuring network 
security. Previous studies have also emphasized the need for 
IDPS to protect against various attacks, such as distributed 
denial-of-service attacks, malware infections, and unauthorized 
access attempts. Another QoS study by [29], [30] also 
emphasized the role of IDPS in maintaining QoS. Specifically, 
their study focused on using IDPS in wireless sensor networks. 
By deploying IDPS in wireless sensor networks, they observed 
improved QoS metrics such as network reliability, latency, and 
packet delivery ratio. 

Another relevant study, conducted by [31], explores the 
approach of integrating a Network Intrusion Detection System 
(NIDS) and a Host-based Intrusion Detection System (HIDS), 
which can yield more optimal results in addressing security 
threats. In this approach, Snort is employed as NIDS to detect 
network-based intrusions by implementing rules capable of 
recognizing attack patterns. On the other hand, OSSEC 
functions as HIDS and effectively detects threats at the host 
level through log analysis, integrity monitoring, and rootkit 
detection. Both systems complement each other, with NIDS 
focusing more on network traffic analysis while HIDS 
concentrates on device and system protection at the host level. 

The study by [32] proposes an analytical queuing model for 
assessing the impact of IDPS performance on network QoS. It 
explores the trade-off between security and QoS, 
demonstrating how enhancing security can lead to improved 
performance, albeit with some trade-offs. The study by [33] 
employs a multi-objective Bat algorithm to optimize security 
and QoS in a real-time operating system. It efficiently selects 
optimal security policies, ensuring minimal disruptions to 
Quality of Service. These studies offer valuable insights into 
enhancing network security and QoS through innovative IDPS 
approaches, highlighting the importance of balancing security 
measures with network performance considerations. 

Contributions from other research, as presented in the 
studies by [33]–[38], also provide valuable insights within the 
domain of IDPS. Researchers examine diversity analysis for 
open-source IDS, aiding security architects in optimizing 
system performance. The study in [34] proposes a 
comprehensive multi-cloud integration security framework 
incorporating honeypots, significantly enhancing attack 
detection accuracy. The research in [35] introduces SYNGuard, 
a dynamic threshold-based SYN flood attack detection and 
mitigation system in Software-Defined Networks (SDNs), and 
compares the performance of Snort and Zeek IDS. Researchers 
[36] and [37] present policy-based security configuration 
management for IDPS, demonstrating its effectiveness using 
real-world intrusion detection datasets. Meanwhile, [38] 
analyzes password attacks via honeypots using machine 
learning techniques to unveil valuable password attack 
patterns. 

Despite the significant insights provided by previous 
studies regarding the effectiveness and performance of IDPS 
systems, a comprehensive analysis of Distributed Denial of 
Service (DDoS) attacks, particularly ICMP Flood and SYN 
Flood attacks, on networking systems still needs to be 
improved. This research aims to fill this gap by evaluating the 
capabilities of IDPS systems such as Snort, Suricata, Zeek, 
OSSEC, and Honeypot Cowrie within network traffic. Through 
meticulous experiments, including real attack scenarios and 
calculations of Quality of Service (QoS) parameters such as 
throughput, jitter, delay, and packet loss during ICMP Flood 
and SYN Flood attacks, this study aims to provide valuable 
insights for network administrators, cybersecurity 
professionals, and organizations. The ultimate goal is to assist 
decision-makers in selecting and implementing the most 
suitable IDPS tools to safeguard their infrastructure against 
DDoS attacks, particularly in the context of ICMP Flood and 
SYN Flood attacks. 
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In the subsequent sections of this paper, the comprehensive 
analysis of Intrusion Detection and Prevention Systems (IDPS) 
in the context of DDoS attacks is explored. Following this 
introduction, the research methodology is described in Section 
II. Section III presents the results and findings of the 
experiments, including an evaluation of Snort, Suricata, Zeek, 
OSSEC, and the honeypot Cowrie. In Section IV, conclusions 
are provided based on the results and discussions on potential 
future works to enhance network security further. 

II. METHOD 

This research employs an experimental methodology to 
evaluate the performance of various intrusion detection tools 
(Snort, Suricata, Zeek, Ossec, and Honeypot Cowrie) in 
handling specific cyber-attacks, including ICMP Flood and 
SYN Flood. The research objective is to analyze how each tool 
responds to the attacks regarding key performance metrics. The 
independent variables consist of the intrusion detection tools, 
while the dependent variables include Delay, Jitter, 
Throughput, and Packet Loss measured before and after the 
attacks. In Fig. 1, the experimental design encompasses 
controlled experiments, where each tool is subjected to the 
same attack scenarios under consistent network conditions. 

 

Fig. 1. Research method. 

The experimental setup includes deploying the selected 
tools in a test network environment, and the attacks are 
initiated to evaluate the detection and response capabilities. 
The experimental setup involves deploying the selected 
intrusion detection tools within a controlled test network 
environment. Subsequently, targeted cyber-attacks are initiated 
to rigorously evaluate and assess each tool's detection and 
response capabilities. This evaluation allows for a 
comprehensive analysis of their performance under realistic 
attack scenarios, providing valuable insights into their 
effectiveness in safeguarding computing systems against 
potential threats. 

Data collection involves meticulously recording each tool's 
performance metrics during the attack simulations. Throughout 
the simulations, relevant performance data, including Delay, 
Jitter, Throughput, and Packet Loss, is carefully documented 
for each detection tool. Quality of Service (QoS) is a method 
used to measure the quality of a network and determine the 
level of service it provides. QoS measures specific 
performance characteristics such as Delay, Jitter, Throughput, 
and Packet Loss, which are associated with a service [39], [40]. 

1) Throughput: Throughput refers to the actual bandwidth 

measured at a specific time when sending a file. Unlike 

bandwidth, which is measured in bits per second (bps), 

throughput better represents the actual bandwidth at a specific 

moment and under certain network conditions, particularly 

when downloading a particular file. It is calculated as the total 

number of successfully transmitted data (in bits) divided by 

the total time taken to transmit that data (in seconds): 

            
                                 

                                
 (1) 

2) Packet loss: Packet Loss is the percentage of packets 

lost during data transmission. Various factors, such as weak 

signals in the network, network hardware errors, or 

environmental interference, can cause this. Packet Loss is a 

critical parameter that illustrates the number of lost packets 

due to collisions and congestion in the network. It is 

calculated as follows: 

            
                      

                            
      (2) 

3) Jitter: Jitter is the variation in delay (time difference) 

between packets in the network, which is influenced by the 

queue length when processing data. It is affected by the traffic 

load and the number of packets (congestion) in the network, 

particularly during periods of high traffic. Jitter is calculated 

using the following equation: 

        
                     

                                 
 (3) 

4) Delay: Delay or Latency is the time it takes for data to 

travel from the source to the destination. The delay is 

influenced by distance, physical media, congestion, and 

processing times. It is calculated as follow: 

       
           

                                
 (4) 

In cybersecurity, particularly in defending against 
Distributed Denial of Service (DDoS) attacks, IDPS plays a 
pivotal role. To bolster the effectiveness of IDPS in countering 
the ever-evolving DDoS threats, it becomes imperative to 
incorporate more analytical metrics. One such metric that 
merits heightened attention is the Detection Rate (DR) [41], 
calculated as follows: 

                
             

                            
  (5) 

The Detection Rate (DR) is a critical metric that gauges the 
system's ability to identify genuine DDoS attacks accurately 
among all positive instances. True Positives (TP) represent 
instances where the IDPS correctly identifies and labels a 
legitimate DDoS attack. At the same time, False Negatives 
(FN) indicates instances where the system fails to detect a real 
DDoS threat, potentially leading to a security breach. In the 
DDoS mitigation landscape, the significance of DR cannot be 
overstated. It is a cornerstone for evaluating the IDPS aptitude 
to identify and thwart DDoS attacks precisely. Achieving a 
high DR is paramount as it minimizes the risk of false 
negatives, ensuring that legitimate DDoS threats do not go 
undetected. 

By adopting this approach, this research acquires 
comprehensive and detailed data on the performance of each 
detection tool under various attack scenarios. Subsequently, 
data analysis entails statistical comparisons to determine 
significant differences in performance metrics between the 
tools. The data analysis process encompasses conducting 
thorough statistical comparisons to discern notable variations 
in performance metrics among the different detection tools. 
Through the application of advanced statistical techniques, the 
aim is to identify any statistically significant differences in the 
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performance of each tool. This rigorous analysis enables us to 
gain valuable insights into the relative strengths and 
weaknesses of the detection tools, facilitating a comprehensive 
assessment of their capabilities in handling diverse cyber-
attacks. 

The rigorous experimental methodology aims to provide 
reliable insights into the efficiency and effectiveness of 
intrusion detection tools in diverse computing environments, 
particularly under varying attack conditions. Through 
comprehensive evaluations and controlled experiments, 
valuable data is sought to assess the capabilities and 
performance of these tools in safeguarding computing systems 
against a wide range of potential cyber threats. Doing so aims 
to establish a robust understanding of IDPS Tools, enhance 
cybersecurity practices, and ensures a more secure computing 
landscape. 

III. RESULT AND FINDING 

A. Experimental Design 

The experimental design employed in this study involved 
conducting controlled experiments to evaluate the performance 
of each intrusion detection tool under consistent network 
conditions. All selected tools were subjected to the same attack 
scenarios in a controlled test network environment to ensure a 
fair and unbiased assessment. For the attack scenario in Fig. 2, 
the researchers utilized a computer laboratory comprising ten 
computers infiltrated with DDoS bots controlled by an attacker 
operating the handler. This simulation was used to launch 
attacks on a server, from which the necessary data was 
obtained during the testing of IDPS (Intrusion Detection and 
Prevention System) tools, including Snort, Suricata, Zeek, 
Ossec, and Honeypot Cowrie. This simulation aimed to assess 
the IDPS tools' performance in detecting and responding to the 
DDoS attacks orchestrated by the attacker through the 
compromised bots. The data collected from these simulated 
attacks served as crucial input for evaluating and analyzing the 
effectiveness of each IDPS tool in defending against such 
cyber threats. 

 

Fig. 2. Attack scenario. 

Through controlled experiments, the aim was to eliminate 
any potential confounding variables and ensure that the 
observed differences in performance metrics were solely 
attributed to the capabilities of the intrusion detection tools. 
Each tool underwent testing under identical conditions, 
including network traffic, attack intensity, and duration. This 
standardized approach allowed for objectively comparing the 
tools' performance and drawing meaningful conclusions about 
their efficacy in detecting and mitigating various cyber-attacks. 
The performance metrics, such as RAM usage, CPU 
utilization, network throughput, delay, jitter, and packet loss, 
were carefully monitored and recorded during the attack 
simulations for each tool. Furthermore, to enhance the 
reliability of the findings, the experiments were repeated 
multiple times to account for any random variations and ensure 
the consistency of the results. The aggregated data from the 
repeated experiments provided a more robust basis for analysis 
and interpretation. 

B. Controlled Variables 

A carefully selected set of hardware specifications was 
strategically employed to ensure the successful acquisition of 
pertinent data for the research. These specifications were 
pivotal in establishing a robust experimental environment, 
enabling controlled experiments and the meticulous recording 
of performance metrics for the intrusion detection tools under 
investigation. With utmost attention to detail, specific hardware 
components were carefully chosen and implemented, tailored 
precisely to align with the research objectives. The following 
hardware specifications in Table I were utilized to facilitate 
data collection. 

TABLE I.  EXPERIMENTAL HARDWARE TOOLS 

No Hardware Version 
Number 

of Tools 
Ip Number 

1 switch 
cisco sf95d-16 

16-port 10/100 
2 unit 

192.168.100.150 & 

192.168.100.151 

2 
computer 
server 

server dell t150 
xeon e-2324g 

1 unit 192.168.100.154 

3 
computer 

server idps 
server dell t40 

xeon e-2224g 
1 unit 192.168.100.153 

4 
computer 

idps console 

all in one (aio) 
pc dell optiplex 

7440  

1 unit  192.168.100.152 

5 
computer 

agent 

asus pc all in 
one v222gak 

wa141t - 

dualcore 

10 unit 192.168.100.1-10 

6 
computer 

handler 

asus pc all in 
one v222gak 

wa141t - 

dualcore 

2 unit  
192.168.100.11 & 

192.168.100.12 

7 
computer 
attacker 

hp pavilion aero 

13 be2001au 

ryzen 5 7535u 

1 unit  192.168.100.13 

Meticulously designed and implemented a network 
topology for this research, as illustrated in Fig. 3, which 
comprised a carefully selected set of computers, each assigned 
specific roles. At the heart of the topology, the computer server 
served as a centralized repository for data. At the same time, 
the deployment of IDPS tools spanned across multiple 
computers, including servers, effectively safeguarding the 
network traffic from potential DDoS attacks. The assignment 
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of IP addresses was skillfully managed through the switch, 
distributing the network across 13 computers. Among these 
designated systems, ten were dedicated to functioning as agent 
botnets for DDoS, two served as handlers with control over the 
agents, and one acted as the attacker. This research opted for 
the Kali Linux 2023.1 operating system, facilitating the smooth 
integration of essential intrusion detection tools, namely Snort, 
Suricata, Zeek, Ossec, and Honeypot Cowrie. This research 
employed Wireshark 4.0 as the chosen monitoring tool to 
ensure efficient network traffic monitoring. 

The hardware setup and carefully crafted network topology 
laid the foundation for the controlled experiments, enabling us 
to systematically assess the performance of each intrusion 
detection tool under varying attack scenarios. By employing a 
standardized approach, reliability and accuracy in research 
results were ensured, providing the means to make informed 
evaluations regarding the capabilities and effectiveness of these 
tools in countering diverse cyber threats. 

 

Fig. 3. Network topology. 

C. Experimental Setup 

The experimental Setup section of this research focuses on 
the systematic deployment and evaluation of several intrusion 
detection tools, namely Snort, Suricata, Zeek, Ossec, and 
Honeypot Cowrie. Each tool is selected individually and 
installed with its respective configurations. Subsequently, 
comprehensive testing assesses their performance in handling 
DDoS attacks, specifically through ICMP Flood and TCP SYN 
Flood. 

Initiate the evaluation process, the server is configured with 
rules specific to each IDPS tool, and simulated attacks are 
launched from an attacker's PC to the server using the DDoS 
tool Hping3. The commands for the SYN Ddos attack and 
Icmp Dodos attack simulations are provided as follows in 
Fig. 4 and Fig. 5: 

 

Fig. 4. SYN DDoS attack. 

 

Fig. 5. ICMP DDoS attack. 

The server's response to the attack is initially observed 
when protected by the Snort tool with the IPS command. The 
objective is to determine whether Snort can successfully detect 
and generate warnings for the simulated attacks. Once the 
results are obtained from the Snort testing, the same evaluation 
process is repeated using the other selected tools, Suricata, 
Zeek, Ossec, and Honeypot Cowrie, on the server. 

D. Data Collection 

IDPS like Suricata, Zeek, Ossec, and Honeypot Cowrie 
play pivotal roles in safeguarding digital environments from 
malicious activities. They operate as the first line of defense, 
tirelessly monitoring network traffic and system logs. To assess 
the efficacy of these systems, metrics like the Detection Rate 
(DR) are paramount. In the context of this research, the 
Detection Rate (DR) emerges as a pivotal metric in assessing 
the performance of the IDPS. With 128,027 True Positives, 
signifying accurate identifications of actual intrusion attempts, 
and a relatively low 4,241 False Negatives (FN), which 
represent instances where genuine threats were not detected, 
the IDPS demonstrates a robust capability in effectively 
distinguishing malicious activities from benign network traffic. 
The DR, calculated as the ratio of True Positives to the sum of 
True Positives and False Negatives (TP / (TP + FN)), reflects 
the system's ability to capture a high proportion of genuine 
intrusions. This value is a crucial requirement in this research, 
where achieving a DR of 128,027, or 97% of all intrusion 
attempts, is integral to minimizing the risk of false negatives 
and ensuring the thorough protection of digital assets. 

In Table II and Table III, the performance of each IDPS 
tool was carefully observed during the ICMP flood attack. 
Snort exhibited a slight increase in RAM usage by 0.07%, 
followed by a slightly larger increase in CPU usage by 5.00%. 
Conversely, Suricata experienced a more pronounced rise in 
RAM usage by 0.19% and a substantial increase in CPU usage 
by 16.67%. Zeek demonstrated minimal fluctuations in RAM 
and CPU usage, with only 0.09% and 0.00% changes, 
respectively. OSsec recorded a moderate uptick in RAM and 
CPU usage, showing increases of 0.08% and 2.70%, 
respectively, highlighting its ability to manage ICMP flood 
attacks without significant overhead. 

In contrast, Honeypot Cowrie displayed a noticeable 
increase in RAM usage by 0.13%, followed by a slightly more 
substantial rise in CPU usage of 3.61%. Network performance 
during the ICMP flood attack revealed diverse trends. Snort 
indicated a moderate upswing in network throughput, 
measuring 578.79 kb/s. Conversely, Suricata, Zeek, and Ossec 
experienced slight decreases in network throughput by 1.13 
kb/s, 0.66 kb/s, and 0.05 kb/s, respectively. Remarkably, 
honeypot cowrie showcased a significant spike in network 
throughput, reaching 701.07 kb/s, underscoring its efficiency in 
addressing ICMP flood attacks. 
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TABLE II.  COMPUTER PERFORMANCE BEFORE ATTACK 

IDPS Tools 

 

DDoS Attack 

 

Before Attack 

Ram (%) Cpu (%) Network (kb/s) 

snort 
 

icmp flood 27.30 0.17 32.38 

syn flood 27.56 0.22 36.4 

suricata 

 

icmp flood 32.19 0.66 34.39 

syn flood 36.26 0.82 35.40 

zeek 

 

icmp flood 32.69 0.22 32.78 

syn flood 32.57 0.52 32.61 

ossec 
 

icmp flood 32.57 0.37 32.70 

syn flood 33 0.22 32.65 

honeypot cowrie 
 

icmp flood 29.75 0.415 32.65 

syn flood 31.91 0.52 35.90 

TABLE III.  COMPUTER PERFORMANCE AFTER ATTACK 

IDPS Tools 

 
DDoS Attack 

 

After Attack 

Ram (%) Cpu (%) Network (kb/s) 

snort 
icmp flood 27.37 5.17 611.17 

syn flood 27.74 8.11 3238.76 

suricata 
icmp flood 32.38 7.67 856.26 

syn flood 36.4 9.02 3666.62 

zeek 
icmp flood 32.78 3.12 983.34 

syn flood 32.61 6.07 3569.07 

ossec 
icmp flood 32.65 8.08 566.89 

syn flood 32.39 7.73 3,596.54 

honeypot cowrie 
icmp flood 29.88 6.42 733.72 

syn flood 32.07 8.57 3452.69 

Turning to the SYN Flood attack, the IDPS tools once 
again exhibited diverse patterns of performance adjustment. 
Snort displayed a slight increase in RAM usage by 0.18%, 
followed by a more substantial rise in CPU usage by 27.27%. 
Suricata showcased a more significant uptick in RAM usage by 
0.74% and a noteworthy increase in CPU usage of 17.07%. 
Zeek demonstrated minimal RAM and CPU usage variations, 
with only 0.09% and 0.00% changes, respectively. Conversely, 
OSSEC recorded slightly decreased RAM usage by 0.22%, 
while CPU usage increased by 0.00%. Honeypot Cowrie 
experienced a noticeable increase in RAM usage by 0.13% and 
a relatively significant rise in CPU usage of 6.59%. 

Network performance during the SYN Flood attack also 
revealed distinct behavior. Snort and Suricata exhibited 
moderate increases in network throughput, measuring 2205.59 
KB/s and 1587.86 KB/s, respectively, demonstrating their 
efficient responses to SYN Flood attacks. Zeek demonstrated a 
slight decrease in network throughput by 1.34 KB/s, while 
OSSEC experienced a significant surge in network throughput, 
reaching 1929.89 KB/s. Notably, honeypot cowrie significantly 
increased network throughput, measuring 2413.52 KB/s, 
further highlighting its robustness in handling SYN Flood 
attacks. 

These observations suggest differences in the tools' ability 
to detect and counter such attacks. In the case of ICMP Flood 
attacks, it was observed that certain IDPS tools experienced 

notable increases in resource utilization, such as RAM, CPU, 
and network throughput, after the attacks. These observations 
imply varying sensitivity and adaptability of these tools to the 
attack type. Similarly, during SYN Flood attacks, the IDPS 
tools exhibited diverse patterns of resource usage alterations, 
suggesting differences in their ability to detect and counter 
such attacks. The observed changes in performance metrics 
underscore the need for a nuanced evaluation of IDPS tools 
under distinct attack scenarios. 

This study in Fig. 6 conducted QoS measurements for 
throughput during ICMP Flood and SYN Flood DDoS attacks 
using different Intrusion Detection and Prevention Systems 
(IDPS) tools, namely Snort, Suricata, Zeek, Ossec, and 
Honeypot. The results indicated variations in throughput values 
across these tools for both attack types. Among the tested tools, 
Snort demonstrated the highest throughput during ICMP Flood 
attacks, reaching 26,485 bits per second. At the same time, 
Suricata and Zeek showed similar throughput values at 32,400 
and 32,438 bits per second, respectively. Ossec and Honeypot 
yielded slightly lower throughputs at 26,052 and 39,897 bits 
per second, respectively. 

For SYN Flood attacks, Snort exhibited the highest 
throughput of 29,701 bits per second, followed closely by 
Honeypot at 34,701 bits per second. Suricata and Zeek yielded 
lower throughput values at 25,029 and 21,970 bits per second, 
respectively. Ossec demonstrated the lowest throughput among 
the tested tools for SYN Flood attacks, registering 21,970 bits 
per second. 

Snort exhibited strong throughput values for both ICMP 
Flood and SYN Flood attacks, making it a viable choice for 
mitigating these attack types. Suricata and Zeek also 
demonstrated competitive throughput, indicating their potential 
effectiveness in handling DDoS attacks. 

 

Fig. 6. Throughput DDoS attack. 

The Delay values for different types of DDoS attacks were 
evaluated using various Intrusion Detection and Prevention 
Systems (IDPS), including Snort, Suricata, Zeek, Ossec, and 
Honeypot Cowrie in Fig. 7. For ICMP Flood attacks, Snort 
exhibited a delay of 223.53 ms, Suricata had a delay of 183.85 
ms, Zeek showed a delay of 45.59 ms, Ossec had a delay of 
130.9 ms, and Honeypot Cowrie displayed the lowest delay of 
22.88 ms. Similarly, for SYN Flood attacks, Snort 
demonstrated a delay of 187.17 ms, Suricata had a delay of 
104.59 ms, Zeek exhibited a delay of 17.9 ms, Ossec showed a 
delay of 60.8 ms, and Honeypot Cowrie had a delay of 187.2 
ms. These Delay values provide insights into the 
responsiveness of each IDPS in detecting and mitigating ICMP 
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and SYN Flood attacks. It is worth noting that Honeypot 
Cowrie consistently displayed lower Delay values, indicating 
its potential effectiveness in handling such attacks with 
minimal delay. 

 

Fig. 7. Delay DDoS attack. 

Analyzing jitter values across various DDoS attack 
scenarios and corresponding Intrusion Detection and 
Prevention Systems (IDPS) tools reveals distinct patterns in 
Fig. 8. In the case of ICMP Flood attacks, Zeek stands out with 
remarkably low jitter (0.88 ms), indicating stable and 
consistent packet delay. Conversely, Snort (7.37 ms), Suricata 
(1.8 ms), Ossec (1.01 ms), and Honeypot (11.5 ms) exhibit 
comparatively higher jitter values, suggesting potential 
fluctuations in delay times. A similar trend emerges during 
SYN Flooding attacks, where Zeek maintains its superior 
performance in jitter control (2.02 ms). Suricata (5.63 ms) and 
Ossec (6.08 ms) demonstrate increased jitter, while Snort (1.81 
ms) and Honeypot (1.82 ms) exhibit relatively better control. 
These findings underscore Zeek's consistent jitter management 
capabilities across both attack types. 

 

Fig. 8. Jitter DDoS attack. 

The investigation into packet loss rates during ICMP Flood 
and SYN Flooding attacks, evaluated across a range of 
Intrusion Detection and Prevention Systems (IDPS) tools, 
yielded distinct outcomes. In Figure 9, Snort and Suricata 
exhibited minimal packet loss, recording percentages of 0.32% 
and 0.44% for ICMP Flood and 0.56% and 0.29% for SYN 
Flooding, respectively. Zeek displayed effective packet loss 
mitigation, with rates of 0.25% for ICMP Flood and 0.14% for 
SYN Flooding. Ossec and Honeypot Cowrie demonstrated 
slightly higher packet loss percentages, at 0.33% and 0.19% for 
ICMP Flood and 0.56% for SYN Flooding. These findings 
illuminate the diverse packet loss responses of IDPS tools to 
specific attack scenarios, empowering network administrators 

and cybersecurity practitioners with valuable insights for 
optimizing DDoS protection strategies. 

 

Fig. 9. Packet loss DDoS attack. 

The Quality of Service (QoS) analysis of the network 
performance before and after different attack scenarios, as 
measured by various metrics, offers valuable insights into the 
effectiveness of the Intrusion Detection and Prevention 
Systems (IDPS) tools. Among the tested tools, Snort and Zeek 
consistently demonstrate a relatively robust ability to mitigate 
the impact of attacks on network Delay and Packet Loss. 
Suricata and OSSEC, on the other hand, exhibit more 
susceptibility to disruptions caused by the attacks, with 
increased Delay, Jitter, and Packet Loss, especially evident in 
SYN Flood attacks. Notably, Honeypot Cowrie proves adept at 
maintaining network stability during ICMP Flood attacks, 
showcasing lower Jitter and relatively stable Throughput. 
These observations underline the varying QoS responses of 
different IDPS tools to distinct attack types, providing crucial 
insights for making informed decisions regarding network 
defense strategies. The ICMP Flood attacks generally result in 
increased Delay and Packet Loss, while the SYN Flood attacks 
tend to affect Delay, Jitter, and sometimes throughput. Among 
the IDPS tools, Snort and Zeek exhibit relatively better 
network performance maintenance, while Suricata and OSSEC 
show more impact from the attacks. Honeypot Cowrie 
maintains network performance relatively well, particularly for 
ICMP Flood attacks. It is important to note that these 
observations provide insights into how each IDPS tool 
responds to specific attack types regarding QoS metrics. 

E. Data Analysis 

The data analysis phase serves as the foundation of the 
investigation, shedding light on the performance dynamics of 
distinct intrusion detection tools when confronted with diverse 
cyber threats. This research systematically compared key 
performance metrics through meticulous experimentation and 
keen observation before and after simulated attacks. The 
analytical focus encompassed critical parameters, including 
delay, jitter, throughput, and packet loss, offering a 
comprehensive view of each tool's response. Notably, Snort 
exhibited commendable efficiency in managing ICMP Flood 
attacks, showcasing minimal network latency and jitter 
disruption. Suricata demonstrated adeptness in mitigating SYN 
Flood attacks with modest fluctuations. Zeek's proficiency 
shone through its stable network throughput during ICMP 
Flood scenarios. 

Meanwhile, OSSEC displayed a robust defense mechanism 
against ICMP Flood attacks, containing packet loss within 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

8 | P a g e  

www.ijacsa.thesai.org 

acceptable bounds. Honeypot Cowrie effectively mitigated 
packet loss while experiencing elevated jitter during ICMP 
Flood incidents. The analysis, bolstered by robust statistical 
techniques, revealed nuanced performance differences 
allowing us to conclude each tool's strengths and limitations. 
These insights offer essential guidance for practitioners 
configuring intrusion detection tools advancing cybersecurity 
defense strategies with precision. 

This research analysis of countering ICMP DDoS and SYN 
Flood attacks highlighted varying degrees of efficacy among 
the IDPS tools. Snort stood out in addressing ICMP Flood 
attacks, effectively minimizing network disruption, latency, 
and jitter. Similarly, Suricata exhibited proficiency in 
mitigating SYN Flood attacks, maintaining stable network 
throughput, and responding to anomalous traffic patterns. On 
the other hand, Zeek displayed commendable network 
throughput during ICMP Flood scenarios but showed moderate 
fluctuation against SYN Flood attacks. While OSSEC 
contained packet loss during ICMP Flood incidents, it faced 
challenges maintaining network stability under SYN Flood 
onslaughts. Honeypot Cowrie, resilient against packet loss, 
experienced elevated jitter during ICMP Flood attacks. These 
findings collectively suggest that Snort and Suricata are potent 
contenders for countering ICMP DDoS and SYN Flood 
attacks, offering consistent and robust responses. The nuanced 
strengths and limitations underscore the importance of tailored 
tool selection based on the specific threat landscape and 
operational requirements. 

A comprehensive analysis of QoS data and 
computer/networking performance metrics reveals that Snort is 
a standout performer in countering ICMP Flood attacks. This 
conclusion is drawn from consistent and commendable results 
across various parameters. Snort effectively mitigated delays 
and jitter, ensuring optimal network responsiveness and 
maintaining impressive throughput levels, all while 
demonstrating minimal packet loss. Moreover, Snort efficiently 
utilized CPU and RAM resources, indicating its ability to 
handle ICMP Flood attacks without overstraining the system. 
These findings position Snort as the most robust IDPS tool for 
effectively countering ICMP Flood attacks, making it a 
compelling choice for defending against such threats and 
ensuring network stability and performance. 

Similarly, the analysis indicates that Zeek is the most 
effective IDPS tool for countering SYN Flood attacks. Zeek 
consistently demonstrated remarkable performance in 
minimizing delays and jitter during SYN Flood attacks, 
maintaining stable network responsiveness. Additionally, 
Zeek maintained competitive throughput levels and 
remarkably low packet loss, showcasing its proficiency in 
managing SYN requests. From a computer and networking 
performance standpoint, Zeek efficiently allocated CPU and 
RAM resources, indicating its capability to handle SYN Flood 
attacks without burdening the system. Overall, Zeek's strong 
performance across QoS metrics and resource management 
makes it the optimal choice for countering SYN Flood attacks 
and safeguarding network stability. 

In this comparative analysis of the results, we have 
examined this research alongside relevant previous studies. 

The study by [28], [35] introduces an analytical model for 
assessing IDPS configurations, emphasizing theoretical 
modeling. In contrast, the results of this research delve into 
practical IDPS implementation within a networking system 
environment to defend against specific threats, emphasizing 
real-world application. The studies cited as [11], [12], [29], 
[30], [33], [36]–[38], on the other hand, differ significantly 
from this research outcome. Given these variations in goals and 
approaches, direct result comparisons can be challenging. This 
study's results highlight practical implementation and threat 
defense, distinguishing it from theoretical modeling and the 
differing contexts in previous studies. 

IV. CONCLUSION AND FUTURE WORKS 

This study undertook a comprehensive analysis of diverse 
Intrusion Detection and Prevention Systems (IDPS) tools, 
namely Snort, Suricata, Zeek, OSSEC, and Honeypot Cowrie, 
with a primary focus on their effectiveness in countering 
Distributed Denial of Service (DDoS) attacks. Through a 
meticulous evaluation encompassing aspects of network traffic 
analysis, Quality of Service (QoS) metrics, computer 
performance, and attack mitigation, this research gained 
insights into the capabilities of these tools. In this assessment, 
research revealed distinct performance characteristics for each 
IDPS tool. Snort excelled in network-based intrusion detection, 
efficiently identifying and countering threats at the network 
level. Suricata demonstrated prowess in packet processing and 
rule matching, making it a strong contender for network 
security. With its emphasis on comprehensive traffic analysis, 
Zeek offered valuable insights into network activity. OSSEC 
showcased robust host-based intrusion detection capabilities, 
providing effective log analysis and threat identification. 
Honeypot Cowrie displayed potential while highlighting areas 
for improvement in QoS metrics and computer performance. 
Regarding Quality of Service (QoS), the analysis unveiled 
Snort as the most effective IDPS tool in countering ICMP 
Flood and SYN Flood attacks, consistently exhibiting superior 
throughput, lower delay, minimal jitter, and commendable 
packet loss rates. These QoS metrics reflect Snort's adeptness 
in preserving network integrity and minimizing disruption 
during DDoS incidents. 

Future research avenues include integrating advanced 
machine learning techniques into IDPS tools to optimize 
detection accuracy while minimizing false positives. 
Additionally, exploring the deployment of IDPS in dynamic 
cloud and hybrid environments, understanding their scalability, 
and adapting them to varying network conditions would 
provide valuable insights. In conclusion, this study provides 
valuable insights into the performance of diverse IDPS tools 
against DDoS attacks. By addressing identified limitations and 
pursuing avenues for future research, this research can advance 
the field of network security and contribute to developing 
resilient defense mechanisms against evolving cyber threats. 
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Abstract—This study explores the Traveling Salesman 

Problem (TSP) in Medan City, North Sumatra, Indonesia, 

analyzing 100 geographical locations for the shortest route 

determination. Four heuristic algorithms—Nearest Neighbor 

(NN), Repetitive Nearest Neighbor (RNN), Hybrid NN, and 

Hybrid RNN—are investigated using RStudio software and 

benchmarked against various problem instances and TSPLIB 

data. The results reveal that algorithm performance is contingent 

on problem size and complexity, with hybrid methods showing 

promise in producing superior solutions. Statistical analysis 

confirms the significance of the differences between non-hybrid 

and hybrid methods, emphasizing the potential for hybridization 

to enhance solution quality. This research advances our 

understanding of heuristic algorithm performance in TSP 

problem-solving and underscores the transformative potential of 

hybridization strategies in optimization. 

Keywords—Travelling Salesman Problem; heuristic 

algorithms; hybridization techniques algorithm performance; route 

optimization 

I. INTRODUCTION 

Irish and British mathematicians first introduced the 
Traveling Salesman Problem (TSP). They were William 
Rowan Hamilton and Thomas Penyngton in 1800. The 
Traveling Salesman Problem (TSP) involves a salesman who 
has to travel to several points. Each point is visited only once, 
and the salesperson must return to the starting point again by 
trying the minimum path. For every n number of points, the 
number of routes to be traveled is n!. This problem causes no 
optimal solution except to calculate every possibility. So, the 
discussion of TSP is growing exponentially. 

In life, many TSP problems are found to solve passenger 
delivery and pickup problems [1]–[3], drone and truck 
combination trips in improving customer service [4], [5], land 
logistics delivery problems[6]–[9], air logistics delivery [10], 
[11], picking up trash cars [12], automating systems on mobile 
robotics [13], [14] and others. The traveling salesperson 
problem has become one of the most studied problems in 
combinatorial optimization. The search for TSP solutions 
offers many algorithms that are fast in their calculations and 
produce optimal solutions. 

Many scientists have tried to solve the TSP problem. 
Various methods are used to obtain more optimal and faster 
results in the calculations [15], [16]. Zhang et al. [17] 

presented a variable neighborhood discrete whale optimization 
algorithm for TSP. Teng and Li [18] proposed a discrete 
firefly algorithm combining genetic algorithms for solving 
TSP. Several other algorithms are offered in solving TSP, 
such as construction tour techniques based on the Convex-hull 
heuristic and Nearest Neighbor (CH-NN) [19], galaxy-based 
search algorithm (GbSA), and embedding new ideas called 
clockwise search processes and operations cluster crossover 
[20], optimal heuristic algorithm (2-opt) with Nearest 
Neighbor (NN) [21]–[24], tour construction  Ant Colony 
Algorithm [25]–[27], and Cuckoo Search Algorithm [28]. 

Traveling Salesman Problem (TSP) research has witnessed 
significant advancements over the years, marked by the 
development of sophisticated heuristic algorithms and the 
establishing of benchmark datasets like TSPLIB. These 
algorithmic improvements, such as Nearest Neighbor (NN), 
Repetitive Nearest Neighbor (RNN), and hybrid approaches, 
have greatly enhanced our ability to find near-optimal 
solutions for TSP instances. However, several challenges and 
unresolved issues persist in this field. Scaling complexity 
remains a formidable challenge, particularly when dealing 
with large-scale TSP instances, where the problem's 
exponential nature poses computational hurdles. Furthermore, 
despite their efficiency, heuristic algorithms do not guarantee 
the global optimum, leaving room for further exploration to 
bridge the gap between heuristic and true optimal solutions. 
Additionally, dynamic TSP scenarios, where cities and 
distances change over time, demand adaptive heuristic 
approaches. 

Given these challenges, the presented study focusing on 
TSP in Medan City, North Sumatra, Indonesia, assumes 
particular importance and novelty. Medan City's unique 
geographical layout and urban complexities present a real-
world context that offers practical relevance for logistics, 
transportation, and urban planning. The study goes beyond 
theoretical analysis by rigorously evaluating four heuristic 
algorithms—NN, RNN, Hybrid NN, and Hybrid RNN—
across various problem instances specific to Medan City. This 
empirical examination provides valuable insights into the 
algorithms' performance under the city's unique conditions, 
aiding decision-makers in optimizing routes efficiently. 
Moreover, the study introduces the novel concept of 
hybridization techniques within the context of TSP in Medan 
City. The successful application of hybrid algorithms 
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demonstrates their potential to yield high-quality solutions, 
contributing to the broader knowledge of computational 
optimization. In essence, this study not only addresses a 
complex optimization problem in a real-world setting but also 
pioneers innovative approaches, making it a noteworthy 
addition to the field of TSP research. 

II. MATHEMATICAL MODEL 

In this study, the mathematical model of the TSP aims to 
minimize travel distances.      is the decision variable on 

which vertex to traverse. The set decision variable is {1,0}. 
The decision is worth 1 if           is passed and 0 if arc       
is not passed. The     variable is the distance between points 

that are traversed using point distance calculations so that it 
can be written down like Eq. (1). 

Parameter: 

  : The number of points that the salesman needs to 

visit.  

    : The distance or cost between two points, 

calculated using the Euclidean distance formula. 

    : A binary decision variable that indicates whether 

the salesman travels from point   to point         

    or not           .  

    : The number of elements in the subset. 

        : The position of a point in terms of its horizontal 

     and vertical      coordinates. 
Formula: 

    ((     )
 
 (     )

 
)
   

 (1) 

In general, the mathematical model for the TSP problem 
can be seen in Eq. (2) to Eq. (5). 

       
         

        (2) 

        
                    (3) 

        
                   (4) 

    
         

              {       }       (5) 

Eq. (2) is the objective function of TSP to minimize costs. 
Eq. (3) and Eq. (4) guarantee that each point is traversed 
exactly once and returns to the starting point of departure. Eq. 
(5) ensures that the number of traversed vertices is not more 
than or equal to the specified number of vertices minus one or 
can be written as      . 

III. RNN ALGORITHM 

RNN and Nearest Neighbor NN are commonly used 
algorithms for solving the shortest route problem on a map 
with many points. The NN algorithm works by starting from a 
random point and looking for the nearest neighbour to proceed 
to the next point. This process is repeated until all points are 
connected in a closed route. The NN algorithm is simple and 
fast but only sometimes produces the best solution. 

The RNN algorithm is a variation of the NN algorithm that 
works by finding the nearest neighbour at each stage but with 
some modifications. This algorithm looks for the nearest 

neighbours for the first point, returns to the starting point and 
looks for the nearest neighbours yet to be connected to the 
route. This algorithm is repeated until all points are connected 
in a closed route. The RNN algorithm is generally better at 
finding better solutions than the NN algorithm but requires a 
longer computation time. 

Both are heuristic algorithms that can quickly solve the 
shortest route problem with many points. However, keep in 
mind that the solution provided by the heuristic algorithm is 
only sometimes optimal, especially in cases with many points 
or in cases with many constraints. The step-by-step 
construction of the RNN algorithm can be read in the 
following step sequence: 

Step 1: Suppose   {              } is the point of n 
locations and          is the distance between location     and 

  , the notation    is the notation of the     site. 

In this case, the search engine formulates n sub-routes and 
has one location in each. The set of sub-routes can be denoted 
as follows: 

   {            } (6) 

Step 2: In the next step, each sub-route obtained in the 
previous step adds a network by finding the closest location 
that differs from the remaining spots. So this model can be 
formulated based on Eq. (7). The notation          is the 

Euclidean distance between locations    and   . This distance 

is calculated in the formula in Eq. 1. 

    {     }           

     (     )                              (7) 

Step 3: In the last step, each sub-route from 2 locations in 
   is expanded by finding unvisited paths. The third sub-route 
built is notated in Eq. 8. 

     {     }                 

    { (     )}                               (8) 

where        is the total number of routes in the set   . 
The process of building the path is continued until every 
location is visited. Furthermore, when the nth step has been 
completed, a set of routes    will be obtained, where         
and each path from    contains n locations. The algorithm 
added the initial site to each path's position       in    to 
obtain a feasible TSP route solution. The steps are continued 
until the best route is obtained from a set of   possible TSP 
routes [29]. 

IV. HEURISTICS 2-OPT 

2-Opt is a straightforward local search method. Croes first 
introduced this method to solve the TSP in 1958. However, 
this algorithm is used to improve the shortcomings of other 
algorithms, which require a long computation time. 2-Opt 
heuristics is a heuristic technique to solve the shortest route 
problem by improving existing routes. This technique is 
named "2-Opt" because it considers two points on a route and 
tries to swap the path connecting those two points with an 
alternative path that may be more efficient. The 2-Opt 
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algorithm takes an initial route consisting of several points and 
then considers all possible combinations of two points on the 
route. After that, the algorithm tries to rotate the part of the 
route between the two points to produce a new route. Then, 
the algorithm compares the total initial route distance with the 
resulting new total route distance and chooses the route that 
has the shortest total distance. Fig. 1 is an illustration of the 2-
Opt algorithm. 

 

Fig. 1. An illustration of how the 2-Opt algorithm works. 

In Fig. 2, there are four location points symbolized by 
        , and   . Initially, some edges intersect, namely    to 
   and    to   . This algorithm checks the distance between 
other adjacent points without adding new edges. The other 
closest sides to be checked are           and          . The 
criteria for selecting the ideal side can be calculated by 
comparing the Euclidean distance-like Eq. (9). If the 
conditions in Eq. 9 are met, then the two sides          and 
         will be replaced with two new sides           and 
         . 

                                              (9) 

V. HYBRID HEURISTICS 

Hybrid NN is a heuristic algorithm which is a combination 
of two heuristic techniques, namely NN and 2-Opt. Hybrid 
RNN is a heuristic algorithm which is a combination of two 
heuristic techniques, namely RNN and 2-Opt. This algorithm 
is designed to solve the shortest route problem by using the 
advantages of both heuristic techniques. In the Hybrid Nearest 
Neighbor-2Opt approach, you will generate an initial solution 
using the NN method. Then, you'll refine this solution using 
the 2-opt method. This combination can be effective because 
the NN method provides a good starting point for the 2-opt 
method, which can refine the solution. The hybrid RNN-2-Opt 
algorithm begins by building an initial route using the RNN 
algorithm. After the initial route is built, the 2-Opt technique 
is applied to improve the route by finding a point on the route 
that can be exchanged so that the total route distance becomes 
shorter. This process is repeated until there are no more points 
that can be exchanged to shorten the route distance. 

 

Fig. 2. Pseudocode hybrid RNN. 

This pseudocode follows the Hybrid RNN algorithm as 
follows [29]: 

1) It starts from each city and generates a tour using the 

Nearest Neighbor (NN) heuristic. 

2) Then it tries to improve this tour using the 2-Opt 

heuristic, making 2-Opt swaps as long as they improve the 

tour. 

3) It keeps track of the best tour found so far, and once all 

cities have been used as starting points, it returns the best tour 

found. 

4) The NearestNeighborTour function implements the 

Nearest Neighbor heuristic: starting from a given city, it 

repeatedly visits the nearest unvisited city. 

VI. EXPERIMENTAL RESULTS 

In the discussion in this study, we present 100 locations in 
Medan city, North Sumatra, Indonesia. The locations will be 
analyzed for the shortest route based on location coordinates. 
The location to be calculated can be seen in Fig. 3. Customer 
location according to geographical coordinates can be seen in 
Fig. 3 (a), and Fig. 3(b) is the location transformation to the 
Cartesian point plane. This transformation makes it easy to 
illustrate Euclidean distance calculations. 

There are four solutions proposed to be observed, namely 
NN, RNN, hybrid NN, and hybrid RNN. This study uses the 
Rstudio software with the TSP package and tspmeta for 
calculating heuristic solutions. A comparison of the total 
mileage obtained can be seen in Table I. In Table I, RNN and 
hybrid RNN methods have the best solution in the case of a 
combination of 100 location points in Medan city, North 
Sumatra Province, Indonesia. The table provides information 
about the heuristics used to solve the shortest route problem at 
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100 different points and the total distance travelled in 
kilometres. Four types of heuristics are used: NN, RNN, 
hybrid NN, and hybrid RNN. NN and RNN have different 
total distances travelled, where RNN produces a shorter total 
distance than NN (385.83 km compared to 435.91 km). The 
hybrid NN also produces a shorter total distance than the NN 
(414.09 km compared to 435.91 km), although it is still longer 
than the RNN. RNN-2Opt has the same total distance as RNN 
(385.83 km), so RNN-2Opt is the most effective heuristic in 
solving the shortest route problem at those 100 points. The 
results of data processing with Rstudio are visualized in Fig. 4. 
Fig. 4 is a travel route using the local search heuristic 
algorithm: NN, RNN, hybrid NN-2Opt, and hybrid NN-2Opt. 

In the next stage, we tested several location points totaling 
25, 40, 50, 75, 100, 150, 200, and 300 randomly generated 
around Medan city, North Sumatra Province. From the 
simulation results given, the total distance traveled in 
kilometers can be seen in Table II. The Table II has six 
problem instances, namely n25mdn, n40mdn, n50mdn, 
n75mdn, n100mdn, and n150mdn. 

The total distance travelled by the four different algorithms 
is given for each problem instance. From the table, the 
algorithm's performance varies depending on the size of the 
problem instance. In the n25mdn problem instance, the hybrid 
NN algorithm produces the shortest total distance (202.28 km) 
compared to the other three algorithms. However, in the case 
of the n50mdn problem, the hybrid NN algorithm is no longer 
the best choice, while the hybrid RNN algorithm produces the 
shortest total distance (309.25 km). In more significant 
problem instances such as n100mdn, RNN and hybrid RNN 
beat the other two algorithms, producing the same total 
distance (385.83 km). At the same time, hybrid NN could only 
produce a total distance of 414.10 km, and NN produced a 
longer total distance of 435.92 km. However, remember that 

the algorithm's performance depends on the particular problem 
instance, so choosing an algorithm based on the characteristics 
and size of the problem instance to be solved is better. To find 
out the capabilities of this method to quickly calculate the 
minimum mileage. So we tested the problem with some data 
from TSPLIB and tried to compare the best-known solutions 
with our proposed method. The results of the simulation 
carried out can be seen in Table III. 

TABLE I. TOUR LENGTH 

Heuristics n Total Distance (km) 

NN 100 435.91 

RNN 100 385.83 

hybrid NN 100 414.09 

hybrid RNN 100 385.83 

From the Table III, it can be seen that the performance of 
the algorithm varies depending on the particular problem 
instance. In Berlin52, the Hybrid NN and RNN Algorithm, 
algorithms have the best performance, producing a total value 
of the shortest distance of 8182.19. However, in Ch150, the 
Hybrid RNN algorithm produced the best total shortest 
distance, 6695.24, while the NN Algorithm produced the 
longest total distance (8025.45). In larger problem instances 
such as pr299, the Hybrid NN and RNN Algorithm, 
algorithms can beat the other two algorithms, where both 
produce a better total distance value compared to the NN 
Algorithm and Hybrid RNN. However, these methods still 
need to be revised to the best-known solutions. To see a 
comparison of the methods is presented in Fig. 5. In Fig. 5, it 
can be seen that the error weight is calculated by Eq. (10). The 
hybrid method can reduce the error rate. 

          
                          

          
        (10) 

 

 

(a) (b) 

Fig. 3. One hundred location points that must be visited in Medan city, North Sumatra Province. 
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a. Nearest neighbor 

 
b. Repetitive nearest neighbor 

 
c. Hybrid nearest neighbor 

 
 d. Hybrid repetitive nearest neighbor 

Fig. 4. Comparison of travel routes using the NN, RNN, hybrid NN-2Opt, and hybrid NN-2Opt algorithms. 

TABLE II. THE DISTANCE TRAVELED WITH FOUR HEURISTIC METHODS 

Problem n NN Hybrid NN RNN Hybrid RNN 

n25mdn 25 258.74 202.28 216.79 216.05 

n40mdn 40 303.03 251.06 258.68 235.44 

n50mdn 50 341.50 286.67 341.50 309.25 

n75mdn 75 447.97 378.39 406.00 361.03 

n100mdn 100 435.92 414.10 385.83 385.83 

n150mdn 150 544.63 548.17 535.47 488.00 

n200mdn 200 637.70 599.51 628.23 565.69 

n300mdn 300 844.22 691.48 767.99 692.26 
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TABLE III. SIMULATION RESULTS FOR CALCULATING TOUR LENGTH USING TSPLIB DATA 

Problem Name Num. of City Best Known NN Hybrid NN RNN Hybrid RNN 

Berlin52 52 7542 8182.19 7713.03 8182.19 8182.19 

Ch150 150 6528 8025.45 7656.96 7078.44 6695.24 

pr299 299 48191 57901.3 49555.9 56199.22 50566.20 

pr264 264 49135 54491.5 52084 54124.53 53431.19 

pcb442 442 50778 58953 53044.4 59947.47 53898.70 

bier127 127 118282 133971 122072 127708.80 125030.50 

Fig. 5 states that the percentage errors of the NN, RNN, 
Hybrid NN, and Hybrid RNN algorithms in solving some 
shortest route problems using several datasets. The percentage 
error indicates how far the results produced by the algorithm 
are from the known best (best-known solution) for each 
problem. The lower the error percentage, the better the results 
produced by the algorithm. Based on the Fig. 5, it can be seen 
that hybrid NN and hybrid RNN tend to give a lower error 
percentage than NN and RNN. Hybrid NN even produces the 
lowest error value on the Berlin52 dataset, and hybrid RNN 
produces the lowest error value on the Ch150 dataset. This 
shows that using hybridization techniques can improve the 
quality of the solutions produced by the algorithm. 

 

Fig. 5. Comparison of the heuristic method errors offered. 

In aggregate, there is an average difference between non-
hybrid and hybrid methods. The simulation results using 
RStudio using the t.test() function obtained a value of 
                  , and                  at a     
confidence level. The t-value indicates the magnitude of the 
difference between the means of the two groups, in this case, 
the non-hybrid and hybrid methods. A larger t-value indicates 
a greater difference between the means. The degrees of 
freedom (df) represent the independent observations to 
estimate a parameter. In this case, it indicates the number of 
observations minus the number of parameters estimated, 
which is equal to 27. The p-value is the probability of 
obtaining a t-value as extreme as or more extreme than the 
observed t-value, assuming the null hypothesis is true. In this 
case, the null hypothesis is that there is no significant 
difference between the means of the non-hybrid and hybrid 
methods. A p-value of 0.0092 suggests that the probability of 
obtaining such an extreme t-value under the null hypothesis is 
less than 0.01. Therefore, the result is statistically significant 
at a 95% confidence level. In summary, the simulation results 

suggest a significant average difference between non-hybrid 
and hybrid methods in terms of their performance, with the 
hybrid methods outperforming the non-hybrid methods on 
average. 

VII. DISCUSSION 

In this study, the authors delve into the challenging 
Traveling Salesman Problem (TSP) using a variety of heuristic 
algorithms. Their research focuses on 100 locations in Medan 
city, North Sumatra, Indonesia, and aims to find the shortest 
route based on geographical coordinates. We transform 
geographical coordinates into Cartesian points to facilitate this 
analysis, making Euclidean distance calculations more 
accessible. Four heuristic solutions are proposed for 
examination: Nearest Neighbor (NN), Repetitive Nearest 
Neighbor (RNN), Hybrid NN, and Hybrid RNN. RStudio 
software, coupled with the TSP package and tspmeta, is 
employed for heuristic solution calculations. The study sheds 
light on the performance of these algorithms, particularly 
focusing on the total mileage obtained, which is compared 
across different problem instances and known benchmarks. 

The results of this study reveal that the performance of 
heuristic algorithms is contingent upon the specific problem 
instance under consideration. In smaller problem instances, 
such as n25mdn, the Hybrid NN algorithm proves to be the 
most efficient in producing the shortest total distance. 
Nevertheless, as problem instances grow in complexity, like 
n50mdn and n100mdn, the RNN and Hybrid RNN 
consistently outperform the other algorithms, yielding 
identical total distances in the case of n100mdn. The choice of 
the algorithm should be tailored to the problem's 
characteristics and scale, highlighting the nuanced nature of 
TSP problem-solving. 

The study evaluates the proposed heuristic methods with 
known best solutions from the TSPLIB data. This comparative 
analysis offers valuable insights into algorithmic performance 
under standardized benchmarks. For instance, the Berlin52 
dataset demonstrates that Hybrid NN and RNN algorithms 
attain the best results, aligning with the best-known solution. 
Conversely, in the Ch150 dataset, the Hybrid RNN algorithm 
emerges as the frontrunner, boasting the best total shortest 
distance. This highlights the potential of hybridization 
techniques, like combining NN and RNN with 2-Opt, to yield 
superior-quality solutions and reduce error rates vis-à-vis non-
hybrid methods. 
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The paper augments its findings with statistical rigour, 
employing a t-test to substantiate the significance of 
differences between non-hybrid and hybrid methods. The 
results confirm that, on average, hybrid methods surpass their 
non-hybrid counterparts, underscoring their potential for 
achieving more optimal solutions. 

This study carries substantial implications for addressing 
TSP and akin optimization challenges. Algorithm selection 
should be a nuanced process tailored to the problem's size and 
intricacies. The fusion of heuristic algorithms, as 
demonstrated in hybridization techniques, holds promise for 
elevating solution quality. Benchmarking against established 
datasets like TSPLIB serves as a litmus test for algorithmic 
reliability. Importantly, while heuristic methods may not 
always secure the global optimum, their swiftness renders 
them indispensable for tackling real-world routing and 
scheduling problems. This research advances the 
understanding of heuristic algorithm performance within the 
TSP domain and underscores the transformative potential of 
hybridization strategies in optimization problem-solving. 

VIII. CONCLUSION 

TSP is a complex combinatorial problem in calculations to 
find the best combination. Because it is challenging to 
calculate the final solution with the shortest tour length 
globally, however, the heuristic approach method can be used. 
This heuristic method is a method that can calculate a solution 
quickly with a pretty good solution. However, it is still inferior 
to modern and exact metaheuristic methods in finding 
solutions, but the speed of finding solutions cannot be doubted 
because they can calculate quickly. Therefore this method is 
still widely used in various applications in the real world. The 
results of this study indicate that the offered hybrid method 
can correct errors from the usual heuristic methods. The 
combination of NN and RNN algorithms with 2-Opt provides 
a better solution. The hybrid method minimized the 
percentage of errors compared to the non-hybrid method. The 
2-Opt technique can be used in combination with other 
heuristic algorithms such as NN or RNN to improve the 
quality of the resulting solutions. However, although the 2-Opt 
technique can increase the efficiency and quality of solutions, 
this technique does not guarantee that the given solution will 
always be optimal. 
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Abstract—The word aquaponics means the growth of aquatic 

organisms as well as plants in the controlled environment. As the 

nutrients used for sustainable plant growth is obtained from 

aquatic organisms and the nutrients that are absorbed by the 

plants remediate the water for the aquatic life. The advancement 

in the computational studies plays a vital role in every field of 

life. The aim of the proposed study is to deeply analyze the 

computational studies that used IoT, AI, Machine learning and 

deep learning for aquaponic systems between the years 2019 to 

2022. The literature survey deeply discuss the proposed 

methodology, comprehends the fundamental researches, tool, 

advantages, limitations, concepts, and results of the recent 

studies proposed by the researchers in context of aquaponic 

system. The proposed study extract 41 research articles from 

these libraries based on year of publication, title, methodology, 

citation, paper quality and abstract. These articles are collected 

from seven different research article libraries including Google 

Scholar, Worldwide Science, IEEE Xplore, Google Books, 

Refseek, ACM digital Library and Science Direct. This study 

develops a state of the art research for the next researchers to 

work on the loopholes of the previous researches in an efficient 

manner. The results of the proposed study shows that the 

implementation of IoT based machine learning and deep learning 

framework shows state of the art results for the nutrients 

regulation, sensing, monitoring and controlling of the aquaponic 

environment. It is concluded from the proposed study that there 

need to be develop ensemble learning model with an efficient 

dataset in context of aquaponic environment. 

Keywords—Aquaponics; machine learning; internet of thing 

(IoT); message queue telemetry transport; sensors; SMART 

aquaculture 

I. INTRODUCTION 

The growth of the human population is expected to cross 
10 billion till 2062. This increase in the population will create 
the challenge of energy, food and water for human. 
Computational field has a huge impact in every field of life [1] 
[2]. Agriculture is suffering from many problems including 
consumption of water, lack of land, lack of workforce etc. It is 
the most water consuming field that uses about 70% of water 
in different contexts.  The word aquaponic refers to two words 
―Aquaculture‖ means to grow the water culture organisms in 
controlled environment and ―Ponics‖ means growth of soil 
less media. The word aquaponics means the growth of aquatic 
organisms as well as plants in the controlled environment [3]. 

It is a combined production system of plant and aquatic 
animals in which most of the nutrient used for the 
development are obtained from each other. As the nutrients 
used for sustainable plant growth is obtained from aquatic 
organisms and the nutrients that are absorbed by the plants 
remediate the water for the aquatic life. This technology was 
firstly developed by the scientist in United States of America 
in early 1970’s. The aim of this process is to create a 
sustainable and economic environment by efficient usage of 
water and nutrients, increase the profitability, Farm 
diversification, use of wastage,  lowered the environmental 
impact and increasing the production to agricultural fish and 
plant production [4] [5] [6]. This is one of the main methods 
to solve the food and environmental crisis of the nature 
adopted by many countries worldwide. The Nutrient flow in 
the aquaponic system is measured constantly for the regulating 
the growth of the plants as the nutrients generated by the 
fishes is not sufficient for the growth of the plants. There are 
hundreds of studies proposed by the researchers for the 
identification and regulation of the flow of the nutrients in the 
aquaponic system. Fig. 1 describes the all-time interaction of 
the aquaponic system with computational industry [7]. 

 

Fig. 1. Industrial revolution in the aquaponic system. 

To find the best design, implementation of that design with 
management and maintenance is the key factor for the success 
of an aquaponic environment [8]. Many researcher in past 
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focus on different computational, statistical and mathematical 
tools and techniques to ensure the efficient working of an 
aquaponic system. The smart working of an aquaponic system 
based on different factors including the water quality, 
temperature, pH level, air flow, predictors, light intensity, 
humidity, Air quality, IoT sensors etc. The aim of the study is 
to develop a systematic survey on the latest researches 
proposed by different researchers for aquaponic environment. 
This study provides the deep analysis of the methodology, 
advantages and limits of the study that will create a 
benchmark for the new researchers in this field. A total of 41 
quality research articles are deeply reviewed in this research. 

The list of abbreviations used in the proposed study is 
illustrated in Table I 

TABLE I. LIST OF ABBREVIATIONS 

Word Abbreviation 

RFE Recursive Feature Elimination 

IoT Internet of things 

XGBoost Extreme Gradient Boosting 

PA Precision Agriculture 

SAR Sodium Absorption Ratio 

LDA Linear Discrimination Analysis 

BLOO Bolstered leave one out 

DTC Decision Tree Classifier 

WSN Wireless Sensor Network 

DCNNs Deep convolutional neural networks 

DB-SMOTE Density Based Synthetic monitoring over sampling technique  

SDC Stochastic Gradient Descent 

R-CNN Regional Convolutional Neural Network 

LR Logistic Regression 

SMR Standard Metabolic  

ADC  Analogue to digital convertor 

US Univariate Selection 

FI Feature importance 

GNB Gaussian Naïve Bayes 

CPS  Cyber-Physical Systems  

MQTT Message Queue Telemetry Transport 

NGSI Next Generation Service Interface 

ANFIS Adaptive Neuro Fuzzy Inference System 

II. RESEARCH PLANNING 

The aim of this study is to presents the latest IoT based 
machine learning and deep learning presented by different 
researcher in advancement of aquaponic system. The review 
method developed by Brereton et al. [9] is used in this 
research for reviewing the articles. This is one of the most 
widely used approaches for systematic literature review. This 
process includes five steps which are [10] discussed here in 
the below section. 

The first phase of the research survey is planning a 
systematic model for work. The process of research planning 
include identification of the research questions, the include 
exclude criteria of selection, quality measurements, 

identification of relevant studies and analysis of these studies.  
Fig. 2 explain the selection criteria of research for the 
proposed study [11]. 

 

Fig. 2. Selected criteria for systematic literature review. 

The first thing is to generate the research questions. The 
research questions for the proposed study are  

RQ1: What is an Aquaponic culture? 

RQ2: How the aquaponic environment works? 

RQ3: What is the purpose of the proposed study? 

RQ4: What are the advantages of aquaponic system? 

RQ5: What are the computational studies proposed for the 
aquaponic system? 

RQ6: What are different IoT based studies using machine 
learning and deep learning for aquaponics? 

RQ7: What are the methodologies, advantages and 
loopholes of those studies? 

RQ8: Comparison of the results of the previous studies? 

RQ9:  What are the research possibilities? 

RQ10: What is the conclusion of this study? 

RQ11: What are the research questions raised for the new 
researchers regarding aquaponic system?    

The quality of the systematic literature reviews completely 
depend upon the selection of the related articles. In context of 
this, the proposed study extracts the research articles from 
most of the authentic and widely used article database sources. 
The articles are selected from seven different articles websites 
including Google Scholar, Worldwide Science, IEEE Xplore, 
Google Books, Refseek, ACM digital Library and Science 
Direct. 

The selection is based on the quality of the research article. 
For searching articles from these sites different combination of 
words used including  ―Aquaculture, Aquaponics, SMART 
Aquaponics, IoT Based Aquaponic,   Machine learning for 
aquaponic system, Deep learning for aquaponic system, 
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Nutrients regulation in Aquaponic system, Monitoring and 
sensing in aquaponic system,  Accurate segmentation, Real 
time semantic, Neural network for aquaponic systems‖. After 
applying these keywords on database libraries hundreds of 
articles appear. The articles are included on the basis of the 
relevant studies that are proposed for systematic review. This 
includes, excluded criteria of these articles as given below: 

 Language must be English. 

 Authentic Journal papers, Conference papers, Books 
etc. 

 Papers using IoT based SMART technology 

 The paper with ML and DL methods of aquaponic 
culture 

 Papers after year 2019 

The papers chosen for the proposed study are between the 
years 2019 and 2022. The paper published in English language 
and use IoT, ML, AI and DL methods are accepted for 
processing. 

Exclude:  

 Paper in language other than English 

 Papers published before 2019 

 Paper with method other than AI, IoT, ML and DL.  

In the proposed study a total of 2,002 articles are screened 
from the article databases. From the selected papers 1,106 are 
rejected due to the publication year was before 2019. Rest of 
896 articles is processed and 602 articles are rejected because 
of their irrelevancy of the subject.  294 selected articles are 
further processed and 79 out of them are selected based on 
IoT, ML, AI and DL methods used by the studies. 38 papers 
are rejected due to the low quality of paper. After the overall 
selection process overall 41 articles are processed for 
systematic literature review. 

Fig. 3 explains the study flow of different phases using 
PRISMA [12] diagram for the article selection. 

 

Fig. 3. Article selection criteria for systematic literature review. 

III. LITERATURE REVIEW 

There are a number of computational studies developed by 
different researchers for the development of smart aquaponic 
system. In this section of the research the latest studies 
developed by the researchers based on IoT, Machine learning, 
deep learning and AI based methods between the years 2019 
and 2023 are discussed. This paper deeply analyzes the 
advantages and disadvantages of the proposed models 
developed by the recent researchers. 

Commercial aquaponic system helps to increase the 
profitability and sales revenue of aquaponic system by 
increasing the production. The most revenue is generated by 
the aquatic animals including tilapia, catfish, ornamental fish, 
perch, bass, trout, and bluegill [13]. The regulation of the 
nutrients in the aquaponic environment is one of the most 
discussed topic in recent years. S. B. Dhal et al [14] presents 
an IoT based system used for nutrient supply in the 
commercial aquaponic environment. The dataset for the study 
is taken from three different farms at Southeast Texas 
(Aquatic Greens Farm, Wolff Family Farms and Texas US 
Farms). This data was generated from the farms weekly over a 
year. From the dataset 12 predictors (Ca, Mg, Na, K, 
B,       ,      ,    , Cl,              and 211 
observations are generated. On this dataset the features are 
extracting using pairwise correlation matrix and Recursive 
Feature Elimination (RFE). Machine learning algorithm 
XGBoost is used for generating F-score of the features and 
ExtraTreesClassifier is used for RFE [15]. The experiment 
was carried out in the cycle of 21 days. Two predictor calcium 
and ammonium is identified and regulate by using this system. 
The cost of the proposed model is decreased by 75% as 
compared to the existing models that are used for nutrient 
regulation [14]. 

M. A. Zamora-Izquierdo, J. Santa, J. A. Martínez, V. 
Martínez, and A. F. Skarmeta presents [16] IoT based on edge 
computing system to enhance PA.  The model works on three 
tiers. The local plans the CPS system connects with the 
aquaponic crops to collect the data and perform atomic control 
actions. The Edge plane used for monitoring and managing the 
PA task and cloud plane host and record the data in FIWARE 
deployment. MQTT and NSGI protocols are used 
communicating and accessing with the cloud. The working of 
this system is shown in Fig. 4 [16]. 

 

Fig. 4. Precision Agriculture based on IoT and edge computing. 
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The experiment is carried in Greenhouse of CEBAS-CSIC, 
Spain. Nutrient solution unit, irrigation unit, disinfection unit, 
purification unit and climate unit is used to facilitate the 
greenhouse environment. This research provides the water 
saving of more than 30% with upto 80% nutrients. This study 
provides the new path for the researcher to implement the PA 
platform in future crops. R. Barosa, S. I. S. Hassen, and L. 
Nagowah [17] combine hydroponic with conventional 
agriculture system to develop  Plantabo Aevum system. The 
IoT devices are used for continue monitoring the 
environmental factor and providing the real time feedback. 
Live cameras are used for continue image capturing that is 
used for image processing. With the detection of the main 
features of the plant leaf the system detect the disease in it and 
generated the report on mobile application. The dataset is 
taken from the 50 leafs of four different type of plants 
including chilli, eggplant, mandarin and citrus. Machine 
learning algorithm decision tree is used for the classification. 
The working is implemented on OpenCV toolbox. This study 
detect the leafs of different species of plants accurately using 
machine learning system. The implementation of deep 
learning on the method was the loophole of that study. A 
researcher developed a web based monitoring system of pH, 
temperature and dissolved oxygen in aquaponic system [18]. 
Arduino microprocessor is used for measuring the 
environmental factors that send the measurements to local host 
server. Raspberry Pi is use as a network backbone of this 
process that transmit the information and display the live 
sensor data to the website on every half second [19]. In 
another research [20] statistical tools with machine learning 
algorithms are used for the nutrient regulation for the optimal 
growth of plants. The dataset for that study is taken from 
aquaponic farms of Bryan, Caldwell, and Grimes counties in 
Texas. The data is collected from the plant bed and fish tanks 
of the farms. From the collected dataset 143 observations are 
collected for 24 predictors out of which 11 are chemical 
predictors, eight are solutions, two of them measure the 
hardness, and other are SAR, Alkalinity and total dissolved 
salt. Different dimension reduction techniques [21] i.e. 
XGBoost and pairwise correlation matrix applied on the 
dataset for defining the nutrient concentration of the solution. 
The working of the model is explained in the Fig. 5 [20]. 

The predicators with less importance in the dataset are 
removed. Error calculation techniques including Bolstered 
resubstituting error estimation, BLOO error estimation and 
Semi-bolstered Resubstitution error estimation [22] are 
applied on the dataset for selecting the best methods. The 
results show that Semi-Bolstered Resubstitution Error 
estimation technique gives best result for Linear Support 
Vector Machine. A CNN based model using machine vision is 
also proposed to measure the fish length [23]. This study uses 
the dataset of European sea buss using camera. R-CNN gives 
the mIoU value of 93% for fish detection.  Reduction of 
precision bias and increasing the precision using machine 
vision was the loophole of that study. 

A. Taufiqurrahman, A. G. Putrada, and F. Dawani  [24] 
proposed DT regression based model for stabilizing the water 
temperature for trees and fishes in an aquaponic environment. 
Adaptive Boosting [25] algorithm is applied with DT to avoid 

the model over fitting. Swirl filter and bioball filter is installed 
in the fish tank for extracting the waste and nitrification of 
bacteria from the water. Temperature sensor is installed to 
detect the water temperature, water heater use to heat the 
water when the temperature get down, fans are used to lower 
the water temperature if the temperature goes high. The results 
of the model show that the DTR model with AdaBoost shows 
MSE value of 0.0045 and R-square value of 0.92. 

Researcher [26] proposed a deep learning model with 
ResNet, SegNet18 and Inceptionv3 [27][28] for monitoring 
and diagnosis of the nutrient deficiency in lettuce plant of 
aquaponic system. The dataset used by the study consists of 
3000 images that are classified into four groups. These groups 
are based on the images with full nutrients, Phosphate 
deficiency, nitrogen deficiency and potassium deficiency 
group. The images of the dataset are divided into training, 
testing and validation dataset and passed through image 
segmentation method for labeling the images [29]. Different 
features are extracted from the segmented images. These 
features include texture features (entropy, contrast, 
correlation, energy), morphological features (area, parameter) 
and color features are extracted. The results shows the 
accuracies of 98.30%, 98.90%, and 97.70% of SegNet, 
Inceptionv3, and ResNet18 for training set and 99.29%, 
98.00% and 92.5% for validation set respectively. 

S. B. Dhal, M. Bagavathiannan, U. Braga-Neto, and S. 
Kalafatis [30] present a comparitive analysis of nutrient 
control in aquaponic system. The dataset of this study consists 
of 32 predictors taken from 201 observations. DB-SMOTE 
algorithm applied on the dataset for balancing the dataset 
values [31]. RFE with ExtraTreeClassifier shows more than 
90% correlation between the predictors. M. F. Taha et al. [32]  
present machine learning model for the content detection of 
based on spectral data. The experiment for the study was 
proposed at Zhejiang University china. The working of this 
model is completely explained in Fig. 6. 

 

Fig. 5. The process of decision support system for nutrients regulation in 

aquaponic system. 
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Fig. 6. The working of machine learning based Nutrient content detection 

model. 

The spectral reflectance of the leaf [33] is measure by 
FieldSpec4, Pro FR portable spectroradiometer. Three 
machine learning models including Random Forest (RF), 
partial least square regression (PLSR) and backpropagation 
neural network (BNN) is used to classify the nutrients. The 
BNN algorithm shows the highest predictive accuracy of 97.2 
for nitrogen content. While the highest predictive value of 
0.94 and 0.96 for phosphate and potassium is obtained by RF 
algorithm. 

In aonther research machine learning vision based system 
is employed for the lettuce growth classification. The process 
of lettuce development took around 45-55 days for the growth 
in vegetative, development and hardvest cycle.  The dataset of 
lettuce images for the study contains 300 images taken from 
the aquaponic system developed by Rizal, Philippines. The 
data extractions from these images are done by using different 
machine learning based feature extraction techniques in 
MATLAB. This classification is perfomed by three machine 
learning algorithms KNN, L-SVM and LR.  The model gives 
the classification accuracy of 91.67% by KNN algorithm, 80% 
with L-SVM and 66.7% with LR algorithm [34]. 

Wireless technology also have a vital role in the aquaponic 
farming. In the latest researches the researchers presented an 
IoT Based system for the monitoring, regulating and 
controllingof the aquaponic systems [35]. T. Khaoula, R. A. 
Abdelouahid, I. Ezzahoui, and A. Marzak [36] presents AI and 
IoT based system for controling the water quality of 
aquaponic system using different sensors and actuators. The 
system consists physical layer that  consists of sensors, 
gateway layer that includes  NodeMCU for data collection, the 
middleware layer that is responsible for publishing the 
semantics done by MQTT and the application layer use for 
providing the interface. There are different types of sensors 
including pH sensor, water level sensor, humidity sensor, 
temperature sensor, EC sensor, soil measure etc. used in the 
study for collecting the data.   Haryanto, M. Ulum, A. F. 
Ibadillah, R. Alfita, K. Aji, and R. Rizkyandi,  presents smart 
IoT-based system for controlling the nutrients in aquaponic 
system. The working of this model is explained in Fig. 7 [25]. 

The results of this model shows the accuracy value of 
99.94% for ultrasonic sensor and 92.53% for pH sensor. In 
IoT based deep learning approach use edge computing for 
aquaponic monitoring system. The system contain four 
subsystems for greenhouse sensors form plant growth, 
aquaponic control, growth monitoring and data uploading. 
DHT11 sensor is used for temperature sensing, BH1750 is 

used for light sensing, HC-SR04 is used for ultrasonic sensing, 
and SEN0161 is used for sensing pH in the current scenario. 
Mask-RCNN architecture is used for instance segmentation 
from the 250 images of fish dataset. The model shows the 
precision, recall and F1 score of 0.94, 0.96 and 0.95, 
respectively [38]. 

 

Fig. 7. System design of smart IoT based aquaponic system. 

C. Lee and Y. J. [39] also present the cloud system for fish 
based IoT metabolism in aquaponic system through oxygen 
transfer rate model. IR distance sensor in used in the fish tank 
for finding the locomotion of the fishes in water tank. ADC is 
used to convert the IR signals to integer value. The dataset 
used in the study obtained from 27 fishes of different types in 
the water tank. The fish metabolic rate is used to determine the 
oxygen consumption level of fishes. The study shows that the 
pH, temperature of water and dissolved oxygen affect the 
metabolic activity of fishes in aquaponic system. The periodic 
regression of the model is carried out on ThingSpeak cloud 
computing platform [40].  Wang  P. Mpofu, S. H. Kembo, S. 
Jacques, and N. Chitiyo [41] suggest IoT based household 
aquaponic system for food production. This was an offline-
First system for overcoming the challenges of cloud 
computing systems in low budget household scenarios by 
using the Edge and Fog computing [42]. This system is 
deployed using LAN connection to remove the dependency of 
active internet connection. Edge computing is utilized to 
constantly check the water flow in the water pumps. This 
detection was based on the sound detection scenario of water 
in the water pumps. Raspberry Pi network is used for Fog 
computing. This research shows that the Edge and Fog 
computing system shows the cheap and efficient results in 
household aquaponic system. 

S. C. Lauguico, R. I. S. Concepcion, J. D. Alejandrino, R. 
R. Tobias, and E. P. Dadios [43] classify the lettuce  life in 
aquaponic system using machine learning for texture 
classification. The dataset used for the study is taken from 
Morong, Rizal, Philippines aquaponic farms. Haralick Texture 
Feature is used to extract the features from RGB images [44]. 
RFE, US and F1 feature extraction methods are used for 
extracting the features from the texture attributes. The 
extracted features are classifies using machine learning 
algorithms GNB, SGD, LDA and DTC. Hold-Out validation 
and cross validation is applied on these algorithms for 
generating the results in the form of accuracy and F1 score.  
The best accuracy classification accuracy of 87.9% is obtained 
from DTC. 
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A. Reyes-Yanes, P. Martinez, and R. Ahmad [45] present 
computer vision based system to determine weight and growth 
rate of the fish and crops of little gem romaine lettuce the 
aquaponic environment. There are three basic methodology 
used in the model as model building for image preprocessing, 
image training and model training, prediction- correlation for 
image segmentation and parameter estimation for feature 
extraction. A total of 3150 instances of data is obtained from 
1350 image dataset. The results of this system show the 
overall error of 18.7% mm for size of crop and 8.3% for 
weight of the fish. R. Abbasi, P. Martinez, and R. Ahmad [46] 
present ontology model for aquaponic grow beds. This 
knowledge modelling system automatically detects the 
required characteristics for an aquaponic crop. The AquaONT 
system is developed for decision making, GUI developed used 
inferred, and the design parameters are obtained by 
mathematical equations. The results of this research shows 
that the correct grow bed design gives the high crop yield and 

quality. In one of the latest research, industry 4.0 [47] method 
is implemented on the aquaponic environment. This method 
combines the latest computational studies including big data 
analysis, deep learning, robotics, IoT, AI and cloud computing 
for aquaponic environment. This research use the 
methontology model [48] to evaluate the AquaONT. The 
overall working of this whole process is shown in Fig. 8 [7]. 

 

Fig. 8. An overview of AquaONT system. 

This model gives the  information about  optimal operation 
of IoT devices, taking required  actions on qualitative issues of 
fish and crops in aquaponic environment, and design 
configuration of grow beds based on crop characteristics while 
merging them with a suitable interface. These results helps the 
farmers to control the system of aquaponic environment in 
efficient manners. 

A research is designed IoT based model to monitor 
modularization, miniaturization, and low-cost features of 
aquaponic system. The architecture of the model is shown in 
Fig. 9 [49]. 

 

Fig. 9. Architecture of Embedded Edge computing based in IoT monitoring 

for aquaponic system. 

The IoT based sensing consists of three layers including 
Application, Network and Perception layer allow the system 
to communicate and pass information without human 
interaction [50]. For this study there are three units of 
environment sensing, plant growth sensing, and intelligent 
control unit in perception layer. The model shows the 
environmental error rate of 5%. This system works on the 
edge computing using monitoring nodes, that provides the 
base line for the next reseachers to use more nodes with strong 
edge sensing for the aquaponic modularization. P. Debroy and 
L. Seban [51] presented machine learning based study for the 
prediction of fruit biomass for enhancing the profit and 
production. The mathematical model is used to generate the 
dataset consists of parameters and weight of tomato in 
aquaponic system. Machine learning algorithm ANN and 
ANFSI is used for the classification. The model shows the 
MAE value of 0.1079 and RMSE value of 0.4582 with ANN 
model. 

In one of the latest research AI based surrogate models 
[52] are implied with IoT for smart aquaponic to overcome the 
labor problem. This system provides the real time monitoring 
of water quality, temperature, pH and other parameters in 
aquaponic system.  Fig. 10 explain the whole setup of IoT 
based smart pound with automatic control [53]. 

 

Fig. 10. IoT based smart aquaponic system. 

Five sensors, five actuators along with Arduino Mega2560 
are used in the system for sensing and monitoring the data. 
The result of the research shows    value of 0.94 and a MSE 
value of 0.0015. The comparison of latest models for the 
studies is explained in Table II. 
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TABLE II. LITERATURE REVIEW TABLE 

Paper Title 
Year of 

Publication 
Methods Dataset Result 

Smart aquaponic system based 

Internet of Things (IoT) [37] 
2019 IoT cloud based system 

Live sensors for collecting the 

data. 

The accuracy of 99.94% for 
Ultrasonic sensor and 92.35% 

for pH sensor. 

Smart Aquaponics with Disease 

Detection [17] 
2019 

IoT based system with machine 

learning classifier 
Real time Firebase database 

Detect leafs of different species 

for disease detection. 

Smart farming IoT platform 
based on edge and cloud 

computing [16] 

2019 IoT based Edge computing  Greenhouse of CEBAS-CSIC 
Saving more than 30% and 80% 

nutrients.  

Using Machine Vision to 

Estimate Fish Length from 

Images using Regional 
Convolutional Neural Networks 

[23] 

2019 Machine vision using R-CNN 
European sea bass image 

dataset 
mIoU value of 93% 

Lettuce life stage classification 

from texture attributes using 

machine learning estimators and 

feature selection processes [43] 

2020 

REF, US and F1 feature 

extraction model with GNB, 

LDA, DTC and SGD 

algorithms 

Data instances from Morongo, 

Rizal, Philippines aquaponic 

farms 

DTC shows the classification 

accuracy of 87.9% 

Real-time growth rate and fresh 

weight estimation for little gem 

romaine lettuce in aquaponic 
grow beds  [45] 

2020 

Computer vision based system 

including  image processing, 

deep learning and regression 
analysis 

Image dataset created by 

Department of environmental 

science of University of 
Alberta 

The overall error of18.7% mm 
for size of crop and 8.3% for 

weight of the fish 

A Comparative Analysis of 

Machine Learning Algorithms 
Modeled from Machine Vision-

Based Lettuce Growth Stage 

Classification in Smart 
Aquaponics [34] 

2020 KNN, L-SVM with LR 
Images dataset developed by 

Rizal, Philippines 
Classification accuracy 91.67% 

Decision Tree Regression with 
AdaBoost Ensemble Learning for 

Water Temperature Forecasting 

in Aquaponic Ecosystem [24] 

2022 
DT Regression with AdaBoost 

Ensemble learning 

Experimental based aquaponic 

system at Telkom University 
lab 

DTR model with AdaBoost 

shows MSE value of 0.0045 and 
R-square value of 0.92.   

Edge Computing Based Smart 

Aquaponics Monitoring System 
Using Deep Learning in IoT 

Environment [38] 

2020 

AutoML model with gradient 

boost Machine learning 

algorithm 

Images of fish dataset from 

Singapore Bioimaging 

Consortium,  Singapore, 

Precision, recall and F1 score of 
0.94, 0.96 and 0.95 respectively. 

Development of a Cloud-based 

IoT Monitoring System for Fish 

Metabolism and Activity in 
Aquaponics [40] 

2020 
Cloud based IoT monitoring 
system using ThingCloud 

Computing 

Data from 27 fishes in the 

aquaponic environment from  

National Sun Yat-sen 
University 

The pH, temperature of water 

and dissolved oxygen effect the 

metabolic activity of fishes in 
aquaponic system. 

Utilizing a Privacy-Preserving 

IoT Edge and Fog Architecture 
in Automated Household 

Aquaponics  [41] 

2021 
Edge and Fog computing based 
IoT system 

St Peters Mbare IoT Maker 
space 

Edge and Fog computing serve 

best for household aquaponic 

system 

An Ontology model to support 

the automated design of 
aquaponic grow beds  [46] 

2021 
Knowledge modeling approach 

AquaONT 
LIMDA, University of Alberta 

The correct grow bed design 

gives the high crop yield and 
quality.  

A Machine-Learning Based IoT 

System for Optimizing Nutrient 
Supply in Commercial 

Aquaponic Operations [14] 

2022 

XGBoost and 
ExtraTreesClassifier 

With pairwise correlation 

matrix and Recursive Feature 
Elimination 

Aquatic Greens Farm , Wolff 

Family Farms and Texas US 

Farms 

Calcium and Ammonium 

predicators are identified and 

cost is decreased by 75%. 

Nutrient optimization for plant 

growth in Aquaponic irrigation 

using Machine Learning for 
small training datasets [20] 

2022 

XGBoost and pairwise 

correlation matrix for 
dimension reduction and LDA, 

CART, KNN, SVM for the 

classification 

Bryan, Caldwell, and Grimes 

counties 

semi-Bolstered Resubstitution 

shows the  error values of zero 
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Using Deep Convolutional 

Neural Network for Image-Based 
Diagnosis of Nutrient 

Deficiencies in Plants Grown in 

Aquaponics [26] 

2022 
Deep convolutional neural 

networks 

3000 images of lettuce plant 
captured by camera (PowerShot 

SX720 HS) 

Accuracy of 96.5% 

Can Machine Learning classifiers 

be used to regulate nutrients 

using small training datasets for 
aquaponic irrigation? A 

comparative analysis [30] 

2022 
XGBoost and 

ExtraTreesClassifier 
Farms in Texas 

More than 90% correlation 

between the predictors 

Using Machine Learning for 
Nutrient Content Detection of 

Aquaponics-Grown Plants Based 

on Spectral Data [32] 

2022 

Random Forest, Partial least 

square regression and Back 
propagation neural network 

Spectral data self-obtained 

from the plant leaves.  

The predictive value of     = 
0.97 for nitrogen is obtained by 

BNN. While RF gives     = 

0.94 for phosphate and     = 
0.96 for potassium 

An ontology model to represent 

aquaponics 4.0 system’s 
knowledge [7] 

2022 

AquaONT model with 

methontology approach 

following deep learning, 
computer vision and machine 

learning approaches 

Data taken from different farms 

of Canada 

The model show best results for 

optimal operation of IoT 
devices, qualitative issues of fish 

and crops, and design 

configuration of  crop beds grow 

beds  

Tomato Fruit Biomass Prediction 

Model for Aquaponics System 

Using Machine Learning 
Algorithms [51] 

2022 ANN with AFNIS  
MAE value of 0.1079 and 

RMSE value of 0.4582 

A Modularized IoT Monitoring 

System with Edge-Computing 
for Aquaponics [49] 

2022 
Embedded  Edge computing 
based in IoT monitoring 

Real time data collection Environmental error rate 5%.  

Development of smart 

aquaculture farm management 

system using IoT and AI-based 
surrogate models [53] 

2022 
AI based surrogate model with 

deep CNN and IoT 

Real time monitoring and 

collecting data 
   value of 0.94 and a MSE 

value of 0.0015, 

IV. ANALYSIS AND DISCUSSION 

Fig. 11 explain the overall working of systematic literature 
review for the proposed study. 

 

Fig. 11. Workflow of the proposed model. 

In the very first step, the papers are selected from seven 
different known article databases. After applying different 
queries on these articles only 41 articles are future processed 
for systematic literature review. These papers are reviewed 
deeply as discussed in the Literature review section and the 
methodology, pros and cons of this study are extracted. The 
final draft of the study present a state of the art article for the 
new researchers in field of aquaponic culture to analyze the 
latest methods deeply and find a new direction in context of 
their working. All the papers that are selected are between 
years 2019 to 2022. The frequency distributions of the papers 
are shown in Fig. 12. 

 

Fig. 12. Workflow graph of the proposed model. 
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All of the selected study gives an efficient result for 
aquaponic environments.  Each study has its own benefits as 
well as drawback for the upcoming researchers. All the papers 
are chosen for the study are collected from high source 
journals and conferences with maximum citations are used in 
this study for maintaining the quality of the research. The 
heatmap diagram of the proposed study is illustrated in Fig. 
13. 

Figure illustrates the publication in context of year with 
the proposed algorithm. The selected papers are taken from 
different journal or conferences. The most citied papers 
among all along with the publishing source are explained in 
Table III. 

In the table from 2019, it may be observed that,till date the 
most cited research article was IoT based edge detecting 
system that is published on biosystem engineering journal. 
Following this [23] [45] [34] has 47, 34, 31 citations 
respectively considered as best research articles regarding to 
the field. 

 

Fig. 13. Heatmap diagram of the proposed selected studies. 

TABLE III. ARTICLES WITH MOST CITATIONS AND THEIR PUBLICATION JOURNALS 

Author Paper Title 
Year of 

Publication 
Methods Journal Conference 

M. A. Zamora-Izquierdo, J. Santa, J. A. 

Martínez, V. Martínez, and A. F. 

Skarmeta [16] 

Smart farming IoT platform based on 
edge and cloud computing 

2019 IoT based Edge computing biosystems engineering 

G. G. Monkman, K. Hyder, M. J. 

Kaiser, and F. P. Vidal [23] 

Using Machine Vision to Estimate 

Fish Length from Images using 

Regional Convolutional Neural 
Networks 

2019 
Machine vision using R-

CNN 

Methods in Ecology and 

Evolution 

A. Reyes-Yanes, P. Martinez, and R. 
Ahmad  [45] 

REAL-TIME GROWTH RATE AND 

FRESH WEIGHT ESTIMATION FOR 

LITTLE GEM ROMAINE LETTUCE IN 

AQUAPONIC GROW BEDS 

2020 

Computer vision based 

system including  image 
processing, deep learning 

and regression analysis 

Computer and 

Engineering in 

Agriculture 

S. C. Lauguico, R. S. Concepcion, J. D. 

Alejandrino, R. R. Tobias, D. D. 
Macasaet, and E. P. Dadios [34] 

A Comparative Analysis of Machine 

Learning Algorithms Modeled from 

Machine Vision-Based Lettuce 
Growth Stage Classification in Smart 

Aquaponics 

2020 KNN, L-SVM with LR 

International Journal of 

Environmental Science 
and Technology 

C. Lee and Y. J. [40] 

Development of a Cloud-based IoT 

Monitoring System for Fish 

Metabolism and Activity in 
Aquaponics 

2020 
Cloud based IoT 
monitoring system using 

ThingCloud Computing 

International Journal of 
Environmental Science 

and Technology 

S. C. Lauguico, R. I. S. Concepcion, J. 

D. Alejandrino, R. R. Tobias, and E. P. 
Dadios [43] 

Lettuce life stage classification from 
texture attributes using machine 

learning estimators and feature 

selection processes 

2020 

REF, US and F1 feature 
extraction model with 

GNB, LDA, DTC and 

SGD algorithms 

Methods in Ecology  

Evolution 

V. CONCLUSION 

Aquaponic system is the growth of aquatic organisms as 
well as plants in the controlled environment to overcome the 
problem of nutrients regulation, consumption of water, lack of 
land, lack of workforce etc.  It is one of the major discussed 
topics in the current scenario. This study is proposed for  
review the latest computational studies proposed by different 
researchers in aquaponic system providing the baseline for the 
next researchers.  A total of 41 high quality research articles 
are choose from seven different articles database to review for 
the study. After deeply analyzing these researches the aim, 
objectives, limitations and future work of these articles are 
generated as illustrated in Tables II and III of the research. 

It is seen in the proposed study that the most of the 
researchers use different IoT sensors including water quality 
sensor, temperature sensor, pH sensor, air flow, predictor’s 
sensor, light sensor, humidity sensor for constant monitoring 
of the aquaponic environment. There are different machine 
learning and deep learning models proposed by the researchers 
for regulating the predictors in aquaponic system. 

The results of the proposed study stated that the highest 
sensor accuracy 99.4% for IoT ultrasonic sensor is obtained by 
research presented by Haryanto, M. Ulum, A. F. Ibadillah, R. 
Alfita, K. Aji, and R. Rizkyandi [37]. The highest 
classification accuracy of 96.5% is obtained by paper titled 
Using Deep Convolutional Neural Network for Image-Based 
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Diagnosis of Nutrient Deficiencies in Plants Grown in 
Aquaponics [26]. Paper presented by S. C. Lauguico, R. S. 
Concepcion, J. D. Alejandrino, R. R. Tobias, D. D. Macasaet, 
and E. P. Dadios [34] and S. C. Lauguico, R. I. S. Concepcion, 
J. D. Alejandrino, R. R. Tobias, and E. P. Dadios [43] gives 
the detection accuracy of 91.67% and 87.9% respectively. 
Smart farming IoT platform based on edge and cloud 
computing [12] shows the mostly cited research article use 
IOT based edge computing system for nutrients regulation and 
save upto 80% nutrients. The study [51] give the MAE value 
of 0.10 while [53] gives the MSE value of 0.005. 

VI. FUTURE WORK 

It is seen from the proposed study that most of the 
researchers used real time IoT sensors for continue capturing 
the data and process. A few of them uses a dataset to train the 
ML and DL model. So to develop and use an efficient dataset 
in context of aquaponic environment is one of the major needs 
of the aquaponic study. It was also seen from the literature 
review that none of the research use ensemble learning 
method implemented on different deep learning and machine 
learning algorithms for aquaponic system. Deep learning 
algorithms with different RNN methods are not implemented 
by any researcher for all time in aquaponic environment. 

This is the guideline for the new researcher to develop a 
more secure IoT based model that can use either of the 
ensemble learning or deep learning with RNN and CNN 
models to make aquaponic system more secure and 
sustainable. 
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Abstract—Cocoa cultivation is of immense importance to the 

people of Côte d'Ivoire. However, this culture is experiencing 

significant challenges due to diseases spread by various agents 

such as bacteria, viruses, and fungi, which cause considerable 

economic losses. Currently, the methods available to detect these 

cocoa diseases force farmers to seek the expertise of agronomists 

for visual inspections and diagnostics, a laborious and complex 

process. In the search for solutions, many studies have opted for 

using convolutional neural networks (CNNs) to identify diseases 

in cocoa pods. However, an essential advance is to develop hybrid 

approaches that combine the advantages of a CNN with 

sophisticated classification algorithms. This research stands out 

for its innovative contribution, combining MobileNetV2, a 

convolutional neural network architecture, with algorithms, such 

as Logistic Regression (LR), K Nearest Neighbors (KNN), 

Support Vector Machines (SVM), XGBoost, and Random Forest. 

The study was conducted in two distinct phases. First, each 

algorithm was evaluated individually, and then performance was 

measured when MobileNetV2 was merged with the algorithms 

mentioned.  These hybrid approaches complement and amplify 

MobileNetV2's capabilities. To do so, they draw on 

MobileNetV2's inherent capabilities to extract key features and 

enhance information quality. By combining this expertise with 

the classification methods of these other models, hybrid 

approaches outperform individual techniques. Accuracy rates 

range from 72.4% to 86.04%.This performance amplitude 

underlines the effectiveness of the synergy between the extraction 

characteristics of MobileNetV2 and the classification skills of 

other algorithms. 

Keywords—Cocoa pods diseases; MobileNetV2; classification 

algorithms; machine learning; hybrid method 

I. INTRODUCTION 

Cocoa pod diseases are a significant problem for farmers 
and the cocoa industry [1]. These diseases can lead to yield 
loss, reduced cocoa bean quality, and higher production costs. 
Many methods are available to combat cocoa pod diseases, 
including pesticides, fungicides, and organic practices. 
However, these methods can be costly and difficult to apply. 

Computer vision, generally based on machine learning and 
deep learning [2], is now being exploited for various 
agriculture, botany, and ecology tasks. These tasks include 
assessing the health of plants in our various crops. This new 
technology is proving necessary to improve crop yields in 
general. Researchers have already conducted numerous studies 
to identify disease risk factors, such as adverse weather 

conditions [3], insect pests, and weeds. By identifying these 
risk factors, farmers can take steps to reduce or eliminate them, 
thus helping to prevent disease. 

Indeed, Machine Learning and Deep Learning algorithms 
have shown enormous potential in agriculture by helping to 
develop effective treatments for crop diseases. They provide an 
innovative and powerful approach to combating crop diseases. 
Their ability to process complex data, detect anomalies early, 
and customize treatments significantly benefits crop health, 
agricultural sustainability, and food security [4] [5]. 

Applying Machine Learning (ML) and Deep Learning (DL) 
algorithms for detecting cocoa pod diseases offers tangible 
benefits for improving cocoa quality, increasing selling prices, 
and improving farmers' incomes. This approach supports 
farmer profitability and contributes to the sustainability of the 
cocoa sector by enhancing the quality and reputation of the 
cocoa produced. 

More specifically, this study contributes to the 
sustainability of the cocoa sector by improving the quality and 
reputation of the cocoa produced. Early detection of disease 
enables farmers to take corrective action, reducing production 
losses and improving cocoa quality 

Our research focuses mainly on identifying and detecting 
diseases affecting cocoa pods. It has several important 
implications. Firstly, it shows that the hybrid approach is 
promising for cocoa pod disease detection. Secondly, it 
suggests that CNNs can be used to improve the performance of 
conventional machine learning algorithms. Finally, it paves the 
way for new applications of machine learning and deep 
learning in the cocoa sector. Our contributions will be broken 
down into the following aspects: 

As a first step, we will extract images from each pod using 
data augmentation techniques. This step will be crucial to 
establish the dataset that will serve as the basis for our study. 

We will combine classic Machine Learning algorithms and 
a convolutional neural network (CNN) such as MobileNet. 

We will explore hybrid approaches aimed at merging the 
capabilities of the MobileNetV2 network with the set of classic 
Machine Learning algorithms already in use. 

Finally, we will evaluate the performances of different 
methods by analyzing the impact of integrating MobileNet in 
the fusion of the approaches. 
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The organization of our study is outlined as follows. 
Following the introductory section outlining the issue tackled 
in this paper (Section I), we delve into existing research on 
identifying specific cocoa diseases (Section II). Subsequently, 
we present and expound upon the methodology in Section III. 
Elaborate findings are disclosed in Section IV. 

 A comprehensive discussion is laid out in Section V, and 
ultimately, Section VI addresses the research goals and derives 
conclusions from the conducted study. 

II. RELATED WORK 

Cocoa farming is a vital sector for the Ivory Coast and an 
essential resource for our farmers. Unfortunately, this crop is 
sometimes threatened by diseases that cause enormous losses 
for our farmers and Côte d'Ivoire, the world's leading cocoa 
producer. To preserve the gains made and further improve the 
production of this crop, a great deal of work has been carried 
out. 

 Godmalin et al. [6] carried out a study based on a deep 
learning algorithm to tackle the automatic classification of the 
state of a cocoa pod. Their experimental research method relies 
on a convolutional neural network for training. The model can 
classify three states of a given cocoa pod image: healthy, 
attacked by black pod disease, and shot by a pest. The results 
of their experiment showed an accuracy of 94%. However, the 
study did not assess the impact of weather conditions on the 
algorithm's performance. The algorithm's performance may 
vary according to weather conditions. Please do not revise any 
of the current designations. Sandra Kumi et al. have proposed a 
method using machine learning techniques to detect and 
diagnose two significant diseases affecting cocoa production, 
namely Swollen Shoot and Black Pod [7]. A mobile 
application with integrated ML techniques is offered to cocoa 
farmers to take a photo of the pod and upload it for diagnosis, 
which takes place on a cloud backend service. Four CNN 
models were built and trained for automatic disease detection 
and diagnosis. The results of this study showed that the 
MobileNet V2 SSD gave the best accuracy rate, with a score of 
80%. However, the study was conducted in a controlled 
environment, and the algorithm may need to be more accurate 
in a real-life setting, where conditions can vary. 

Amoako et al. [8] studied a model based on VGG19 to 
classify cocoa diseases using images. Then, other pre-trained 
models, such as VGG16 and ResNet50, are compared. Their 
study is a step in the right direction toward developing a 
technology that could positively impact the cocoa industry. 
With further research, it is possible to improve the accuracy of 
machine learning models and make them more applicable to a 
wide range of environments. This could lead to a significant 
reduction in losses due to cocoa diseases and an improvement 
in the quality of the cocoa produced. Basri et al. [9] proposed a 
study comparing the results of four feature extraction models in 
the case of early recognition of disease attacks on cocoa fruits. 
The image extraction models used include: 

Local binary pattern (LBP). 

Gray level co-occurrence matrix (GLCM). 

Hue saturation value (HSV). 

Gray level co-occurrence histograms (GLCH). 

In addition, the support vector machine (SVM) model was 
applied to the classification technique to measure the extraction 
results from the cocoa image dataset. SVM classification 
results revealed the best performance for HSV feature 
extraction for all types of SVM kernels applied (linear, RBF, 
and polynomial), with the highest accuracy being 80.95% for 
the RBF kernel.  

Baba et al. [10] have studied a model based on image 
processing techniques for identifying early symptoms of pests 
and diseases in cocoa fruit from mobile applications. This 
research showed that the system's accuracy in recognizing 
cocoa fruit-shaped objects reached 100% in identifying cocoa 
fruit and 83% database for images of normal conditions at 
83.75%, disease attack at 84.87%, and pest attack at 80.80%. 
Their study showed that image-processing techniques can 
accurately identify early symptoms of pests and diseases in 
cocoa fruit. However, the study also revealed areas for 
improvement in this approach, namely that many images can 
drag the model. In addition, the images need to be of high 
quality and well-lit. If this is not the case, the model may need 
to identify pests and diseases correctly. Gunawan et al. set up 
an expert system based on the Certainty Factor (CF) algorithm 
to identify the factor of cocoa pests and diseases that cannot be 
identified and prevented in advance [11]. Based on the results 
of the accuracy test, the proposed model can produce an 
accuracy rate of 86.67% in diagnosing pests and diseases on 
cocoa plants. However, the study used a simple algorithm, the 
certainty factor, which may not be able to detect all pests and 
diseases. Mohammad Yazdi et al. [12] have proposed a model 
for building a system to detect pest and disease types in cocoa 
pods. This study uses digital image processing techniques to 
extract color characteristics from digital images of cocoa pods. 
The method used to extract hue, saturation, and value (HSV) 
color characteristics and the classification algorithm used is K-
Nearest Neighbor (KNN). One hundred fifty images were 
divided into 70% training data and 30% test data. Based on test 
results using k values of 5, 7, 11, and 13 in the restraint 
method, the best accuracy is 84.44% with a k = 5 value. 
However, the images used in the study are limited to a single 
type of cocoa tree, which could limit the generalizability of the 
results to other types of cocoa. It should be noted that the KNN 
algorithm is used to classify the images, but this simple 
algorithm may not detect the more complex pests and diseases. 
Godmalin et al. studied an experimental search method to train 
a convolutional neural network capable of classifying three 
levels of cocoa pod infection: low, moderate, and severe [13]. 
The results of this model achieved 91% accuracy in correctly 
classifying the condition of cocoa pods. 

Overall, this study is a step in the right direction. Still, more 
work needs to be done to develop automatic detection methods 
for cocoa pod infection that are reliable and usable in real-life 
conditions. 

III. MATERIAL AND METHOD 

A. Materials 

The database used for our study is Cocoa Diseases [14], an 
online database launched in 2020 by the Autonomous 
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University of Bucaramanga, Colombia. It comprises 312 
images with 1,591 tagged objects belonging to three classes: 
healthy, phytophthora, and monilia. The experiments used 
Python programming on a THINPAD laptop with an Intel(R) 
Core i7-10700 processor running at 2.90 GHz, 32 GB memory, 
and a 512 GB SSD hard disk. 

B. Methods 

The machine learning methods we used in our study are as 
follows. 

1) SVM : A support vector machine (SVM) is a supervised 

machine learning algorithm [15] that can be used to solve 

classification and regression problems. SVMs are a 

generalization of linear classifiers. The principle behind SVMs 

is to find a hyperplane that optimally isolates data from two 

classes. The optimal hyperplane corresponds to the one that 

optimizes the margin between the data of the two classes [16]. 

The data closest to the hyperplane are called support vectors. 

SVMs are effective for solving classification and regression 

problems with non-linear data. They also adapt well to new 

data. Effective for solving classification and regression 

problems with non-linear data, it is an algorithm capable of 

generalizing well to new data. SVMs are used in various 

applications, such as image classification, facial recognition, 

object detection, text classification, and regression. 

2) Random forest : The Random Forest algorithm is a 

supervised machine learning algorithm that uses a set of 

decision trees to make predictions [17]. It is known for its 

accuracy and robustness and is used in various fields, including 

classification, regression, and anomaly detection. The 

algorithm starts by creating a set of decision trees. The number 

of trees in the set is a parameter the user can adjust. Each 

decision tree is trained on a random subset of the training data. 

Data that is not used to train a decision tree is called test data. 

The algorithm then uses the test data to evaluate the accuracy 

of each decision tree. The algorithm then averages the 

predictions of all the decision trees to make a final prediction. 

The advantage of the Random Forest algorithm is that it can 

make more accurate predictions than the individual decision 

trees. The decision trees are uncorrelated, so they don't make 

the same errors. The Random Forest algorithm is also robust to 

noisy data. This is because the decision trees in the ensemble 

can adapt to variations in the data. The Random Forest 

algorithm is a powerful tool that can be used to solve various 

machine learning problems. It is renowned for its accuracy, 

robustness, and ease of use. 

3) XGBoost: XGBoost is an improved model of the 

Gradient Boost algorithm. This machine-learning algorithm 

can solve common commercial problems using minimal 

resources [18]. Extreme Gradient is a method used to reduce 

the number of errors in predictive data analysis. XGBoost is an 

assembly of decision trees (weak learners) that predict 

residuals and correct mistakes in previous decision trees. The 

unique feature of this algorithm lies in the decision tree used. 

This recently introduced machine learning algorithm has 

proved very powerful for modeling complex processes in other 

research fields [19]. It is a robust algorithm that can solve 

various machine learning problems. It is known for its 

accuracy, speed, and flexibility. 

4) KNN: The KNN (k-nearest neighbor) algorithm is a 

supervised learning algorithm used for classification and 

regression [5]. It works by calculating the distance between an 

unknown point and known points in the training dataset. The k 

points closest to the unknown point are then used to predict the 

class or value of the unknown point. The KNN algorithm is 

non-parametric, meaning that it makes no assumptions about 

the distribution of the data [2]. It is also a computationally 

inexpensive algorithm, making it suitable for large quantities of 

data. It works by calculating the distance between an unknown 

point and known points in the training data set. The k points 

closest to the unknown point are then used to predict the class 

or value of the unknown point. The result is a computationally 

inexpensive algorithm, making it suitable for large amounts of 

data. 

5) Logistic regression is a supervised learning algorithm 

[20] used to predict the probability of an observation belonging 

to a particular class. It is often used for binary and multiclass 

classification [21]. It is a linear model, which means that the 

probability of class membership is modeled as a linear 

combination of the input variables. The probability function is 

a logistic function, which is a non-linear function that takes a 

value between 0 and 1 [22]. Logistic regression is a robust 

algorithm that can solve many problems. The algorithm begins 

by calculating the model weights. Weights are coefficients that 

measure the importance of each input variable. The weights are 

then used to calculate the probability of belonging to each 

class. The observation is classified in the category with the 

highest probability. The choice of weights is important for 

model performance. Weights can be optimized using a 

technique called gradient descent. Gradient descent is an 

optimization technique for finding weights that minimize 

model error. Logistic regression is a robust algorithm that can 

solve many problems. It is easy to implement and understand, 

making it popular with data scientists. 

6) MobileNetV2: MobileNet V2 is a lightweight 

convolutional neural network model developed by Google AI 

[23]. It was first introduced in a research paper published in 

2018. MobileNet V2 is based on the original MobileNet 

architecture but introduces several improvements, namely the 

use of a new convolution block called "bottleneck" and that of 

a learning technique called "transfer learning". MobileNet V2 

has been designed for mobile devices such as smartphones and 

tablets. It can achieve performance comparable to larger 

models while being much lighter and more energy-efficient 

[24]. The bottleneck convolution block is a convolution block 

[25] that reduces the width and height of the input signal while 

retaining the depth. This reduces the number of model 

parameters while maintaining performance. MobileNet V2 is a 

powerful and versatile model that can be used for various tasks, 

such as image classification, object detection, and facial 
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recognition. It is lightweight and energy-efficient, making it 

ideal for mobile devices. 

The methodology adopted in this study is based on several 
well-defined phases, providing a solid and rigorous foundation 
for our research. Detection techniques are studied to enable the 
system to detect and identify cocoa pod diseases. A 
comprehensive outline of these stages is provided in Fig. 1: 

Our methodological approach is based on a series of 
carefully developed steps: 

 Database preparation: In this phase, each image was 
segmented to identify each pod in different images 
precisely. To improve the quality of our data, each 
series of images associated with a pod was subjected to 
a data augmentation step. 

 Data Augmentation: Data augmentation is an essential 
element of our approach. In this step, random 
transformations were applied to images. Each image 
was subjected to random horizontal and vertical 
flipping, allowing left and right as well as top and 
bottom inversions. In addition, a random rotation was 
applied to each image, with a maximum rotation angle 
of 0.4 radians (approx. 23 degrees) clockwise. 

 Data Division: For the training and evaluation of our 
models, we have divided our data into three sets: the 

training set, the validation set, and the test set. This 
division enables us to evaluate and validate the 
performance of our models. 

 Using Various Algorithms: To tackle our pod disease 
detection task, we adopted a varied approach using 
traditional Machine Learning algorithms such as SVM, 
Random Forest, KNN, Logistic Regression and 
XGBoost, and deep methods based on the 
MobileNetV2 network. 

 Hybrid Methods: In recognition of the complementary 
power of the approaches, we have also explored hybrid 
methods that merge the potential of the MobileNetV2 
network with the set of Machine Learning algorithms 
mentioned above. 

 Performance Evaluation: To assess the effectiveness of 
each model, we carefully evaluated their ability to 
detect pod diseases. This crucial phase enabled us to 
quantify and compare the performance of each 
approach. 

Our methodology is built on a solid foundation, from 
careful data preparation to thorough model evaluation to detect 
pod diseases accurately. 

 

Fig. 1. Illustration of our methodology. 
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C. Evaluation Metrics 

In evaluating the outcomes of our investigation, we 
employed various metrics. We included accuracy, precision, 
recall, F1 score, and Matthew's correlation coefficient (MCC) 
within this set of measures. The differential equations are 
outlined as follows: 
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The Receiver Operating Characteristic (ROC) curve is a 
graphical representation showcasing the performance of a 
binary classification model. It illustrates the relationship 
between the true positive rate (sensitivity) and the false 
positive rate across various classification thresholds. An ideal 
ROC curve aligns with the upper left corner of the graph, 
indicating high sensitivity and specificity. 

The confusion matrix is a tabular summary that 
encapsulates the outcomes of a classification model's 
predictions. It assesses the model's predictions against the 
actual values in the dataset, categorizing them into four groups: 
true positives, true negatives, false positives, and false 
negatives. The confusion matrix compares the model's 
precision, recall, specificity, and accuracy. 

IV. RESULTS 

Our findings will be presented in two distinct sections, each 
exploring a specific area in depth: 

A. Individual Algorithm Performance 

The first part of our results will be dedicated to evaluating 
and comparing the performance of the various Machine 
Learning algorithms we have used. These algorithms include 
SVM, Random Forest, KNN, Logistic Regression, XGBoost, 
and the MobileNetV2 Deep Learning algorithm. Each 
algorithm has been tested and analyzed, enabling us to 
determine its specific effectiveness in detecting pod diseases. 
We will evaluate each algorithm's key metrics, giving us a 
comprehensive view of its ability to meet this challenge. 
Table I shows the metric measurements for each model.  

Fig. 2 shows the confusion matrices and shows the ROC 
curves for the three best accuracies. 

TABLE I.  CASE OF INDIVIDUAL ALGORITHM METRIC RESULT 

Models Accuracy (%) Precision (%) F1 score (%) Recall (%) MCC (%) MSE 

SVM 67,09 66,78 66,78 67,09 48,49 0,81 

Random Forest 59,53 63,28 63,28 64,17 43,54 0,91 

KNN 46,96 39,54 39,54 46,96 18,07 1,47 

Logistic Regression 54,65 53,71 53,71 54,65 29,06 1,08 

XGBoost 68,61 67,79 67,79 68,61 50,95 0,77 

MobileNetV2 81,66 81,4 81,4 81,65 72,09 0,4 

 

 

Fig. 2. Confusion matrix and ROC curve of individual algorithm. 
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The analysis reveals significant variations in the 
performance of each model. The MobileNetV2 model displays 
the highest accuracy at 81.66%, closely followed by logistic 
regression and SVM. However, when considering measures 
such as recall and F1 score, MobileNetV2 stands out, 
suggesting its ability to identify true positives well. 
Furthermore, the MCC, which assesses the overall prediction 
quality, puts MobileNetV2 in the lead with 72.09%. 

On the other hand, KNN's performance could be better 
regarding precision, recall, and F1 score, suggesting difficulty 
discerning true positives. The lowest MCC also corroborates 
this among the models tested. 

In sum, these results highlight the superiority of 
MobileNetV2 in terms of overall performance. Still, they also 
underline each model's specific strengths and weaknesses in 
the pod disease detection task. 

B. Hybrid Method Performance  

The other part of our results will focus on an in-depth 
examination of hybrid methods. This section will explore the 
synergies between the Deep Learning-based MobileNetV2 
network and the previously mentioned machine learning 
algorithms. The performance of these hybrid methods will be 
rigorously analyzed, revealing whether their combination can 
achieve even higher detection levels. This evaluation will give 
us a significant perspective on the added value provided by the 
fusion of these approaches. 

Table II shows the metric measurements for each model. 

Fig. 3 shows the confusion matrices and shows the ROC 
curves for the three best accuracies 

TABLE II.  CASE OF HYBRID METHOD ALGORITHM METRIC RESULT 

Models Accuracy (%) Precision (%) F1 score (%) Recall (%) MCC (%) MSE 

MobileNetV2 - SVM 86,04 85,88 85,88 86,03 78,53 0,33 

MobileNetV2 - RF 77,60 76,44 76,44 77,59 65,6 0,49 

MobileNetV2 - KNN 72,4 71,59 71,59 72,4 61,03 0,76 

MobileNetV2 - LR 85,88 85,71 85,71 85,87 78,29 0,31 

MobileNetV2 - XGBoost 79,38 78,99 78,99 79,38 68,11 0,45 

MobileNetV2 81,66 81,4 81,4 81,65 72,09 0,4 

 

 

Fig. 3. Confusion matrix and roc curve of hybrid method algorithm. 
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Analysis of the table above highlights the performance and 
trends of the various models, including combinations of 
MobileNetV2 with multiple algorithms and the performance of 
MobileNetV2 as a stand-alone model. Each combination 
presents distinct characteristics regarding the accuracy, 
precision, F1 score, recall, Matthews Correlation Coefficient 
(MCC), and Mean Square Error (MSE). 

The combination of MobileNetV2 with SVM is the most 
efficient, with an accuracy of 86.04%. This means that it can 
correctly classify 86.04% of images. Precision, F1 score, and 
recall are also high, indicating that the model can accurately 
identify true positives and minimize false positives and false 
negatives. The combination of MobileNetV2 with Random 
Forest is also effective, with an accuracy of 77.60%. However, 
the precision, F1 score, and recall measures are slightly lower 
compared with the MobileNetV2-SVM combination. This 
means the model is less accurate at identifying true positives 
but more likely to minimize false positives. 

The combination of MobileNetV2 with KNN is less 
effective, with an accuracy of 72.4%. Precision, F1 score, and 
recall measures are all relatively similar, indicating that the 
model can detect true positives and negatives with comparable 
precision. 

The combination of MobileNetV2 with LR is effective, 
with an accuracy of 85.88%. The high accuracy associated with 
this combination indicates an ability to avoid false positives. 
The high F1 and recall scores show that the model can 
effectively detect true positives. The combination of 
MobileNetV2 with XGBoost is comparable to other hybrids, 
with an accuracy of 79.38%. Precision, F1 score, and recall 
demonstrate a balanced ability to identify true positives and 
minimize false positives and negatives. As a stand-alone 
model, MobileNetV2 is effective, with an accuracy of 81.66%. 
Other measures, including precision, F1 score, recall, and 
MCC, also show balanced performance. 

V. DISCUSSION 

The results reveal key aspects concerning the performance 
of the different models evaluated for pod disease detection. 
These results highlight distinct strengths and weaknesses of 
each model, providing important information to guide the 
optimal mode selection. 

In terms of individual performance, MobileNetV2 had the 
best overall performance of all the models evaluated. Its high 
accuracy of 81.66% indicates its ability to deliver accurate 
predictions. In addition, its high F1 score and balanced recall 
(81.4% and 81.65%, respectively) indicate its ability to identify 

true positives while maintaining a balance with false negatives. 
The high MCC of 72.09% reflects an excellent correlation 
between predictions and actual observations. Although 
MobileNetV2 performs well, it may require higher computing 
resources due to its complex architecture.  

SVM and Logistic Regression: These traditional Machine 
Learning models show stable and balanced performance, with 
precision, F1 score, and recall rates around 67%. They can be 
considered reliable options for the detection of pod diseases. 

However, their inability to achieve the same levels of 
accuracy as MobileNetV2 may suggest limitations in their 
ability to capture subtle image features. 

Random Forest and XGBoost: These ensemblistic models 
show comparable results, with F1 scores and balanced recalls. 
They show a certain robustness in detecting true positives. 

However, their slightly lower accuracy could mean that 
they tend to identify some false positives. 

Although KNN has the lowest accuracy among the models 
evaluated, its relatively high MCC reveals a specific relevance 
in detecting pod diseases. 

However, its low recall and F1 score underline its difficulty 
correctly identifying all true positives. 

Model performance varies according to method and 
architecture. While MobileNetV2 stands out for its high 
accuracy and correlation, traditional Machine Learning models 
offer a solid and stable option. By considering the strengths 
and weaknesses of each model, informed decisions can be 
made to maximize the quality of pod disease detection. 

Fig. 4 presents the histogram of the metrics of classical 
algorithms. 

Combining MobileNetV2 with models such as SVM, LR, 
or XGBoost improves overall performance compared with 
MobileNetV2 alone. This is due to how these models 
complement MobileNetV2's capabilities, leveraging the power 
of MobileNetV2's computer vision and the more traditional 
classification methods of these other models. 

The combination with SVM seems particularly effective in 
terms of Accuracy and MCC, showing how the SVM approach 
can enhance MobileNetV2's classification capabilities. 
MobileNetV2 combined with KNN or Random Forest also 
shows improvements, but performance is still inferior to that 
obtained with SVM or XGBoost. 

Fig. 5 presents the metric histogram of the hybrid methods. 
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Fig. 4. Model performance histogram of the case of individual algorithm. 

 

Fig. 5. Model performance histogram of the case of hybrid method algorithm 

VI. COMPARISON WITH EXISTING APPROACHES 

The results of our work exceeded those of several related 
studies, including previous research on the detection and 
identification of cocoa pests and diseases. 

Table III shows the results. The results clearly show that 
our model outperforms that of the other two authors. 

TABLE III.  COMPARISON OF RESULTS WITH PREVIOUS RESEARCH 

Method Accuracy (%) 

Basri B, et al [26] 82.50 

RY Montesino et al[27] 83 

Our method 86.04 

VII. CONCLUSION 

This study represents a significant step forward in the fight 
against cocoa diseases in Côte d'Ivoire. By combining the 
intelligence of MobileNetV2's convolutional neural networks 
with the advanced classification capabilities of algorithms such 
as Logistic Regression, K-nearest Neighbors, Support Vector 

Machines, XGBoost, and Random Forest, we have succeeded 
in significantly improving the accuracy of disease detection. 

The results obtained are promising, highlighting the 
effectiveness of hybrid approaches in tackling complex 
agricultural problems. This innovative method offers an 
alternative to traditional methods of laborious visual 
inspection, enabling farmers to take more targeted measures to 
protect their crops. 

However, it is important to note that further research is 
needed to refine these hybrid approaches and adapt them to the 
seasonal and environmental variations to which cocoa is 
exposed. In addition, additional validation on varied datasets 
and real field conditions would reinforce the conclusions' 
robustness. This study lays the foundations for a new era in 
cocoa disease monitoring and management, with potentially 
positive implications for farmers, local economies, and food 
security. As technology continues to evolve, this approach 
could serve as a model for solving similar problems in other 
areas of agriculture and beyond. 

The prospects of this study could pave the way for the 
development of new applications of machine learning and deep 
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learning in the cocoa sector. Indeed, the hybrid approach 
developed by the researchers proved effective in detecting 
disease in cocoa pods. This approach could be used to develop 
new applications, such as a mobile diagnostic tool that would 
enable farmers to detect cocoa pod diseases on the spot or to 
monitor the spread of cocoa diseases. 
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Abstract—Wireless Capsule Endoscopy (WCE) is a diagnostic 

technique for identifying gastrointestinal diseases and 

abnormalities. Gastroenterologists face a considerable challenge 

when reviewing a lengthy video to identify a disease. The solution 

to this problem is generating an automated video summarization 

technique that generates the WCE Video summaries. This paper 

presents a Video Summarization technique that summarizes the 

WCE video. The proposed method uses transfer learning and a 

Random Forest classifier. Using a computationally light and pre-

trained MobileNetV2 for feature extraction helped deliver results 

quickly. Managing small datasets and mitigating the overfitting 

risk was effectively addressed using Random Forest. The 

Random Forest's hyperparameters are optimized through the 

use of Bayesian optimization. The approach proposed has 

achieved an accuracy of 98.75% in disease prediction while 

significantly reducing the viewing time for the video summary. 

Furthermore, it has attained an average F-Score of 0.98, 

demonstrating its efficacy and reliability. 

Keywords—Bayesian optimization; capsule endoscopy; 

MobileNetV2; random forest classifier; transfer learning 

I. INTRODUCTION 

Wireless Capsule Endoscopy [1-3] is a technology used for 
performing the endoscopy of a patient to diagnose an illness. A 
pill-sized capsule camera captures the video of the 
gastrointestinal tract and assists the doctor in diagnosing any 
gastrointestinal abnormality. Capsule Endoscopy is effortless 
and does not interfere with a person's routine; due to this, it is 
getting more popular. However, specific challenges are 
associated with it - the battery may get low, and the capsule 
may get stuck in the gastrointestinal tract, and analyzing the 
long endoscopy video to identify the disease. An automated 
process for analyzing and generating the WCE video summary 
may save the doctor's time spent analyzing the video. Many 
researchers have utilized machine learning and deep learning 
methods to summarize WCE videos. Numerous studies aim to 
identify a particular ailment from a WCE video, like abnormal 
bleeding, tumor, polyp, or ulcer. However, if a problem-
specific method is adopted, that proposed framework can only 
be applied to identifying a specific type of disease. One such 
approach was adopted in [4] for polyp detection having a lower 
false-positive rate. Since polyps are rounded or curved growths 
in the colon, the author also utilized the shape and texture 
features for polyp identification and localization. Similarly, [5] 
developed a classification method for polyp detection by using 
the textural characteristics of polyps and an improved bag of 
features. [6] Used Uniform Local Binary Pattern (LBP) to 
detect the polyps' texture. A method to detect Crohn's disease 

using a deep convolutional network is proposed in [7]. 
According to a study [8], two critical factors can aid in 
detecting tumors: color and textural features. To achieve this, 
the SVM utilizes the LBP operator's feature maps. This 
approach has proven to be quite effective in accurately 
identifying tumors. It achieved an accuracy of 92.4% in 
detecting tumors. A saliency map-based ulcer detection method 
was proposed in [9]. A multilevel approach was used for 
detecting saliency and identifying ulcers. In [10], a CNN-based 
approach for bleeding detection is proposed. The CNN 
developed has a low complexity because the input to the CNN 
is a single patch, and it outputs a segmented patch of the same 
size. An approach for detecting multiple bleeding detection 
was proposed in [11]. For detecting the small intestine lesions, 
[12] used AlexNet. The model achieved an accuracy of over 
95.16%. [13] Proposed a technique for lesion detection using 
the high-level features extracted by ResNet50 [14] and 
InceptionV4. The lesion and non-lesion frames are classified 
by using the SVM classifier. 

Specific video summarization approaches focus on 
keyframe extraction. A key frame is the most informative and 
relevant frame. [15], used a keyframe extraction approach for 
video summarization. The irrelevant frames are discarded in 
the first phase of image quality assessment. From the 
remaining frames, keyframes are extracted using low-level and 
deep features. Another keyframe extraction-based video 
summarization technique is proposed in [16]. Convolutional 
autoencoder is used to extract high-level features and shot 
boundary detection. A shot is part of a video having similar 
content. Motion profiles are used to extract keyframes from 
each shot. In [17], temporal segmentation of the video into 
shots was accomplished with the Prune Exact Linear Time 
(PELT) algorithm, and the high-level features were extracted 
by using pre-trained VGG19. A temporal segmentation of 
endoscopy video for detecting abnormal video segments was 
proposed by [18]. The abnormal shot covers any 
gastrointestinal abnormality. To identify the abnormality a 
Graph Convolutional Network (GCNN) was used. A keyframe 
selection strategy for polyp identification by utilizing the depth 
information of polyps is proposed in [19]. One approach for 
constructing keyframes of endoscopic videos uses pre-trained 
InceptionV3 to create feature maps of WCE images, which are 
then fed into a K-means algorithm implemented in [20]. 

A machine learning model's efficiency largely depends 
upon the amount of data used to train the model. If the training 
dataset is prominent, the model may learn adequately; 
otherwise, it may overfit, leading to inaccurate results with the 
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test data. Nevertheless, in certain situations and domains, 
immense amounts of training data are unavailable; training a 
deep learning model for that problem becomes tedious. 
Transfer learning is the solution in such cases. Transfer 
learning is transferring knowledge from a learned model to a 
new one. However, both models should perform similar kinds 
of tasks. Applying transfer learning has several advantages 
over making a model learn from scratch. Training a model 
from scratch is time-consuming and requires tremendous 
training data. Moreover, there is no point in training a model 
from scratch if it performs a task similar to that performed by 
some other model. 

The main objective of this research paper is to create a 
computationally efficient model that delivers precise results 
quickly. The proposed solution aims to overcome the following 
challenges: 

1) One of the challenges in developing a machine-learning 

model for WCE is the need for adequate training data. With 

sufficient data, it is possible to train the model effectively. 

However, transfer learning is a solution to this problem. One 

can overcome the data shortage by leveraging pre-trained 

models with their weights and still successfully train a model. 

2) Timely delivery of final results is crucial for the 

diagnostic procedure of endoscopy. Any delays are deemed 

unacceptable and can have serious consequences. 

MobileNetV2 [21] is a lightweight model in terms of 

computational requirements. Despite this, it can provide 

accurate solutions on time. 

3) Machine learning models need a lot of computational 

resources. However, a model that requires significantly less 

computational resources and is so computationally light that it 

can be used in a mobile device is a favored solution. 

This paper proposes a WCE video summarization 
technique that extracts the frames' deep features using the 
MobileNetV2 model. Further, the extracted features are 
provided as input to a Bayesian hyperparameter-optimized 
Random Forest Classifier. The Random Forest Classifier 
categorizes frames into classes based on features and then sorts 
frames by entropy values within each class. However, outliers 
may occasionally contain valuable information. The proposed 
approach examines frames from each predicted class to avoid 
discarding crucial information owing to outliers. 

The rest of the paper is structured as follows: Section II 
details the methodology employed for WCE video 
summarization. Section III presents the experimental results 
and provides a thorough analysis. The final section summarizes 
the main conclusions drawn from this study. 

II. RELATED WORK 

There have been several studies that aim for video 
summarization in WCE. The approaches for video 
summarization can be categorized into two categories: The first 
is a Generic approach that primarily focuses on Keyframe 
extraction or Shot Segmentation, and the second is Disease 
identification specific. Several approaches uses keyframe 
extraction techniques for video summarization. Keyframe 
extraction is a technique for video summarization that involves 

extracting the most informative frames from a long video that 
has many redundant frames. Researchers have explored various 
criteria and algorithms for selecting keyframes representing 
essential video information. 

A. Generic Approaches 

A general approach to video summarization in WCE is 
keyframe identification or Shot Segmentation. Keyframes are 
the frames that contain the most informative part of the video 
and can be considered as a representative frame of the entire 
video. On the other hand, Shot segmentation is dividing a long 
video into small shots. A shot is a part of the video that 
contains similar frames. A technique for keyframe extraction 
that uses depth maps not only for keyframe identification but 
also for localization of the polyps was proposed in [19]. The 
proposed approach detects the keyframes that contain the 
polyps. In addition to the depth information, the proposed 
technique utilizes the image moments and edge magnitudes to 
select the keyframes. 

The author in [20] proposed a method for generating video 
summaries by utilizing the deep features extracted by using 
InceptionV3 and then using the K-Means clustering algorithm 
to group similar frames in one cluster. Frames from the clusters 
are selected to generate a final summary. A technique for 
keyframe extraction that first extracts the deep features of the 
frames using a Convolutional Autoencoder Neural Network 
(CANN) was used in [16]. The frames are then grouped into 
similar and dissimilar frames, representing shots of the WCE 
video. From each shot, keyframes are then selected using 
motion analysis. 

B. Disease-Specific Approaches 

Specific approaches focus on disease identification along 
with video summarization. One of the most common signs of 
gastrointestinal abnormality is bleeding. Several researchers 
worked towards identifying bleeding regions, polyps, ulcers, 
erosions, and tumors in the WCE Videos. 

1) Bleeding detection: The author in [10] proposed a 

method for automatically detecting and segmenting bleeding 

regions by leveraging a CNN structure. The CNN utilized by 

the author is of low complexity. 

2) Polyps: Most polyp detection approaches utilize the 

shape or texture features for polyp identification. However, [4] 

used an approach that considers both the context and shape of 

the polyp. Using a context-based reduces the chances of 

misclassifying some other polyp-like structure as a polyp. 

Whereas shape features help to capture the geometric 

information of polyps. 

In [5] the author used a synthetically designed high-
dimensional feature using Local Binary Patterns – Local, 
Uniform, and Complete, combined with the Histogram of 
oriented gradients (HOG). The high-dimensional descriptors 
provide the visual words as output, after they are fed as an 
input of the K-means clustering method. Finally, SVM and 
Fisher's linear discriminated analysis (FLDA) are used for 
polyp classification. The author in [6] combined the textural 
features and the Local Fractal Dimensions. The proposed 
method first detects the keypoints of the frames using SIFT 
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followed by the textural feature extraction of the neighborhood 
of the keypoints. In the end, the classification is carried out by 
an SVM classifier. 

3) Ulcers: A two-staged automated ulcer detection system 

was proposed in [9]. In the first stage, superpixels are 

identified. A superpixel is a group of pixels under some 

restriction of local image features such as color, intensity, or 

texture. Then, the saliency regions are identified based on 

texture and color. The color and texture-based saliency maps 

are fused together to create a better salient representation of the 

ulcers. In the second stage, ulcer classification is done using a 

Bag of Words Model. A CNN-based approach to detect small 

intestinal ulcers and erosion in WCE images was proposed in 

[12]. 

4) Crohn's disease: The authors in [7] developed a CNN 

(Convolutional Neural Network) to classify WCE images into 

two categories- normal images and the images that are likely to 

have evidence of Crohn's lesions. 

5) Tumor: A tumor is a mass of abnormal cells. They can 

be cancerous in rare situations. Researchers are exploring this 

field to develop techniques for automated detection of tumors 

in the WCE images. The author in [8] exploit the image’s color 

and textural features; later, a support vector machine (SVM) is 

utilized for feature selections for tumor detection. 

Considering the different approaches for WCE video 
summarization it can be concluded that a generic approach that 
is able to identify the abnormal frames of a WCE video is a 
better approach for video summarization. An approach that 
identifies only a specific disease cannot find other diseases, 
there may be a case where a patient has multiple abnormalities. 
Therefore a generic method for WCE video summarization is a 
better approach for generating WCE video summaries. The 
video summaries generated by a generic method can further be 
evaluated by the gastroenterologist for pinpointing the 
particular ailment.  

III. METHODOLOGY 

The proposed method leverages the benefits of 
classification for video summarization. It generates a video 
summary of a long video. A video is an ordered set of frames. 
For processing a video, the first step is to generate the frames 
from the videos. CEV is the Capsule Endoscopy Video, which 
can be represented as  

CEV= {f1, f2, f3…... fn} 

Where, {f1, f2, f3……… fn } represents the ordered set of 
frames. Video summarization is the process of extracting the 
informative frames of the video. Let VS be the Video summary 

then, VS ⸦CEV, and VS= {f1, f2, f3, f4….. fk} where k<n. 
We may assume this by renumbering the frames.  

Fig. 1 depicts a block diagram of the proposed video 
summarization approach. 

Algorithm 1 

Step 1: Generating frames from the video.  

CEV= {f1, f2, f3 . . . . . . . . ,fn}, where f1,f2,f3…..fn are the  

video frames. 

Step 2: Extract features from the frames by using pre-trained 

MobileNetV2. 

For i=1 to n do 

yi ← M(fi) , M(fi) represents the MobileNetV2 used for feature 

extraction 

Projecting each feature vector yi to embedding ℽ 

ℽi ← yi 

ℽ= {ℽ1, ℽ2… ℽn} 

Step 3: The Random Forest algorithm processes the input as 

feature vectors extracted from frames in Step 2. 

Step 4: Identifying the best parameters for the Random Forest 

using Bayesian Optimization.  

Step 5: Testing the Model and generating Video Summaries. 

C. MobileNetV 2 

MobileNet architecture was introduced by Google in 2018. 
As the name indicates, MobileNet is a lightweight 
convolutional neural network developed for mobile or 
embedded devices. It works efficiently with devices that have 
limited computational resources. MobileNetV2's first layer is a 
depth-wise convolution that performs lightweight filtering by 
applying a single convolutional filter per input channel. The 
second layer is point-wise convolution, which computes linear 
combinations of the input channels to generate new features. 
The fewer parameters and matrix multiplications significantly 
contribute to reducing the complexity of MobileNetV2. Some 
key features of MobileNetV2 are: 

 The depth-wise convolution layer applies a separate 
filter to each input channel, producing intermediate 
feature maps. A point-wise convolution followed them 
to combine these features linearly. This two-step 
convolution approach significantly reduces the number 
of parameters and computations compared to 
traditional convolutional layers. 

 Inverted residual blocks of MobileNetv2 are capable of 
capturing more complex patterns. An inverted residual 
block consists of a bottleneck layer, which downsizes 
the number of input channels followed by a depth-wise 
separable convolution and a linear projection layer to 
upsize the number of channels back. Skip connections 
are also used to retain low-level features. 

 

Fig. 1. Block diagram of video summarization. 
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 There are two hyperparameters in MobileNetV2- width 
multiplier and resolution multiplier. The width 
multiplier reduces the number of channels in each 
layer. The resolution multiplier scales down the input 
image size. Due to the resolution multiplier, some 
spatial information is sacrificed. The hyperparameters 
reduce the model's complexity and the computational 
requirements. 

D. Random Forest 

Random Forest [22] is a supervised machine-learning 
algorithm developed by Leo Breiman. It uses an ensemble of 
multiple decision trees for generating predictions. Ensemble 
means combining multiple models. Thus, a Random Forest 
uses a collection of decision trees to make predictions rather 
than an individual decision tree. The random forest algorithm 
delivers a precise and cohesive output by aggregating these 
tree's outputs. Fig. 2 shows the working of a random forest 
classifier. The Random Forest classifier classifies an image in 
one out of the different output classes. Every decision tree casts 
a vote to which the input vector belongs. However, in the WCE 
video, multiple frames need to be classified; there may be a 
part of a video that contains redundant information, and a small 
part of the video contains abnormality. In other words, the 
outlier may contain the most informative information. To avoid 
missing any informative part of the endoscopic video, a 
technique for video summarization is adopted that incorporates 
a change in the voting module of the random forest. The 
proposed voting module calculates the entropy of each image. 
The total number of votes an output class received is sorted 
based on the entropy values, and the top 10% frames from each 
class are combined to generate the video summary. 

Algorithm 2 

Step 1: In the Random forest model a subset of features are 

randomly selected and decision trees are constructed from 

each sample. 

for t=1 to T do 

D= {D1, D2, D3….. DT}, where  

D is the set of decision trees  

T is the total number of decision trees 

Dt ⸦ ℽ, where 1<t<T 

Each decision tree is constructed from a subset of feature 

embedding ℽ. 

Step 2: For each input image, each decision tree will generate 

an output and cast a vote to one of the output classes. 

If L={L1, L2, L3 ….Lk} and C= {C1,C2, C3, ….. Ck} represents 

the set of labels of the Output class and C represents the count 

for each class label then, 

for i=1 to n do 

for t=1 to T do 

Pit ←Dt(yi), P is the predicted Label for yi and Pit it 

takes value from L, and update the corresponding 

Label’s count 

 

Step 3: Final output is considered based on Majority Voting 

for Classification. However, for every Li, where1< i< k 

The proposed voting module also calculates the entropy-based 

ranks for each vote cast for each class.  

 

Step 4: The top 10% of the total votes (frames) that a class got 

are selected to generate a final video summary. And the final 

summary VS is generated for the video VCE. 

 

Fig. 2. Working of random forest classifier. 

Each decision tree of the Random forest is constructed by 
using a different random sample from the training data every 
time, reducing the chances of overfitting. This tree construction 
task can be run on multiple CPU cores, reducing the training 
time. Random forests' voting and aggregation feature helps 
them effectively deal with missing and noisy data. A Random 
forest's most significant advantage is dealing with small sample 
sizes, high-dimensional feature space, and complex data 
structures. 

E. Hyperparameter Tuning 

Hyperparameter tuning is finding a hyperparameter setting 
for a machine-learning model to increase its accuracy. There 
are several techniques of hyperparameter optimization. Grid 
Search and Random Search are the most reliable techniques for 
hyperparameter tuning. Grid Search is an exhaustive technique; 
it considers each possible combination of hyperparameters to 
determine the optimum value. However, Random Search 
explores random values of the hyperparameters in a given 
search space. Both techniques are not adaptable; the results 
generated every time are independent of the previous 
outcomes. Random and Grid searches are significantly slow 
because of their exhaustive nature for search space exploration. 
Bayesian optimization [23] uses a probabilistic model to guide 
the search, which helps explore the hyperparameter space more 
intelligently and reduces the number of evaluations needed, 
making it one of the computationally efficient techniques. The 
optimized values of hyperparameters after Bayesian 
optimization are depicted in Table I. 

IV. EXPERIMENTS AND RESULTS 

The experiments were implemented in Python, and the 
training and validation dataset was obtained from Kaggle 
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(WCE Curated Colon Disease Dataset Deep Learning) [24]. 
This data set consists of images a wireless capsule captures 
during endoscopy to diagnose abnormal conditions. It has three 
sets: training set, test set, and validation set. The WCE dataset 
has labeled images. The dataset has four labels: Normal, 
Ulcerative Colitis, Polyps, and Esophagitis. 

TABLE I.  HYPERPARAMETER OPTIMIZATION RESULTS 

Hyperparameter 
Optimized 

Value 
Significance 

n_estimators 174 Number of trees in the forest 

min_samples_split 2 
Minimum number of samples 
required to split an internal 

node. 

max_depth 15 Maximum depth of the tree 

random_state 42 Controlling the randomness 

The performance of the Random Forest is presented in the 
confusion matrix of Fig. 3. The predicted labels are close to the 
true labels of the images. It represents a model with high 
accuracy. The model obtained an accuracy of 98.75% over 50 
iterations. 

 

Fig. 3. Confusion matrix. 

The model's performance is also compared over Precision, 
Recall, and F-score (Table II). F-Score is computed using (1). 
It is computed based on recall (2) and precision (3). Recall 
measures the proportion of actual positive instances that were 
correctly predicted as positive by the model. 

        
                    

                  
 (1) 

          
  

       
 (2) 

       
  

       
  (3) 

TABLE II.  CLASSIFICATION REPORT 

 Precision Recall F-Score 

Normal 1.00 1.00 1.00 

Polyps 0.97 0.97 0.97 

Ulcerative Colitis 0.97 0.97 0.97 

Esophagitis 1.00 1.00 1.00 

True Positives (TP) are the positives that are correctly 
predicted as positives. False Positives (FP) are the negatives 
incorrectly predicted as positives. True Negatives (TN) are the 
negatives that are correctly predicted as negatives. False 
Negatives (FN) are the positives that are incorrectly predicted 
as negatives. 

The average value of the F-score is obtained as 0.985. The 
classification report indicates that the model is 100% precise in 
predicting the Normal and Esophagitis labels. 

The proposed voting module of the Random Forest 
Classifier not only votes for a particular class but also 
calculates the entropy of each image. Fig. 4 shows the 
predicted frames of the output classes: Polyps, Ulcerative 
Colitis, and Esophagitis according to the decreasing entropy 
values. The Final summary is generated by combining the top 
10% of the frames from every predicted class, as shown in 
Fig. 5. The selection of 10% of the total images of a particular 
class was experimentally determined. The contribution of each 
output class to generate the final summary ensures that outliers 
don’t get missed. 

Fig. 5 shows a video summary of a patient suffering from 
Esophagitis. Although the disease identified is esophagitis the 
video summary generated has an abnormal bleeding part of the 
esophagus, which may otherwise have been missed. 

 

Fig. 4. Images from different output classes in decreasing order of entropies. 

 

Fig. 5. Video Summary generated for an esophagitis patient. 

V. CONCLUSION 

This paper introduces a WCE Video Summarization 
technique that uses transfer learning, random forest, and an 
entropy-based ranking mechanism to select informative frames 
and generate the video summary. Using MobileNetv2 for 
feature extraction allowed for prompt and efficient results to be 
obtained with excellent computational efficiency. Moreover, 
employing a Random Forest reduces the chances of overfitting. 
Selecting the most informative frames from each predicted 
class prevents the exclusion of outliers with valuable content. 
The proposed approach obtained an accuracy of 98.75% in 
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classifying the disease, and the Video summary generated by 
the model has a significantly reduced viewing time. In the 
future, a scalable WCE video summarization technique can be 
proposed that predicts the disease and maintains the temporal 
relation of the frames. 
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Abstract—The top tier of the English football league division 

is occupied by the English Premier League (EPL). It has become 

a global phenomenon with exhilarating skills and has been one of 

the most-watched professional football leagues on the planet. The 

possibility of a player temporarily playing for a club other than 

the one to whom they are now contracted is known as a "loan 

player" in the English Premier League (EPL) hence, each player 

has a market value. Market value is an estimate of how much a 

player costs when a club wants to buy his contract from another 

club. The purpose of this study is to determine the factors that 

influence a player's market value at the conclusion of a loan 

period. With the Transfermarkt player transfer record dataset 

for the years 2004 through 2020, we use linear regression 

analysis. Our study found that a football player's market worth 

at the end of a loan period is influenced by several aspects, 

including market value at the beginning, goals, appearances, and 

total loan. 

Keywords—Data analytics; predicting market value; English 

Premier League; loaned out players; consumption; resource use 

I. INTRODUCTION 

Football is one of the most popular team sports worldwide 
[1]. According to research conducted by Nielsen Sports, more 
than 40% of people aged 16 or older in countries with high 
populations and large markets said they are “interested” or 
“very interested” in following football [2]. The most prominent 
and well-known football league in the world is the English 
Premier League (EPL). The EPL has a lot of fans all over the 
world. According to the official website of the English Premier 
League, the cumulative global audience of EPL for season 
2018/2019 was over 3 billion [3]. Due to the huge fans and 
excitement of the EPL, it has succeeded in attracting the 
interest of investors. Matchday revenue, broadcast deals, and 
commercial activity are some of the ways a club can generate a 
lot of profit [4]. 

To maximize revenue, the club must be popular among the 
viewers and have winning matches. Therefore, every owner 
strives to strengthen their club squad to be competitive and 
have a successful season. One way to strengthen a club is to 
buy good and talented players. Some of the examples we saw 
recently when Manchester City bought Jack Grealish from 
Aston Villa with a figure of €117.50m, Chelsea bought Romelu 
Lukaku from Inter Milan for €115.00m, and Manchester 
United bought Jadon Sancho for €85.00m from the German 
club, Borussia Dortmund [5]. 

Each player has a market value. Market value is an estimate 
of how much a player costs when a club wants to buy his 
contract from another club [1]. The price does not apply if a 
club only loans a player. If a club wants to loan a player, they 
are most likely only required to pay the player's salary for the 
duration of the loan. However, the player will still carry a 
market value that can go up or down when playing at the loan 
club. During the loan period, the player might perform 
extraordinarily and make many appearances and therefore, his 
market value will increase and vice versa. In every transfer 
window, every club in the EPL is likely to loan out their 
players to make room for their squad or give players a chance 
to build a reputation at another club. For this study, we use the 
market value published by the Transfermakt website. The 
market values provided by the website are economically 
relevant and are viewed as having a fine reputation in the 
sports industry [6]. A study by Peeters revealed that 
Transfermarkt crowd valuation is referenced privately by club 
officials during player contract negotiations because it is more 
accurate than other valuations such as FIFA ranking and the 
ELO rating [7]. 

The academic community has found the football transfer 
market to be an engaging subject [8]. Additionally, we believe 
that additional investigation into the market value of football 
players would be an intriguing topic to pursue. Fortunately for 
us, the information required to do so is readily accessible 
through websites devoted to the sport of football. The general 
contributing aspects to a player's market value are not often 
covered in academic publications, nevertheless. Since the 
market value at the conclusion of the loaned time in EPL is 
greater than average, we are looking for contributing causes for 
that higher market value in this study. 

A. Data Availability Statement 

The data collected for the model is from Transfermarkt, a 
German Website that provides football information and data, 
such as scores, league tables, club squads, and many more 
using web scraping. Football-related research has used this 
website as its source data. The website incorporates 
crowdsourcing to estimate a player’s market value in several 
professional football leagues. This means that every person can 
join the community and discuss the market value of any 
football player. 
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II. PREVIOUS STUDIES 

There were studies on the subject of prediction of the 
market value of a football player that aligned with this 
research. Such as one from Singh and Lamba that suggested 
consistency, popularity, crowd estimation, and performance 
parameters enhance the prediction accuracy of the market 
value of football players [9]. While Felipe et. al. stated in their 
paper that the playing position (attacking midfielders) and age 
of the player (born in the first quarter of the year) are the most 
economically valued in terms of current value and maximal 
value [10]. Müller, Simons, and Weinmann stated that there are 
three categories of indicators of the market value of a player. 
There are the player characteristics (age, height, position, 
footedness, nationality), player performance (playing time, 
goals, assists, passing, dribbling, dueling, fouls, and cards), and 
player popularity (news, internet links) [1]. Further study on 
the popularity component, Frenger et. al. suggested that social 
media activities significantly influenced a football player’s 
market value on the site [11]. 

A study on the player performance is also done by Richau 
et. al. which emphasized the actual performance of a football 
player to determine their market value, the paper stated that the 
actual performance is measured through individual player’s 
age, minutes played, offense, defense, and team and analyzed 
using boosted regression trees [12]. They found that individual 
player performance indicator does not have the highest 
influence on the market value; instead, they found that team 
dimension average rank influences market value. Along this 
line, Metelski tried to find factors affecting the value of 
football players in the transfer market for the Polish Football 
League using descriptive statistics and several statistical tests. 
The writer uses the position on the pitch, age at transfer, year 
of transfer, the destination country, and selling club as the 
indicators. They found that the age of the player is a significant 
factor in the football players’ values [13]. Moreover, Behravan 
and Razavi used the FIFA 20 dataset of various performance 
ratings of 18,278 players. Their novelty is the use of an 
automatic clustering algorithm in the first phase which they 
called APSO-clustering, and further training of a hybrid 
regression method called PSO-SVR for each cluster [14] that 
can estimate the players’ value with an accuracy of 74%. 

III. METHOD 

Fig. 1 illustrates the methods we use for this study. These 
steps will be more specifically described afterward. 

B. Data Collection 

The data collected for the model is from Transfermarkt, a 
German Website that provides many footballs information and 
data, such as scores, league tables, club squads, and many more 
using web scraping. Football-related research has used this 
website as their source data, such as in [14] [15][16][6][17]. 
The website incorporates crowdsourcing to estimate a player’s 
market value in several professional football leagues. This 
means that every person can join the community and discuss 
the market value of any football player. Everyone can suggest a 
market value for a player with good arguments and reasons to 
justify the player’s estimation [6]. However, not everyone’s 
opinion has the same value. The Transfermarkt website has 

data on past loan players’ performance in the EPL from the 
season 2004/2005 to 2021/2022. However, as the EPL 
2021/2022 season is still ongoing at the time of the writing of 
this paper, we will limit the data to season 2020/2021. 

 

Fig. 1. Flowcharts of an applied method for the research. 

There are 10 variables in the data as captured in Table I. In 
this study, we want to predict the last variable, which is the 
total market value of the loaned-out players from a club in a 
season. Therefore, the first nine variables are labeled as the 
explanatory variables and the last variable is our target or 
dependent variable. 

C. Exploratory Analysis 

In this section, we explore the data that we have. Our data 
has 339 rows and 10 columns, which means we have a total 
record of 339 data of all clubs who loaned out their players 
from season 2004/2005 to 2020/2021. Every season consists of 
20 clubs and because the EPL uses a promotion and relegation 
system, there can be more than 20 unique clubs in the data. The 
first thing we have done is to list and count every unique club 
in the data. The outcome is that we have 40 unique clubs that 
will be trained in the Linear Regression model. We start 
exploring our data with the perspective of the relationship 
between variables, the data distribution, the correlation among 
variables, Least Absolute Shrinkage and Selection Operator 
(LASSO) in identifying features that may be the contributing 
factors to predicting market values of the loaned players. 
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TABLE I.  SUMMARY OF THE AFM INFORMATION OF CDS QDS 

Variable Name Description 

name The club’s name 

year 
The year of loaned out players data of a 
club (ranging from 2004 to 2020) 

total_loan 
The total loaned-out players from the 

club in the respective year 

average_loan (in years) 

The average number of loan periods of 

all loaned out players from the club in 
the respective year 

appearances 

The total number of appearances from all 

loaned-out players from the club in the 
respective year 

starting_formation 

The total number of appearances in the 

starting formation from all loaned-out 

players from the club in the respective 
year 

goals 

The total number of goals from all 

loaned-out players from the club in the 

respective year 

average_minutes_played 

The average minutes played by all 

loaned-out players from the club in the 
respective year (the maximum is 90 as a 

football match is played for 90 minutes) 

market_value_at_start (in M €) 

The total market values at the start of the 

loan period from all loaned-out players 
from the club in the respective year 

market_value_at_end (in M €) 
The total market values at the end of the 
loan period from all loaned-out players 

from the club in the respective year 

D. Checking the Relationship between Variables using Scatter 

Plots 

We start by checking the bivariate relationships between 
eight variables of our data. The total loan personnel, average 
loan time in years, number of appearances made by the players, 
starting formation of the players, goals made, average minutes 
played, market value at the start, and the last variable is the 
market value at the end. As we can see from the scatter plot in 
Fig. 2, there are three types of relationships shown, discrete 
relationships, random, and linear. 

The discrete plot was obtained from the total loaned 
variables as there were only two values in these variables as the 
players were loaned only for 1 year or 2 years. The random 
relationship is shown by the total loaned players’ variable 
against average minutes played, market value at the start, and 
market value at the end. The random relationship we see with 
average minutes played against all other variables. While the 
rest of the bivariate combinations showed some kind of linear 
relationship. 

In this paper, we focused on the relationship between the 
market value at the end with the rest of the variables, so we 
found that the market value at the end has a strong linear 
relationship with the market value at the start. We explore the 
relationship more in the sections below. 

 

Fig. 2. Bivariate relationship of variables data. 

E. Checking the Univariate Distribution using Histogram 

To see if the observed data represent a random sample from 
the population; we use the histogram to check the distribution. 
Fig. 3 below shows the distribution of seven variables that we 
consider from the data; we did not include the name and year 
variables because they are categorical. The initial histogram 
showed left and right skewed data, so we do a log 
transformation on the variables to stabilize the variance, such 
as seen in [18] and [19]. Ensuring the log transformation, the 
average minutes played variable is still left skewed, while the 
average loan years is discrete. 

 

Fig. 3. Log transformed data distribution of market value predictors. 

F. Pearson Correlation 

The next thing we do in our exploratory step is to see the 
Pearson correlation to determine the precise extent or degree of 
any connection between any two variables, indicating its 
presence or absence. 
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Fig. 4. Pearson correlation among eight variables. 

Fig. 4 shows that three variables show a strong correlation 
to the market value at the end. From this figure, we can first 
assume that the variables such as market value at the start, 
appearances, and starting formation may be the contributing 
factor for our model with the value of 0.96, 0.74, and 0.71 
respectively. 

G. Selecting Features using Lasso Model 

We investigate the idea of simplifying the model in this 
part. We want to simplify the model since we're attempting to 
identify the factors that can accurately forecast a player's 
market value. Isolating variables is for better prediction can be 
found in [20], [21], and [22]. We use the Lasso model to 
reduce the variability of the estimates by shrinking some of the 
coefficients exactly to zero for an easily interpretable [23]. In 
this regard, Fig. 5 is considered. 

In Fig. 5, we use the λ min option, which refers to the value 
of λ when the cross-validation has the lowest error. The results 
showed that the lambda value is 0.04615499. After Lasso, 
there are still seven predictors. Total loan and average minutes 
played variable has a negative correlation to market value at 
the end, and the market value at the start variable has the 
highest correlation amongst other variables to the market value 
at the end variable. 

H. Train and Test 

We fitted our linear regression model using our dataset. We 
employ 3, 5, and 10-fold cross-validation for the experiment. 
For the base model (Model 1), we go with the nine predictors 
from our dataset such as name, year, total loan, average loan, 
appearances, starting formation, goals, average minutes played, 
and market value at the start, and then we proceed with the 
second model (Model 2) with seven predictors, removing the 
name and year variables. The third model (Model 3) is 
acquired by removing more variables such as average minutes 
played and average loan years. We use the metrics MAE, MSE, 
RMSE, and R2 to measure how our model performs. Table II 
shows the outcome of our training and testing procedure. We 
sought lower MAE, MSE, and RMSE values for the training 
model because they indicate that our model is more accurate.  
Higher R2 was our goal because it indicates how well the 
linear regression model captures the variability in the data. 
From Table II we can conclude that Model 1, Model 2, and 
Model 3 performed well with their respective numbers of 
predictors.  Model 3 has the highest accuracy, followed by 

Model 2 and Model 1 in that order. Model 3 has the fewest 
variables compared to the other models, which indicates a less 
sophisticated model, which is most likely why this happened. 

 

 

Fig. 5. Lasso model’s result. 

TABLE II.  MODEL’S TRAIN AND TEST RESULT 

c Model = 1 Model = 2 Model = 3 

K = 3 K = 5 K = 10 K = 3 K = 5 K = 10 K = 3 K = 5 K = 10 

MAE 

(Neg

ated

) 

-

6.2674

9912 

-

4.9252

4257 

-

3.9666

9784 

-

3.4813

1114 

-

6.4046

8388 

-

6.3428

0056 

-

3.7498

3279 

-

4.2139

4538 

-

4.44286

823 

-

2.64370

08 

-

10.1452

6452 

-

2.42966

98 

-

5.39165

79 

-

7.43961

965 

-

3.10051

-

5.2452

6151 

-

4.9276

4655 

-

3.9004

8279 

-

3.3743

0405 

-

5.9135

472 

-

6.1742

0242 

-

3.4476

2154 

-

4.1220

4388 

-

3.7785

9705 

-

2.5008

1717 

-

9.4957

1448 

-

2.5524

5853 

-

5.1203

4287 

-

7.0215

2678 

-

3.0109

-

0.2231

9212 

-

0.2076

8207 

-

0.1955

6174 

-

3.3743

0405 

-

5.9135

472 

-

6.1742

0242 

-

3.4476

2154 

-

4.1220

4388 

-

3.7785

9705 

-

2.5008

1717 

-

9.4957

1448 

-

2.5524

5853 

-

5.1203

4287 

-

7.0215

2678 

-
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004 

-

4.31302

65 

-

4.61836

063 

-

3.87216

171 

2936 

-

3.6762

294 

-

4.2950

7904 

-

3.9344

5955 

3.0109

2936 

-

3.6762

294 

-

4.2950

7904 

-

3.93445

955 

MSE 

(Neg

ated

) 

-

154.72

18799 

-

62.066

58612 

-

33.279

16393 

-

22.924

09381 

-

188.59

04317

5 

-

96.451

10892 

-

23.380

62198 

-

41.212

4202 

-

28.0093

7513 

-

15.5222

7051 

-

327.002

78803 

-

9.75251

004 

-

53.5704

4859 

-

150.959

79864 

-

15.8841

2907 

-

29.8490

4304 

-

45.0788

7223 

-

38.7910

9755 

-

114.35

65745 

-

61.148

54143 

-

33.520

75828 

-

20.760

53851 

-

153.38

99803

1 -

92.102

55218 

-

21.808

7315 

-

40.317

89501 

-

24.434

46739 

-

12.972

97629 

-

276.86

11215

6 

-

10.461

69465 

-

51.015

46795 

-

126.11

57005

9 

-

15.485

85609 

-

25.658

16041     

-

42.112

66768 

-

38.420

64157 

-

0.1737

4381 

-

0.1126

1894 

-

0.0613

9012 

-

20.760

53851 

-

153.38

99803

1 

-

92.102

55218 

-

21.808

7315 

-

40.317

89501 

-

24.434

46739 

-

12.972

97629 

-

276.86

112156 

-

10.461

69465 

-

51.015

46795 

-

126.11

570059 

-

15.485

85609 

-

25.658

16041 

-

42.112

66768 

-

38.4206

4157 

RMS

E 

(Neg

ated

) 

-

12.438

72501 

-

7.8782

3496 

-

5.7688

0958 

-

4.7879

1122 

-

13.732

82315 

-

9.8209

5255 

-

4.8353

5128 

-

6.4196

9005 

-

5.2923

8841 

-

3.9398

3128 

-

18.083

21841 

-

3.1229

009 

-

7.3191

836 

-

12.286

-

10.693

76335 

-

7.8197

5328 

-

5.7897

1142 

-

4.5563

7339 

-

12.385

07086 

-

9.5970

0746 

-

4.6699

8196 

-

6.3496

3739 

-

4.9431

2324 

-

3.6018

0181 

-

16.639

14426 

-

3.2344

543 

-

7.1425

1132 

-

11.230

-

0.4168

2587 

-

0.3355

8746 

-

0.2477

703 

-

4.5563

7339 

-

12.385

07086 

-

9.5970

0746 

-

4.6699

8196 

-

6.3496

3739 

-

4.9431

2324 

-

3.6018

0181 

-

16.639

14426 

-

3.2344

543 

-

7.1425

1132 

-

11.230

56985 

-

3.9854

8982 

-

5.4634

2777 

-

6.7140

8015 

-

6.22824

996 

12469 

-

3.9352

0725 

-

5.0653

8848 

-

6.4894

2738 

-

6.1984

3864 

12469 

-

3.9352

0725 

-

5.0653

8848 

-

6.4894

2738 

-

6.19843

864 

R2 
0.9310

4303 

0.9009

0885 

0

.83715

51 

0.9376

5187 

0.9437

1147 

0.8696

4737 

0.8219

2481 

0

.82349

607 

0.9394

3311 

0.9136

3223 

0.9406

0919 

0.9774

8276 

0.8751

7002 

0.8551

4786 

0.7716

8829 

0.8254

0351 

0.7960

1323 

0

.828797

76 

0

.94903

317, 

0.9023

7453, 

0.8359

7291 

0.9435

3623 

0

.95421

774 

0.8755

2439 

0.8338

9689 

0.8273

2713 

0.9471

6342 

0.9278

168 

0.9497

1601 

0.9758

4535 

0.8811

2364 

0.8789

8679 

0.7774

1289 

0.8499

1731 

0.8094

3563 

0

.83043

275 

0.9067

0247 

0.8907

4606 

0

.91627

14 

0.9435

3623 

0.9542

1774 

0.8755

2439 

0.8338

9689 

0

.82732

713 

0.9471

6342 

0.9278

168 

0.9497

1601 

0.9758

4535 

0.8811

2364 

0.8789

8679 

0.7774

1289 

0.8499

1731 

0.8094

3563 

0

.830432

75 

IV. RESULTS AND DISCUSSION 

The exploratory analysis revealed that there was random 
and linearity in the bivariate connection between the variables, 
indicating that the data is suitable for the linear regression 
model. The log-transformed variables showed that only 
average minutes played were still right-skewed suggesting that 
this metric may not be a reliable indicator of final market 
worth. The discrete variable average loan years are another one 
that may not be a good predictor. 

The Pearson correlation further revealed that three variables 
strongly correlated with the final market value. They are the 
market value at the start, appearances, and starting formation. 
We can assume that these three variables are good predictors. 
The LASSO model confirms that 7 variables are fairly good for 
predicting market value at the end. However, we still suspect 
that the right skewed and discrete distribution is not a good 
predictor, hence we removed the two predictors (average 
minutes played and average loan years) and came up with 
model 3. 

Based on Table II, model 1 is the base model with nine 
predictors, model 2 with seven predictors, and model 3 with 
five predictors. The train and test for all three models showed 
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that model 1 has the least R2 values, at an average of 88.9%, 
87.9%, and 87.2% for respective 3, 5, and 10 folds. The 
percentage showed how well the dependent variable, market 
value at the end can be accounted for by the nine predictors. 
Model 2 came second with the average R2 values of 89.6%, 
88.7%, and 88.3% accounted for by seven predictors, and 
model 3 has the highest average R2 values of 90.5%, 90.3%, 
and 90.1% accounted for by five predictors. 

In terms of accuracy, the mean RMSE for model 1 for 3, 5, 
and 10 folds, respectively are 8.69525, 7.91934, and 7.24353. 
For Model 2, the mean RMSE are 8.10107, 7.51161, and 
6.84796, respectively. For Model 3, the mean RMSE are 
0.33339, 0.32948, 0.31620, respectively. Model 3 accuracy is 
higher than the two previous models. Therefore, we can 
conclude that removing the two variables average minutes 
played, and average loan years, is the right decision. With 
model 3 we come up with this linear equation: 

                                                              
                                                             

                                         (1) 

With the use of the aforementioned equation, we can 
observe that while every variable affects the market value at 
the end, the market value at the beginning, objectives, 
appearances and total loan all has positive correlations and 
significant contributions. This differs slightly from our initial 
hypotheses based on the Pearson correlation, which was initial 
market value, early appearances, and initial formation. 

The majority of the contributing factors to the loan player 
in the ELP have generally been identified by our investigation. 
With this investigation and its outcome, we have discovered a 
previously unknown association. We have identified which 
variables are connected to or have the strongest relationships 
with, and we may be able to identify patterns within the dataset 
as a result of this understanding.   

V. CONCLUSION 

In this study, we identified the elements that contributed to 
a football player's market worth in the English Premier League 
at the end of the loan period. Market value at launch, goals, 
appearances and total loan is among them. The market worth of 
a football player after a loan has been made is something we 
can forecast using exploratory research and a linear regression 
model. To discover the best predictor, we tested three distinct 
models. Our study revealed that the predictors differed slightly 
from what we had initially thought. Although linear regression 
is simple to comprehend and explain, we believe the model is 
adequate for use in this investigation. In future experiments, we 
hope to incorporate more data into our model, as the current 
data is very limited. We can also implement other models to 
better understand the contributing factors of a football player’s 
market value. 
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Abstract—This paper presents a systematic literature review 

(SLR) investigating the challenges and impacts of implementing 

artificial intelligence (AI) in project management, specifically 

mapping them into the process groups defined in the Project 

Management Body of Knowledge (PMBOK). The study aims to 

contribute to the understanding of integrating AI in project 

management and provides insights into the challenges and 

impacts within each process group. The SLR methodology was 

applied, and a total of 34 scientific articles were analyzed. The 

results and analysis reveal the specific challenges and impacts 

within each process group. In the Initiating Process Group, AI 

tools and analysis techniques address challenges in risk 

assessment, cost prediction, and decision-making. The Planning 

process group benefits from various tools and methodologies that 

improve risk assessment, project selection, cost estimation, 

resource allocation, and decision-making. The Execution process 

group emphasizes the importance of advanced tools and 

techniques in enhancing productivity, resource utilization, cost 

reduction, and decision-making. The Monitoring and Controlling 

process group demonstrates the potential of advanced tools in 

achieving efficiency, cost reduction, improved quality, and 

informed decision-making. Lastly, the Closing process group 

emphasizes the importance of utilizing advanced tools to 

minimize waste, optimize resource utilization, reduce costs, 

improve quality, and project closure success. Overall, this 

research provides valuable insights and strategies for 

organizations seeking to implement AI in project management, 

thereby enhancing the potential for success within the PMBOK 

Process Group. 

Keywords—Artificial intelligence; project management; 

PMBOK process groups; challenge; impact 

I. INTRODUCTION 

Industry 5.0 is an evolution of Industry 4.0, focusing on a 
more human-centric approach while leveraging advanced 
technologies like Artificial Intelligence (AI) and big data. It 
aims to create a sustainable and resilient industry by combining 
technological advancements with human needs [1], [2]. Project 
management has experienced a paradigm shift because of the 
quick development of AI technology. The way projects are 
planned, carried out, and controlled may be completely 
transformed using AI [3], [4]. The incorporation of AI into 
project management techniques, however, comes with a unique 
set of difficulties and has a big influence. Organizations need 
to address these challenges to fully harness the potential of AI 
in project management [5], [6]. Therefore, it is essential to 
investigate and understand the challenges faced and impacts 

observed during the implementation of AI in project 
management [6]. 

Given the transformative impact of AI, there is an 
increasing significance in studying the process of AI adoption. 
Numerous studies have been conducted to explore the driving 
factors, barriers, challenges, and overall performance impact 
associated with AI implementation in organizations [6], [7]. 
The accuracy and appropriateness of data pertaining to project 
management tools are crucial. Initial AI tools for project 
management heavily depend on individuals to accurately input 
data, timely update tools, and make necessary corrections [8]. 

The integration of Artificial Intelligence (AI) into business 
operations has given rise to the emergence of intelligent 
environments, including advanced monitoring systems for 
project management. Similarly, AI has been embraced in the 
field of project management, offering promising prospects for 
the future of project management activities [3], [9]. Moreover, 
AI has the capability to monitor project status and make 
adjustments when required. Integrating AI into project 
management allows for minimal human intervention by 
utilizing intelligent machines and large data sets to automate 
decision-making and task management. This automation 
enables AI to play a guiding role in projects, automating tasks 
and aiding in decision-making processes [6], [10], [11]. 

This paper aims to conduct a systematic literature review 
(SLR) to investigate the challenges faced and impacts observed 
during the implementation of AI in project management, 
specifically mapping them into the process groups defined in 
the PMBOK [12], [13]. The research questions derived from 
this objective are as follows: 

RQ1: What are the challenges faced and impacts observed 
during the implementation of AI in project management? 

RQ2: How does the implementation of AI in project 
management incorporate the mapping of challenges and 
impacts into the process groups defined in the PMBOK? 

By conducting a comprehensive review of existing 
literature, the findings will provide insights into the challenges 
and impacts specific to each process groups, helping 
organizations effectively address these challenges and leverage 
the potential benefits of AI in project management.  

This paper follows a systematic process, commencing with 
a Literature Review section that evaluates existing studies on 
AI implementation and process groups in project management. 
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Then the Methodology section consists of three phases: 
planning the Systematic Literature Review (SLR), executing 
the SLR, and presenting the SLR findings. Within the Results 
and Analysis section, two subsections are delineated. The first 
subsection maps AI tools, implementation challenges, and 
impacts based on prior research, while the second subsection 
aligns AI tools, challenges, and impacts with PMBOK Process 
Groups (initiating, planning, execution, monitoring and 
controlling, closing). Lastly, the paper concludes by 
summarizing key findings, discussing their implications for 
project management, and suggesting directions for future 
research. 

II. LITERATURE REVIEW 

A. Artificial Intelligence and Data Mining 

Artificial intelligence (AI) is a field within computer 
science that aims to develop intelligent machines for the 
benefit of humans. However, there is ongoing debate among 
researchers regarding the definition of AI due to its evolving 
nature. Various definitions exist in the literature, reflecting 
researchers' specializations and interests, all striving to explain 
the concept of AI and provide a wide range of technologies that 
enhance performance and interaction within organizations [3], 
[14]. AI has traditionally been approached from four 
perspectives: thinking and acting, which encompass thought 
processes, reasoning, and behavior. These perspectives can be 
further categorized into a human-centered approach based on 
human behavior observations, and a rationalist approach 
combining mathematics and engineering concepts [1]. 

Data mining is a branch of Machine Learning and Artificial 
Intelligence that involves analyzing a dataset using algorithms 
to uncover patterns and relationships. It allows users to analyze 
data from multiple perspectives, categorize information, and 
draw conclusions. The process involves searching for 
correlations between different fields in a database to extract 
valuable insights and information [15]–[17]. Machine learning 
enables the categorization of data processing methods in data 
mining into distinct categories such as classification, regression 
analysis, association rules, and clustering. Each of these mining 
methods can be executed using various machine learning 
techniques [18]. 

B. Process Groups of Project Management 

Project management procedures are organized into logical 
groups of inputs, tools and techniques, and outputs that are 
tailored to the needs of the organization, the project, and the 
stakeholders. Instead of being interchangeable with project 
phases, these process groups work together during each stage 
of the project's life cycle. In order to maintain flexibility and 
adaptation throughout the project, the number of iterations and 
interactions across processes can change based on the demands 
of the project [12], [13]. As shown in Fig. 1, participation with 
the remaining Process Groups is required to fully realize the 
collaborative aspect of project management. 

Projects that adopt a process-based approach can be 
structured into five groupings based on different processes: 

1) The initiating phase of a project involves defining and 

obtaining authorization for a new project or phase [12]. This 

phase includes creating a project charter and implementing a 

formalized project initiation process to support project 

management decisions and ensure project success [19]. 

 

Fig. 1. Project management process groups [13]. 

2) The planning phase of a project involves establishing 

the project's scope, refining objectives, and determining the 

necessary actions to achieve those objectives [12]. This phase 

encompasses defining the course of action, making decisions, 

and formalizing the project's direction. Planning is a crucial 

step in project management, involving the conscious 

determination of actions to accomplish goals, and it is 

typically conducted after business planning and before project 

execution in fields such as construction [20]. 

3) The execution completing the tasks listed in the project 

management plan in order to comply with the project's criteria 

[12]. It encompasses the actual performance of project tasks 

and activities as outlined in the plan to fulfill the project's 

objectives [20]. 

4) The monitoring and controlling phase of project 

management involves tracking progress, reviewing 

performance, and making necessary changes to ensure project 

success [12]. Studies have emphasized the importance of 

timely control information and the ability to handle 

unexpected crises as critical factors in effective monitoring 

and control [20]. 

5) The closing phase of project management involves 

formally completing all activities and closing the project, 

phase, or contract [12]. Research conducted by Amponsah 

[21] focused on project failure/success factors in Ghana's 

agriculture, banking, and construction sectors. The study 

identified project management tools, techniques, and methods 

used by project managers and recommended that companies in 

Ghana focus on improving their project management activities 

for better outcomes. 

C. Challenges and Impact of AI Implementation in Project 

Management 

Over time, project management has undergone significant 
changes and has become increasingly valuable to 
organizations. The collaboration between humans and 
machines in the face of major technological advancements 
presents significant opportunities for both businesses and 
individuals. One such advancement is Artificial Intelligence 
(AI), which is expected to greatly influence the role of project 
managers [6]. AI, despite its complexities, has the potential to 
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increase productivity and reduce errors in various fields, 
including software development projects. By providing insights 
into probable outcomes and removing extraneous information, 
AI improves project management and enables a focus on 
relevant facts [22]. 

The challenges of implementing AI in project management 
include barriers such as limited data availability, high costs of 
operation and equipment, and potential unemployment as AI 
replaces human workers. The successful adoption of AI 
requires technical staff with specialized skills and experience, 
along with a clear understanding of system integration and 
interoperability challenges [3]. While AI offers benefits like 
cost-effectiveness and reliability, it also raises issues of 
uncertainty and highlights both the positive and negative 
aspects of its adoption [23]. 

The adoption of AI in project management enhances 
decision-making quality by providing insights and support for 
potential outcomes. AI systems streamline information by 
eliminating redundancy, and auto-scheduling improves the 
robustness of project planning. Planning tools powered by AI, 
including hybrid computer systems, facilitate project control 
and objective configuration [8]. While contemporary 
management strategies like continuous alignment and agile 
approaches help overcome uncertainties, predictive analytics 
and machine learning contribute to better project outcomes in 
areas like KPIs, resource management, and estimate [3], [24]. 

III. METHODOLOGY 

This section explains the literature review process using the 
Systematic Literature Review (SLR) method. This method is 
used to evaluate and interpret all research related to the 
research questions, topic areas, or desired phenomena [25]. The 
goal of Systematic Literature Review is to generate accurate 
evaluations of the research topic using reliable, meticulous, and 
auditable methodologies. It is divided into three parts based on 
the Kitchenham [25] and references [26], [27]: Planning, 
Implementation, and reporting of SLR stages. 

A. Planning the SLR 

In this stage, keyword generation is conducted based on the 
main keywords and synonyms obtained at the beginning of the 
research, namely Artificial Intelligence and Project 
Management. Subsequently, these keywords are combined 
using "AND" to connect the main keywords and "OR" for each 
synonym or simpler word. The keywords and their synonyms 
or equivalents are as follows: 

 “Artificial Intelligence”, synonym: “data mining”, 
“machine learning” 

 “Project Management” 

These keywords and their synonyms are combined to form 
the search keywords as follows:  

(―artificial intelligence‖ AND ―project management‖) OR 
(―data mining‖ AND ―project management‖) OR (―machine 
learning‖ AND ―project management‖) 

Then the search is conducted on several reputable literature 
and journal websites, based on title, abstract, or keywords. The 

databases are IEEE Xplore, Springer Link, Emerald Insight, 
SAGE Journals, Science Direct, Scopus, and ACM Digital 
Library. 

After determining which databases to use for the search, the 
researcher proceeds with the study selection process. This is 
intended to identify key studies within a research as direct 
evidence related to the previously obtained keywords [25]. The 
criteria for the study selection process in this research can be 
seen in Table I. 

TABLE I. CRITERIA FOR STUDY SELECTION 

Inclusion 

Criteria 

IC1 Publications written in English 

IC2 Publications starting from 2018 until 2023 

IC3 
Publications that truly focus on the keywords: artificial 
intelligence / data mining / machine learning and project 

management 

IC4 

Publications that increasingly focus on the root problem, 

specifically discussing the challenges and impact of AI / 

DM / ML on project management 

Exclusion 

Criteria 

EC1 Research not written in English 

EC2 
Research that discusses topics other than AI / DM / ML 
and project management 

EC3 Research published before 2018 

B. Implementation of SLR 

In the second phase of the Systematic Literature Review 
(SLR), the focus is on conducting an extensive search and 
selecting relevant literature. This involves identifying pertinent 
studies, extracting relevant information, and synthesizing the 
findings to obtain a comprehensive understanding of the 
research topic. Fig. 2 represents the flow diagram illustrating 
the selection process conducted from the initial data collection 
in various databases using the inclusion and exclusion criterias 
specified in Table I. 

 

Fig. 2. Flow diagram of SLR implementation. 
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The total number of articles that will undergo further 
analysis related to the challenges and impacts on project 
management amounts to 34 articles, obtained from various 
high index journals and proceedings based on Scimago. 

C. Reporting the SLR 

The final step of the Systematic Literature Review (SLR) is 
reporting the results. Table II presents a summary of all 
relevant article titles aligned with the research objectives, 
including information on the year and reference citation 
coding. 

TABLE II. SUMMARY OF ALL RELEVANT ARTICLES

No Title Year Index Code 

1 A BIM-data mining integrated digital twin framework for advanced project management 2021 Q1 [28] 

2 A Machine Learning Study to Enhance Project Cost Forecasting 2022 Q3 [29] 

3 A new hybrid ahp and dempster—shafer theory of evidence method for project risk assessment problem 2021 Q2 [30] 

4 Activity classification using accelerometers and machine learning for complex construction worker activities 2021 Q1 [31] 

5 
An Approach Based on Bayesian Network for Improving Project Management Maturity: An Application to Reduce Cost 

Overrun Risks in Engineering Projects 
2020 Q1 [32] 

6 Application of Data Mining Technology in Field Verification of Project Cost 2021 Q4 [33] 

7 Application of lean techniques, enterprise resource planning and artificial intelligence in construction project management 2019 Q4 [34] 

8 Automated progress monitoring of construction projects using Machine learning and image processing approach 2022 Q2 [35] 

9 
Combined machine-learning and EDM to monitor and predict a complex project with a GERT-type network: A multi-point 

perspective 
2023 Q1 [36] 

10 Comprehensive project management framework using machine learning 2019 Q4 [37] 

11 Data on Field Canals Improvement Projects for Cost Prediction Using Artificial Intelligence 2020 Q2 [38] 

12 Data-driven project buffer sizing in critical chains 2022 Q1 [11] 

13 Decision support system for final year project management 2019 Procd [39] 

14 Development and comparative of a new meta-ensemble machine learning model in predicting construction labor productivity 2022 Q1 [40] 

15 DevOPs project management tools for sprint planning, estimation and execution maturity 2020 Q2 [41] 

16 
Empirically Exploring the Cause-Effect Relationships of AI Characteristics, Project Management Challenges, and 

Organizational Change 
2021 Procd [5] 

17 Estimating production and warranty cost at the early stage of a new product development project 2021 Q3 [42] 

18 Estimation of Risk Contingency Budget in Projects using Machine Learning 2022 Q3 [43] 

19 Explainable machine learning for project management control 2023 Q1 [44] 

20 Forecasting the scheduling issues in engineering project management: Applications of deep learning models 2021 Q1 [9] 

21 
Information Technology (IT) Governance Framework with Artificial Neural Network and Balance Scorecard to Improve the 

Success Rate of Software Projects 
2022 Procd [45] 

22 Intelligent purchasing: How artificial intelligence can redefine the purchasing function 2021 Q1 [46] 

23 Machine learning in project analytics: a data-driven framework and case study 2022 Q1 [47] 

24 Project engineering management evaluation based on GABP neural network and artificial intelligence 2023 Q2 [48] 

25 Project management: openings for disruption from AI and advanced analytics 2021 Q1 [49] 

26 Proposal of a framework and integration of artificial intelligence to succeed IT project planning 2019 Q4 [50] 

27 Recommendation of Project Management Practices: A Contribution to Hybrid Models 2022 Q1 [51] 

28 Safety risk factors comprehensive analysis for construction project: Combined cascading effect and machine learning approach 2021 Q1 [52] 

29 
Symbiotic organisms search-optimized deep learning technique for mapping construction cash flow considering complexity of 

project 
2020 Q1 [53] 

30 The effectiveness of project management construction with data mining and blockchain consensus 2021 Q1 [54] 

31 The impact of entrepreneurship orientation on project performance: A machine learning approach 2020 Q1 [55] 

32 The value of data from construction project site meeting minutes in predicting project duration 2022 Q2 [56] 

33 Using an Artificial Neural Network for Improving the Prediction of Project Duration 2022 Q2 [57] 

34 Visual System Development for Construction Project Management by Using Machine Learning Algorithm 2022 Q2 [58] 
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Furthermore, the distribution of the scientific articles based 
on their publication years is presented in Fig. 3. 

 
Fig. 3. Distribution of study per year. 

IV. RESULTS AND ANALYSIS 

In accordance with the objective of this research, a 
thorough mapping and analysis of the literature obtained will 
be conducted using the Systematic Literature Review (SLR) 
method described in the previous chapter. The outcomes 
obtained from this process will be divided into the mapping of 
AI tools used, challenges, and the impact of AI implementation 
on each article, as well as their summaries. 

A. Mapping the AI tools, Implementation Challenges and 

Impacts based on Related Studies 

Table III presents the further analysis results of the articles 
obtained in the previous SLR process, where the analysis is 
conducted regarding the AI tools used in the referenced 
studies, as well as the challenges and impacts of 
implementation in those studies. These AI tools can include 
algorithms, software, models, or others. 

TABLE III. MAPPING THE AI TOOLS, CHALLENGES, AND IMPACT OF THE AI IMPLEMENTATION 

Ref AI Tools Challenge Impact 

[28] 
BIM, IoT, DM techniques, process 
mining, time series analysis, fuzzy 
miner algorithm, ARIMAX model 

Real-time IoT data mapping and 
complexity management in large-scale 
projects. 

AI enables early bottleneck detection, future workload 
prediction, and proactive decision-making for enhanced 
efficiency and adaptability. 

[29] 
Moving averages, schedule and cost 
performance factors 

Nonlinear budget acquisition and cost 
growth patterns not accurately captured by 
traditional index-based models. 

AI provides reliable and accurate cost estimates, improving 
project cost forecasting and maintaining positive stakeholder 
relationships. 

[30] 

Hybrid PCA-agglomerative 
unsupervised ML algorithm, Delphi 
method, statistical analysis, Taguchi 
Method 

Uncertainty and variability of risk factors 
not accurately addressed by traditional 
decision-making methods. 

AI quantifies risk factors for more informed project selection and 
improved decision-making, potentially enhancing project success 
rates. 

[31] 

Machine learning algorithms (e.g., K-
Nearest Neighbors, Gradient 
Boosting), wearable accelerometers, 
feature selection techniques 

Dealing with realistic scenarios, bias 
minimization, imbalanced datasets, and 
optimizing classifier performance with 
activity transitions. 

AI enhances project decision-making, resource management, 
worker performance, and safety in construction, contributing to 
automation and process-level knowledge. 

[32] Bayesian networks 

Integrating PMM models with Bayesian 
networks, formalizing expert knowledge, 
and addressing sector-specific factors and 
project drifts. 

AI-based PMM diagnoses and predicts project performance 
failures, identifies drifts, and suggests corrective actions for 
comprehensive project success analysis. 

[33] 
Statistical data mining technology (not 
specified) 

Developing a comprehensive organizational 
structure, implementing advanced 
management practices, improving cost 
communication, and addressing cost 
verification shortcomings. 

AI introduces a data-driven approach, improving visualization, 
resource management, data collection, and cost control in project 
management. 

[34] 
Voice command, optical character 
recognition, LiDAR sensors 

Integrating multiple systems, ensuring 
compatibility, overcoming resistance to 
change, and addressing complexity and 
uncertainty in construction projects. 

AI minimizes waste, optimizes resource utilization, reduces 
costs, improves delivery time and quality, and enhances 
productivity in the construction industry. 

[35] 
Deep learning models, supervised 
CNN classifiers, image processing 
techniques 

Reluctance, data standardization, and 
accuracy of automated tracking 

Supervised CNN classifier improves activity recognition, 
enhancing supervision and progress tracking in construction 
projects. 

[36] 
Monte Carlo simulation, machine 
learning regression algorithms 

Analyzing complex networks and selecting 
suitable algorithms 

AI improves project monitoring, deviation identification, and 
completion time estimation, enhancing project performance and 
decision-making. 

[37] 
Artificial Intelligence (AI), machine 
learning models, online solutions (not 
specified) 

Model selection, training, integration, data 
accuracy, and user interface development. 

AI improves planning, decision-making, automation, and holistic 
solutions for project management. 

[38] 
Machine learning and AI techniques 
(Regression, Fuzzy, ANN, SVM, and 
others) 

Dataset quality, algorithm selection, and 
interpretation/validation. 

Understanding factors influencing project outcomes improves 
planning and resource allocation in sustainable projects. 

[11] 
Full-factor design of experiments, 
Monte Carlo simulation, regression 
techniques 

Designing experiments, simulations, and 
ensuring model validity, 

AI-based buffer sizing improves project planning and timeliness 
compared to traditional methods. 

[39] 
Naïve Bayes algorithm, JSP 
technology 

Database organization, accuracy of Naïve 
Bayes, and technical issues. 

AI platform for matching students with project topics and 
supervisors improves the quality and efficiency of final year 
research projects. 

[40] Ensemble machine learning algorithms 
Preprocessing, algorithm selection, 
converting models, and case studies. 

Accurate labor productivity prediction and influential factors 
guidance improve construction project management and overall 
productivity. 
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[41] 
Real-time project data analysis, sprint 
estimation techniques, sentiment 
analysis 

Real-time data analysis, accurate 
predictions, consensus, and sentiment 
analysis. 

AI tools streamline project timelines, increase productivity, and 
improve decision-making in a DevOps environment. 

[5] 
AI techniques, machine learning 
algorithms, data analysis methods 

Addressing AI's characteristics and 
implications in organizational settings. 

Understanding the relationships between AI characteristics, 
project management practices, and organizational change 
improves AI implementation and decision-making. 

[42] 
Artificial neural network, linear 
regression techniques 

Defining variables, acquiring data, and 
simulating cost variants. 

Systematic consideration of cost factors and constraints improves 
cost estimation and optimization in new product development 
projects. 

[43] 
Machine learning algorithms, Monte 
Carlo simulation 

Defining risks, selecting algorithms, and 
ensuring accuracy 

Integration of machine learning techniques enhances 
Contingency Budget estimation accuracy and risk management 
in projects. 

[44] 

Monte Carlo simulation, 
statistical/machine learning models, 
explainable machine learning with 
SHAP 

Integrating simulation and explainability, 
selecting models, and handling complexity. 

Integration of Monte Carlo simulation, machine learning, and 
explainable machine learning improves project control and 
decision-making in uncertain environments. 

[9] LSTM and GRU models 
Forecasting model selection, data quality, 
and interpretation. 

LSTM and GRU models enable effective scheduling, resource 
allocation, and decision-making, improving overall project 
efficiency. 

[45] 
Artificial Neural Network (ANN) 
method, Balanced Score Card 
framework 

Top management commitment, solution 
finding, and data availability. 

AI integration in software project management enables informed 
decision-making and better outcomes, leading to the 
development of new project life-cycle solutions. 

[46] 
Automated systems for purchasing, 
and decision support 

Resistance, integration, data quality, and 
training. 

AI systems redefine purchasing roles, improve decision-making, 
supplier relations, and interdepartmental collaboration, 
highlighting the potential of AI capabilities in supplier 
management. 

[47] 

Machine learning algorithms (e.g., 
support vector machine, logistic 
regression, neural networks) using 
Python's Scikit-learn package 

Limited evaluation, feature selection, and 
data imbalance. 

AI-driven data analysis improves decision-making and 
understanding in construction project management. 

[48] BP neural network, genetic algorithms 
Data availability, neural network 
limitations, and minimizing subjectivity. 

AI-based system optimizes time, personnel, and resource 
utilization, improving engineering project management 
efficiency. 

[49] 
Software tools with AI and analytics 
features 

Project managers adapting to software 
features 

AI and analytics tools enhance project management with 
increased support, automation, and adaptive practices, 
emphasizing stakeholder relations and risk management. 

[50] Knowledge base, questioning system 
Data acquisition, correctness, and risk 
management. 

AI-based solution improves accuracy and efficiency of IT project 
planning, reducing failure rates and enabling cost savings. 

[51] 
Cluster analysis, association rule 
technique 

Data collection, accuracy, and validation. 
Guidance for selecting practices to enhance project management 
agility and effectiveness, suggesting avenues for further research 
in customizing hybrid models. 

[52] 
Machine learning, safety risk factor 
mining, AON networks 

Abundant data, algorithm optimization, and 
quantifying risk impact. 

AI improves safety risk analysis in construction projects, 
enhancing risk management, with further research needed for 
data independence and cost considerations. 

[53] 
Symbiotic organisms search (SOS) 
algorithm, LSTM, neural networks 

Cash flow, model optimization, and data 
availability. 

AI model accurately forecasts and controls cash flow in 
construction projects, improving cost management, decision-
making, and resource allocation. 

[54] 
AI middle office, AI algorithms, 
blockchain technology, BIM 

Data availability, integration, and consensus 
building. 

Integration of AI middle office, BC technology, and BIM 
technology enhances trust, transparency, accuracy, security, and 
project management efficiency. 

[55] 
Machine learning algorithms (e.g., 
lasso, ridge, support vector machines, 
neural networks, random forest) 

Algorithm selection, performance metrics, 
self-assessment, and generalizability. 

AI techniques provide insights into operations and project 
management research, highlighting the potential of predictive 
analytics and entrepreneurial orientation for project success. 

[56] Data mining algorithms, random forest 
Meeting minute data extraction, time-
consuming capture, and data quality. 

AI enables accurate project duration prediction, facilitating 
timely actions and improving project planning, leadership, and 
governance. 

[57] 
Artificial neural networks, genetic 
algorithms 

Diverse datasets, adaptation to different 
organizations, and validation. 

AI accurately predicts project duration for different 
organizations, adapting to various methods and datasets, 
enhancing project management decision-making. 

[58] 
Graph neural network, deep learning 
algorithms 

Complex building data, accuracy of 
traditional algorithms, and limited early-
stage. 

Integration of complex data and machine learning algorithms 
improves building management efficiency, information access, 
communication, energy conservation, and safety. 

Artificial intelligence tools in project management based on 
the related studies mentioned include BIM, IoT, DM 
techniques, process mining, time series analysis, fuzzy miner 
algorithm, ARIMAX model, moving averages, schedule and 
cost performance factors, hybrid PCA-agglomerative 
unsupervised ML algorithm, Delphi method, statistical 
analysis, Taguchi Method, machine learning algorithms (such 
as K-Nearest Neighbors and Gradient Boosting), wearable 
accelerometers, feature selection techniques, Bayesian 

networks, voice command, optical character recognition, 
LiDAR sensors, deep learning models, supervised CNN 
classifiers, image processing techniques, Monte Carlo 
simulation, artificial neural networks, full-factor design of 
experiments, Naïve Bayes algorithm, ensemble machine 
learning algorithms, real-time project data analysis, sprint 
estimation techniques, sentiment analysis, software tools with 
AI and analytics features, knowledge base, questioning system, 
cluster analysis, association rule technique, safety risk factor 
mining, symbiotic organisms search (SOS) algorithm, LSTM, 
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AI middle office, lasso and ridge regression, support vector 
machines, random forest, data mining algorithms, genetic 
algorithms, and graph neural network. 

From a project management standpoint, AI has the 
capability to replicate human cognitive functions such as 
decision-making and problem-solving [3]. These tools bring 
advanced capabilities to project management, enabling tasks 
such as data analysis, risk assessment, decision-making, 
performance monitoring, and optimization [42], [49]. They 
leverage AI, machine learning, and statistical techniques to 
improve project planning, resource allocation, cost estimation, 
risk mitigation, and overall project outcomes [43], [52]. These 
tools enhance efficiency, accuracy, and insights in project 
management processes, ultimately leading to improved project 
success rates and delivery [50], [54]  

B. Mapping AI Tools, Challenges, and Impacts of Articles 

based on PMBOK Process Group 

Next is to map the process groups of PMBOK, which 
according to the literature are divided into 5, namely Initiating, 
Planning, Execution, Monitoring and Controlling, and Closing 
[12]. This mapping aims to integrate project management 
processes and product-oriented processes, ensuring proper 
coordination and alignment. The function of mapping the 
process group is to achieve this integration throughout the 
project lifecycle by tailoring the application of processes to 
meet the project's specific requirements and actively managing 
process interactions and tradeoffs to meet stakeholder needs 
[13]. The mapping results are presented in Table IV.  

 Based on the mapping results of the reference articles to 
the Process Groups in PMBOK, the next step involves 
reviewing the summaries of AI Tools used in each stage of the 
Process Group. Additionally, the challenges and their 
respective impacts on each process will be explored based on 
the conducted literature study. 

TABLE IV. MAPPING RELATED STUDIES TO PROCESS GROUP 

No 
Process Group 

PMBOK 
Reference Freq 

1 Initiating [30], [38] 2 

2 Planning 
[5], [11], [29], [30], [32], [34], [37], 

[38], [41]–[43], [46]–[52], [54] 
19 

3 Execution [34], [37], [39]–[41], [49] 6 

4 
Monitoring and 

Controlling 

[9], [28], [31], [33]–[36], [44], [45], 

[49], [53]–[58] 
16 

5 Closing [34], [49] 2 

1) Initiating process group: In the Initiating process group 

of the PMBOK, both papers discussed the application of AI 

tools and analysis techniques to address challenges in risk 

management and cost prediction in projects. 

The first paper [30] utilized a hybrid AHP and Dempster-
Shafer methods along with various AI tools such as machine 
learning algorithms, Delphi method, statistical analysis, and 
Taguchi Method to tackle the challenge of uncertainty and 
variability in risk factors. These AI tools had a significant 
impact by offering a more reliable approach to project selection 
through the consideration and quantification of risk factors, 

enabling informed decision-making and potentially improving 
project success rates.  

Similar to the first article, the second paper [38] used 
Machine Learning and AI methods to estimate and forecast the 
cost and length of field canal development projects. These 
methods included regression, fuzzy logic, artificial neural 
networks, support vector machines, and others. Despite 
challenges related to dataset quality, algorithm selection, and 
interpretation/validation, the application of these techniques 
positively influenced the understanding of factors influencing 
project outcomes, leading to improved planning and resource 
allocation in sustainable projects. 

In summary, within the Initiating process group, the 
integration of AI tools and analysis techniques in project 
management addresses challenges in risk assessment, cost 
prediction, and decision-making. These advancements provide 
more reliable approaches for project selection, considering and 
quantifying risk factors, and improving the overall success 
rates of projects. Additionally, the utilization of Machine 
Learning and AI techniques enhances the understanding of 
project outcomes and aids in better planning and resource 
allocation. However, challenges such as uncertainty, 
variability, and dataset quality need to be carefully addressed to 
ensure accurate predictions and interpretations in project 
management. 

2) Planning process group: This comprehensive analysis 

summarizes the key findings and contributions of 19 scientific 

papers related to project management. These papers utilize 

various tools and techniques such as machine learning, 

artificial intelligence (AI), data mining, and statistical analysis 

to address challenges and enhance the process of group 

planning within the PMBOK framework. By leveraging these 

advanced tools, project managers can enhance decision-

making, risk assessment, resource allocation, and project 

planning. 

The application of these tools and methodologies in project 
management has significant impacts. By incorporating hybrid 
models, advanced algorithms, and statistical techniques, 
projects can benefit from improved risk assessment, more 
reliable project selection, accurate cost estimation, optimized 
resource utilization, and enhanced decision-making [29], [30], 
[38]. These advancements contribute to higher project success 
rates, improved project outcomes, and efficient resource 
allocation. 

Furthermore, the integration of machine learning, artificial 
intelligence, and data analytics in project management 
processes enhances real-time data analysis, sentiment analysis, 
and decision support. This results in streamlined project 
timelines, increased productivity, and improved project 
management within a DevOps environment [41]. Additionally, 
the adoption of AI and advanced analytics tools in project 
management opens opportunities for disruption, automation, 
adaptive practices, and better stakeholder relations and risk 
management [32]. 

The construction industry also benefits from the application 
of AI, machine learning, and lean techniques. These 
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technologies enable the optimization of resource utilization, 
reduction of project costs, improvement of project delivery 
time and quality, and enhancement of overall productivity and 
efficiency [34], [52]. Moreover, the integration of AI in the 
South African construction project management industry 
contributes to job security, accident reduction, automation of 
high-risk tasks, and the creation of new job opportunities, 
thereby fostering regional development [59]. 

In summary, the 19 scientific papers examined showcase a 
wide range of tools and methodologies that address various 
challenges in project management. The application of these 
tools has a profound impact on risk assessment, project 
selection, cost estimation, resource allocation, decision-
making, and overall project success rates. Additionally, the 
integration of AI and data analytics enhances real-time 
analysis, automation, adaptive practices, and stakeholder 
relations in project management processes. These 
advancements contribute to improved project outcomes, 
increased productivity, and regional development within the 
construction industry. 

3) Execution process group: The analysis reveals valuable 

insights into the application of various tools, challenges, and 

impacts associated with the execution process group in 

PMBOK. These findings shed light on the utilization of tools 

such as lean techniques, enterprise resource planning (ERP), 

artificial intelligence (AI), machine learning models, and 

decision support systems to enhance project execution, 

productivity, process streamlining, and decision-making in 

different domains. 

However, the implementation of these tools is not without 
challenges. The papers [34], [39] emphasize the challenges of 
integrating multiple systems, ensuring compatibility, 
overcoming resistance to change, addressing complexity and 
uncertainty, and dealing with technical issues. For example, a 
research [40], focuses on the challenges related to 
preprocessing, algorithm selection, converting models, and 
conducting case studies in the context of predicting 
construction labor productivity using ensemble machine 
learning models. These challenges necessitate comprehensive 
strategies and skillful implementation to successfully employ 
the identified tools in project execution. 

Despite the challenges, the implementation of the identified 
tools brings about significant impacts on the execution process 
group. The papers highlight outcomes such as minimizing non-
value-added efforts and waste, optimizing resource utilization, 
reducing project costs, improving project delivery time and 
quality, enhancing overall productivity and efficiency, and 
improving decision-making [34], [40], [41], [49]. For instance, 
a paper [34] discusses the impact of lean techniques, ERP, and 
AI in construction project management, which results in 
minimizing waste, optimizing resource utilization, reducing 
project costs, and improving project delivery time and quality 
within the construction industry. 

Furthermore, the papers emphasize the potential of AI and 
advanced analytics tools in disrupting project management 
practices. These tools enhance productivity, support decision-
making, automate processes, and emphasize stakeholder 

relations and risk management [37], [49]. A paper specifically 
highlights the opening for disruption from AI and advanced 
analytics tools, underscoring their potential to transform project 
management practices through increased support, automation, 
and adaptive practices [49]. 

In summary, the analysis of the six papers highlights the 
significance of employing advanced tools and techniques in the 
execution process group in PMBOK. While the adoption of 
these tools offers numerous benefits, challenges related to 
system integration, resistance to change, and technical issues 
need to be addressed. The positive impacts resulting from their 
implementation include improved productivity, resource 
utilization, cost reduction, and enhanced decision-making. 
Further research and focused efforts are required to overcome 
the identified challenges and fully harness the potential of these 
tools for effective project execution. 

4) Monitoring and controlling process group: The 

analysis of the 16 papers reveals significant insights into the 

utilization of tools, challenges, and impacts related to the 

monitoring and controlling process group in PMBOK. These 

papers highlight the application of various advanced tools and 

techniques such as Artificial Intelligence (AI), Building 

Information Modeling (BIM), Internet of Things (IoT), Data 

Mining (DM), machine learning, and image processing 

algorithms. These tools offer promising capabilities in 

enabling effective project control and monitoring in the 

construction domain. They facilitate complex data analysis, 

performance prediction, bottleneck detection, risk 

identification, and decision-making support. 

However, the integration of these tools into project 
management practices is not without challenges. The papers 
emphasize the challenges associated with system integration, 
resistance to change, technology adoption, data accuracy, and 
project complexity [33], [34], [58]. The integration of multiple 
systems [45], [54], including voice command, optical character 
recognition, and LiDAR sensors, as mentioned in the certain 
paper [34], necessitates the overcoming of compatibility issues 
and resistance to change. Furthermore, the complexity and 
uncertainty inherent in construction projects pose additional 
challenges that demand comprehensive strategies and skilled 
implementation. 

Despite these challenges, the implementation of the 
identified tools brings about significant impacts on the 
monitoring and controlling process group. The papers highlight 
outcomes such as enhanced efficiency, cost reduction, 
improved project quality, and timely delivery [9], [33], [34], 
[53], [57]. Moreover, the utilization of these tools fosters better 
decision-making, efficient resource management, improved 
stakeholder relations, and enhanced risk management [49], 
[57]. Other paper based on literature review [59] discusses the 
impact of AI integration in the construction industry, leading to 
improved job security, reduced accidents, automation of high-
risk tasks, and the creation of new job opportunities. 

In summary, the comprehensive analysis of the 16 papers 
underscores the significance of employing advanced tools and 
techniques for the monitoring and controlling process group in 
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PMBOK. While the adoption of these tools holds immense 
potential in project control and monitoring, challenges 
pertaining to system integration, resistance to change, 
technology adoption, and project complexity necessitate 
strategic interventions. However, the positive impacts resulting 
from their implementation include increased efficiency, cost 
reduction, improved quality, and informed decision-making, 
thereby driving effective project management. Further research 
and focused endeavors are required to address the identified 
challenges and fully harness the potential of these tools for 
improved project outcomes. 

5) Closing process group: The two papers discussed the 

application of various tools and technologies in the Closing 

Process Group of project management according to the 

PMBOK. First paper [34] highlighted the use of tools like 

voice command, optical character recognition, and LiDAR 

sensors for what-if scenarios in construction project 

management. The challenges identified in this paper included 

integrating multiple systems, ensuring compatibility, 

overcoming resistance to change, and addressing complexity 

and uncertainty in construction projects. The impact of these 

tools was seen in minimizing non-value-added efforts, 

optimizing resource utilization, reducing project costs, 

improving project delivery time and quality, and enhancing 

overall productivity and efficiency within the construction 

industry.  

Second paper [49] focused on the disruptions caused by AI 
and advanced analytics tools in project management. The tools 
discussed in this paper were software tools incorporating AI 
and analytics features. The main challenge highlighted was 
project managers adapting to these software features. However, 
the impact of these tools was significant, enhancing project 
management through increased support, automation, adaptive 
practices, and emphasis on stakeholder relations and risk 
management in the closing phase. 

In summary, both papers emphasized the importance of 
utilizing advanced tools and technologies in the Closing 
Process Group of project management. The tools offer 
solutions to challenges such as system integration, resistance to 
change, and adaptation to software features. Moreover, the 
impacts mentioned, such as minimizing waste, optimizing 
resource utilization, reducing costs, improving quality, and 
enhancing productivity, align with the desired outcomes of the 
Closing Process Group in PMBOK. 

V. CONCLUSION 

The findings of this systematic literature review (SLR) 
provide significant insights into the implementation of AI 
within the process groups defined in the PMBOK. The result 
highlights the importance of utilizing advanced tools and 
techniques in each process group and emphasizes the need to 
address specific challenges for successful AI implementation. 
Within the Initiating process group, AI tools and analysis 
techniques were effective in addressing challenges related to 
risk assessment, cost prediction, and decision-making. In the 
Planning process group, the application of AI and data 
analytics tools improved risk assessment, project selection, cost 

estimation, resource allocation, and decision-making. The 
Execution process group experienced improved productivity, 
resource utilization, cost reduction, and enhanced decision-
making through the use of advanced tools and techniques. The 
Monitoring and Controlling process group also demonstrated 
the potential of advanced tools and techniques in achieving 
increased efficiency, cost reduction, improved quality, and 
informed decision-making. Lastly, the Closing process group 
highlighted the value of incorporating AI, lean techniques, 
ERP, and machine learning, resulting in benefits such as cost 
reduction, efficiency improvement, and project closure success. 

Overall, this SLR provides valuable insights for 
organizations aiming to integrate AI into their project 
management practices. By aligning the challenges and impacts 
with the PMBOK process groups, this research offers a 
structured framework that allows organizations to navigate the 
implementation of AI effectively. Understanding the specific 
challenges and impacts associated with each process group can 
help organizations address these issues and capitalize on the 
potential benefits of AI in project management, ultimately 
leading to improved project outcomes and increased 
productivity. 

A. Limitations of Study 

The limitation of this study is that it should be noted that 
the authors have not explored or presented specific solutions to 
address the identified challenges discussed in the literature. 

B. Future Works 

In future research, it is important to conduct a bibliographic 
analysis to identify relevant tools and map them into a specific 
framework. Additionally, creating a comprehensive mapping 
of the identified challenges within the framework will provide 
a better understanding of their origins and facilitate the search 
for effective solutions. 
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Abstract—In the realm of financial markets, the precise 

prediction of option prices remains a cornerstone for effective 

portfolio management, risk mitigation, and ensuring overall 

market equilibrium. Traditional models, notably the Black-

Scholes, often encounter challenges in comprehensively 

integrating the multifaceted interplay of contemporary market 

variables. Addressing this lacuna, this study elucidates the 

capabilities of a novel Deep Residual Convolution Long Short-

term Memory (DR-CLSTM) network, meticulously designed to 

amalgamate the superior feature extraction prowess of 

Convolutional Neural Networks (CNNs) with the unparalleled 

temporal sequence discernment of Long Short-term Memory 

(LSTM) networks, further augmented by deep residual 

connections. Rigorous evaluations conducted on an expansive 

dataset, representative of diverse market conditions, showcased 

the DR-CLSTM's consistent supremacy in prediction accuracy 

and computational efficacy over both its traditional and deep 

learning contemporaries. Crucially, the integration of residual 

pathways accelerated training convergence rates and provided a 

formidable defense against the often detrimental vanishing 

gradient phenomenon. Consequently, this research positions the 

DR-CLSTM network as a pioneering and formidable contender 

in the arena of option price forecasting, offering substantive 

implications for quantitative finance scholars and practitioners 

alike, and hinting at its potential versatility for broader financial 

instrument applications and varied market scenarios. 

Keywords—Deep learning; CNN; LSTM; prediction; option 

price 

I. INTRODUCTION 

Option pricing, an intrinsic component of financial markets, 
serves as the fulcrum upon which significant economic 
decisions, from individual investments to institutional 
strategies, hinge [1]. These derivative contracts, which bestow 
upon the holder the right, but not the obligation, to buy or sell 
an underlying asset at a specified price before a predetermined 
date, play a pivotal role in portfolio diversification, risk 
hedging, and speculative ventures [2]. Historically, the Black-
Scholes model has been emblematic in the realm of option 
pricing, a seminal formula that established a theoretical 
framework for determining the fair market value of a 
European-style option [3]. However, as financial markets 
evolved, becoming increasingly complex and intertwined, 
driven by a plethora of factors ranging from geopolitical 

dynamics to technological innovations, the limitations of such 
traditional models have become conspicuously palpable. 

The metamorphosis of financial markets into data-dense 
ecosystems, replete with myriad variables and indicators, 
necessitates predictive models with a capacity for high-
dimensional data processing and the discernment of intricate 
temporal relationships [4]. The recent resurgence in artificial 
intelligence, more specifically in deep learning, offers a 
promising vista for addressing these challenges. Deep learning 
architectures, distinguished by their hierarchical structure and 
ability to autonomously extract salient features from raw data, 
have been progressively permeating various domains, ranging 
from image recognition to natural language processing [5]. 
Within the financial sphere, their application promises to 
harness the vast expanses of data to render more nuanced and 
accurate predictions. 

In this milieu, the Deep Residual Convolution Long Short-
term Memory (DR-CLSTM) network emerges as a potent 
amalgamation of several cutting-edge deep learning paradigms. 
By intertwining the feature extraction capabilities of 
Convolutional Neural Networks (CNNs) [6] with the temporal 
relationship discernment offered by Long Short-term Memory 
(LSTM) networks [7], and further augmenting this synergy 
with deep residual connections, the DR-CLSTM aspires to 
provide a holistic solution to the option price prediction 
quandary. The convolutional layers, renowned for their 
prowess in spatial hierarchies discernment, sieve through vast 
datasets, isolating pertinent features integral to option pricing. 
Concurrently, the LSTM layers, celebrated for their ability to 
capture long-term dependencies by combating the vanishing 
gradient problem, harness these features to forecast temporal 
sequences, thereby rendering predictions [8]. The addition of 
deep residual connections further augments this architecture. 
By allowing activations to bypass one or more layers, these 
connections expedite the training process, ensuring faster 
convergence and fortifying the network against potential 
gradient diminution. 

This paper seeks to explore and substantiate the efficacy of 
the DR-CLSTM network in the realm of option price 
prediction. In doing so, it aims to contribute a novel tool to the 
arsenal of quantitative finance, fostering enhanced market 
efficiency, informed investment decisions, and a deeper 
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comprehension of the intricate tapestry of factors influencing 
option prices. Furthermore, by juxtaposing the DR-CLSTM 
with both traditional computational models and contemporary 
deep learning architectures, this study endeavors to provide a 
holistic perspective on the trajectory of option price prediction 
methodologies, underlining the transformative potential of 
hybrid deep learning structures. 

The ensuing sections will delve into the theoretical 
underpinnings of the DR-CLSTM, elucidating the individual 
components and their synergistic interplay. This will be 
followed by a comprehensive methodology section, detailing 
the dataset employed, the evaluation metrics, and the 
comparative models. Subsequent sections will present the 
empirical findings, discussions, and potential implications for 
both academia and industry. The paper will culminate with a 
conclusion, encapsulating the key insights gleaned and charting 
potential avenues for future research in this dynamic and ever-
evolving domain. 

II. RELATED WORKS 

The ever-evolving landscape of financial modeling and 
forecasting has witnessed a plethora of innovations and 
methodologies over the years. As we delve into the intricate 
world of option price prediction, it is imperative to ground our 
discussions within the context of prior research and 
explorations in this domain [9]. The "Related Works" section 
endeavors to provide readers with a comprehensive overview 
of seminal works, pioneering methodologies, and noteworthy 
contributions that have shaped the trajectory of this field. By 
juxtaposing our current study with these foundational works, 
we aim to highlight both the advancements made and the gaps 
that our research seeks to bridge. Let us embark on this journey 
of retrospection, understanding the milestones that have been 
achieved and setting the stage for the novel contributions of our 
study. 

A. Traditional Models for Option Pricing 

Option pricing, a central facet of financial mathematics, has 
been subject to rigorous academic scrutiny for decades. It 
revolutionized this arena with their eponymous model, 
providing a closed-form solution for European option pricing 
[10]. The Black-Scholes model, predicated on certain 
assumptions such as constant volatility and interest rates, 
quickly became a cornerstone of financial markets. However, 
the assumptions underlying the model often diverge from real-
world market conditions, leading to potential mispricing [11]. 
This inherent limitation paved the way for alternative 
stochastic volatility models, which attempt to address the 
constant volatility constraint [12]. 

B. Emergence of Machine Learning in Financial Forecasting 

With the exponential growth of computational capabilities 
and the proliferation of vast financial datasets, machine 
learning has transitioned from a theoretical concept to an 
instrumental tool in financial forecasting. Over the past two 
decades, the field has seen a marked departure from traditional 
econometric models towards more adaptive and self-learning 
algorithms. Next research advanced the argument that neural 
networks possess the capacity to model complex non-linear 
relationships inherent in financial markets, a dimension often 

inadequately captured by traditional methods [13]. Next study 
specifically applied Recurrent Neural Networks (RNNs) to the 
domain of option pricing, highlighting the technology's 
aptitude for capturing intricate temporal sequences [14]. This 
evolution indicates a paradigmatic shift in financial forecasting 
methodologies, illustrating the potential of machine learning 
techniques to address the increasingly multifaceted nature of 
financial markets. 

C. Deep Learning and Financial Markets 

In the expansive sphere of machine learning, deep learning 
stands out, characterized by its multi-layered neural networks 
adept at handling high-dimensional data. Originating from 
image and video recognition tasks, as underscored by LeCun et 
al. (2015), these algorithms have witnessed a significant 
adaptation to financial analytics [15]. The strength of 
Convolutional Neural Networks (CNNs) lies in their 
autonomous feature extraction capabilities, which have found 
resonance in financial time series analysis. A new study 
successfully applied CNNs to forecast stock price movements, 
underscoring their superiority over conventional methods [16]. 
This adaptation of deep learning to finance not only signifies 
its versatility but also heralds a new era in financial 
forecasting. Embracing these sophisticated architectures 
promises a more nuanced understanding of financial market 
intricacies, catalyzing more informed and data-driven decision-
making processes in the sector. 

D. Residual Networks in Deep Learning 

Within the intricate tapestry of deep learning architectures, 
Residual Networks (ResNets) have carved a distinctive niche. 
The transformative nature of ResNets lies in their "shortcut 
connections", which allow activations to bypass certain layers, 
facilitating the learning of identity functions [17]. This 
innovative approach, originally tailored for visual tasks, has 
significantly mitigated challenges associated with training 
deeper neural networks, predominantly by averting 
performance degradation. Its adaptation to financial 
applications, though still burgeoning, shows immense 
potential. The principal virtue of these networks is their ability 
to combat the notorious vanishing gradient problem, thus 
enhancing the depth and complexity of models without 
sacrificing accuracy. The foray of ResNets into financial 
forecasting stands as testament to the evolving landscape of 
deep learning, offering fresh perspectives and tools to navigate 
the multifarious nature of financial data.  

E. Hybrid Deep Learning Architectures 

As the deep learning domain continues its relentless 
evolution, the emergence of hybrid architectures signifies a 
pivotal juncture. These models, synergizing distinct deep 
learning techniques, aim to harness the individual strengths of 
each component, resulting in a more comprehensive and potent 
analytical tool. Gosztolya et al. (2017) pioneered in this space, 
presenting a confluence of Convolutional Neural Networks 
(CNNs) and Long Short-term Memory networks (LSTMs) for 
nuanced time series forecasting [18]. Their work highlighted 
the hybrid model's capability to simultaneously capture spatial 
features and temporal dynamics. Yet, the realm of hybrid 
architectures is expansive, with the potential for myriad 
combinations. As these integrated frameworks gain traction, 
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they promise to redefine the boundaries of what deep learning 
can achieve, paving the way for more sophisticated, adaptable, 
and accurate solutions in diverse application areas, including 
finance. 

F. Challenges in Option Price Prediction 

Option price prediction, central to financial analysis, is 
fraught with complexities. Despite the sophistication of 
existing models, accurate forecasting remains an elusive goal, 
owing to the non-stationary nature of financial markets. A 
multitude of variables, both foreseen and unforeseen, 
continually impact option prices, making their behavior highly 
unpredictable. Traditional models, exemplified by Black-
Scholes, while groundbreaking, have faced criticism for their 
stringent assumptions, as highlighted [19]. Emerging machine 
learning models, despite their adaptability, are not immune to 
challenges, notably overfitting and susceptibility to market 
anomalies. Dhiman et al., (2020) elucidate these limitations, 
stressing the need for models that are both adaptive and robust 
[20]. As the financial landscape grows increasingly intricate, 
the pursuit of a holistic, accurate, and resilient option pricing 
model remains a quintessential challenge, beckoning further 
research and innovation. 

G. Gap in Current Literature 

Within the vast expanse of academic literature dedicated to 
financial forecasting and particularly option price prediction, 
certain gaps persistently emerge. The trajectory of research has 
indeed traversed from traditional mathematical formulations to 
sophisticated computational architectures, yet complete 
solutions appear to remain on the horizon. While many studies, 
such as those by Black and Scholes, have laid foundational 
pillars, and others have delved deep into the capabilities of 
machine learning and deep learning techniques, a 
comprehensive amalgamation seems somewhat elusive. 

Most evident is the lack of extensive exploration into 
hybrid deep learning frameworks, particularly in their 
application to financial markets. The combination of multiple 
neural architectures, each with its inherent strengths, presents a 
promising frontier. Kumar et al. (2023) offered a glimpse into 
the potential of these combined structures, but the literature 
remains scant in its entirety [21]. 

Furthermore, while there is an abundance of studies 
leveraging individual deep learning structures, the integration 
of residual connections within these architectures is a relatively 
uncharted territory, especially in financial forecasting contexts 
[22]. Current methodologies exhibit a propensity to lean 
heavily towards either feature extraction or temporal sequence 
modeling. Rare are the models that harmoniously intertwine 
both facets. 

This paucity in holistic models underscores the pivotal gap 
in the existing literature. The quest remains for a unified 
model, like the DR-CLSTM, that seamlessly melds the 
strengths of various deep learning techniques, thus addressing 
the multifaceted challenges of option price prediction. This 
present study aims to contribute to bridging this gap, offering a 
fresh perspective grounded in both retrospective analyses and 
forward-looking innovations. 

The trajectory of option price prediction methodologies has 
witnessed a paradigm shift from traditional mathematical 
models to sophisticated computational frameworks, epitomized 
by deep learning techniques [23]. As financial markets 
continue to evolve, becoming increasingly intricate, the need 
for robust, adaptive, and comprehensive models becomes 
paramount. The DR-CLSTM network, as explored in this 
paper, emerges in response to this exigency, grounded in a rich 
tapestry of academic research spanning diverse domains. By 
weaving together the strengths of CNNs, LSTMs, and ResNets, 
this study aims to contribute a novel perspective to the 
discourse on option price prediction, anchored in both 
historical precedents and contemporary innovations. 

III. MATERIALS AND METHODS 

The crux of any research endeavor lies in the robustness of 
its methodologies and the quality of the materials employed. In 
this "Materials and Methods" section, we elucidate the 
systematic approaches, tools, and datasets harnessed to 
facilitate our investigative journey into option price prediction. 
Serving as the backbone of our study, this section ensures 
replicability and offers a transparent window into the 
foundational processes that underpin our findings. Herein, we 
meticulously detail the data sources, the preprocessing 
techniques adopted, and the intricacies of the analytical 
methods applied. By offering this in-depth exposition, we aim 
to provide a roadmap for researchers, practitioners, and 
enthusiasts alike, enabling a clear understanding of the 
mechanisms that drive our research forward. Let us navigate 
through the critical phases and elements that constitute the 
scientific rigor of our study. 

A. Problem Statement 

In the realm of derivative pricing, a model is recognized as 
being aligned with a set of benchmarking instruments when the 
calculated parameters, within its structure, coincide with 
prevailing market values. Calibration can be conceptualized as 
the act of juxtaposing a model against these benchmarking 
entities. The act of defining parameters to affirm measuring 
conditions encapsulates the essence of model calibration [24]. 
While derivative pricing may be perceived as the prospective 
challenge, calibration can be seen as its antithesis. 
Hypothetically, given the prices of Call options across all 
strikes and durations, the calibration quandary can be directly 
tackled through an inverse formulation. Yet, confronted with a 
restricted set of derivative valuations, calibration becomes an 
indeterminate challenge, necessitating the deployment of 
regularization techniques in real-world settings. 

The integration of machine learning in predicting option 
prices has demonstrated potential, enhancing model precision, 
agility, and resilience. Notwithstanding, existing models 
grapple with obstacles such as the requisite for vast and varied 
datasets, heightened sensitivity to inputs and settings, and the 
intricacy of encapsulating intricate interactions affecting the 
option price [25]. Subsequent inquiries should prioritize 
crafting resilient and comprehensible models, assimilating 
supplementary data avenues, external variables, and 
broadening the application horizons of machine learning within 
financial domains. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

380 | P a g e  

www.ijacsa.thesai.org 

Conceptually, this mirrors determining the apex solution 
for a given conundrum. Supposing we possess a roster of Call 
options market valuations CM for specific durations Ti, i = 1,.., 
n and strike values Ki,j, j = 1,..., mi which align with prevailing 
market metrics like S, r, q, among others. Given this 
classification, the assortment of exchanged strikes Ki,j may 
differ based on the duration Ti. If we take into account 
calibrating the model M delineated in Section I, it encompasses 
model parameters p in conjunction with input data metrics. We 
differentiate p and based on their intrinsic implications: while 
parameters p is derived through calibration, the input metrics 
symbolize discernible market constants, such as S, r, q, T, and 
K3. 

Given the relevant inputs for p and, the model M can 
formulate the mathematical framework for Call option 
valuations C. To ascertain the model's calibrated parameters, 
it's imperative to resolve the associated optimization 
conundrum: 
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In this context, i and j represent weight coefficients, and L2 
stands as a normative measure for k and k, employed in the 
formulation given by Eq. (1). Broadly, to address the 
intricacies of the non-linear function, it becomes imperative to 
adopt global optimization strategies. Such a need arises as the 
multi-faceted objective (or loss) function could potentially 
harbor multiple localized minima. Moreover, this challenge 
may be inherently bounded, a phenomenon frequently 
observed when deriving the implied volatility surface from 
market data points. 

B. The Proposed Model 

Financial assets intrinsically exhibit stochastic behavior, 
necessitating representation through intricate nonlinear and 
multivariate functions, thus rendering option pricing an 
exceptionally complex challenge. Traditional approaches often 
rely heavily on numerous statistical presuppositions concerning 
market or data dynamics. In stark contrast, deep learning excels 
in its capacity to model nonlinearities, accomplishing this 
without such restrictive assumptions. This section succinctly 
outlines the non-parametric models employed in the referenced 
studies. 

In the initial publication of this research, a Convolutional-
LSTM model was introduced to address the dual complexities 
of spatial and temporal data modeling. Fig. 1 shows the 
proposed Convolutional LSTM network for option price 
prediction. The data architecture remains consistent here, 
interpretable as encompassing C channels, given its bi-
dimensional configuration. Thus, the comprehensive dataset 
serving as input adheres to the structure [26]. The 2D 
convolution operation is executed across the D and E 
parameters, spanning each row and layers of the representation. 

Alternatively, the dataset related to the option lacks a 
dimension, crucial for effective Convolutional-LSTM 
processing. Its sole permissible structure is (T;C;N;D). A 
pragmatic resolution involves adapting the Convolutional-
LSTM algorithm to harness 1D convolution, foregoing the 2D 
pooling layers. This unidimensional convolutional operation 
predominantly traverses the D component. Such convolution is 
consistently applied across pertinent inputs, cell outputs, 
hidden outputs, and gates. When centered on discerning 
correlations within market data, this 1D convolution proves 
markedly advantageous, bolstering performance over mere 
vector-based input methodologies. 

The computational process unfolds in the subsequent 
manner delineated herein: 
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Where the symbol * denotes the unidimensional 
convolution occurring between the latent phase and the 
convolutional kernels. 

For the purpose of ensuring coherence in comparison, the 
input data is further reshaped to adopt the following 
configuration: (N; 1; T; C D) = (N; 1; 10; 15). In essence, this 
consolidates all parameters into a unified channel. This 
modification aims to test our methodology's efficacy in feature 
representation 

In our research, we utilized data sourced from the Chinese 
stock and fund markets between April 2018 and June 2020, 
with a specific emphasis on 50ETF option and stock option 
data [27]. Initially, the dataset comprises 55,047 entries and 34 
distinct variables. We focused on selections with an effective 
duration of a minimum of 20 days, resulting in 829 such 
choices. Of these, the first 600 are designated for training, with 
the subsequent 229 allocated for testing purposes. This data is 
reshaped according to the specifications detailed in Section 
3(B), resulting in a final training set with 33,210 entries and a 
test set with 11,386 entries. The data for this study was 
procured from Yahoo Finance [28]. 

Prior to the commencement of our experiments, it was 
imperative to normalize each variable within the dataset. This 
normalization is essential to counteract potential imbalances or 
asymmetries in the neural network. For illustration: 
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Fig. 1. The proposed convolutional-LSTM network for option price prediction. 

IV. EXPERIMENTAL RESULTS 

In this section, we present the empirical outcomes of our 
study, offering a rigorous evaluation of the conducted 
experiments. The results elucidated herein provide a 
comprehensive insight into the efficacy of the proposed models 
in light of the research objectives. By scrutinizing these 
outcomes, readers can glean an understanding of the model's 
robustness, accuracy, and adaptability in various scenarios. 
Moreover, the results will be juxtaposed with established 
benchmarks and previous studies, serving as a comparative 
framework. This comparative analysis aims to underscore the 
advancements and potential shortcomings of the current 
research. Without further ado, let us delve into the detailed 
exposition of the experimental findings. 

A. Evaluation Metrics 

Mean Squared Error (MSE) stands as one of the paramount 
metrics in quantitative assessment, especially when the 
objective is to measure the average magnitude of error between 
predicted and actual observations [29]. Mathematically defined 
as the average of the squared differences between the 
forecasted and observed values, MSE serves as an indicator of 
the accuracy of a model's predictions. One of its distinctive 
characteristics is its amplification of larger errors, due to the 
inherent squaring of discrepancies. Consequently, models with 
a lower MSE are preferred as they suggest a closer fit to the 
actual data. However, it's essential to note that while MSE is 
profoundly informative, its sensitivity to outliers can 
sometimes overemphasize large errors. As such, it is often 
considered in conjunction with other evaluation metrics to 
provide a more comprehensive assessment of a model's 
performance. 
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Mean Absolute Error (MAE) is a critical metric employed 
in the realm of predictive modeling to gauge the average 
magnitude of errors between forecasted and actual observations 
[30]. Unlike the Mean Squared Error (MSE), which squares 
discrepancies, the MAE takes the absolute value of these 
errors. As a result, it provides a linear score where all 
individual differences have equal weight. This ensures that the 
metric is not disproportionately influenced by outliers, 
rendering it less sensitive to large deviations compared to 
MSE. Essentially, the MAE quantifies the average vertical 
distance between each point and the identity line in a prediction 
plot. Lower MAE values indicate a model that is adept at 
making predictions closely aligned with actual outcomes. 
Given its intuitive nature and resistance to the undue influence 
of outliers, MAE often serves as a pivotal parameter in many 
evaluation frameworks, particularly when the objective is to 
obtain a straightforward understanding of prediction accuracy. 
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Root Mean Squared Error (RMSE) stands as a prominent 
metric in predictive analytics and modeling, serving to evaluate 
the magnitude of error between predicted and actual outcomes 
[31]. Derived from the Mean Squared Error (MSE), the RMSE 
is computed by taking the square root of the averaged squared 
differences between forecasted and observed values. This 
operation preserves the unit of the measurements, facilitating a 
more intuitive interpretation of the error magnitude. By 
emphasizing larger errors due to its squared components, 
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RMSE is particularly sensitive to significant discrepancies and 
outliers. As such, a lower RMSE denotes a model's superior 
predictive accuracy, suggesting its predictions are in closer 
proximity to observed data. However, given its sensitivity, 
RMSE is often juxtaposed with other metrics, such as the Mean 
Absolute Error (MAE), to ensure a well-rounded assessment of 
a model's performance, especially in datasets with pronounced 
outliers. 
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Mean Absolute Percentage Error (MAPE) is a 
quintessential metric in the analytical domain, primarily 
utilized to gauge the accuracy of forecasting methods in terms 
of percentage [32]. It calculates the average absolute 
percentage discrepancy between observed and predicted values 
relative to the actual value. This metric offers a scale-
independent perspective on errors, enabling comparisons 
across varied units and magnitudes. A salient feature of MAPE 
is its intuitive interpretation, as it directly quantifies the 
prediction error as a percentage, facilitating easy 
comprehension of the model's performance in practical terms. 
Lower MAPE values are indicative of superior predictive 
accuracy, suggesting that predictions closely mirror actual 
observations. However, one caveat associated with MAPE is 
its potential to produce undefined or infinite values when the 
actual observation is zero. Moreover, it can sometimes 
disproportionately penalize underestimations compared to 
overestimations. Despite these nuances, MAPE remains a 
favored choice in many scenarios, especially when 

stakeholders seek a percentage-based evaluation of predictive 
accuracy. 
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Beyond the aforementioned metrics, it's imperative to 
conduct comprehensive model assessments employing 
methods like cross-validation, testing on unseen samples, and 
juxtaposing the model's outputs against conventional 
approaches or established benchmarks. Such rigorous 
evaluations bolster the model's resilience and its capacity to 
generalize across diverse datasets, thereby enhancing the 
precision and dependability of option price forecasts in real-
world financial scenarios. 

B. Experimental Results 

In this section, we delve into the analytical outcomes of the 
suggested model as elaborated in the preceding segment. Fig. 2 
delineate the efficacy of the ConvLSTM model in forecasting 
option prices, juxtaposing the accuracy during training and 
validation phases across 200 epochs. The amalgamation of 
CNN and LSTM networks' capabilities renders the proposed 
model especially adept for option price prognostications, given 
the pivotal role of historical prices and prevailing market 
dynamics in influencing future option valuations. Notably, the 
model manifests a precision rate of approximately 92% for 
option pricing over 200 epochs. Remarkably, even at a mere 20 
epochs, the precision remains commendably high at around 
90%. Hence, the data suggests that the ConvLSTM model can 
achieve substantial accuracy with a limited epoch count. 

 
Fig. 2. Train and validation accuracy. 
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Within the ambit of financial predictive modeling, the 
Convolutional Long Short-Term Memory (ConvLSTM) model 
has emerged as a promising tool. Fig. 3 delves deep into a 
systematic examination of this model, particularly focusing on 
the intricacies of its training and validation losses across a span 
of 200 learning epochs. This graphical representation has been 
meticulously curated to elucidate the nuanced dynamics of the 
ConvLSTM model's learning process, offering a 
comprehensive view of its progressive enhancement in 
forecasting accuracy. 

The primary intent behind Fig. 3 is manifold. First, it offers 
researchers, financial analysts, and readers an empirical visual 
assessment of how the model refines its predictive capabilities 
over successive epochs using the training dataset. By 
juxtaposing this with the model's performance on previously 
unseen validation data, the illustration provides a holistic 
perspective on the model's capacity to not only internalize data-
driven patterns but also to generalize them effectively to new 
datasets. This aspect of generalization is pivotal in the real-
world financial sphere, where the prediction model must 
navigate and adapt to constantly fluctuating market dynamics. 

As one scrutinizes the trends depicted in Fig. 3, a clear 
attenuation in both training and validation losses becomes 
evident. This decline is not just indicative of the model's ability 
to reduce error margins over time, but it also underscores its 
robustness and adaptability in the face of evolving financial 

data. It's noteworthy to mention that the sheer subtleness in the 
trajectory of these losses speaks volumes about the model's 
inherent stability and the efficiency of its learning algorithm. 

Another salient observation from the figure is the relatively 
slight divergence between the training and validation losses. In 
the complex realm of deep learning, such congruence is often 
heralded as a testament to a model's consistent performance. A 
substantial gap could have implied potential overfitting, where 
the model becomes overly tailored to the training data and 
falters on new data. However, the narrow divergence observed 
reaffirms the ConvLSTM model's balanced approach, ensuring 
it retains its predictive accuracy even when confronted with 
unfamiliar financial datasets. 

In summation, Fig. 3 stands as a pivotal piece of empirical 
evidence in this research. It not only attests to the ConvLSTM 
model's superior predictive capabilities but also illuminates its 
potential as a reliable tool for financial forecasting in a world 
characterized by uncertainty and rapid market fluctuations. 

In the complex world of predictive modeling, 
understanding a model's accuracy and its capacity to generalize 
its learning is paramount. Fig. 4 serves as a compelling 
visualization of the Convolutional Long Short-term Memory 
(ConvLSTM) model's evolution in this regard, specifically 
focusing on the trajectory of its training and validation Root 
Mean Squared Error (RMSE) in the context of option price 
prediction [33]. 

 
Fig. 3. Train and validation loss. 
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The figure meticulously chronicles the RMSE values over a 
delineated range of epochs. This choice of visualization 
enables a nuanced interpretation, offering readers an 
opportunity to juxtapose the model's learning curve (as 
evidenced by training RMSE) against its ability to adapt and 
predict new, unseen data (as evidenced by validation RMSE). 
Such a comparative study is vital in ascertaining the robustness 
and reliability of a predictive model, especially in dynamic 
domains like financial forecasting where precision is non-
negotiable. 

A foundational expectation in the realm of predictive 
analytics is that, as a model undergoes more training iterations 
(or epochs), its understanding of the data deepens, leading to 
enhanced prediction accuracy. This theoretical construct is 
manifestly demonstrated in Fig. 4. Both the training and 
validation RMSE values demonstrate a marked descent, which, 
in analytical parlance, signifies the ConvLSTM model's 
growing adeptness at decoding underlying data patterns and its 
prowess in translating this understanding into accurate 
forecasts. 

The ConvLSTM architecture, hailed for its sophistication, 
has proven its mettle through the figure's depiction. Its RMSE 
values, even in initial epochs, are commendably modest, 
attesting to the architecture's inherent strength [34]. What 
further bolsters the ConvLSTM's credibility is the observed 
trend: as the model is exposed to more epochs, there's a 
palpable contraction in the RMSE. This diminishing RMSE 
trend, in conjunction with the relative proximity between 

training and validation values, speaks volumes about the 
model's consistency and its adeptness at preventing overfitting. 

In conclusion, Fig. 4 stands as a testament to the 
ConvLSTM model's exceptional capabilities in option price 
prediction. Through its clear delineation of RMSE progression, 
the figure elucidates the model's journey from initial 
understanding to mature precision, highlighting its potential as 
a dependable tool in the demanding sphere of financial 
analytics. Such insights underscore the significance of 
meticulous model evaluation and the promise that advanced 
architectures like ConvLSTM hold for future research 
endeavors. 

Within the realm of financial forecasting, the veracity of a 
predictive model is often gauged by its ability to approximate 
real-world values. Fig. 5 serves as a visual testament to this 
critical evaluation, offering an intricate comparison between 
the ConvLSTM model's predicted option prices (rendered in 
blue) and the observed, actual option prices (depicted in red). 

The visual portrayal in Fig. 5 invite a meticulous 
examination of the parallel trajectories of the forecasted and 
real option prices. The frequent confluence points between the 
blue and red lines provide compelling evidence of the model's 
predictive accuracy. Such intersections are not mere graphical 
intersections; they symbolize moments of congruence between 
predictive estimations and real-world observations. When a 
model's predictions consistently intersect with or closely trail 
the actual values, it is indicative of its robustness and precision. 

 

Fig. 4. Root mean squared error changes. 
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Fig. 5. Predicted and actual results for option pricing. 

This observed alignment is not a trivial accomplishment, 
especially in the volatile domain of option pricing. The 
inherent unpredictability of financial markets makes the task of 
forecasting option prices a daunting challenge. Hence, the 
observed consistency between the model's estimations and the 
actual values underscores the ConvLSTM's superior modeling 
capabilities and its adeptness in capturing intricate market 
dynamics. 

Moreover, the frequency of these intersections lends further 
credence to the ConvLSTM model's reliability. Infrequent 
matches could be dismissed as fortuitous, but the recurrent 
overlap observed in Fig. 5, suggests a pattern of sustained 
accuracy. Such consistency in predictions is emblematic of a 
model that has successfully internalized complex data patterns 
and can replicate this understanding in diverse scenarios. 

Drawing from the insights garnered from Fig. 5, it becomes 
palpable that the ConvLSTM architecture's advanced design 
and computational prowess make it a formidable tool in the 
sphere of option price prediction. The close alignment between 
its forecasts and real prices is not merely a favorable outcome; 
it signifies the model's potential as a reliable instrument for 
long-term, practical applications in financial forecasting. 

In conclusion, Fig. 5 stands as a testament to the 
ConvLSTM model's empirical efficacy. By providing a visual 
representation of the model's predictive prowess in the face of 
real-world data, the figure reinforces the notion that advanced 
predictive architectures like ConvLSTM are poised to 
revolutionize the landscape of financial analytics. 

V. DISCUSSION 

The research undertaken here delves deep into the intricate 
facets of option price prediction using the Convolutional Long 
Short-term Memory (ConvLSTM) model, a hybrid deep 
learning architecture. The journey of analyzing, training, and 
testing the model has opened up avenues for reflections and 
discussions on both the capabilities of the model and the 
complexities associated with option pricing in financial 
markets. 

Foremost, the accuracy metrics employed (e.g., RMSE, 
MAPE) offered crucial insights into the model’s predictive 
performance. Notably, the ConvLSTM model showcased a 
capacity to capture both spatial and temporal aspects of the 
financial data. This is significant, as financial data streams 
inherently possess these dual characteristics. Traditional 
models often struggle with time-series data that also has spatial 
features, which makes ConvLSTM's accomplishment notable. 
The ability of the model to achieve around 92% precision in 
option pricing over 200 learning epochs stands as a testament 
to its robust nature. Further, its adeptness at reaching 90% 
precision in just 20 epochs underscores its efficiency. 

The train and validation graphs over epochs – whether in 
terms of precision, loss, or RMSE – illuminated the model's 
learning curve. A significant observation was that the disparity 
between training and validation scores was minimal, hinting at 
minimal overfitting [35]. This implies that the model 
generalizes well to unseen data, a crucial factor in the volatile 
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world of financial markets where prediction robustness can 
translate to substantial economic implications. 

The graphical representation comparing the predicted 
option prices with the actual values further reaffirmed the 
model's strength. The convergence of the blue and red lines not 
only indicates effective learning but also suggests the model’s 
adaptability to evolving market dynamics. 

Nevertheless, as with all models, it is essential to view 
these results in the broader context of financial modeling. The 
realm of option pricing is replete with volatility, influenced by 
an array of external factors such as geopolitical events, 
monetary policies, and global market trends [36]. While the 
ConvLSTM model has showcased commendable accuracy in 
this research, it is worth pondering how it might perform in 
extremely volatile scenarios or in the face of black swan events 
[37]. 

Another point of reflection is the comparison of the 
ConvLSTM model with traditional option pricing models like 
the Black-Scholes model [38]. While deep learning models like 
ConvLSTM offer adaptability and can work without strict 
assumptions, traditional models come with theoretical 
foundations deeply entrenched in financial theories. Would it 
be advantageous to integrate features from both worlds to 
achieve a more balanced, adaptable, yet theoretically sound 
model? 

Data preprocessing, especially the normalization of 
parameters, was an essential step in this research. Neural 
networks, like the one employed in our ConvLSTM model 
[39], often require data to be structured and normalized to 
prevent issues like vanishing or exploding gradients [40]. It 
paves the path for a potential area of exploration: the 
development of models that are more resilient to raw or semi-
processed data. Given the real-time nature of financial 
decisions, reducing preprocessing time without compromising 
accuracy could be invaluable. 

Furthermore, the choice of data – specifically from the 
Chinese stock and fund market – brings forth questions about 
the model's adaptability to other global markets [41]. Financial 
behaviors and influences can vary across regions, affected by 
cultural, economic, and political differences. Hence, would the 
model retain its efficacy if trained on data from, say, the 
American or European markets? 

In conclusion, the ConvLSTM model’s potential in option 
price prediction, as evidenced by this research, is undeniably 
impressive. Its hybrid nature capitalizes on the strengths of 
both CNNs and LSTMs, making it a formidable tool for 
financial forecasting. However, it is imperative to continually 
evaluate and adapt the model, considering the ever-evolving 
landscape of global financial markets. The journey of this 
research serves not just as a testament to what has been 
achieved but also as an inspiration for the myriad possibilities 
that lie ahead. 

VI. CONCLUSION 

The exploration into the predictive prowess of the 
Convolutional Long Short-term Memory (ConvLSTM) model 
for option price forecasting has yielded insightful revelations. 

This research has undeniably demonstrated the potential of 
leveraging advanced deep learning architectures in the intricate 
and volatile realm of financial markets. As showcased, the 
ConvLSTM model adeptly captures the spatial and temporal 
nuances of financial data, achieving commendable accuracy 
levels over a minimal number of epochs. 

A notable takeaway from this study is the synergy between 
the spatial feature detection capabilities of Convolutional 
Neural Networks (CNNs) and the sequential pattern 
recognition of Long Short-term Memory (LSTM) networks. 
The integration of these characteristics into the ConvLSTM 
model has proven to be particularly potent for forecasting in 
the dynamic domain of option pricing. The close alignment 
between the model’s predictions and actual option prices 
underscores its viability as a tool for practical financial 
applications. 

However, as with all predictive models, the ConvLSTM's 
performance should be perceived within the broader 
framework of financial analytics. While its adaptability and 
precision are commendable, continuous iterations and 
refinements are imperative, considering the multifaceted 
influences on financial markets. The model's ability to adapt to 
diverse global markets and unforeseen volatile events remains 
an avenue for future exploration. 

In essence, this research has illuminated the vast potential 
that modern deep learning models hold for financial 
forecasting. It has set a benchmark, proving that with the right 
architecture and data, neural networks can be invaluable assets 
in the financial sector. As we advance, it is this confluence of 
finance and technology, exemplified by models like 
ConvLSTM that promises to redefine the contours of financial 
analytics and decision-making. 
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Abstract—Under the data ecology, the advancement of 

relevant technology and the utilization of relevant resources have 

provided more efficient technical services for various industries. 

However, with the proliferation of data resources, problems such 

as information pollution and data redundancy have arisen in the 

process of supply chain services for collection resources. For 

solving such problems and enhancing the collection resource 

supply efficiency of librarians, the study uses data mining 

technology combined with improved K-Means clustering 

algorithm to design a value co-creation model of library 

collection resource supply chain for librarians under data 

ecology. The outcomes indicate that the shortest running time of 

traditional K-Means algorithm is 40ms and the longest running 

time is 115ms in Wine dataset, and the running time of improved 

K-Means algorithm is stable at 59ms; the shortest running time 

of traditional K-Means algorithm is 26 ms and the longest 

running time is 58ms in Iris dataset, and the running time of 

improved K-Means algorithm is stable at 53 ms. The clustering 

accuracy of the improved K-Means algorithm in the Wine data 

set is 98.2%, which is 0.3% exceeding the traditional K-Means 

algorithm, which is 97.9%; the clustering accuracy in the Iris 

data set is 100%, which is 2.4% exceeding the traditional 

K-Means algorithm, which is 97.6%. In summary, it can be seen 

that the studied data ecology has a good application of the factors 

and models influencing the value co-creation of the supply chain 

of library resources for library dispensers. 

Keywords—Resource supply chain; data mining; value 

co-creation; K-Means clustering algorithm; pavilion dispenser 

I. INTRODUCTION 

With the big data’s reach, the use of data resources 
changed the current human lifestyle and cognitive level, and 
data resources have become an important asset [1]. The 
advancement of relevant technology has led to the increasing 
participation of users in the network, and the phenomenon that 
everyone has data but everyone lacks data has emerged in 
various industries [2]. The increase in data transparency and 
freedom and the increasing circulation of data have led to 
information pollution and data redundancy in the current data 
ecosystem [3]. Therefore, the traditional library resource 
management model cannot satisfy the needs of efficient 
resource integration for the massive library collection 
resources nowadays. Data mining (DM) is a data-centered 
mode of thinking, which can rely on algorithms to effectively 
refine and integrate generous data to maximize the benefits of 

data resources [4]. The integration of resources based on DM 
technology is the service goal of the supply chain of collection 
resources of the librarians, and the deep combination of DM 
and supply chain resource management to explore a 
high-efficiency and low-cost resource supply chain 
management model is the method for realizing the relevant 
value of collection resources. The K-Means (KM) algorithm is 
extensively utilized classical classification clustering 
algorithms (CA). It can effectively solve the low clustering 
accuracy and simple for falling into local solutions [5]. The 
problem and goal of this article are to improve the efficiency 
of collection resource supply for library distributors. The 
significance and contribution of this study are to propose the 
connotation of value co-creation (VCC) in the collection 
resource supply chain of library distributors, provide readers 
with a better knowledge service environment, and provide 
theoretical basis and direction guidance for future research on 
the collection resource supply chain. Therefore, in this context, 
the factors and models influencing the VCC in the supply 
chain of library resources for library distributors under the 
data ecology are studied to improve the use rate and realize 
the VCC in the supply chain of library resources. The second 
part is a review of the research of resource supply chain and 
DM technology at home and abroad; the third part is a study 
on the VCC model of library resource supply chain based on 
the data ecology. The first section analyzes the factors 
affecting the VCC of library resource supply chain based on 
the Decision-making Trial and Evaluation Laboratory 
(DEMATEL)_ method; the second section is the constructing 
of the VCC model of library resource supply chain for library 
distributors. The fourth part is the validation of the VCC 
model of the supply chain of library resources for library 
service providers based on the data ecology. 

II. RELATED WORKS 

The resource distribution link of the resource supply chain 
introduces new-age technologies such as logistics technology 
and Internet of Things. Therefore, the resource supply chain 
based on data and emerging technologies has gained the 
attention of many domestic and foreign experts and scholars, 
and researchers have carried related research on it. Nandi M L 
and other scholars proposed integrating relevant technology 
into its corresponding supply chain system to improve the 
supply chain performance and construct a resource-based 
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supply chain system framework. It is based on 126 secondary 
information cases and a qualitative content analysis of these 
126 supply chain system cases using a retrospective approach. 
The outcomes illustrated that the method is useful in 
improving information sharing in supply chain and has 
reference value in supply chain integration [6]. The research 
team of Agyabeng-Mensah Y, to test the influence of green 
human resource management on internal green supply chain, 
proposed an equation modeling software with partial least 
squares structure, which utilized a relevant method to collect 
data in supply chain and used partial least squares structure for 
analyzing the data. The outcomes showed that the method 
tested the internal green supply chain and was feasible [7]. 
Mehrotra S et al. proposed to establish a stochastic optimal 
allocation model with sharing function for enhancing the 
system of the ventilator supply chain, which was mainly used 
for the allocation of ventilator resources during the new 
coronary pneumonia pandemic. The outcomes indicated it 
could enhance the allocation efficiency of the ventilator 
supply chain [8]. 

DM techniques possess an essential influence in resource 
supply chain research. Zhao Y's research team proposed a 
building energy fault diagnosis model based on DM 
techniques for enhancing the operation of energy systems in 
the building industry. Then the model utilized unsupervised 
DM techniques to construct a framework for building energy 
operation pattern identification and energy load diagnosis, and 
the model was tested in a dataset Validation. The outcomes 
indicated that the model possessed excellent accuracy of 
building energy load prediction [9]. Liu J and other scholars 
proposed a privacy-preserving DM algorithm in view of 
Bayesian analysis and logical analysis for addressing the data 
privacy protection. The core of the method was for letting DM 
technology become data and strengthen the management of 
DM technology. The outcomes indicated that the method 
improved the security of privacy protection by 20% and is 
feasible [10]. Rong Z and other researchers proposed a 
multi-layer fuzzy evaluation model in view of AI DM, which 
integrated fuzzy information such as learning, recognition, 
correlation and adaptive to evaluate the ideological education 
of undergraduates, in response to the problems of unclear 
evaluation system and single evaluation method of 

undergraduates. The outcomes illustrated that the model 
achieved the desired effect with scientific validity [11]. 

In summary, DM techniques are often applied in supply 
chain research in various fields, but research on using big DM 
techniques to build a VCC model for the supply chain of 
library resources is quite rare. In this context, the factors and 
models influencing the VCC of the supply chain of collection 
resources for library dispensers under the data ecology are 
studied to achieve better application results. 

III. RESEARCH ON THE VCC OF THE SUPPLY CHAIN OF 

LIBRARY RESOURCES IN VIEW OF THE DATA ECOLOGY OF 

LIBRARY DISPENSERS 

In this chapter, the structure of the supply chain of library 
resources of library dispensers under the data ecology is 
studied, and the factors influencing the VCC of the supply 
chain of library resources are analyzed using the DEMATEL 
method, and the construction of the VCC model of the supply 
chain of library resources of library dispensers is carried out 
using the improved KM CA. 

A. Analysis of the Factors Influencing the VCC in the Supply 

Chain of Collection Resources based on the DEMATEL 

Method 

Data ecology is evolved from the digitization of 
knowledge resources, which is generated as an outcome of the 
combination of resource digitization and information 
technology (IT). Data ecology is based on big data carriers, 
forming a community of interest for data sharing and 
collaboration to achieve the purpose of VCC [12]. From the 
perspective of supply chain, libraries can be regarded as 
logistics distribution centers, and the resource supply chain 
links upstream collection suppliers and downstream library 
customers. The theory of VCC in the supply chain of 
collection resources can be used in the library distribution 
industry, where libraries and distribution providers work 
together to provide quality collection resources to library 
customers and create social value to improve social and 
economic benefits [13]. The supply chain structure of library 
resources for library distributors under data ecology is shown 
in Fig. 1. 
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Fig. 1. The supply chain structure of collection resources for library distributors in the data ecology. 
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As shown in Fig. 1, the major part of the supply chain 
structure of collection resources mainly contains libraries, 
library distributors, library customers and collection suppliers. 
The collection resources mainly include book resources, 
e-book resources and library intelligent auxiliary devices 
provided by the collection suppliers. To realize the VCC in the 
supply chain of collection resources, it is essential for bringing 
into play the supply efficiency of collection resources and 
ensures the effective circulation of resource flow, capital flow, 
logistics and value flow in the supply chain of collection 
resources [14]. According to the root theory, nine factors can 
be derived to influence the supply chain VCC: the 
construction and integration of supply chain resources, the 
advancement and applying of supply chain service technology, 
the applying of data for supply chain VCC, the quality of staff 
in the supply chain, the concept of supply chain VCC, the 
construction of supply chain VCC platform, the interaction of 
the main body of supply chain VCC, the demand of readers 
for supply chain VCC, and the environmental constraints of 
supply chain VCC, etc. [15]. DEMATEL is a way of 
systematic analysis using matrix tools and graph theory, which 
can calculate the influence degree of each factor based on the 
logical relation in the elements [16]. For identifying the key 
factors in the supply chain VCC from the nine factors, the 
degree of correlation between the factors is calculated using 
the DEMATEL method. The mathematical expression of the 
normalization matrix is shown in Eq. (1). 
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In Eq. (1), X  denotes the influence relationship matrix 

while H  means the normalized one. 
ijx  denotes the degree 

of influence of factor i  on factor j . The relevant formula is 

demonstrated in Eq. (2). 
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In Eq. (2), K  denotes the unit matrix and S  indicates 

the combined influence matrix. The method for calculating the 
influence degree of each factor is shown in Eq. (3). 
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In Eq. (3), Q  denotes the influence degree vector of 

factors and N expresses the total of factors. The influenced 
degree vector is shown in (4). 
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In Eq. (4), W  indicates the vector of factors' influence 

degree, and the centrality and the reason degree can be 
calculated according to the influence degree of the factors. 
Reason degree illustrates the influence of the factor on other 
factors, and a positive reason degree illustrates that the 
element possesses an impact on other elements, while a 
negative reason degree illustrates that the element is affected 
by other elements [17]. The relevant formula is showcased in 
Eq. (5). 

i i iU Q W 
     (5) 

In Eq. (5), U  indicates the value of centrality. The 

relevant formula is showcased in Eq. (6) 

i i iV Q W 
     (6) 

In Eq. (6), V  indicates the value of the cause degree. The 

combined importance of the system elements can be counted 
from the values of centrality and causality, as shown in Eq. 
(7). 

i i i i iZ U V  
    (7) 

In Eq. (7), 
iZ  represents the combined importance of 

system factors;   denotes the pendulum weighting 

coefficient of centrality, and   refers to the pendulum 

weighting coefficient of cause. Based on the maximum and 
minimum values of the centrality and the reason degree, the 
optimal and the worst solutions can be derived, and then the 
swing weight coefficients are used to assign weights to the 
indicators of the two solutions. Then the final weight values of 
the centrality and the reason degree can be obtained by 
normalizing the two assigned weights. Based on the key 
factors identified by the DEMATEL method, a model of 
co-creation influence factors of the supply chain value of the 
collection resources based on the DEMATEL method is 
designed as shown in Fig. 2. 
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Fig. 2. A model of factors influencing the VCC of collection resources supply chain based on DEMATEL method. 
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As shown in Fig. 2, in the VCC influence factor model, 
platform construction and co-creation concept are the key 
factors of supply chain VCC of library resources; readers' 
demand, subject interaction and resource integration are the 
drivers of supply chain VCC; platform environment and staff 
literacy are the direct factors of supply chain VCC; and data 
applying and IT are the indirect factors of supply chain VCC. 

B. The Construction of the VCC Model of the Supply Chain of 

Library Resources for Library Distribution Providers 

The realizing of VCC in the supply chain of collection 
resources under the data ecology cannot be achieved without 
the influence of nine factors, while the complexity of the 
operation and management of the supply chain of collection 
resources brings challenges to the realization of VCC. For 
reaching the purpose of providing readers with quality 
resources in the resource supply chain, DM technology is 
utilized for exploring the VCC in the collection resource 
supply chain and build a model of VCC in the collection 
resource supply chain with DM. DM is a data-centered mode 

of thinking, and DM relies on algorithms and technologies to 
effectively refine and integrate massive amounts of data to 
maximize the benefits of data resources [18]. For achieving 
the VCC process of the supply chain of collection resources 
under the data ecology, the VCC model of the supply chain of 
collection resources for library distribution providers is 
constructed as shown in Fig. 3. 

As shown in Fig. 3, the data base in the VCC model of the 
supply chain of library resources contains equipment 
operation data, organization operation data, reader behavior 
data and resource integration data. Effective DM of the 
collection resources under the big data ecology is beneficial 
for the library distributor to understand the information of 
readers' needs and library business weaknesses, and it can also 
enhance the communication efficiency among the supply 
chain subjects. The core idea of DM technology is mining 
potentially useful information from generous disordered and 
incomplete data using relevant algorithms. The relevant basic 
process is showcased in Fig. 4. 
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Fig. 3. The VCC model of collection resources supply chain for library distributors. 
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Fig. 4. The basic process of DM. 
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Fig. 4 indicates that the DM includes steps of data 
collection, data pre-processing, construction of DM models 
and output of results. The algorithms for building DM models 
are generally divided into four categories, such as CA, 
association rule algorithms, classification and regression 
algorithms, and CA [19]. The KM algorithm is extensively 
utilized CA as its simple principle and easy implementation 
[20]. The CA is an indirect clustering division method, which 
can measure the similarity between samples using Euclidean 
distance (ED) and transform it by means of data distance 
metric for better calculation of data. The CA utilizes distance 
as a criterion for evaluating the metric of sample similarity. 
The closer the distance in two samples, the higher the 
similarity between the samples. The most used distance 
formulas in CA are ED and Manhattan distance, and the 
mathematical expression of ED is indicated in Eq. (8). 

       
2 2 2

1 1 2 2, ...,i j i j in jnD i j x x x x x x      
 (8) 

In Eq. (8), D  denotes the ED, i  and j  denote the data 

objects, and n  denotes the dimensionality. The mathematical 

expression of the Manhattan distance is shown in Eq. (9). 

  1 1 2 2, ...,i j i j in jnD i j x x x x x x       
 (9) 

In Eq. (9), D  denotes the Manhattan distance. If no end 
criterion is set in the KMA, the distance calculation of Eq. (8) 
and Eq. (9) will be repeated, and reaching the end mark means 
that the algorithm has reached convergence. The flow chart of 
the KMA is illustrated in Fig. 5. 
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Fig. 5. Flowchart of KM algorithm. 

Fig. 5 indicates that the algorithm first prepares the data, 
determines the number of classifications and sets the 
clustering centers, then counts the range in each data point and 
the clustering center, and groups the closest points into the 

initial centroids. After that, the clustering centroids are 
recalculated and the convergence is judged. If the convergence 
is not reached, the above steps are repeated until convergence 
is achieved. The most common method used in CA to 
determine whether convergence is achieved is the 
error-sum-squared criterion method, and the mathematical 
expression of the error-sum-squared criterion method is shown 
in Eq. (10). 
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In Eq. (10), D  denotes the sample set; J  denotes the 

objective function; 
im  serves as the mean value of the 

sample, and the formula for calculating the sample mean is 
shown in Eq. (11). 
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According to Eq. (10) and Eq. (11), the value of the 
objective function depends on the sample centroid, and the 
larger the sample centroid, the larger the objective function 
and consequently the larger the error; conversely, the smaller 
the sample centroid, the smaller the objective function, and 
consequently the smaller the error. For reducing the 
probability of error in the calculation, the traditional KM 
algorithm is enhanced by using the weighted squared average 
distance method to reduce the search range in the calculation. 
The expression of the weighted squared average distance 
method is shown in Eq. (12). 
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In Eq. (12), 
iA

 denotes the mean squared distance 

between samples and 
iP  denotes the prior probability. The 

formula for calculating the mean squared distance is shown in 
Eq. (13). 
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In Eq. (13), 
in  denotes the number of data samples, and 

2

i ix X x X

x x
 

   denotes the sum of distances between 

samples. The mathematical expression of the interclass 
distance and criterion is shown in Eq. (14). 
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In Eq. (14), m  denotes the mean value of the distance 

between samples, and 
im  denotes the mean value of the 

distance between samples of i . The weighted interclass 

distances and criteria are shown in Eq. (15). 
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As shown by Eq. (15), the weighted interclass distance and 
criterion is the association of adding a priori probability to the 
interclass distance and criterion formula. The larger the value 

of J
 corresponds to the greater the degree of variation, then 

the more obvious the clustering analysis results. 

IV. VALIDATION OF THE VCC OF THE SUPPLY CHAIN OF 

LIBRARY RESOURCES IN VIEW OF THE DATA ECOLOGY OF 

LIBRARY DISTRIBUTORS 

For verifying the performance of the VCC model of the 
supply chain of library resources based on the data ecology, 
the performance of the traditional KM algorithm was 
compared with that of the improved one. The total samples in 
the Wine dataset were 440, and there were four clusters of the 
same size and no isolated points in the dataset; the total 
number of samples in the Iris dataset was 300, and there were 
three clusters of the same size and five isolated points in the 
dataset. The specific the relevant outcomes are showcased in 
Table I. 

The traditional and the improved KM algorithms were run 
ten times in each of the two training sets, and the comparing 
of the CA of the two algorithms run ten times in the data set is 
shown in Fig. 6. Fig. 6(a) illustrated that the traditional KM 

algorithm showed an up-and-down state in the Wine dataset, 
with the highest CA of 70.3% and the lowest of 53.5%, while 
the CA of the improved KM algorithm was stable at 71%. In 
Fig. 6(b), the traditional KM algorithm achieved the lowest 
CA of 65% at the sixth run in the Iris dataset, and the CA 
fluctuated around 89% for the other runs, while the CA of the 
improved KM algorithm remained at 90%. Collectively, it 
illustrated that the traditional KM algorithm was not stable 
enough and the improved KM algorithm had more stability. 

For comparing the performance of the traditional and the 
improved KM algorithms more comprehensively, the running 
times of the two algorithms were studied. The running time 
comparison of the two algorithms run ten times in the dataset 
is indicated in Fig. 7. Fig. 7(a) showcased that the running 
time of the traditional KM algorithm in the Wine dataset still 
presented an unstable state, in which the shortest running time 
was 40 ms and the longest running time was 115 ms, while the 
running time of the improved KM algorithm was stable at 59 
ms. Fig. 7(b) indicated that the traditional KM algorithm in the 
Iris dataset had the shortest running time of 40 ms and the 
longest running time of 115 ms, while the running time of the 
improved KM algorithm was stable at 59 ms. The shortest 
running time of the traditional KM algorithm was 26ms and 
the longest running time was 58ms, while the running time of 
the improved KM algorithm stayed at 53ms. Collectively, it 
illustrated that the improved KM algorithm had stronger 
robustness compared to the traditional KM algorithm. 

TABLE I. EXPERIMENTAL ENVIRONMENT 

Experimental Environment Configuration 

Operating system Windows 10 

Memory 16G 

GPU NVIDIA TITAN BLACK GPU 

CPU Intel(R) Core (TM) i5-4460 

Programming Language Python 

Algorithm testing tools PyCharm 
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Fig. 6. Comparison of CA between two algorithms running ten times. 
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Fig. 7. Comparison of the runtime of two algorithms in the dataset. 

To observe more intuitively the performance comparing 
between the traditional and the improved KM algorithms, the 
performance metrics of the two algorithms were compared and 
analyzed with the number of iterations. The comparison 
results are showcased in Table II. From Table II, the average 
CA of the improved KM algorithm was 71% and 90% in the 
Wine dataset and Iris dataset, respectively, which was 9.1% 
and 3.4% higher than the average CA of the traditional KM 
algorithm. And it showcased that the improved KM algorithm 
had higher CA, and the improved KM algorithm only runs the 
best clustering effect could be achieved by running only once. 
In terms of the number of iterations, that of the improved KM 
algorithm was smaller than the average iteration times of the 
traditional KM algorithm. Although the average running time 
of the improved KM algorithm was 53 ms in the Iris dataset, 
which was 8.6 ms longer than the average running time of 
44.4 ms of the traditional KM algorithm, the improved KM 
algorithm could achieve the best clustering effect after only 

one run. Therefore, the improved KM algorithm still achieved 
a more desirable performance in terms of running time. 

From verifying the traditional and the improved KM 
algorithms in practical applications, the two algorithms are 
compared and analyzed in simulation experiments in the Wine 
dataset. The outcomes of the simulation experimental runs of 
the two algorithms in the Wine dataset are shown in Fig. 8. 
Fig. 8(a) indicated that the clustering result of the Wine 
dataset contained four clusters of almost the same size and no 
isolated points in the dataset. Fig. 8(b) illustrated that the 
clustering results of the traditional KM algorithm in the Wine 
dataset produced misclassification rates of 1.2%, 3.5%, 1.3% 
and 2.5% for cluster 1, cluster 2, cluster 3 and cluster 4, 
respectively, and the CA was 97.9%. As seen in Fig. 8(c), the 
clustering results of the improved KMA in the Wine dataset 
yielded misclassification rates of 1.3%, 3.5%, 0 and 2.1% for 
cluster 1, cluster 2, cluster 3 and cluster 4, with a CA of 
98.2%. 

TABLE II. COMPARISON OF PERFORMANCE INDICATORS BETWEEN TRADITIONAL AND IMPROVED KM ALGORITHMS 

Performance Index Data Set 
Traditional KM Algorithm Improved KM Algorithm 

Minimum Highest value Average Minimum Highest value Average 

Iterations 
Wine 4 12 8.3 7 7 7 

Iris 5 13 9 8 8 8 

Clustering accuracy/% 
Wine 53.5 70.3 61.9 71 71 71 

Iris 65 90 86.6 90 90 90 

Run time/ms 
Wine 40 115 75.4 59 59 59 

Iris 26 58 44.4 53 53 53 
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Fig. 8. Simulation experimental results of two algorithms in Wine dataset. 

For more comprehensively verifying the traditional and the 
improved KM algorithms in practical applications, the two 
algorithms were compared and analyzed in simulation 
experiments on the Iris dataset. The results of the simulation 
experimental runs of the two algorithms in the Iris dataset are 
shown in Fig. 9. Fig. 9(a) demonstrated that the clustering 
outcome of the Iris dataset contained three clusters of almost 
the same size and there were five isolated points in the dataset. 
In Fig. 9(b), the traditional KM algorithm’s clustering 
outcomes on the Iris dataset yielded misclassification rates of 
2%, 1.1%, and 4% for clusters 1, 2, and 3, respectively, with a 
CA of 97.6%. Fig. 9(c) showcased the clustering outcomes of 
the improved KM algorithm in the Iris dataset, cluster 1, 
cluster 2, and cluster 3 all produced a misclassification rate of 
0, respectively, with a CA of 100%. 

For more intuitively observing the comparison of 
effectiveness of the traditional and the improved KM 
algorithms in practical applications, the clustering results in 
the two datasets were evaluated. The clustering evaluations of 
the traditional and the improved KM algorithms are shown in 
Table III. Table III illustrated that the CA of the improved KM 
algorithm in the Wine dataset was 98.2%, which was 0.3% 
higher than the CA of 97.9% of the traditional KM algorithm. 
In the Iris dataset, the CA of the improved KM algorithm 
reached 100%, which was 2.4% higher than the CA of 97.6% 
of the traditional KM algorithm. Collectively, the CA of the 
improved KM algorithm significantly exceeded that of the 
traditional KM algorithm in practical applications. 
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Fig. 9. The clustering results of two algorithms in the Iris dataset. 

TABLE III. CLUSTER EVALUATION OF TRADITIONAL AND IMPROVED KM ALGORITHMS 

Data Set Crowd Together 
Traditional KM Algorithm Improved KM Algorithm 

Misclassification rate (%) Purity (%) Clustering accuracy Misclassification rate (%) Purity (%) Clustering accuracy 

Wine 

Cluster 1 1.2 98.8 

97.9 

1.3 98.7 

98.2 
Cluster 2 3.5 96.5 3.5 96.5 

Cluster 3 1.3 98.7 0 100 

Cluster 4 2.5 97.5 2.1 97.9 

Iris 

Cluster 1 2 98 

97.6 

0 100 

100 Cluster 2 1.1 98.9 0 100 

Cluster 3 4 96 0 100 

V. CONCLUSION 

In the context of data ecology, the proliferation of data 
resources has led to the problems of information pollution and 
data redundancy in the supply chain service of collection 
resources. For solving the data redundancy issue and 
enhancing the collection resource supply efficiency of 
librarians, the study used DM technology combined with 
improved KM CA for designing a VCC model of library 
collection resource supply chain for librarians under the data 
ecology. The experiment illustrated that the CA of the 
traditional KM algorithm in the Wine dataset was 70.3% at the 
highest and 53.5% at the lowest, and the CA of the improved 
KM algorithm stable at 71%; the CA of the traditional KM 

algorithm in the Iris dataset was 65% at the lowest and 89% at 
the highest, and the CA of the improved KM algorithm was 
maintained at 90%. The running time of the traditional KM 
algorithm in the Wine dataset was 40ms at the shortest and 
115 ms at the longest, and that of the improved KM algorithm 
is stable at 59 ms; the running time of the traditional KM 
algorithm in the Iris dataset was 26 ms at the shortest and 
58ms at the longest, and that of the improved KM algorithm 
was maintained at 53 ms. The clustering effect of the 
improved KM algorithm in practice was 98.2% in the Wine 
dataset, which was 0.3% higher than the 97.9% CA of the 
traditional KM algorithm, and 100% in the Iris dataset, which 
was 2.4% exceeding the 97.6% CA of the traditional KM 
algorithm. 2.4%. In summary, it illustrates that the studied 
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VCC model of the supply chain of library resources in view of 
the data ecology of the library dispensers has better resource 
supply efficiency, but the experiments use fewer comparison 
sample data. The experimental results are not objective 
enough, and further improvement is needed in this aspect. This 
article studies and explores the influencing factors and 
mechanisms of VCC in the supply chain of library collection 
resources from the perspective of data ecology and VCC. 
Based on the current low utilization rate of library collection 
resources, differentiated reader needs, and service VCC, 
improvement strategies are proposed. The conclusions of the 
study are as follows: firstly, the influencing factors of VCC in 
the supply chain of library resources mainly include nine 
major factors: resource construction and integration in the 
supply chain, development and application of supply chain 
service technology, data application of supply chain value co 
creation, staff literacy in the supply chain, concept recognition 
of supply chain VCC, construction of supply chain VCC 
platform, subject interaction of supply chain VCC, the reader 
needs of supply chain VCC and the environmental constraints 
of supply chain VCC. Secondly, based on the shared supply 
chain platform and reader decision-making procurement, a 
VCC model for the collection resource supply chain has been 
constructed. This model can not only meet the personalized 
needs of readers, but also improve the utilization rate of 
collection resources, making the value of the library more 
fully realized. 
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Abstract—Flexible manufacturing systems have become 
relatively mature in the industrial field, representing the most 
advanced research achievements in the development of the 
manufacturing industry. But currently, there are few resources 
and high costs in universities to create a system that is more 
practical, and it cannot meet the practical teaching requirements 
of students in multiple majors. In response to the above issues, 
this study first designed a flexible manufacturing system from the 
overall architecture, then introduced and integrated virtual 
simulation technology, and utilized multi-objective genetic 
algorithm for cargo location optimization to improve the work 
efficiency of the flexible system. The research results indicate that 
after 213 iterations of the proposed algorithm, the iteration curve 
of the total objective function value tends to be stable, and the 
effect of cargo location optimization is relatively ideal. At this 
time, the total objective function value is 142.5. In addition, as 
the scale expands, the corresponding number of iterations for 
multi-objective genetic algorithm at its maximum scale is 411.2. 
The application effect of virtual flexible manufacturing system in 
practical teaching in universities is good, and visual learning 
methods can better attract students' attention. 

Keywords—Flexible platform; virtual simulation technology; 
manufacturing control system; multi-objective genetic algorithm; 
slotting optimization 

I. INTRODUCTION 
With the advent of the Fourth Industrial Revolution and 

the rapid development of the social economy, people have put 
forward higher requirements for the richness of the industrial 
industry. This has led to a shortened lifespan of industrial 
products, and currently traditional single production and 
manufacturing technologies are no longer able to meet 
industrial production needs [1-2]. Therefore, to improve 
industrial production efficiency and meet the flexible 
requirements of production manufacturing systems, Flexible 
Manufacturing Systems (FMS) have emerged and received 
widespread support in related fields. FMS is a set of CNC 
machine tools and other automated process equipment, which 
is an organic combination of computer information control 
system and automatic material storage and transportation 
system. It has the advantages of high equipment utilization 
rate, high product quality, flexible operation, stable production 
capacity, and large product response capacity [3-4]. However, 
universities lack relevant technology and funding to learn 
flexible manufacturing technology, resulting in a lack of 
theoretical knowledge and practical application for students in 
related majors [5-6]. And the cost of the flexible 

manufacturing system close to the actual production is very 
expensive, which cannot meet a large number of teaching 
tasks, which hinders the path of cultivating mechanical 
automation talents in Colleges and universities, and does not 
meet the needs of social development. To reduce damage to 
flexible manufacturing equipment caused by improper 
operation by students and avoid personal injury, this study 
introduces Virtual Simulation Technology (VST) to construct 
a Virtual Flexible Manufacturing (VFM) system, to meet the 
combination of physical control system of virtual equipment 
and practical teaching. This paper aims to address the 
limitations of flexible physical systems in practical training 
and teaching in universities, create FMS that is more in line 
with practical production, and cultivate the professional and 
practical abilities of comprehensive talents. There are two 
main innovative points in the study. The first point is to 
propose a VFM system that integrates VST, which can interact 
with physical control systems, receive control commands, and 
feedback virtual sensor signals. The second point is to use 
multi-objective genetic algorithm (MOG) for cargo location 
optimization to improve the efficiency of flexible systems. 
The structure of the study mainly consists of four parts. The 
first part is a review of relevant research results. The second is 
about the design of VFM that integrates VST, as well as the 
optimization of cargo space in the VFM system based on 
MOG. The third is to verify the effectiveness and applicability 
of the proposed method; the final part is a summary of the 
entire content. 

II. RELATED WORK 
With the acceleration of informatization and 

industrialization, the performance of industrial products is 
becoming increasingly complex, and traditional physical 
manufacturing systems are unable to meet the current 
production needs of industrial products. FMS has emerged as 
the times require. It enhances the competitiveness of 
enterprises, which also puts higher requirements on the 
application abilities of relevant practitioners and professional 
students. Numerous scholars have conducted in-depth research 
and exploration on this topic. H. Wang et al. found that there 
are many factors unrelated to processing in flexible 
manufacturing systems, resulting in significant differences in 
the formulation and implementation of production plans. 
Therefore, a study proposed an improved genetic algorithm 
with local search to optimize scheduling data based on 
discrete manufacturing enterprises. The experimental results 
show that compared with the current scheduling strategy of 
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the enterprise, the scheduling strategy proposed by this 
algorithm has an average improvement of 29.61% in 
minimizing completion time, 44.8% in minimizing 
transportation time, and 44.64% in machine load balancing [7]. 
C. Zhu et al. proposed an integrated optimization method to 
plan and schedule a hybrid flexible manufacturing system for 
producing nylon components, in order to minimize energy 
consumption and completion time. The effectiveness and 
feasibility of the proposed method were verified through 
practical cases [8]. Setiawan A proposes an FMS based on a 
stacker crane model to establish a learning production system. 
The maximum error of this model in the x-axis and y-axis 
directions is 2mm [9]. Daniyan I et al. proposed an FMS 
including assembly, Lean manufacturing, logistics and quality 
assurance to adapt to the dynamic of manufacturing operations. 
The system can properly perform the sequence of assembly 
and quality assurance operations with minimal interruption 
and manual intervention during the manufacturing of rail car 
components [10]. 

VST is the mapping activity of a virtual simulation 
environment on a computer. By constructing actual device 
models in virtual environments and utilizing the excellent data 
processing capabilities of computers, VST can achieve the 
same results as real application scenarios, making it a new 
technology in various fields. M. Wei et al. innovatively 
introduced a virtual simulation platform to teach the power 
system analysis course in order to improve students' 
understanding of knowledge, hands-on ability, and research 
skills. After conducting the reform teaching, students were 
very satisfied with the new teaching method and believed that 
it could effectively stimulate students' enthusiasm for learning 
[11]. J. Wood et al. found that the confidence and stress levels 
of providers are related to the survival outcomes of patients. 
Therefore, they innovatively utilized virtual simulation 
technology to create training opportunities to enhance 
providers' confidence and reduce stress. The research results 
showed that this method can effectively enhance trust in 
resuscitation training and reduce stress [12]. Wang Y and 
others proposed a multi Kinect fusion algorithm to achieve 
robust full body tracking in virtual reality assisted assembly 
simulation, and applied distributed computing to improve 
computational efficiency in the algorithm. Compared with 
other similar algorithms, this algorithm has better fusion 
performance [13]. To improve the performance of online art 
Design education system, Yang C built an online art Design 
education system based on 3D VST. The constructed model 
can meet the current needs of online art education, and the 
functional modules can also be continuously optimized in the 
future [14]. 

In summary, there are many research results on FMS and 
VST, but currently there is relatively little research on VST for 
FMS in universities. To shorten the design cycle of flexible 
production lines and improve their design accuracy, this study 
introduced VST to construct a VFM system. 

III. DESIGN OF VFM INTEGRATING VST 
At present, China's research and application on FMS is 

rapidly advancing. But there is no flexible manufacturing 
platform in various universities in China that meets the actual 

production line for teaching, resulting in the inability of 
students to apply their professional knowledge in practice. 
Therefore, the research first designs the overall scheme of 
VFM system, then uses VST technology to build the system, 
and finally proposes a MOG algorithm for VFM system to 
optimize the storage location. 

A. Design of FMS Integrated with VST Technology 
In order to design the VFM system for teaching and 

training links and scientific research projects, the research 
requires that it cannot only carry out single electrical course 
training, but also have the ability to integrate multiple courses. 
Based on the teaching tasks of college students, the following 
requirements are proposed for the VFM system. Firstly, it 
needs to not only have flexibility in processing and 
manufacturing, but also consider flexibility in teaching 
practice. Secondly, in the teaching curriculum, the theoretical 
content includes various mechanical and software control 
methods, so it is necessary to achieve teaching and practical 
training for different purposes in the design of VFM systems. 
Finally, flexible manufacturing technology is also constantly 
developing, and the speed of system updates and iterations is 
also accelerating. This requires the design of the VFM system 
to meet the requirements of photography technology updates 
to achieve the upgrade of the system. In university teaching, 
the physical manufacturing teaching system may have 
drawbacks, such as high teaching costs, resource shortages, 
slow security and system upgrade iterations in student practice 
[15-16]. To address the above issues, the study introduces 
VST in the design of VFM, enabling students to conduct 
virtual simulations of VFM through virtual simulation 
software. In addition, the research selected the current 
mainstream computer 3D display technology and placed 
virtual devices with the same functions and attributes as 
flexible devices in a virtual environment to build a VFM 
system. At the same time, by adding virtual devices to upgrade 
and optimize the system, each computer can be seen as a set of 
flexible systems, which effectively solves the problems of 
high cost and limited resources in traditional flexible systems. 
According to its functions, it can be divided into three parts: 
logistics warehousing, production manufacturing, and control 
systems. The logistics warehousing system in the VFM system 
is its advantage, with high intelligence and freedom, which 
can distinguish various types of workpieces for mixed 
transportation. This link can use the information processing of 
computers and controllers, and perform intelligent control of 
multiple devices at the same time; The system can also 
transport processed parts in different functional areas, and the 
three-dimensional warehouse can improve its storage space 
utilization and workpiece processing efficiency through an 
intelligent automatic warehouse information relationship 
system. The production and manufacturing system includes 
flexible production lines, six axis CNC machining centers, 
robots, and inspection devices. The control system is the 
command core of VFM. Design VFM by analyzing its impact 
on the functionality and work efficiency of the system, and 
study the optimization of warehouse locations in the system to 
improve the efficiency of flexible system work by improving 
the efficiency of goods in and out. From this, the VFM design 
process in Fig. 1 can be obtained. 
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The virtual development platform used in this study is a 
specialized simulation software for electromechanical systems. 
It is based on the latest virtual debugging and simulation 
technology and provides users with a fully open virtual device 
development platform. The 3D model is based on the 
development of mainstream 3D modeling software, and uses 
the latest 3D rendering technology and Physics engine to show 
the most realistic simulation effect. Compared with other 
simulation software, electromechanical integration simulation 
software and physical controllers have better information 
exchange capabilities, which can simplify the implementation 
of external controllers' motion control of virtual devices in 
virtual software. The hardware equipment in the designed 
VFM system uses computers and HTC VIVE. Computers 
provide a running environment for simulation software; HTC 
VIVE is the implementation of Virtual Reality (VR) 
functionality in simulation systems. From this, the overall 
framework of the virtual simulation system can be obtained, as 
shown in Fig. 2, which is composed of a model layer, a data 
layer, and a human-machine interaction layer. 

B. Construction of FMS Integrating VST 
The proposed VFM system has novelty. Virtual flexible 

devices not only have the same mechanical structure and 

motion mode as actual devices, but also interact with physical 
control systems for signals. It also has the function of 
receiving control commands and feedback virtual sensor 
signals. In the 3D modeling process of the VFM system, the 
modeling results generate a large amount of redundancy, and 
exporting them can also generate a large amount of data. After 
being imported into simulation software, it will occupy a large 
amount of computer memory, causing problems such as crying 
and incomplete animation display when the virtual simulation 
system runs. Therefore, this study will achieve lightweight 
processing by converting 3D models into 3DXML format. 
Therefore, the research realizes the lightweight processing by 
converting the 3D model into 3DXML format, which only 
contains the entity information of the 3D model and the 
assembly features of the mechanical structure, and its storage 
space is reduced by 90% compared with the traditional CAD 
and manifest formats. There are many 3D shapes in 3D 
modeling, which are not necessary for the simulator and can 
greatly reduce the display effect. Therefore, the most 
commonly used method for simplifying 3D models is the edge 
folding algorithm. Its principle is as follows: let a plane Q  
be (1) [17]. 

VFM system Debug Run

Virtual simulation 
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Control system
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Optimization

3D model import 
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Fig. 1. VFM system design process. 

Computer Virtual simulation 
environment

Model 
processing I/0 Add

Action 
addition

Sensor 
addition

Control 
simulation

HTC 
VIVIE

3D modeling of flexible 
manufacturing equipment

Control 
system PLC

Virtual 
controller

3D 
visualization

Import

 
Fig. 2. The overall framework of virtual simulation systems. 
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+ + =     (1) 

In (1), d  represents a constant. By setting the coordinate 
of point p  as ( ), ,x y z , the distance from it to Q  can be 
obtained, as (2). 

( )d p ax by cz d= + + +    (2) 

By (2), [ ]TQ abcd=  can be gaibed. If the other vertex is 

[ ]1 Tg xyz= , the square of the distance from g  to Q  is 
obtained as (3). 

( )2 T
Q Qd g g D g=

  
    (3) 

In (3), QD  is a Symmetric matrix of 4×4, as (4). 
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When folding edge ( )1 2,g g  to g , the quadratic error 
matrix of g  is obtained. Then simplify the operation and 
take matrix ( ) ( )1 2L g L g+  as the quadratic error matrix 

between the new vertex and ( )1 2,g g  to obtain the folding 

cost of ( )1 2,g g , as (5). 

( ) ( )( )1 2
Tg g L g Lg g∆ = +

   (5) 

To perform edge folding operation, a position must be 
selected for g . Since the Error function is a Quadratic 
function, the minimum value of ( )g∆  can be calculated 
from its partial derivative, as (6). 

( ) ( ) ( )
0

g g g
x y z

∆ ∆ ∆
∂ = ∂ = ∂ =

∂ ∂ ∂    (6) 

Assuming matrix h  is (7). 

11 12 13 14

12 22 23 24

13 23 33 34

      
      
      

0     0     0     1

h h h h
h h h h

h
h h h h

 
 
 =
 
 
      (7) 

If h  is an invertible matrix, the new vertex 'g  can be 
obtained as (8). 
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      (8) 

If h  is an irreversible matrix, select two breakpoints or 
key points of ( )1 2,g g  as new vertices. The 3D models of 
different flexible devices are processed and rendered in a 
lightweight manner to obtain a virtual model, as Fig. 3. 

Fig. 3 includes a three-dimensional warehouse, CNC 
machining center, conveyor belt, conveyor robot, and visual 
gripper robot. The development of VR functions in virtual 
simulation systems requires the application of HTC VIVE 
virtual reality devices for assistance. Compared with the 
traditional VR equipment, students can freely carry out 
mechanical equipment through the Head-mounted display and 
can observe the mechanical structure closely. The data 
collection and transmission structure of HTC VIVE is Fig. 4. 
The connection between HTC VIVE hardware and computer 
ports is the foundation for VR interaction. 

C. Optimization of Cargo Location for VFM 
To further explore methods to improve the efficiency of 

VFM work, this study focuses on the problem of low 
efficiency in managing goods in flexible systems. The VFM 
system is used as the research object and the MOG algorithm 
is used for cargo location optimization. After running the 
VFM system for a period of time, due to the use of automatic 
mode, manual mode, and cargo in and out functions during the 
teaching process, the flexible system may experience scattered 
storage of goods and unreasonable distribution of cargo 
locations. Therefore, the study introduces MOG to optimize 
the allocation of warehouse locations in the VFM system, 
thereby improving the warehousing efficiency of the 
warehouse and ultimately achieving the goal of improving the 
efficiency of VFM work. The research will optimize the 
efficiency of goods in and out of storage, as well as the 
stability of cargo locations. The former increases the 
frequency of goods entering and leaving the warehouse in the 
warehousing system, and allocates them to a location closer to 
the warehouse entrance and exit, in order to shorten the time 
for goods entering and leaving the warehouse. In the 
optimization of cargo space stability, in order to better align 
with practical applications, it is necessary to study adding 
physical attributes such as mass and friction to the virtual 
cargo model. Therefore, the study also needs to consider the 
stability of warehouse shelves in different cargo weights. In 
response to the above, lighter goods will be prioritized in the 
upper part of the shelf, while heavier goods will be allocated 
in the lower part of the shelf. This placement method not only 
improves the stability of the shelf, but also reduces the power 
consumption of the warehouse during inbound and outbound 
operations. Genetic algorithm (GA) currently performs well in 
global search and can effectively reduce the probability of 
getting stuck in local search for the optimal solution. 
Compared with other algorithms, this algorithm is more 
suitable for solving complex combinatorial problems and can 
search for the optimal solution more quickly. Due to the 
multi-objective nature of the cargo location optimization 
problem in VFM, the research chose the MOG algorithm 
based on GA for solution [18-20]. Fig. 5 shows the structural 
flow of a standard GA. 
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(d) Delivery robots

(b) CNC machining centre (c) Conveyor belt

(e) Visual clamping robots

(a) Three-dimensional warehouse

 
Fig. 3. Schematic diagram of virtual lean meat equipment. 
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Fig. 4. Data Collection and transmission structure of HTC VIVE. 

Before optimizing the storage space, it is first necessary to 
determine the optimization object and its key information 
attributes. According to the three-dimensional warehouse of 
the VFM system, the objects of cargo location optimization 
are the stacker, the goods processed by the system, and the 
cargo spaces included in the shelves. Key information includes 
the X-axis and Y-axis speeds of the stacker, as well as the 
origin position. The goods include weight, model, and 
delivery rate; The storage location contains a number. The 
study designed three types of processed goods in VFM and 
added physical properties to them, so that the goods had 
different qualities and met optimization requirements, as Fig. 
6. 

The objective of cargo location optimization is to optimize 
the efficiency of goods in and out of storage and the stability 
of cargo locations. The multi-objective mathematical model 
established is (9). 

( )

1 1 2 2

1
1 1 1

2
1 1 1

1 2 1
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f R t
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ω ω

ω ω

= = =
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 = × ×



+ =

∑∑∑
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  (9) 

In (9), 1f  and 2f  are the objective function values for 
optimizing the efficiency of goods entering and exiting the 
warehouse and optimizing the stability of the storage space, 
respectively. 1ω  and 2ω  are the corresponding weights for 
optimizing the efficiency of goods in and out of storage and 
optimizing the stability of storage locations. xyzR  represents 

the shipment rate of the goods at location ( ), ,x y z . xyzt  
represents the time it takes for the goods to move from the 
storage location to the warehouse. xyzm  and xyzn  correspond 
to the weight and quantity of the goods. The steps to optimize 
using the MOG algorithm are as follows: first, use integers for 
encoding, so that the integers composed of ( ), ,x y z  
correspond to the rows, columns, and layers of the shelves. 
Secondly, the fitness function is determined. According to the 
multi-objective mathematical model, the objective function is 
positive and the minimum demand solution is obtained. The 
calculation is (10). 

( )
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Fig. 5. The process of standard GA algorithm. 

(a) Square objects (b) Cylindrical object A (c) Cylindrical object B 
Fig. 6. Three virtual cargo schematic diagrams for VFM system design. 

Finally, the selection operator and other related parameters 
are determined, and the selection operator uses the roulette 
wheel selection method. 

IV. RESULT ANALYSIS OF VFM FUSED WITH VST 
To verify the performance of the VFM system and its 

effectiveness in practical teaching applications, this chapter 
first analyzes the performance of the system based on the 
MOG algorithm and its effectiveness in cargo location 
optimization, and then analyzes the application of VFM in 
practical teaching. 

A. Analysis of Cargo Location Optimization Results based on 
MOG Algorithm 
Firstly, to verify the performance of cargo location 

optimization based on MOG, MATLAB software is used for 
simulation experiments. The research will evaluate the 
optimization results based on the objective function value and 
cargo distribution. In addition, in order to verify the 
performance of the algorithm more scientifically, Multi 
objective optimization algorithm (MOO) commonly used at 
present is selected for comparative experiments, such as Multi 
objective Particle Swarm (MOPS), Multi objective 
Evolutionary algorithm (MOE) and Parallel Single Ended 
Inheritance (PSEI). Table I shows the cargo attributes and 
parameter settings of MOG. 

From Fig. 7, it can be observed that after 213 iterations of 
the proposed MOG algorithm, the iteration curve of the total 
objective function value tends to stabilize, and the effect of 
cargo location optimization is relatively ideal. At this time, the 
corresponding total objective function value is 142.5. MOPS 

needs to iterate 307 times before the change curve starts to 
stabilize, with a stable function value of 148.3; MOE 
stabilized after 256 cycles, with a value of 152.7; PSEI 
requires 286 iterations to reach a stable state, with a stable 
value of 150.2. The above results show that the MOG 
algorithm can obtain lower total objective function values in 
smaller iterations. 

The paper uses MATLAB software for cargo location 
optimization operations using different multi-objective 
optimization algorithms. 

To further explore the optimization effects of different 
MOOs in different scale problems, four optimization problems 
with different scales were set up, as displayed in Table II. 
From it, the MOG algorithm has the best optimization 
performance at different scales, followed by MOE and MOPE. 
And as the target scale problem expands, the optimization 
performance of each algorithm also shows varying degrees of 
decline. This is because as the scale expands, the objective 
function value of the original plan shows an exponential 
increase, so the decrease in optimization effect is within a 
reasonable range. From the perspective of convergence, when 
the scale is small, the iteration times of the four algorithms are 
not significantly different, because the solution to the optimal 
solution is relatively simple at small scales. However, the 
expansion of scale has demonstrated the advantage of MOG in 
iteration speed. At the maximum scale, the corresponding 
number of iterations is 411.2, which improves the efficiency 
of MOPS, MOE, and PSEI by 17.3%, 36.7%, and 40.9%. In 
summary, the MOG algorithm can effectively improve the 
probability of local optimization and accelerate convergence, 
with good cargo location optimization performance. 
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TABLE I. RELEVANT PARAMETER SETTINGS AND CARGO ATTRIBUTE INFORMATION OF MOG ALGORITHM 

Setting of relevant 
parameters for MOG 

algorithm 

Parameter Set value Parameter Set value 
Number of shelf rows 3 Population size 300 

Number of shelf columns 8 Maximum Number Of 
Iterations 500 

Number of shelves 6 Crossover probability 0.8 
Location length/m 0.5 Mutation probability 0.08 
Stacker X-axis direction 
speed/(m/s) 0.6 Shelf spacing/m 0.9 

Stacker Y-axis direction 
speed/(m/s) 0.5 1ω  0.5 

Stacker Z-axis direction 
speed/(m/s) 0.3 2ω  0.5 

Property information of 
goods 

Type of goods Cargo mass/kg Delivery rate of goods 
Column cargo E 0.8 0.5 
Column cargo H 0.6 0.3 
Column cargo I 0.4 0.1 

5000 200 300 400100
140

150

160

170

180

190

200

Number of iterations

O
ve

ra
ll 

ob
je

ct
iv

e 
fu

nc
tio

n

210

MOG

(a) MOG algorithm

5000 200 300 400100
140

150

160

170

180

190

200

Number of iterations

O
ve

ra
ll 

ob
je

ct
iv

e 
fu

nc
tio

n

210

MOPS

(b) MOPS algorithm

5000 200 300 400100
140

150

160

170

180

190

200

Number of iterations

O
ve

ra
ll 

ob
je

ct
iv

e 
fu

nc
tio

n

210
MOE

(c) MOE algorithm

5000 200 300 400100
140

150

160

170

180

190

200

Number of iterations

O
ve

ra
ll 

ob
je

ct
iv

e 
fu

nc
tio

n

210
PSEI

(d) PSEI algorithm  
Fig. 7. The variation curve of the total objective function value for cargo location optimization using different MOO. 

TABLE II. OPTIMIZATION RESULTS OF VARIOUS MOO IN PROBLEMS OF DIFFERENT SCALES 

Number of goods/number of goods 25/120 50/203 75/547 100/810 

MOG 
1f  99.50 91.34 108.98 132.49 

2f  189.2 193.7 185.3 178.5 
Iterations 194.2 2993.5 336.6 411.2 

MOPS 
1f  99.59 93.43 112.42 147.43 

2f  189.3 199.0 187.3 234.2 
Iterations 218.8 323.5 419.6 482.3 

MOE 
1f  102.3 93.6 124.7 139.2 

2f  152.4 198.2 252.8 290.5 
Iterations 276.1 421.5 488.2 562.2 

PSEI 
1f  112.33 85.43 120.32 141.08 

2f  264.1 223.4 267.8 287.9 
Iterations 284.5 348.3 385.8 579.2 
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Fig. 8. Effect diagram of the distribution of warehouse locations before and after optimization based on MOG. 

To verify the effectiveness of MOG in optimizing 
warehouse locations, Fig. 8 was developed. Fig. 8(a) and 8(b) 
represent the distribution of goods before and after the 
optimization of the cargo location. In Fig. 8(a), the goods were 
placed in a chaotic and disorderly manner in the warehouse of 
the VFM system, and there were no goods placed at the 
bottom of the shelves. This method of placing goods results in 
poor storage stability and has a negative impact on the 
efficiency of Tiger House's inbound and outbound operations. 
In Fig. 8(b), after MOG optimization, some goods are placed 
in a regular and uniform manner in the warehouse, with heavy 
items placed at the bottom of the storage space and light items 
placed at the top of the storage space. The results show that 
MOG based cargo location optimization can ensure both the 
efficiency of goods in and out of storage and the stability of 
shelves. 

B. Application Analysis of VFM 
To explore the application of VFM in practical training 

teaching, the study first prepares three hardware devices: 
computer, HTC VIVE, and control console. The hardware 
connection of this system includes the communication 
connection between the console and the computer, the use of 
TCP/IP protocol and network cables to complete the 
communication connection between the computer and PLC, 
and the connection between the computer and HTC VIVE. 
Connect the VR helmet to the computer graphics card and 

transfer data through HDMI and USB cables. After 
completing the hardware connection, communication 
connections between different software on the platform can be 
made. Simply add PLC geology to complete the 
communication connection. 

During the operation of the VFM system, a schematic 
diagram of the main virtual flexible equipment can be 
obtained, as Fig. 9. The main flexible equipment working 
process includes the three-dimensional warehouse outbound, 
the gripping operation of the conveying robot, and the 
machining process of the CNC machine tool. After the 
construction of HTC VIVE is completed, the VFM system can 
be visualized in 3D. 

To analyze the application of VFM in various universities, 
a corresponding usability and satisfaction evaluation table was 
set up, and a survey was conducted on 5000 students using the 
system in universities across the country. The results are listed 
in Fig. 10. Most students have a good evaluation of the use of 
VFM, with scores exceeding 18 for different evaluation 
questions, and a total score of 93.34 ± 3.09. This indicates that 
the user experience of the system is excellent. Students believe 
that the use of this system can enhance their learning 
confidence, and most students are willing to continue using 
the system for learning. The results show that the VFM system 
is well applied in universities and is widely loved by students. 

(a) Square objects (b) Grasping operation of the 
conveying robot

(c) Machining process of CNC 
machine tools  

Fig. 9. Schematic diagram of virtual flexible equipment operation. 
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Fig. 10. Availability and satisfaction analysis of VFM system. 

V. CONCLUSION 
Many universities in China lack the application of FMS 

that is compatible with actual production lines in practical 
training and teaching, and due to issues such as resource 
shortages and high documentation costs, actual FMS cannot 
meet teaching tasks. To address the issue of the inability of 
university students to translate their knowledge into practical 
applications, the study first completed the overall design of the 
VFM system, followed by the design of the VST-VFM system, 
and finally optimized the efficiency of cargo allocation. 
Experimental results show that compared with other 
mainstream algorithms, the proposed MOG algorithm has the 
least number of iterations of 213. At this time, the iterative 
change curve of the total objective function value tends to be 
stable, and the effect of cargo location optimization is ideal. 
The average value of the corresponding total objective 
function is 142.5, which shows that the proposed method can 
not only improve the efficiency of goods in and out of the 
warehouse, but also enhance the stability of the shelf. With the 
expansion of the scale, the number of iterations of the 
proposed MOG algorithm is 411.2 at the maximum scale, 
which is 17.3%, 36.7% and 40.9% higher than that of mops 
algorithm, MOE algorithm and PSEI algorithm. The 
placement of goods in the warehouse optimized by MOG 
algorithm is regular and uniform, which means that the 
proposed method can effectively improve the probability of 
local optimization, accelerate convergence, and have better 
performance of cargo location optimization. In the evaluation 
results of the availability and satisfaction of VFM system 
applied in Colleges and universities, the total score is 93.34 
± 3.09, which indicates that students are very satisfied with 
the experience of the system and believe that it can effectively 
improve their learning confidence. In summary, the VFM 
system proposed in the study has excellent performance and 
has good application effects in practical training and teaching 
in universities. However, there are still shortcomings in the 
research. The constructed VFM only has basic functions for 
actual processing and production. In future research, VST can 
be used to introduce other equipment or models for 
improvement. 
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Abstract—Effective detection has been extremely difficult due 

to plagiarism's pervasiveness throughout a variety of fields, 

including academia and research. Increasingly complex 

plagiarism detection strategies are being used by people, making 

traditional approaches ineffective. The assessment of plagiarism 

involves a comprehensive examination encompassing syntactic, 

lexical, semantic, and structural facets. In contrast to traditional 

string-matching techniques, this investigation adopts a 

sophisticated Natural Language Processing (NLP) framework. 

The preprocessing phase entails a series of intricate steps 

ultimately refining the raw text data. The crux of this 

methodology lies in the integration of two distinct metrics within 

the Encoder Representation from Transformers (E-BERT) 

approach, effectively facilitating a granular exploration of textual 

similarity. Within the realm of NLP, the amalgamation of Deep 

and Shallow approaches serves as a lens to delve into the 

intricate nuances of the text, uncovering underlying layers of 

meaning. The discerning outcomes of this research unveil the 

remarkable proficiency of Deep NLP in promptly identifying 

substantial revisions. Integral to this innovation is the novel 

utilization of the Waterman algorithm and an English-Spanish 

dictionary, which contribute to the selection of optimal 

attributes. Comparative evaluations against alternative models 

employing distinct encoding methodologies, along with logistic 

regression as a classifier underscore the potency of the proposed 

implementation. The culmination of extensive experimentation 

substantiates the system's prowess, boasting an impressive 99.5% 

accuracy rate in extracting instances of plagiarism. This research 

serves as a pivotal advancement in the domain of plagiarism 

detection, ushering in effective and sophisticated methods to 

combat the growing spectre of unoriginal content. 

Keywords—Natural language processing; encoder 

representation from transformers; document to vector + logistic 

regression 

I. INTRODUCTION 

When someone exhibits another individual's software code 
like their own, whether purposefully or accidentally, while 
giving them due credit, this is known as plagiarized [1]. 
Plagiarism is an act of appropriating another individual's 
original using one's language and thoughts is seen as a breach 
of morality [2]. "The process or procedure of creating a 
different person's piece and thought, and presenting as one's 

own; artistic thievery" is the meaning of unoriginality in the 
sense of lexicon. The act of duplicating existing music that is 
protected by copyright unauthorized authorization is known as 
music copyright infringement, and it is a hotly contested issue. 
In certain circumstances, the significant quantity of money at 
risk elevates the significance of the scenario [3]. Given the 
speed at which information can be shared via global platforms 
for collaborative engagement, writers have been motivated to 
conduct the chosen method of research over the Internet. 
Plagiarizing ideas from other individuals or research without 
giving due credit, plagiarism has had a negative impact. With 
a focus on text mining, NLP, academic literature norms, as 
well as several unresolved problems with standards and 
borderline sets, finding plagiarism is currently one of the most 
crucial occupations [4] [5] [6]. These foundational approaches 
possess great promise for addressing a variety of NLP issues, 
such as natural language understanding (NLU) and natural 
language generation (NLG), as well as potentially creating the 
foundation for artificial general intelligence (AGI) [7] [8]. 
Syntax-based and semantic-based plagiarism detection 
methods are the two categories into which they fall. 
Exemplary syntax-based methods include string comparison, 
AST (Abstract Syntax Tree) comparison, and token 
comparison. Illustrations of semantic-based methods include 
PDG (Programme Dependence Graph) comparing [9]. 

Numerous advantages include the large amount of 
information available on the internet in a variety of languages, 
as well as the accessibility of tools like engines for searching 
and knowledge bases, but copying has also grown. Plagiarism 
is the use of another investigator's ideas, substance, or results 
without their permission and its attribution to oneself [10]. 
This denies the initial investigator access to the findings of his 
study and makes it challenging to hunt down content, 
concepts, and arguments [11]. Cross-language copying is one 
kind of plagiarism, and it has become more prevalent as the 
technology for translation has advanced. To solve this issue, 
automated cross-language recognition of plagiarism 
technologies is crucial [12]. The problem of plagiarism in 
educational environments is not new. Between 50% and 79% 
of undergraduate pupils will commit plagiarism a minimum of 
once throughout their time as students, according to studies 
[13] [14]. Turnitin, which is a service that tracks down 
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plagiarism online and offers instructional feedback, opened its 
first office in the Philippines in March 2020. The business has 
been collaborating with schools and universities to 
comprehend the pandemic's distant evaluation demands [15]. 

The Smith-Waterman technique aimed at a regional 
sequence alignment, which looks for areas where the two 
sequences are most comparable. Nevertheless, the SW 
technique's spatial complexity and compute difficulty [16]. 
Sequencing readings make up the information as it is in its 
many forms. After read matching and quality-based cutting as 
part of the second analysis, a complete genomic is produced. 
Lastly, secondary analytics is defined as the interpretation of 
findings and the extraction of significant information from the 
data. Many algorithms and methods can be used in this final 
phase. These studies also serve as the basis for other 
applications. The tertiary analysis encompasses a variety of 
applications, including genomic identification and the 
development of a vaccine or medication [17]. The NN extracts 
the feature of the user for generating a rating matrix. In the 
first block, features are extracted and the probability score is 
generated for output block representation [18]. The regression 
problem of a content-based recommendation system makes 
rating predictions based on the feature of the content. The 
features are learned to calculate the similarity between the 
data items based on previously used information [19]. 
Clustering with one or more attributes is common for 
identifying different information based on similarity and 
correlation. The clustering methods which obtain the best 
grouping are k-Medoids, k-Means, Gaussian Mixtures, 
Hierarchical clustering, Lloyd's method, CLARA and PAM 
etc. [20]. The attention-gathering mechanism is a recent 
breakthrough in DL. The mechanism of attention has shown 
promising results in computer vision and a variety of  NLP 
uses such as document sentiment classification, content 
summarization, named entity identification, and automated 
translation [21]. The key contribution of this paper is the 
following: 

 The paper underscores the limitations of traditional 
identification techniques in detecting evolving 
plagiarism strategies, setting the stage for the need for 
innovative approaches. 

 The study introduces a comprehensive assessment 
framework that considers syntactic, lexical, semantic, 
and structural elements, emphasizing the need for a 
holistic perspective. 

 In response to the shortcomings of string-matching 
methods, the research adopts a NLP framework to 
enhance detection accuracy. 

 The preprocessing phase is described in detail, 
outlining intricate steps like stemming, segmentation, 
tokenization, case folding, and the removal of 
redundant elements, which collectively refine raw text 
data. 

 The paper highlights a pivotal aspect of the 
methodology: the integration of two distinct metrics 
within the Encoder Representation from Transformers 

(E-BERT) approach, enabling a more nuanced 
exploration of textual similarity. 

 Within the NLP realm, the combination of Deep and 
Shallow approaches is introduced as a lens to delve 
into the intricate layers of meaning within the text, 
revealing the potential for swift recognition of 
substantial revisions by Deep NLP. 

 The paper introduces a novel utilization of the 
Waterman algorithm and an English-Spanish 
dictionary to enhance the process of attribute selection, 
improving the system's discernment of plagiarism 
markers. 

This article is arranged in the following manner: Section II 
examines earlier research on prediction problems using 
various optimization methodologies. Section III discussed 
about problem statement. Section IV discusses about proposed 
method. Section V discusses the performance evaluation. 
Section VI experimental evaluation comprises mathematically 
developed system models. The paper is concluded in 
Section VII. 

II. RELATED WORKS 

Patrick NyanumbaMwar et al. [22] proposed the Naive 
Bayes model for resume selection and classification. Based on 
the prediction accuracy, a homogeneous Ensemble classifier 
model was developed for various datasets. When compared 
with the original Naive Bayes Classifier, the prediction 
accuracy was improved. 

ZhanchengRen et al. [23] developed a multi-label 
personality detection approach based on a neural network in 
which the emotional and semantic features were combined. 
For semantic extraction of text, sentence-level embedding was 
generated with Bidirectional Encoder Representation from 
Transformers (BERT). To estimate sentiment information, text 
corn analysis was invoked with a sentiment dictionary. 

Ullah et al. [24] utilize machine learning, to identify 
software plagiarism in many programming languages.  
Software copying and the related issue of software plagiarism 
are becoming increasingly serious problems in today's society. 
It poses a considerable danger to the computing sector, which 
annually suffers significant financial losses. A customized 
version of the initial program may be created by the clients in 
different kinds of languages for programming. In addition, 
since every original code format may have unique grammar 
standards, it might be difficult to identify plagiarism in 
numerous forms of code sources. The study suggested a 
technique for multitasking language software plagiarism 
detection utilizing machine learning methodologies. Despite 
affecting the real data, characteristics are extracted from the 
code sources using the Principal Component Analysis. It uses 
factor evaluation to obtain characteristics from the information 
set and then transforms the principal elements into adjusted 
proportional fundamental elements, which are then used for 
forecasting assessment. Following that, the source code 
articles are classified by expectations using the multinomial 
logistic regression model implemented to these elements. It 
provides the logistic regression's adaptation for several class 
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issues. Furthermore, a paired z-test is used to assess how well 
the predictors performed in MLR. The information in the 
database is gathered in five distinct and well-known languages 
to conduct the investigation. Every programming language 
was used in two distinct examinations, Stack and binary 
searching. 

Osman et al. [25] suggested Plagiarism is a high kind of 
academic rebellion that undermines the entire academic 
enterprise. In the past few years, several initiatives have been 
made to detect duplication in text documents. It is necessary to 
improve the methodologies that scholars have recommended 
for spotting copied passages, especially when conceptual 
analysis is required. Plagiarism is on the rise in part due to the 
ease with which written information may be accessed and 
copied on the Internet. The topic of this work is text 
identification of plagiarism in general. It is specifically related 
to technique and device detecting semantic text copying based 
on conceptual matching with the aid of semantic role labelling 
and a fuzzy inference engine. To recognize stolen semantic 
content, we offer essential arguments nominating strategies 
based on the fuzzy labelling method. The recommended 
technique compares text by semantically valuing each term 
contained in a sentence. Semantic argument construction for 
each sentence can benefit from semantic role labelling in 
several ways. To select the most important disagreements, the 
technique suggests nominating each argument generated by 
the fuzzy logic. 

Hadiat et al. [26] this research aims to determine how 
Syntax may be used to improve the writing skills of learners in 
narratives and to ascertain how students perceive its usage in 
improving descriptive text correctness. Thirty eighth-grade 
kids are taking part in this particular study. The surveys, the 
telephone conversations, and the virtual classroom observation 
were used to collect the data for this study. The probability 
table, analyzing the content, coding, and triangulation analysis 
are the four methods used for analyzing data. The research 
shows that using Grammarly can improve the precision of 
producing descriptive prose. The research also reveals that the 
majority of students have favourable opinions of using 
Grammarly while writing descriptive texts because it can 
inspire them to improve their writing abilities, make it simple 
for them to identify textual errors, prevent plagiarism, and 
help them check their work more carefully when there are 
errors. To improve this work, future scholars are anticipated to 
perform quantitative research on related topics. 

Kamble et al. [27] Plagiarism may be a situation that is 
expanding daily since information is developing quickly and 
the use of computers has grown compared to earlier times. 
Plagiarism is the improper use of someone else's creative 
work. Since it might be challenging to manually identify 
plagiarism, this procedure should be automated. There are 
several techniques available that may be used to identify 
plagiarism. Whereas some focus on apparent plagiarism, 
others focus on internal plagiarism. Processing data is a 
discipline that may both aid in improving the effectiveness of 
the procedure and assist in identifying plagiarism.  

Cheers et al. [28] proposed Plagiarism within the code 
itself has long been a problem in postsecondary computing 

teaching. Several software identification solutions have been 
presented to help with source code plagiarism detection. 
Conventional detection algorithms, nevertheless, are not 
resistant to ubiquitous plagiarism-hiding changes therefore can 
be imprecise in detecting plagiarized code from the source. 
This article introduces BPlag, a behavioural technique for 
detecting source code plagiarism. BPlag is intended to be both 
resistant to common plagiarism-hiding modifications and 
competent in detecting plagiarized code from the source. 
Monitoring an application's actions provides more robustness 
and overall accuracy since behaviour is regarded as being the 
least vulnerable part of a program altered by plagiarism-hiding 
modifications. BPlag analyzes execution behaviour via the use 
of symbols and describes an application in a unique graph-
based style. After that, plagiarism is discovered by comparing 
these graphs and calculating similarity scores. BPlag is tested 
against five regularly used source code plagiarism detection 
algorithms for durability, accuracy, and efficiency. 

III. PROBLEM STATEMENT 

The problem statement of this work is to improve the 
accuracy of plagiarism detection by implementing the Smith-
Waterman algorithm and the English-Spanish dictionary 
technique. Plagiarism detection is a crucial task in various 
domains, including academia, journalism, and content 
creation. However, existing plagiarism detection systems may 
not always provide accurate results, especially when dealing 
with text written in different languages or when dealing with 
paraphrased or reworded content. By incorporating this 
algorithm into the plagiarism detection system, the aim is to 
enhance its ability to detect similarities in text, even when 
significant modifications have been made. Additionally, the 
English-Spanish dictionary technique involves utilizing a 
bilingual dictionary to identify similar words or phrases in 
both English and Spanish. This technique can be particularly 
useful when dealing with plagiarism across different 
languages, as it allows for cross-lingual comparisons and can 
improve the system's ability to identify instances of 
plagiarism. Therefore, the problem statement revolves around 
addressing the limitations of existing plagiarism detection 
systems by implementing the Smith-Waterman algorithm and 
the English-Spanish dictionary technique, to improve the 
accuracy and effectiveness of plagiarism detection, 
particularly when dealing with cross-lingual or rephrased 
content [29]. 

IV. PROPOSED METHOD 

This study's primary objective is to investigate the use of 
NLP techniques for material reprocessed detection. The theory 
states that a thorough analysis will find a few parallels 
between the original piece of writing and the modified 
version. A novel system containing NLP processes, 
comprising superficial NLP and Deep NLP, as well as more 
sophisticated techniques, like word2vec, is suggested to check 
the similarity pattern. Both the initial source material and the 
revised material are created entirely in English alone. The 
corpus-based technique is used to evaluate the system by 
looking at many texts from various perspectives. The use of 
NLP (Natural Language Processing) when used on translated 
texts yields more precise outcomes. Although NLP work lacks 
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an experimental foundation, it is suited for many sets and is 
motivated by past research in this area. The core components 
of every PD system are option selection and processing. We 
may generalize the text during preprocessing, and option 
separation reduces the overall time required for exploration to 
expedite the analytical phases. The aforementioned approach 
is used at various stages of plagiarism detection. Contrarily, 
certain text preparation stages employ superficial NLP 
techniques that are extremely straightforward and require the 
least amount of resources, such as lowercase, stemming 
lemmatization of stop word removal, and the process of 
tokenization. The suggested structure is broken down into six 
separate phases. Fig. 1 shows a flow diagram of plagiarism 
detection. 

 

Fig. 1. Flow diagram of plagiarism detection. 

A. Data Collection 

The translations were created by qualified technical 
translators. For the English-Spanish language pair, the parallel 
corpus includes 18.303 documents, 62,057 phrases, 2,328,713 
tokens that are and 14,624,745 symbols. 

B. Pre-processing 

Entering the competition and coming out on top output 
uses data prepared by pre-processing. Steps in preparation 
included eliminating stemming, segmentation, tokenization, 
case folding, stop word removal, null value, and special 
characters. This entails converting the unprocessed 
information into an easily readable format, which is a data 
mining technique by preprocessing.  Data importation before 
using machine learning techniques is a crucial step considered 
by preprocessing to a textual nature being analyzed the 
dataset. So many steps are captured during the process. The 
"reviews" column and the empty rows were eliminated first. 
The natural language toolkit library (NLTK), a machine 
learning package for NLP, is also used. 

The analysis yields good results, but to be sure, by spelling 
corrections, the meaning of the sentence has to account for 
sometimes spelling mistakes. The most appropriate correction 
is used to determine whether a word is misplaced and 
recommend a correction by the spellchecker. As you work 
with text data, the most commonly used methods are 
tokenization. Creating tokens from private information is the 
procedure to remove any unnecessary tokens, the tokenization 
and filtering of text data by way of sentiment analysis. With 
regard to sentiment analysis, stop words are words that are 
considered useless. In other words, removing those words 
won't affect the results of the model nor the precision or recall 

of the analysis. They don't contribute to understanding 
sentences or review real significance. On very large datasets, 
keeping them would require higher computing power due to 
their size. Two methods are used to delete any stop words. 
Using NLTK library, the first method identified symbols with 
stop words and other stripped such as (e.g., a, it, is, that, and 
but) taken from reviews. This other method is applied to 
words that have a frequency greater than 50% and need to be 
removed from the NLTK stop words collection; use it when 
the word had a frequency greater than 50% but was removed 
as a result of low usage. Some examples are unlocked, time, 
mobile, and phone. Furthermore, discard the rare words that 
appear less than 6 times. Exclamation marks, full stops, and 
commas are used to remove punctuation marks. By removing 
both prefixes and suffixes, lemmatization or stemming returns 
words to their roots.  By lemmas and related terms meanings 
are linked together. Case-folding involves replacing non-
uppercase characters with their uppercase equivalents in a 
sequence of characters. The term "case-folding" simply refers 
to uppercasing when it comes to XML. Fig. 2 shows Pre-
processing steps. 

 

Fig. 2. Pre-processing stages. 

C. Feature Extraction using Enhanced Bidirectional Encoder 

Representations from Transformers (E-BERT) 

1) Word vector: In Chinese text, word separation does not 

occur and a single word is used as the text's base unit. Vectors 

contain information about the main features. 

2) Position vector: Model structure alone cannot 

determine the placement of the input words by BERT when 

compared to short- and long-term memory networks and 

recurrent neural networks. For instance, expressing distinct 
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emotional dispositions using the phrases "I can't like banana 

chips" as "I may not like banana chips"  

3) Segment vector: different tasks by using input and 

output text to meet the needs of different tasks. 

Semantics-containing phrase vector in and vector output of 
each characters’ remaining parts are shown in Fig. 3. In I-
BERT, there are seven Transformer layers, of which the 
Encoder layer is primarily used. As part of the Encoder, 
attention mechanisms are used to calculate inputs and outputs 
and to learn features that are not possible to learn through 
shallow networks. Fig. 3 shows the I-BERT structure. 

  

Fig. 3. I-BERT structure. 

In addition to looking at the current word and obtaining 
semantics of the context, the self-attention mechanism does 
the following: incorporates a residual network and sub-layer 
normalization. The figure shows the structure of each 
transform in the I-BERT model. 

Each sub-layer output is characterized as follows: 

)))(((__ xSubLayerxLayerNormoutputlayersub 

 (1) 

To enable information transfer between this unit's layers 
sublayers have been created with remaining connections. An 
embedded word representation makes up encoder input. An 
integrated feed-forward neural network is then used to process 
the normalized vectors. Self-attention is the main module in 
the Encoder section, and it is based on calculating the 
relationship between each word in a sentence and all of the 

other words in that sentence, and then adjusting the weight of 
each word based on that relationship. A word vector obtained 
by this method includes the word's meaning but also how it 
interacts with other terms which makes it more global than a 
traditional word vector. An initialized random matrix 
multiplies the outputs of multiple Self-Attention mechanisms 
for parallel computations. 

D. Classification using K-Means Clustering (KMC) 

Algorithm 

Based on distance metrics, the KMC algorithm divides 
data samples into separate groups. It finds partitions in which 
the squared error between a cluster's empirical mean and its 

points is minimised. Let },...,,{ 21 nOOOO  be a set of n

data samples to be clustered into a set of K clusters, 

},....,1, kqCC q 
. 

The purpose of KMC is to minimise 

the total of squared errors over all k clusters, which are 

definite as follows: 

2)()(  
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Where lqq OZC ,, and k denote the 
thq cluster, its 

centroid, data samples from the 
thq cluster, and the total 

number of clusters, respectively. 

Cluster centroids in KMC are generated at random. The 
nearest cluster to the data samples is calculated by the 
separations among each centroid's location and each piece of 
data. The average value of all the information samples within 
a cluster is used to modify the centre of each cluster. With the 
revised cluster centroids, the process of dividing the data sets 
into suitable clusters is then repeated until the specified 
termination requirements are met. Data extraction, recognition 
of patterns, and computer vision are just a few domains where 
the KMC approach has excelled. It is frequently used to give 
an initial setup for other sophisticated models as a pre-
processing strategy [30]. 

Despite its benefits and popularity, KMC has some 
limitations because of restricted norms and effective 
procedures. One of the major disadvantages of KMC is its 
sensitivity to initialization. In particular, the method of 
reducing the sum of intra-cluster distances in KM is 
essentially a local search centred on original centroids. As a 
result, the initial arrangement of cluster centroids has a 
significant impact on KM performance optima traps. One of 
the primary motives for this research is the disadvantage of 
KMC. The process of minimizing the sum of intra-cluster 
distances in KMC optimized with the smith-waterman 
algorithm and English-Spanish dictionary technique. 
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The fitness function evaluation formula reveals that the 
highest efficiency is gained by lowering intra-cluster distances 
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and enhancing separation among clusters by maximizing inter-
cluster distances [31]. 

E. Smith-Waterman Algorithm and English-Spanish 

Dictionary Technique 

In certain instances, the writing in both Spanish and 
English appeared to be literal translations into another 
language, as was seen by us. Yet, additional analytic tools 
have to be added to Spanish. We modified the Spanish 
components for tokenization when possible and sentence 
breaking. Use non-breaking prefixes to combine sentence 
breaking and tokenization, which as a result, we included in 
the component an inventory of Spanish non-breaking suffixes.  
Blocks dealing with Spanish-specific aspects were created 
from scratch. These cover verb tenses, comparatives, and 
attribute order. The position of adjectives in relation to the 
unit they modify is known as characteristic order. Words come 
after the word they modified in English; however, this is not 
the case in Spanish, except for a few exclusions for 
metaphorical effect. The element handling comparatives adds 
new nodes to the Spanish structure, which is particularly 
important in situations when there is no distinct comparable 
term in English. At last, a block that addresses the intricate 
verb tenses in Spanish was produced. This block chooses the 
right verb form in Spanish based on the English verb's tense, 
perfectiveness, and progressiveness. 

Allow G as well as H stand for the patterns that need to 

be compatible. Let n and m stand for the lengths of G and H, 

accordingly. Let rqT , stand for the maximum alignment score 

of qGG ....0 rHH .....0 and. Let U, V stand for the matrix to 

track the penalty for increasing the horizontal and vertical 

gaps. Let ),( rq HGw stand for the score of qG aligned to

rH . The Smith-Waterman method is explained below. 
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Appropriate contexts are inserted at the start and end of a 
statement to correspond to the words or phrases at the 
beginning or finish of the phrase in question. These match 
beacon rows and columns show a match. 

V. RESULT AND DISCUSSION 

The novelty of this paper lies in its approach to plagiarism 
detection, particularly focusing on text and multilingual 

plagiarism. The study introduces a framework that utilizes 
NLP methodology instead of traditional string-matching 
methods commonly employed for plagiarism detection. This 
shift in approach allows for a more comprehensive analysis of 
various aspects of the text, including syntactic, lexical, 
semantic, and structural elements. The paper also employs 
several pre-processing techniques, such as stemming, 
segmentation, tokenization, case folding, and the removal of 
stop words, nulls, and special characters, to prepare the text 
data for analysis. These steps help to improve the accuracy 
and effectiveness of the plagiarism detection system. This 
research paper introduces a novel approach to plagiarism 
detection by leveraging advanced NLP techniques, including 
E-BERT and Deep NLP. Unlike conventional methods, it 
integrates syntactic, lexical, semantic, and structural elements 
for more accurate identification. The innovative use of the 
Waterman algorithm and English-Spanish dictionary enhances 
attribute selection and captures synonym and phrase changes. 
This section describes the experimental setup, performance 
measurements, evaluation datasets, and experimental results. 
The proposed system will be implemented on the Python 
platform, and the overall performance of the proposed model 
will be evaluated in terms of performance metrics such as 
accuracy, precision, recall, specificity, and so on. 

A. Simulation Setup 

An Intel(R) Core(TM) i5 processor running at 3 GHz, with 
four cores and four logical processors is used for the tests. The 
computer's name is MT, The System type is a 64-bit operating 
system, a 64-based processor, Microsoft Corporation is a 
manufacturer of operating systems, and it has built-in physical 
memory (RAM) of 8GB (8 GB usable). 

B. Experimental Evaluation 

For performance evaluation, accuracy, precision, f-
measure, recall, and Area Under the Curve (AUC) are all 
tested. To demonstrate the efficiency and performance of the 
feature learned by the suggested technique of plagiarism 
detection based on clustering. The proposed model is 
compared to models created utilizing several plagiarism 
encoding techniques as classifiers: word2vec+CNN, 
doc2vec+LR, and one-hot +LR. These techniques are 
supported by a variety of conditions and concepts. This study 
identifies the best classifier for plagiarism detection 
extraction. 

 

Fig. 4. Performance metrics of proposed method. 
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The proposed algorithm achieved a high accuracy of 
99.5%, demonstrating its effectiveness. The word2vec+CNN 
approach achieved an accuracy of 91.18%, indicating its 
capability to capture semantic information. The doc2vec+LR 
method achieved an accuracy of 89.27%, while the one-hot 
encoding + logistic regression approach achieved an accuracy 
of 88.82%. Fig. 4 shows a comparison graph for accuracy. The 
proposed algorithm achieved a precision of 77.75%, indicating 
its ability to accurately classify positive instances. The 
word2vec+CNN approach achieved a precision of 59.77%, 
suggesting its moderate success in correctly identifying 
positive instances. The doc2vec+LR method achieved a 
precision of 51.06%, while the one-hot encoding + logistic 
regression approach achieved a precision of 49.19%, both 
demonstrating lower precision compared to the other 
algorithms. 

 

Fig. 5. Comparison graph with existing method. 

Fig. 5 shows proposed algorithm achieved a high recall of 
92.5%, indicating its ability to correctly identify a large 
proportion of positive instances. The word2vec+CNN 
approach achieved a recall of 58.51%, suggesting its moderate 
success in capturing true positive instances. The doc2vec+LR 
method achieved a recall of 50.67%, while the one-hot 
encoding + logistic regression approach achieved a recall of 
48.46%, both demonstrating lower recall compared to the 
other algorithms. The proposed algorithm achieved a high F1-
score of 98.21%, indicating its overall balance between 
precision and recall. The word2vec+CNN approach achieved 
an F1-score of 59.13%, suggesting its moderate performance 
in achieving a balance between precision and recall. The 
doc2vec+LR method achieved an F1-score of 50.87%, while 
the one-hot encoding + logistic regression approach achieved 
an F1-score of 48.82%, both demonstrating lower F1-scores 
compared to the other algorithms. 

TABLE I. PROPOSED AND EXISTING METHODS COMPARISON 

Algorithm  Accuracy  Precision  Recall  
F1-

score 

proposed 95.5 77.75 78.67 78.21 

word2vec+CNN 91.18 59.77 58.51 59.13 

doc2vec+LR 89.27 51.06 50.67 50.87 

One-hot +LR 88.82 49.19 48.46 48.82 

Table I shows proposed algorithm achieved an accuracy of 
95.5%, indicating its overall effectiveness in correctly 
classifying instances. It also achieved a precision of 77.75%, a 
recall of 78.67%, and an F1-score of 78.21%, demonstrating a 
good balance between precision and recall. The 
word2vec+CNN approach achieved a slightly lower accuracy 
of 91.18% with lower precision, recall, and F1-score 
compared to the proposed algorithm. Similarly, the 
doc2vec+LR and one-hot encoding + logistic regression 
approaches achieved lower accuracy and performance metrics 
compared to the proposed algorithm. 

 

Fig. 6. AUC graph. 

The above Fig. 6 shows AUC visualization was used to 
further analyse the performance of the suggested approach. 
The AUC curve has the TP rate as the y-axis and the FP rate 
as the x-axis with the AUC determined to indicate the models' 
performance. The optimal model is obtained when the AUC 
value is near to equal to 1. 

TABLE II. AUC COMPARISON TABLE. 

AUC (true positive rate) 

Proposed 0.1 0.2 0.7 0.8 0.9 

Word2vec+CNN 0.1 0.2 0.5 0.6 0.7 

Doc2vec+LR 0.1 0.2 0.3 0.4 0.5 

One-hot +LR 0.1 0.2 0.25 0.35 0.4 
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The AUC Table II compares the performance of four 
different models across five evaluation points. The proposed 
model consistently achieves the highest AUC values, 
indicating superior predictive accuracy. The other models, 
including word2vec+CNN, doc2vec+LR, and One-hot+LR, 
demonstrate lower AUC scores, suggesting comparatively 
lower performance. 

 

Fig. 7. Error metrics. 

The error metrics consider the FPR and FNR. Fig. 7 shows 
the error metrics compared with existing methods. Compared 
with existing methods, the proposed method's error metrics are 
low. 

TPR
TPFN

FN
FNR 


 1

 (7) 

TNR
TNFP
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FPR 




 (8) 

TABLE III. ERROR METRICS TABLE 

FPR and FNR 

Proposed 0.03 0.031 0.032 0.033 0.035 

Word2vec+CNN 0.1 0.2 0.3 0.39 0.46 

Doc2vec+LR 0.15 0.3 0.39 0.5 0.7 

One-hot +LR 0.5 0.6 0.65 0.7 0.75 

Table III presents error metrics for four different models 
across five evaluation points. The proposed model consistently 
exhibits the lowest error values, indicating superior 
performance. Among the other models, word2vec+CNN and 
doc2vec+LR show intermediate error rates, while One-
hot+LR has the highest error values, suggesting relatively 
lower accuracy. 

TABLE IV. COMPARISON OF PLAGIARISM DETECTION SOFTWARE 

Plagiarism Checker Score 

Turnitin 4.1 

Viper 2.1 

Quetext 2.4 

Proposed 4.5 

Table IV displays the results of several tools' plagiarism 
checkers. Higher numbers suggest greater possible plagiarism, 
with each score representing similarities or plagiarism 
detection levels. The greatest results go to Turnitin and 
Proposed, showing that they are better at spotting content 
similarities, while the lowest values go to Viper and Quetext, 
suggesting that they may be less sensitive to plagiarism. A 
technique for plagiarism detection can be chosen by 
researchers and authors depending on their own requirements. 

VI. CONCLUSION 

The study focused on addressing the contemporary 
challenges of plagiarism detection, particularly in the context 
of text and multilingual plagiarism. Instead of traditional 
string-matching methods, an NLP methodology was 
employed, specifically utilizing the Encoder Representation 
from Transformers (E-BERT) technique. Various pre-
processing techniques, such as stemming, segmentation, 
tokenization, case folding, and the elimination of stop words, 
nulls, and special characters, were applied to the text data. By 
integrating two measures within the E-BERT technique, the 
system investigated text similarity and employed the k-means 
clustering algorithm for categorization purposes. The deep 
feature representation obtained through this approach was 
compared to models developed using alternative encoding 
methods and logistic regression as a classifier, including 
word2vec+CNN, doc2vec+LR, and one-hot+LR. The 
experimental findings of the research indicated that the 
implemented system achieved an impressive accuracy level of 
99.5% in the extraction. The utilization of the Smith-
Waterman algorithm and the English-Spanish dictionary 
technique helped in selecting the optimal features for 
plagiarism detection. The future scope of this work involves 
advancing the plagiarism detection framework by exploring 
real-time, domain-specific applications and incorporating 
emerging transformer variants. Additionally, investigating 
mixed-media plagiarism detection and addressing ethical 
considerations for fair and transparent usage would further 
enhance the system's capabilities. 
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Abstract—Phishing, a prevalent online threat where attackers 

impersonate legitimate organizations to obtain sensitive 

information from victims, poses a significant cybersecurity 

challenge. Recent advancements in phishing detection, 

particularly machine learning-based methods, have shown 

promising results in countering these malicious attacks. In this 

study, we developed and compared seven machine learning 

models, namely Logistic Regression (LR), k-Nearest Neighbors 

(KNN), Support Vector Machine (SVM), Naive Bayes (NB), 

Decision Tree (DT), Random Forest (RF), and Gradient 

Boosting, to assess their efficiency in detecting phishing domains. 

Employing the UCI phishing domains dataset as a benchmark, 

we rigorously evaluated the performance of these models. Our 

findings indicate that the Gradient Boosting-based model, in 

conjunction with the Random Forest, exhibits superior 

performance compared to the other techniques and aligns with 

existing solutions in the literature. Consequently, it emerges as 

the most accurate and effective approach for detecting phishing 

domains. 

Keywords—Phishing detection; cybersecurity; machine 

learning; Gradient Boosting; Random Forest 

I. INTRODUCTION 

Phishing, a widespread and dangerous cyber-attack method, 
continues to pose significant threats in today's digital world. 
With the increasing reliance on online platforms, for various 
activities such as business, transactions and healthcare services, 
the risk of falling victim to phishing attacks has escalated [1]. 
Phishing attacks involve the deceptive acquisition of personal 
and sensitive information through a combination of technical 
deception and social engineering tactics [2, 3]. These attacks 
often utilize fraudulent emails or messages that appear to 
originate from reputable entities, tricking unsuspecting users 
into sharing their confidential data [2]. 

Despite advancements in cybersecurity that have greatly 
improved malware detection and reduced the presence of 
malware-hosting websites, combating phishing attacks remains 
challenging due to their social engineering nature [1, 4]. 
Phishing domains, in particular, exploit users' trust by directing 
them to counterfeit websites that closely resemble legitimate 
ones, leading to the compromise of sensitive information [5]. 
Falling victim to phishing attacks can have severe 
consequences, including identity theft, financial fraud, and 
reputational damage [1]. 

To address the persistent threat of phishing attacks, robust 
cybersecurity measures are required, and artificial intelligence 
(AI) has emerged as a promising approach [6]. Machine 

learning (ML) algorithms, a subset of AI, offer the potential to 
detect and classify phishing attacks by analyzing patterns and 
indicators of fraudulent activity based on historical data [6]. By 
leveraging ML models, it becomes possible to enhance 
detection capabilities and accurately predict whether a 
webpage is a phishing site or legitimate [6]. 

The objective of this research paper is to compare the 
effectiveness of ML classification models in detecting phishing 
domains. By identifying the most accurate ML model among 
the considered algorithms, the aim is to enhance detection 
capabilities and mitigate the risks associated with visiting 
phishing websites, ultimately restoring consumer trust. 

The rest of this paper is organized as follows: Section II 
offers insights into the algorithms used. In Section III, a review 
of the latest research on phishing attacks is presented. Section 
IV outlines the methodology employed in this study. The 
experimental results of our comparative study are presented 
and discussed in Section V. Finally, Section VI concludes the 
paper by summarizing the key findings and proposing avenues 
for future research. 

II. BACKGROUND 

Various machine-learning classification methods have 
demonstrated their effectiveness in detecting phishing domains. 
Some of the prominent techniques encompass: 

A. Logistic Regression 

Logistic regression is a prevalent statistical model utilized 
for binary classification tasks [7]. As a supervised learning 
algorithm, it predicts the probability of an instance belonging 
to a particular class. In logistic regression, the dependent 
variable is binary or categorical, while the independent 
variables can be continuous or categorical. 

The primary objective of logistic regression is to determine 
the best-fitting logistic function that establishes the relationship 
between the independent variables and the probability of the 
binary outcome. This logistic function, also known as the 
sigmoid function, maps any real-valued number to a value 
between 0 and 1 (see Fig. 1) [8]. The resulting probability 
estimate is then utilized to classify the instances into their 
respective classes. 

The logistic regression model estimates its parameters 
through maximum likelihood estimation, involving the 
optimization of the log-likelihood function [7]. Various 
optimization algorithms, such as gradient descent, are 
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commonly employed to minimize the cost function and obtain 
the optimal parameter values. 

 

Fig. 1. Logistic regression algorithm [9]. 

One of the key advantages of logistic regression is its 
interpretability. The coefficients of the independent variables 
offer valuable insights into the influence and direction of each 
variable on the probability of the outcome [10]. Furthermore, 
logistic regression can effectively handle both linear and 
nonlinear relationships between the independent variables and 
the log-odds of the outcome. 

B. K-Nearest Neighbors (KNN) 

K-Nearest Neighbors (KNN) stands as a widely employed 
non-parametric supervised learning algorithm for classification 
tasks [11]. Its simplicity, combined with its effectiveness, 
allows it to predict the class of an instance based on the classes 
of its nearest neighbors in the feature space. 

In the KNN algorithm, the parameter K represents the 
number of nearest neighbors considered when making a 
prediction. To classify a new instance, KNN calculates the 
distances between the instance and all the training instances in 
the feature space (see Fig. 2). Subsequently, it identifies the K 
nearest neighbors based on a distance metric, such as 
Euclidean distance or Manhattan distance [12]. 

Upon identifying the K nearest neighbors, the majority 
class among them is assigned to the new instance. In cases of 
ties, a voting mechanism can resolve the class assignment. One 
remarkable feature of KNN is that it is a lazy learner, as it 
performs classification at runtime without requiring an explicit 
training phase [13]. 

KNN exhibits versatility, as it adeptly handles both binary 
and multi-class classification problems. Additionally, it proves 
to be robust in capturing complex decision boundaries and 
coping with noisy data [14]. Nonetheless, it is essential to 
carefully consider the selection of K and the distance metric, as 
these choices significantly impact the algorithm's performance. 

C. Support Vector Machine  

Support Vector Machine (SVM) stands as a potent 
supervised learning algorithm extensively employed for 
classification and regression tasks [16]. The fundamental 
objective of SVM is to identify an optimal hyperplane that 
effectively segregates data points into distinct classes within 
the feature space (see Fig. 3). 

 

Fig. 2. K-Nearest neighbors’ algorithm [15]. 

 

Fig. 3. Support vector machine algorithm [17]. 

In the SVM approach, the algorithm maps input data into a 
higher-dimensional feature space using a kernel function, 
which could be linear, polynomial, or radial basis function 
(RBF) kernel [18]. By transforming the data in this manner, 
SVM can discover a hyperplane that maximizes the margin 
between classes, thereby enhancing its generalization 
capability. 

A key aspect of SVM is to identify the hyperplane that not 
only separates classes but also maximizes the distance to the 
nearest data points, known as support vectors. This property 
renders SVM robust to outliers and allows it to accommodate 
non-linear decision boundaries through various kernel 
functions. 

SVM is versatile, accommodating both binary and multi-
class classification tasks. For binary classification, SVM 
endeavors to locate a decision boundary that effectively 
distinguishes between the two classes. In multi-class scenarios, 
SVM can be extended using approaches such as one-vs-one or 
one-vs-rest [19]. 

D. Naive Bayes 

The Naive Bayes classifier stands as a well-known machine 
learning algorithm based on the application of Bayes' theorem, 
assuming feature independence [20]. It finds wide application 
in classification tasks, particularly in natural language 
processing and text mining. 

The Naive Bayes classifier computes the probability of 
each class given a set of input features and selects the class 
with the highest probability as the predicted outcome. Its 
strength lies in its simplicity, efficiency, and ability to handle 
high-dimensional data effectively (see Fig. 4). 
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Fig. 4. Naive Bayes algorithm [21]. 

The algorithm is termed 'naive' due to its assumption of 
feature conditional independence given the class. This 
simplifying assumption enables efficient estimation of class 
probabilities by multiplying individual feature probabilities. 
While this assumption may not hold true in real-world 
scenarios, Naive Bayes often performs well and yields reliable 
results. 

Various variations of the Naive Bayes classifier exist, such 
as Gaussian Naive Bayes, Multinomial Naive Bayes, and 
Bernoulli Naive Bayes, each suited for different data types and 
feature distributions [22]. 

Despite its simplicity, the Naive Bayes classifier has shown 
competitive performance compared to more complex 
algorithms. However, it is essential to acknowledge that Naive 
Bayes assumes feature independence, which may not always 
hold in practical scenarios. 

E. Decision Trees 

Decision Trees are a well-established machine-learning 
algorithm utilized for classification and regression tasks [23].  

These models are renowned for their intuitive and 
interpretable nature, constructing a tree-like flowchart based on 
dataset features. The Decision Tree algorithm recursively 
partitions the dataset, creating a tree-like structure (see Fig. 5), 
with internal nodes representing features and branches 
denoting possible feature values, leading to leaf nodes as final 
predicted outcomes or classes. 

 

Fig. 5. Decision tree algorithm [24]. 

The construction involves selecting the best feature to split 
the data at each node based on specific criteria like information 
gain or Gini impurity, aiming for maximized homogeneity 
within subsets. Decision Trees handle both categorical and 

numerical features, learning complex decision boundaries and 
effectively managing missing values and outliers [25].  

Their applications extend to feature selection and 
identifying crucial features for decision-making. However, 
overfitting risks exist, especially with excessively deep or 
complex trees, mitigated by techniques like pruning and 
maximum tree depth setting [26]. 

F. Random Forest 

Random Forest stands as a widely used ensemble learning 
algorithm renowned for its ability to combine multiple decision 
trees to make accurate predictions [27]. Its versatility and 
robustness make it well-suited for a wide range of 
classification and regression tasks. 

The essence of Random Forest lies in building an ensemble 
of decision trees, each trained on a different subset of the 
training data through bootstrapping [27]. Moreover, at each 
node of the tree, only a random subset of features is considered 
for splitting, introducing an element of randomness that helps 
mitigate overfitting and enhances the model's generalization 
ability (see Fig. 6). 

 

Fig. 6. Random forest algorithm [28]. 

To produce the final prediction, Random Forest aggregates 
the predictions of all individual trees either through voting (for 
classification) or averaging (for regression). This ensemble 
approach effectively reduces variance and improves the overall 
performance of the model. 

The advantages of Random Forest are numerous, 
encompassing its capacity to handle high-dimensional data, 
automatically select important features, and remain robust in 
the presence of outliers and noisy data [29]. Additionally, it 
facilitates the estimation of feature importance, offering 
valuable insights into the underlying data. 

However, it is essential to acknowledge that Random 
Forest may suffer from high computational complexity, and its 
results may not be as interpretable as those of single decision 
trees. To optimize its performance, hyperparameter tuning, 
including adjusting the number of trees and the maximum 
depth of each tree, becomes necessary [27]. 

G. Gradient Boost 

Gradient Boost is a highly popular and effective machine-
learning algorithm widely employed in various domains due to 
its ability to combine weak prediction models and create a 
robust predictive model [30]. It belongs to the category of 
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boosting algorithms, which iteratively train new models to 
correct the errors made by previous models. 

In Gradient Boost, weak models, typically decision trees, 
are trained in a stage-wise manner. At each stage, the model is 
trained on the data with a modified version of the target 
variable, representing the residuals or errors of the previous 
models. This process focuses on minimizing the errors made 
by the ensemble of models (see Fig. 7). 

 

Fig. 7. Gradient boost algorithm [31]. 

The training process involves optimizing a loss function, 
such as mean squared error for regression or log loss for 
classification, to determine the optimal weights and parameters 
of the weak models. The final model is a combination of these 
weak models, and their predictions are weighted based on their 
performance on the training data. 

One of the key strengths of Gradient Boost is its ability to 
handle complex datasets and capture non-linear relationships, 
leading to accurate predictions [30].  

However, it is essential to be cautious about overfitting 
when using Gradient Boost. Controlling model complexity 
through regularization techniques, such as shrinkage and 
subsampling, can help mitigate this issue. Moreover, due to its 
iterative nature, Gradient Boost can be computationally 
expensive, necessitating careful tuning of hyperparameters, 
such as learning rate, tree depth, and number of iterations, to 
achieve optimal performance [32]. 

III. RELATED WORK 

URL verification is crucial for protecting users from 
phishing attacks, an often overlooked vulnerability [33]. 
However, traditional phishing detection methods exhibit 
limited accuracy, detecting only around 20% of attempts [33]. 
To overcome this, machine learning (ML) techniques have 
shown promise, though challenges arise with large databases 
and time-consuming processes [34]. Additionally, heuristics-
based approaches suffer from significant false-positive rates 
[34]. Previous research focuses on improving anti-phishing 
models through feature reduction and ensemble methods [14]. 

Phishing URL detection is commonly treated as a 
classification problem using ML algorithms [35]. Constructing 
an ML-based detection model requires relevant properties to 
distinguish phishing from legitimate websites [35]. Robust ML 
approaches have demonstrated high detection accuracy [35], 
with various feature selection strategies employed to reduce 
feature numbers [35]. 

Common classifiers like Decision Trees (DT), C4.5, k-
Nearest Neighbors (k-NN), and Support Vector Machines 
(SVM) are widely used in phishing detection research due to 
their accuracy and efficiency [36]. However, deep learning 
models face challenges such as manual parameter adjustment, 
lengthy training periods, and suboptimal detection accuracy 
[37]. Researchers emphasize the significance of ensemble 
learning techniques, feature selection, and reduction to address 
these issues [38]. Different classifiers, including Naive Bayes 
(NB) and SVM, have been explored [39]. Random Forest (RF) 
has also been successful in distinguishing phishing attacks 
from normal websites, with Subasi et al. [40] achieving an 
exceptional classification performance of 97.36% using the 
random forest classifier. Feature selection has been a focus in 
another study, with characteristics grouped to identify the most 
effective ones for accurate phishing attack detection [41]. 

In the field of phishing website detection, Patil et al. [42] 
proposed three strategies involving URL attribute assessment, 
validation based on hosting and management, and visual 
appearance-based analysis. They comprehensively assessed 
various aspects of URLs and websites using ML 
methodologies and algorithms. 

Joshi et al. [43] conducted research on phishing attack 
prediction, utilizing a binary classifier based on the RF 
algorithm and a feature selection algorithm called relief, using 
data from the Mendeley domain for feature selection and 
training the RF algorithm. 

Ubing et al. [44] explored ensemble learning strategies like 
bagging, boosting, and stacking to achieve high accuracy in 
phishing detection by integrating decision tree classifiers. 

Similarly, Alsariera et al. [45] investigated phishing 
website detection using the "Forest by Penalizing Attributes" 
(FPA) algorithm and its enhanced variations, employing 
ensemble learning strategies like bagging, boosting, and 
stacking. 

Pandey et al. [46] contributed to the field with a novel 
hybrid model combining Random Forest and Support Vector 
Machine (SVM) techniques for detecting phishing on websites. 
Their experimental results demonstrated an impressive 
accuracy of 94%, outperforming traditional ML algorithms 
SVM (90%) and Random Forest (92.96%), highlighting the 
superior performance of the hybrid model in classifying 
phishing attacks. 

Furthermore, Lakshmi et al. [47] introduced an innovative 
approach for detecting phishing websites, analyzing hyperlinks 
in the HTML source code. They constructed a feature vector 
with 30 parameters to train a supervised DNN model with an 
Adam optimizer. The model demonstrated exceptional 
performance, outperforming traditional ML algorithms with a 
remarkable accuracy rate of 96%. 

Table I displays a concise overview of machine learning 
approaches employed in phishing website detection. 
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TABLE I. COMPARATIVE ANALYSIS OF RECENT MACHINE LEARNING 

TECHNIQUES FOR PHISHING DETECTION 

Model Dataset Algorithm Accuracy 

Subasi et al. [40] website 

RF, 

KNN, 
SVM, 

ANN, 

RF, 
C4.5, 

CART, 

NB 

97.36% 

97.18% 
97.17% 

96.91% 

96.79% 
95.88% 

95.79% 

92.98% 

Patil et al.[42] URLs 

LR, 

DT, 

RF 

96.23% 

96.23% 

96.58% 

Joshi et al.[43] Websites RF 97.63% 

Ubing et al.[44] UCI 
Ensemble bagging, 
boosting, stacking 

95.40% 

Alsariera et al. [45] UCI 

ForestPA-PWDM, 

Bagged-ForestPA-PWDM, 
sAdab-ForestPA-PWDM 

96.26% 

96.5% 
97.4% 

Pandey et al. [46] Websites SVM,RF 94.00% 

Lakshmi et al. [47] UCI DNN +Adam 96.00% 

IV. METHODOLOGY 

In this research study, our main objective was to identify 
the most effective machine-learning model for detecting 
phishing domains. To achieve this, we conducted experiments 
with seven distinct machine-learning techniques: Logistic 
Regression (LR), k-Nearest Neighbors (KNN), Support Vector 
Machine (SVM), Naive Bayes (NB), Decision Tree (DT), 
Random Forest (RF), and Gradient Boosting. 

Our dataset consisted of over 11,055 records, with 31 
website parameters and a corresponding class label indicating 
whether it was a phishing website (1) or not (-1). To improve 
the models' accuracy, we applied the MinMax normalization 
feature as a preprocessing strategy. 

To ensure robust evaluation, we employed a ten-fold cross-
validation method during the classification process. This 
approach enabled us to obtain a more accurate performance 
evaluation of the models on the dataset, ensuring reliable 
results. 

After the classification process, we thoroughly assessed the 
machine learning algorithms' performance using various 
evaluation metrics commonly used in the field, including 
accuracy, precision, recall, and F1-score. These metrics 
allowed us to make meaningful comparisons between the 
algorithms, ultimately identifying the most suitable approach 
for effectively detecting phishing websites. 

To visually illustrate the concept, (see Fig. 8) presents a 
graphical representation of the process. 

A. The Dataset  

The research utilized a dataset obtained from the UCI 
machine-learning repository, which can be accessed at [48]. 
The dataset contains 11,055 records, and each sample within 
the dataset is composed of 31 website parameters. Among 
these parameters is a class label that indicates whether the 
website is classified as a phishing website or not, represented 
by values of 1 or -1 (Table II). 

 

Fig. 8. Model’s flowchart. 

TABLE II. DESCRIPTION OF STUDIED PHISHING WEBSITE DATASET 

Total number of attributes 31 

No. of independent variables 30 

No. of class variables 1 

Details of the class variable 

Name: Result 

Legitimate =-1 Phishing=1 

4898 6175 

Total number of instances 11055 

B. Dataset Representation 

The dataset utilized in this research incorporates novel 
features that have been experimentally introduced [48], 
including the assignment of new rules to certain well-known 
parameters. The dataset comprises 30 parameters, which are 
listed below: 

'having_IP_Address', 'URL_Length', 'Shortening_Service', 
'having_At_Symbol', 'double_slash_redirecting', 
'Prefix_Suffix', 'having_Sub_Domain', 'SSLfinal_State', 
'Domain_registration_length', 'Favicon', 'port', 'HTTPS_token', 
'Request_URL', 'URL_of_Anchor', 'Links_in_tags', 'SFH', 
'Submitting_to_email', 'Abnormal_URL', 'Redirect', 
'on_mouseover', 'RightClick', 'popUpWindow', 'Iframe', 
'age_of_domain', 'DNSRecord', 'web_traffic', 'Page_Rank', 
'Google_Index', 'Links_pointing_to_page', 'Statistical_report'. 

C. Visualizing the Dataset: Heatmap of Feature Correlations 

To gain further insights into the dataset and understand the 
relationships between its features, we generated a heatmap to 
visualize the pairwise correlations among the 30 parameters 
used in this research (see Fig. 9). The heatmap provides a clear 
and concise representation of the correlation matrix, allowing 
us to identify potential associations and patterns that might 
influence the classification of phishing websites [50]. 
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Fig. 9. The heatmap of dataset features. 

Each cell in the heatmap is color-coded based on its 
correlation value, ranging from highly positive (dark shades) to 
highly negative (light shades) correlations. A correlation value 
close to 1 indicates a strong positive relationship, while a value 
close to -1 denotes a strong negative relationship. Conversely, 
a correlation value near 0 suggests little to no linear correlation 
between the respective features. 

Upon analyzing the heatmap, several interesting 
observations emerge. For instance, we observe a strong 
positive correlation between the 'having_Sub_Domain' and 
'Links_pointing_to_page' features, indicating that websites 
with more subdomains tend to have more links pointing to their 
pages. Conversely, there appears to be a negative correlation 
between 'URL_Length' and 'Page_Rank', suggesting that longer 
URLs may be associated with lower page ranks. 

Additionally, the presence of certain novel features, as 
experimentally introduced in the dataset, reveals potential 
correlations with other established parameters. For example, 
the 'Abnormal_URL' feature exhibits a moderate negative 
correlation with 'SSLfinal_State,' suggesting that websites with 
abnormal URLs might be less likely to have a valid SSL 
certificate. 

The heatmap not only facilitates the identification of such 
associations but also aids in assessing potential 
multicollinearity among the features. Identifying 
multicollinearity is crucial, as it can impact the performance 
and interpretability of predictive models. 

D. The MinMax Normalization 

In our study, our main focus was to boost the precision of 
our proposed models by introducing MinMax normalization as 
a critical preprocessing measure. This technique, widely 
acknowledged in the realm of machine learning, significantly 
enhances model accuracy, particularly for specific models that 
rely on it [49]. By employing MinMax normalization in our 
suggested model, we effectively rescaled the data to a domain 
of [0, 1], leading to notable improvements in the input quality 
during model training (see Eq. (1)). 

            
      

         
  (1) 

Where: 

            is the normalized value of the data point X. 

X is the original value of the data point. 

     is the minimum value in the dataset. 

     is the maximum value in the dataset. 

E. The Ten-fold Cross-validation Method 

The ten-fold cross-validation method is a widely used 
technique in machine learning and statistical analysis to 
evaluate a model's performance on a dataset [51]. It involves 
ten iterations with different data splits for training and testing, 
yielding a robust estimate of the model's abilities. This 
approach mitigates bias and variance issues, providing a 
comprehensive evaluation of generalization to unseen data. 
The final performance metric is obtained by averaging the 
results from all ten iterations, ensuring an accurate assessment 
of the model's capabilities. 

F. The Evaluation Metrics 

The evaluation metrics are essential tools for assessing the 
performance of machine learning models. They provide 
quantitative measures of the model's accuracy, precision, 
recall, and F1-score. By using these metrics, researchers can 
make meaningful comparisons between different models and 
identify the most effective approach for their specific task. 

1) Accuracy: Accuracy is a fundamental performance 

metric used to assess the overall correctness of a machine 

learning model. It represents the ratio of correctly predicted 

instances to the total number of instances in the dataset. In 

other words, it measures how often the model makes correct 

predictions. It is a simple and intuitive metric, but it might not 

be the best choice when dealing with imbalanced datasets. 

         
                                       

                         
 

     (2) 

2) F1 Score: The F1 score is a balanced metric that takes 

into account both precision and recall. It is particularly useful 

when dealing with imbalanced datasets, where one class might 

dominate the others. The F1 score computes the harmonic 

mean of precision and recall, providing a single value that 

balances the trade-off between false positives (FP) and false 

negatives (FN). 

         
                    

                  
  (3) 

3) Recall: Recall, also known as sensitivity or true 

positive rate, measures the proportion of actual positive 

instances that are correctly identified by the model. It is 

essential when the cost of false negatives is high, as it focuses 

on minimizing the number of missed positive instances. 

       
              

                              
 (4) 

4) Precision: Precision represents the proportion of true 

positive predictions among all positive predictions made by 

the model. It is crucial when the cost of false positives is high, 
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as it aims to reduce the number of incorrectly classified 

positive instances. 

          
              

                              
 (5) 

In summary, accuracy measures overall correctness, F1 
score balances precision and recall, recall focuses on 
minimizing false negatives, and precision aims to minimize 
false positives. 

V. FINDINGS AND ANALYSIS 

In this section, we present the experimental results of our 
comparative study (Table III). We analyze the performance of 
each machine-learning algorithm using the evaluation metrics 
defined in the previous section. We provide a comprehensive 
analysis of the results, highlighting the strengths and 
weaknesses of each algorithm.  

TABLE III. EVALUATION RESULTS IN (%). 

Classifier Accuracy F1 score Recall Precision 

Gradient Boost 97.2% 96.9% 97% 96.8% 

Random Forest 97.1% 97.3% 97.4% 97.2% 

Decision Tree 96.3% 96.7% 96.7% 96.6% 

K-Nearest Neighbors 95.6% 96.2% 96.8% 95.7% 

Support Vector 

Machine 
93.9% 95% 96.4% 93.7% 

Logistic Regression 92.7% 93.8% 95% 92.7% 

Naive Bayes Classifier 60.1% 45.3% 29.3% 99.2% 

In this analysis, we evaluate the performance of various 
machine-learning models based on key metrics, including 
Accuracy, F1-score, Recall, and Precision. The models under 
consideration are Gradient Boost, Random Forest, Decision 
Tree, K-Nearest Neighbors, Support Vector Machine, Logistic 
Regression, and Naive Bayes Classifier. 

Starting with Gradient Boost and Random Forest, both 
models showcase impressive results. Gradient Boost achieves a 
remarkable Accuracy of 97.2%, indicating its ability to make 
correct predictions for a majority of instances. The F1-score of 
96.9% suggests a well-balanced trade-off between precision 
and recall. Additionally, with Recall and Precision scores of 
97% and 96.8% respectively, it effectively identifies most 
positive instances while maintaining a high level of accuracy in 
positive predictions. 

Random Forest, another strong performer, demonstrates an 
Accuracy of 97.1%, marginally trailing behind Gradient Boost. 
Nevertheless, its F1-score of 97.3% indicates an excellent 
balance between precision and recall. The model boasts a high 
Recall score of 97.4%, suggesting its proficiency in correctly 
identifying positive instances. Furthermore, its Precision score 
of 97.2% underscores its accuracy in positive predictions. 

The Decision Tree model also shows promise with a 
respectable Accuracy of 96.3%. Its F1-score of 96.7% reflects 
a good balance between precision and recall. The Recall and 
Precision scores of 96.7% and 96.6% respectively affirm the 
model's effectiveness in correctly identifying positive instances 
and making accurate positive predictions. 

K-Nearest Neighbors performs well, attaining an Accuracy 
of 95.6%. Its F1-score of 96.2% demonstrates a commendable 
balance between precision and recall. With Recall and 
Precision scores of 96.8% and 95.7% respectively, the model 
effectively identifies positive instances and makes accurate 
positive predictions. 

The Support Vector Machine achieves an Accuracy of 
93.9%, somewhat lower than the previously mentioned models. 
Nevertheless, its F1-score of 95% suggests a satisfactory 
balance between precision and recall. A Recall score of 96.4% 
indicates its effectiveness in identifying positive instances, and 
its Precision score of 93.7% underscores its accuracy in 
positive predictions. 

Logistic Regression, with an Accuracy of 92.7%, provides 
a reasonable performance. Its F1-score of 93.8% signifies a 
good balance between precision and recall. A Recall score of 
95% indicates its ability to effectively identify positive 
instances, while its Precision score of 92.7% reflects accurate 
positive predictions. 

On the other hand, the Naive Bayes Classifier lags 
significantly behind the other models with an Accuracy of 
60.1% and an F1-score of 45.3%. The low Recall score of 
29.3% suggests its struggle to effectively identify positive 
instances. However, it exhibits an unexpectedly high Precision 
score of 99.2%, indicating that when it predicts a positive 
instance, it is usually correct. This discrepancy might imply a 
bias towards negative instances. 

In conclusion, the analysis showcases Gradient Boost and 
Random Forest as top-performing models, excelling in various 
metrics. The Decision Tree, K-Nearest Neighbors, and Logistic 
Regression also demonstrate competitive performances. 
However, the Naive Bayes Classifier significantly 
underperforms in comparison to the other models, necessitating 
further investigation and improvements. By understanding the 
strengths and weaknesses of each model, we can make 
informed decisions when selecting the most suitable model.  

After a thorough examination of our research findings, we 
will proceed to conduct a comparative analysis with other 
relevant studies in the field (Table IV). 

TABLE IV. EVALUATION OF CURRENT PHISHING DOMAIN DETECTION 

MODELS 

Authors Dataset Algorithm Accuracy 

Ubing et al. [44] UCI 
Ensemble bagging, boosting, 

stacking 
95.4% 

Alsariera et al. [45] UCI 
ForestPA-PWDM, Bagged-
ForestPA-PWDM, and Adab-

ForestPA-PWDM 

96.26% 
96.5% 

97.4% 

Lakshmi et al. [47] UCI DNN +Adam 96.00% 

Alnemari et al. [49] UCI Random Forest 97.3% 

Ubing et al. [44], in their work, harnessed the power of 
ensemble learning techniques such as bagging, boosting, and 
stacking, securing an impressive accuracy of 95.4% on the UCI 
dataset. This commendable outcome highlights the prowess of 
ensemble methods in accurately identifying phishing attacks, 
emphasizing the model's capacity to make precise predictions. 

https://www.mdpi.com/2076-3417/13/8/4649#B42-applsci-13-04649
https://www.mdpi.com/2076-3417/13/8/4649#B71-applsci-13-04649
https://www.mdpi.com/2076-3417/13/8/4649#B55-applsci-13-04649
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Equally noteworthy, Alsariera et al. [45] proposed multiple 
meta-learner models rooted in ForestPA-PWDM, Bagged-
ForestPA-PWDM, and Adab-ForestPA-PWDM. Their 
experimental results yielded outstanding accuracies of 96.26%, 
96.5%, and a remarkable 97.4%, respectively, on the UCI 
dataset. This exemplifies the efficacy and versatility of their 
ensemble-based approaches, which outperformed a majority of 
existing techniques, underscoring their potential as powerful 
solutions for phishing detection. 

Venturing into the realm of deep learning, Lakshmi et al. 
[47] introduced the DNN +Adam model, accomplishing an 
impressive accuracy of 96.00% on the UCI dataset. This result 
vividly illustrates the effectiveness of deep learning 
methodologies in tackling phishing attacks, showcasing the 
model's ability to discern malicious websites with a remarkable 
degree of accuracy. 

Furthermore, Alnemari et al. [49] adopted the Random 
Forest model, achieving an exceptional accuracy of 97.3% on 
the UCI dataset. The success of this approach showcases the 
formidable strength of Random Forest in detecting phishing 
attacks, operating at a high level of accuracy and 
outperforming several alternative methods. 

Now, shifting our focus to our own research, our results 
reinforce the notion of competitive performance in the realm of 
phishing attack detection. With accuracy values ranging from 
93.9% to 97.2%, the machine learning models utilized in our 
study prove their efficacy. Particularly, the Gradient Boost and 
Random Forest models demonstrated remarkable accuracies of 
97.2% and 97.1%, respectively, rivaling or even surpassing the 
accuracy rates reported in the aforementioned studies. 

The alignment of our results with the findings of previous 
studies accentuates the effectiveness of diverse machine 
learning techniques in detecting phishing attacks.  

Overall, our research findings substantiate commendable 
performance, with the competitive accuracies achieved by our 
models showcasing their potential practicality in real-world 
phishing detection scenarios. The insights gleaned from our 
study empower us to make informed decisions when selecting 
the most appropriate machine learning technique to combat 
phishing threats in diverse applications. 

VI. CONCLUSION 

In this research, we have delved into the critical domain of 
phishing website detection, exploring diverse machine learning 
techniques and their effectiveness in countering the ever-
evolving cybersecurity threat posed by phishing attacks. The 
rampant increase in such fraudulent activities has presented 
significant challenges to individuals and organizations 
worldwide, necessitating the development of robust and 
efficient methods to detect and thwart these deceitful websites. 

Through an extensive analysis of our research results and a 
thorough comparison with other relevant studies, we have 
uncovered promising insights into the effectiveness of various 
machine learning models for detecting phishing attacks. 
Notably, the Gradient Boost and Random Forest models have 
demonstrated exceptional performance, showcasing accuracy 
rates that either align with those reported in the existing 

literature. This remarkable potential positions these models as 
viable candidates for real-world applications in phishing 
detection scenarios, playing a pivotal role in fortifying 
cybersecurity measures and shielding users from the dangers 
posed by phishing attacks. 

REFERENCES 

[1] Z. Alkhalil, C. Hewage, L. Nawaf, and I. Khan, "Phishing Attacks: A 
Recent Comprehensive Study and a New Anatomy," Front. Comput. 
Sci., vol. 3, p. 563060, 2021, doi: 10.3389/fcomp.2021.563060. 

[2] H. Aldawood and G. Skinner, "An Advanced Taxonomy for Social 
Engineering Attacks," International Journal of Computer Applications, 
vol. 177, pp. 975-8887, 2020. doi: 10.5120/ijca2020919744. 

[3] R. Dhamija, J. D. Tygar, and M. Hearst, "Why phishing works," in 
Proceedings of the SIGCHI Conference on Human Factors in 
Computing Systems, 2006, pp. 581-590. 

[4] C. Herley, "So long, and no thanks for the externalities: The rational 
rejection of security advice by users," in Proceedings of the 2009 
workshop on New security paradigms, 2011, pp. 133-144. 

[5] K. L. Chiew, K. Yong, and C. C. L. Tan, "A Survey of Phishing Attacks: 
Their Types, Vectors and Technical Approaches," Expert Systems with 
Applications, vol. 106, 2018, pp. 10.1016/j.eswa.2018.03.050. 

[6] D. Gavrilut and I. Zaporojan, "The use of machine learning algorithms 
for phishing detection," in 2019 International Conference on Innovations 
in Intelligent Systems and Applications (INISTA), 2019, pp. 1-5. 

[7] D. Hosmer and S. Lemeshow, "Applied Logistic Regression," 2004. doi: 
10.1002/9781118548387. 

[8] A. Agresti, "Foundations of Linear and Generalized Linear Models," 
John Wiley & Sons, 2015. 

[9] "Logistic Regression in Machine Learning—Javatpoint." Available 
online: https://www.javatpoint.com/logistic-regression-in-machine-
learning (accessed on 19 July 2023). 

[10] S. Menard, "Applied Logistic Regression Analysis," Sage Publications, 
2002. 

[11] K. Taunk, S. De, S. Verma, and A. Swetapadma, "A Brief Review of 
Nearest Neighbor Algorithm for Learning and Classification," in 2019 
International Conference on Intelligent Computing and Control Systems 
(ICCS), Madurai, India, 2019, pp. 1255-1260, doi: 
10.1109/ICCS45141.2019.9065747. 

[12] E. Rodrigues, "Combining Minkowski and Cheyshev: New Distance 
Proposal and Survey of Distance Metrics Using k-Nearest Neighbours 
Classifier," Pattern Recognition Letters, vol. 110, 2018, pp. 
10.1016/j.patrec.2018.03.021. 

[13] P. Cunningham, M. Cord, and S. Delany, "Supervised Learning," in 
Handbook of Research on Machine Learning Applications and Trends: 
Algorithms, Methods, and Techniques, IGI Global, 2010, pp. 20-36. doi: 
10.1007/978-3-540-75171-7_2. 

[14] B. V. Dasarathy, "Nearest Neighbor (NN) Norms: NN Pattern 
Classification Techniques," IEEE Computer Society Press, 1991. 

[15] "K-Nearest Neighbor (KNN) Algorithm for Machine Learning—
Javatpoint." Available online: https://www.javatpoint.com/logistic-
regression-in-machine-learning (accessed on 19 July 2023). 

[16] V. Kecman, "Support Vector Machines – An Introduction," in Support 
Vector Machines: Theory and Applications, 2nd ed., Springer, 2015, pp. 
1-25. doi: 10.1007/10984697_1. 

[17] "Support Vector Machine Algorithm—Javatpoint." Available online: 
https://www.javatpoint.com/machine-learning-support-vector-machine-
algorithm (accessed on 19 July 2023). 

[18] B. Schölkopf and A. J. Smola, "Learning with Kernels: Support Vector 
Machines, Regularization, Optimization, and Beyond," MIT Press, 2002. 

[19] K. Crammer and Y. Singer, "On the algorithmic implementation of 
multiclass kernel-based vector machines," Journal of Machine Learning 
Research, vol. 2, Dec. 2002, pp. 265-292. 

[20] P. Flach and N. Lachiche, "Naive Bayesian Classification of Structured 
Data," Machine Learning, vol. 57, 2004, pp. 233-269. doi: 
10.1023/B:MACH.0000039778.69032.ab. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

425 | P a g e  

www.ijacsa.thesai.org 

[21] "Naïve Bayes Classifier from Scratch with Hands-on Examples in R." 
Available online: https://insightimi.wordpress.com/2020/04/04/naive-
bayes-classifier-from-scratch-with-hands-on-examples-in-r (accessed on 
19 July 2023). 

[22] T. Almeida, J. Almeida, and A. Yamakami, "Spam filtering: How the 
dimensionality reduction affects the accuracy of Naive Bayes 
classifiers," J. Internet Services and Applications, vol. 1, 2011, pp. 183-
200. doi: 10.1007/s13174-010-0014-7. 

[23] A. Priyam, R. Gupta, A. Rathee, and S. Srivastava, "Comparative 
Analysis of Decision Tree Classification Algorithms," International 
Journal of Current Engineering and Technology, vol. 3, pp. 334-337, 
June 2013. doi: ISSN 2277-4106. 

[24] "Machine Learning Decision Tree Classification Algorithm—
Javatpoint." Available online: https://www.javatpoint.com/machine-
learning-decision-tree-classification-algorithm (accessed on 19 July 
2023). 

[25] P. Sen, M. Hajra, and M. Ghosh, "Supervised Classification Algorithms 
in Machine Learning: A Survey and Review," in Proceedings of the 
International Conference on Advanced Computing Technologies and 
Applications (ICACTA), 2020, pp. 142-155. doi: 10.1007/978-981-13-
7403-6_11. 

[26] K. P. Murphy, "Machine Learning: A Probabilistic Perspective," MIT 
Press, 2012. 

[27] L. Breiman, "Random Forests," Machine Learning, vol. 45, no. 1, pp. 5-
32, 2001. 

[28] "What is a Random Forest?" Available online: 
https://www.tibco.com/reference-center/what-is-a-random-forest 
(accessed on 19 July 2023). 

[29] D. R. Cutler, T. C. Edwards Jr, K. H. Beard, A. Cutler, K. T. Hess, J. 
Gibson, and J. J. Lawler, "Random forests for classification in ecology," 
Ecology, vol. 88, no. 11, pp. 2783-2792, 2007. 

[30] Kavzoglu, T., Teke, A. Predictive Performances of Ensemble Machine 
Learning Algorithms in Landslide Susceptibility Mapping Using 
Random Forest, Extreme Gradient Boosting (XGBoost) and Natural 
Gradient Boosting (NGBoost). Arab J Sci Eng 47, 7367–7385 (2022). 
https://doi.org/10.1007/s13369-022-06560-8. 

[31] "Gradient Boosting Algorithm in Machine Learning." Available online: 
https://pythongeeks.org/gradient-boosting-algorithm-in-machine-
learning/ (accessed on 19 July 2023). 

[32] J. H. Friedman, "Greedy function approximation: a gradient boosting 
machine," Annals of Statistics, pp. 1189–1232, 2001. 

[33] R. Dhamija, J. D. Tygar, and M. Hearst, "Why phishing works," in 
Proceedings of the SIGCHI conference on Human Factors in Computing 
Systems, 2006, pp. 581-590. 

[34] A. A. Yavuz and H. Polat, "Phishing websites detection using machine 
learning techniques," Expert Systems with Applications, vol. 55, pp. 
225-233, 2016. 

[35] M. Alazab, R. Broadhurst, and H. Chen, "Predictive data mining for 
combating phishing attacks," IEEE Transactions on Systems, Man, and 
Cybernetics - Part A: Systems and Humans, vol. 41, no. 3, pp. 468-479, 
2011. 

[36] S. Wang, X. Jiang, W. Cui, T. Huang, B. Li, and Y. Qian, "Robust 
detection of web phishing using RBF based on an improved extreme 
learning machine," Expert Systems with Applications, vol. 42, no. 21, 
pp. 7374-7382, 2015. 

[37] M. Alazab, R. Broadhurst, and J. Slay, "PhishNet: Predictive phishing 
detection system," Information Sciences, vol. 305, pp. 65-80, 2015. 

[38] S. K. Mahanta, N. Sarma, D. Das, and A. Das, "A novel hybrid approach 
for phishing detection using random forest," Procedia Computer 
Science, vol. 89, pp. 120-127, 2016. 

[39] P. K. Biswas, M. I. Hossain, D. K. Bhattacharyya, M. Nasipuri, D. K. 
Basu, and M. Kundu, "A feature selection mechanism for phishing 
detection," Applied Soft Computing, vol. 13, no. 8, pp. 3464-3475, 
2013. 

[40] A. Subasi, E. Molah, F. Almkallawi, and T. Chaudhery, "Intelligent 
phishing website detection using random forest classifier," in 
Proceedings of the 2017 International Conference on Engineering and 
Computer Technology (ICECTA), 2017, pp. 1-5. doi: 
10.1109/ICECTA.2017.8252051. 

[41] D. Salem, "On determining the most effective subset of features for 
detecting phishing websites," International Journal of Computer 
Applications, vol. 122, pp. 1-7, 2015. doi: 10.5120/21813-5191. 

[42] V. Patil, P. Thakkar, C. Shah, T. Bhat, and S. P. Godse, "Detection and 
Prevention of Phishing Websites Using Machine Learning Approach," in 
2018 Fourth International Conference on Computing Communication 
Control and Automation (ICCUBEA), Pune, India, 2018, pp. 1-5. doi: 
10.1109/ICCUBEA.2018.8697412. 

[43] A. Joshi and Prof. T. R. Pattanshetti, "Phishing Attack Detection using 
Feature Selection Techniques," in Proceedings of International 
Conference on Communication and Information Processing (ICCIP) 
2019. 

[44] A. Ubing, S. Kamilia, A. Abdullah, N. Zaman, and M. Supramaniam, 
"Phishing Website Detection: An Improved Accuracy through Feature 
Selection and Ensemble Learning," Int. J. Adv. Comput. Sci. Appl., vol. 
10, pp. 252-257, 2019. 

[45] Y. A. Alsariera, A. V. Elijah, and A. O. Balogun, "Phishing Website 
Detection: Forest by Penalizing Attributes Algorithm and Its Enhanced 
Variations," Arab. J. Sci. Eng., vol. 45, pp. 10459-10470, 2020. 

[46] A. Agresti, "Foundations of Linear and Generalized Linear Models," 
John Wiley & Sons, 2015. 

[47] L. Lakshmi, M. P. Reddy, C. Santhaiah, and U. J. Reddy, "Smart 
Phishing Detection in Web Pages Using Supervised Deep Learning 
Classification and Optimization Technique ADAM," Wirel. Pers. 
Commun., vol. 118, pp. 3549-3564, 2021. 

[48] UCI Machine Learning Repository, "Phishing Websites Data Set," 
Available online: 
https://archive.ics.uci.edu/ml/datasets/phishing+websites. 

[49] S. Alnemari and M. Alshammari, "Detecting Phishing Domains Using 
Machine Learning," Applied Sciences, vol. 13, article no. 4649, 2023. 
doi: 10.3390/app13084649. 

[50] K. Fu, D. Cheng, Y. Tu, and L. Zhang, "Credit Card Fraud Detection 
Using Convolutional Neural Networks," in Proceedings of the 2016 
International Conference on Neural Information Processing, pp. 483-
490, 2016. doi: 10.1007/978-3-319-46675-0_53. 

[51] M. Gaag, T. Hoffman, M. Remijsen, R. Hijman, L. de Haan, B. Meijel, 
P. van Harten, L. Valmaggia, M. Hert, A. Cuijpers, and D. Wiersma, 
"The five-factor model of the Positive and Negative Syndrome Scale - 
II: A ten-fold cross-validation of a revised model," Schizophrenia 
research, vol. 85, pp. 280-7, 2006. doi: 10.1016/j.schres.2006.03.021.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

426 | P a g e  

www.ijacsa.thesai.org 

Study of the Impact of the Internet of Things 

Integration on Competition Among 3PLs 

Kenza Izikki
1
, Mustapha Hlyal

2
, Aziz Ait Bassou

3
, Jamila El Alami

4
 

LASTIMI Laboratory, Graduate School of Technology EST, Mohamed V University, Rabat
1, 3, 4

 

Logistics Center of Excellence, Higher School of Textile and Clothing Industries ESITH, Casablanca
2
 

 

 
Abstract—The Third-Party Logistics (3PL) industry plays an 

important role in modern supply chains, facilitating the efficient 

movement of goods and optimizing logistics operations. With the 

advent of advanced technologies, such as the Internet of Things 

(IoT), automation, artificial intelligence, and data analytics, the 

landscape of the 3PL industry has undergone significant 

transformation. With their tracking ability and real time data 

enabling capability, IoT technologies have gained great attention 

from researchers and practitioners and have been widely used in 

the supply chain sector. This paper employs the Cournot duopoly 

model within the framework of game theory to investigate the 

profound implications of the use of IoT technology on 

competition and operational strategies within the 3PL sector. In 

this study, we construct a Cournot duopoly model focusing on the 

assessment of the service level of third party logistics (3PL) 

within the market. We consider variables such as service level 

and the IoT adoption rates as crucial factors influencing the 

behavior of these firms. Through numerical simulations we 

quantify the impact of the technology on the overall profitability 

for both firms. Our findings have demonstrated the positive 

impact of integrating IoT on enhancing the profits of the 3PL 

firms. Additionally, the IoT adoption rates and the overall IoT 

integration costs play a critical role in determining market 

equilibrium and profit distribution. 

Keywords—Internet of things; third party logistics; game 

theory; cournot duopoly 

I. INTRODUCTION 

In recent years, the supply chains have faced crucial 
changes due numerous factors such as the pandemic crisis, 
increasing customer demands in terms of better quality 
products, quicker lead times and personalized experiences. 
Furthermore, in light of the emergence of new international 
markets, the growth of e-commerce and an increasing 
awareness of the importance of sustainability, the supply 
chains operations have become greatly complex. Consequently, 
there is a pressing need to adopt a fresh perspective on supply 
chain management by embracing the shift to digitalized 
sustainable operations. In order to meet the ever-changing 
demands of customers, the adoption of a sustainable supply 
chain (SSC) has become imperative for companies. Over the 
past few decades, there has been a notable increase in the 
number of studies focusing on sustainable supply chain 
management (SSCM). 

Furthermore, organizations strive to enhance their business 
processes by implementing technologies aligned with industry 
4.0 (I4.0). This latter is revolutionizing the current industrial 
landscape, bringing about a significant shift in paradigms. I4.0 

encompasses various technologies. Internet of Things (IoT), 
artificial intelligence (AI), blockchain, and the physical internet 
have become ubiquitous terms in describing the modern world. 
These digital technologies enable the generation, collection and 
analysis of vast volumes of data from diverse sources, 
including ERP systems, mobile devices, customer purchasing 
behavior, product lifecycle operations, global positioning 
systems (GPS), radio frequency identification (RFID) tracking, 
surveillance videos, IoT sensors etc. Incorporating these 
technologies into the value chain increases flexibility, 
efficiency, productivity and ensure a better decision-making 
process [1]. 

The Internet of Things (IoT) is a global platform that 
enables the connection of smart devices through the Internet. It 
facilitates the seamless integration of the supply chain (SC) and 
communication technology (ICT) infrastructure within an 
organization, as well as with customers and suppliers 
externally. Exploring the impact of the internet of things 
technologies on the supply chain processes have attracted the 
interest of many researchers [2]–[6]. IoT has proved its impact 
on promoting sustainability in the supply chains, through its 
capability to ensure visibility traceability and real time decision 
making. 

On the other hand, the complexity of the supply chain 
operations, the increased costs and intense competitiveness in 
the global business world have led manufacturers and 
businesses to consider outsourcing their logistics activities to 
experts while focusing on their core competencies. Fast and 
reliable transportation has become essential, which may lead to 
higher transportation costs, making 3PL services necessary [7] 

Third-Party Logistics (3PL) refers to the practice of 
engaging external companies to manage some or all of the 
logistics tasks for a company. 3PL firms primarily offered 
transportation services. However, due to the increasing 
competitiveness and continuous demanding customers‟ needs, 
3PL companies have seen the obligation to incorporate a wider 
range of services and specializations such as now conventional 
and refrigerated transportation, smart warehousing [8] as well 
as focusing on developing their IT skills and widen their 
expertise [7] and providing sustainable activities and strategies 
[9]. 

Logistics requirements and expectations have evolved in 
recent years in view of the continuous developments in 
advanced technologies and the industry 4.0 revolution. 
Embracing cutting-edge technologies brings numerous 
advantages, such as increased operational efficiencies in 
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transportation and warehousing, as well as effective risk 
management. Therefore, 3PL companies ought to implement 
suitable information technology that aligns with their 
customers' needs [10]. 

Literature related to the 3PL market is enriched constantly, 
[11], [12] propose third party logistics selection frameworks 
using the MCDM approach,[13] explores the challenges and 
value of adopting the blockchain the 3PL companies. 
Moreover, various decision-making models for evaluating and 
selecting 3PL from a sustainability point of view [14]–[18]. 
Outsourcing logistics activities offers numerous advantages 
such as better flexibility and overall greater economic benefits 
[9], which has driven the third-party service providers market 
to flourish. However, the rise in 3PL companies have resulted 
in increased competition among them [8]. 

Game theory approach is one of the preferred mathematical 
models used in supply chain management. Considering the 
structure of the supply chain and their many players, game 
theory offers a thorough mathematical approach helping 
analyzing and optimizing the decision making and 
configurations of the supply chains [19]. The author in [20] 
used game theory approach to study the impact of open 
innovation for achieving competitive advantage. The author in 
[9] used game theory to investigate the pricing strategies of 
3PL for a sustainable supply chain focusing on decreasing 
carbon emissions and delivery time. Similarly, [21] focused on 
pricing decisions in three different strategies considering CSR 
concerns and introducing a greening degree while [22] focused 
on investment decisions investigating who will bear the 
implementation cost of the IoT. 

The main objective of the theoretical games in the literature 
focuses on pricing decision, decision to outsource and decision 
to investment costs. Although the use of game theory in supply 
chain is fairly extensive, its use in relation to 3PL, 
sustainability and IoT impact is under-researched. Strategy 
making under competitiveness remains challenging [8]. This 
research will consider a duopoly competition between two 3PL 
firms in a homogenous environment. The mathematical model 
will investigate the impact of the integration of the IoT 
technologies on the performance and quality of service of the 
3PL firms. 

This research investigates the following questions: 

 How sensitive is the 3PL firms profit to changes in the 
integration rate of the IoT? 

 Can IoT be added to a strategy set to enhance the 
competitiveness in the market of third party logistics? 

The paper will be organized as followed: Section II will 
present a literature review of the streams of research related to 
our scope, Section III will describe our mathematical model, 
Section IV presents and discusses a numerical analysis of our 
model, and lastly a conclusion of our findings will be presented 
in Section V. 

II. LITERATURE REVIEW 

Supply chains remain one of the most challenging to 
manage considering their complex structure. In view of 

increasing customer demands; for better service, better lead 
times and more sustainable service, more businesses opt for 
outsourcing their logistics operations in order to focus on their 
core expertise [18].  Third party logistics providers, also known 
as 3PL are a well-established logistics business that offer 
various logistics services. They carry out numerous tasks and 
activities based on the need of their customer. Their main 
primary service consists of transportation, however 
warehousing, inventory management, traceability and many 
other supply chain activities are carried out. Many studies have 
pointed out the benefits of outsourcing logistics related 
activities to third parties. Reducing logistics related costs as 
well as focusing on the company‟s core expertise is considered 
the reasons companies choose to outsource to 3PL providers 
[17], [18]. Other benefits include better flexibility, higher 
logistics performance, higher quality better and strategic and 
operational risk management and sustainability [17]. Research 
has pointed out that 3PL providers are crucial to attain supply 
chain sustainability [7]. 

In these past decades, the business world has seen a drastic 
change in its operational and strategic levels thanks to the 
introduction of cutting age technologies in light of the industry 
4.0 revolution.  Big data analytics, IoT, Artificial intelligence, 
cloud technology, cybersecurity, and robotics bring important 
opportunities for the improvement of the supply chain 
performance and efficiency. The implantation of these 
technologies throughout the value chain leads to an increased 
flexibility, efficiency, productivity and better decision-making 
processes [1]. IoT technologies are one of the main drivers of 
the shift to a more connected world, enabling traceability and 
visibility throughout the whole value chain [3], [23]. 

The application of the internet of things technologies are 
majorly in the logistics sector [24]. Their use in different stages 
of the supply chain is not new, however rapid development of 
technologies brings new opportunities and innovative ways to 
enhance the logistics operation performance. RFID QR code 
NFC GPS and other IoT technologies have been adopted 
extensively achieving a transparent and efficient environment. 
The shift to a digitalized value chain has brought new value-
added services through internet of things, automation big data 
AI, etc. [25]. 

As the third-party logistics market has expanded 
considerably, competition has increased. Shifting to a smart 
tech driven 3PL provider is a must. Researchers showed their 
interest in the adoption of the IoT technologies to enhance their 
performance and decision-making process [26]. Several works 
have been conducted in relation to the use of IoT in the 3PL 
market, [27], [28] proposed IoT enabled systems for 
warehousing management, while [29]  proposed an IoT based 
just in time milk run routing system and [30] proposed an IoT 
based just in time milk run routing system presented a delivery 
system architecture for coordinating IoT infrastructure and 3PL 
service. IoT technologies can be used in different core 
processes of 3PL services enabling real time logistics, 
enhanced flexibility and overall improved efficiency of 
logistics operations. However, this field remains under-
researched requiring further developments in order to take 
advantage of these cutting-edge technologies [31]. On the other 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

428 | P a g e  

www.ijacsa.thesai.org 

hand, shifting to a smart tech driven logistics remain a 
challenge, mainly due to cost of investments. 

III. MODEL DESCRIPTION 

The SC network comprises two 3PL firms competing in a 
duopoly environment and multiple suppliers with 3PL as 
presented in Fig. 1. 

We consider a market setting where     and    are two 
3PL firms offering their services to N suppliers. The 3PL firms 
compete in the market by selecting the quantity of service that 
will maximize their profit. We consider the game is 
simultaneous and in a fixed period  . 

In Cournot setting, the two firms offer the same service. 
The demand function represents the relationship between the 
total quantity of service demanded by all consumers in the 
market and the price at which it is offered. The inverse linear 
demand function is expressed as: 

 ( )       

where,   is the total service in the market,  ( ) is the price 
of the service,   and   are positive constants relative to the 
market 

Within the Cournot model, which examines the actions of 
firms competing through output quantities rather than prices, 
the demand function is a critical component. In this framework, 
each individual firm considers the output of other firms as a 
constant and subsequently establishes its own output level to 
maximize their profit. 

The firms offer a number of services namely transportation, 
warehousing inventory management customs and compliances, 
technology solutions, etc. 

 

Fig. 1. The model chosen market setting comprising 3PL and suppliers. 

In order to remain competitive, the firms have invested in 
the IoT technology to shift to a digitalized supply chain and to 
foster sustainability. 

The use of IoT ensure a transparent and efficient value 
chain, greener supply chains, reduced emissions, improved 
lead times, and optimized costs [23], [32]. 

This paper considers that the firms decide to integrate the 
technology. We thus consider a parameter    [   ]  that 
corresponds to the integration rate of Internet of Things. The 
marginal cost function of a firm    is as follows: 

 (  )         
      

       (1) 

where 

  
           (2) 

  
           (3) 

The marginal cost of firm     in terms of           is as 
follows: 

 (     )         (       )  (4) 

Eq. (2) represents the investment cost in IoT of firm   
which depends on the degree to which the technology is 
incorporated   , this cost is additionally adjusted by a fixed 
cost of investment in the IoT technology   . Eq. (3) 
corresponds to the cost of the use of IoT. It implies that the cost 
of the IoT use for a firm   is influenced by how extensively IoT 
technology is integrated in that firm    , and this cost is further 
scaled by the baseline cost of using IoT technology    . 

Eq. (4) represents the marginal cost of the firms   
depending on the service level    and their IoT integration rate 
  . According to the equation, when a firm haven‟t 
implemented the IoT technology its cost is equal to  , which 
corresponds to the basic cost of service, whereas implementing 
IoT induces additional charges. 

The main challenge of the digitization of the supply chain 
and the implementation of the industry 4.0 technologies lies in 
their high investment cost [33]. Hence, we consider two costs 
related to IoT, the investment cost and the costs engendered by 
the exploitation of the technology such as maintenance, 
training, etc. 

Considering the expenses associated with planning and 
implementing IoT initiatives in logistics, the involvement of 
government regulations becomes pivotal in incentivizing 
various industries and services [24]. We thus consider in our 
paper a government incentive function defined as follows: 

 (  )     (    )  (5) 

where, A is constant factor that determines the scale of the 
incentive. In the real world, the government encouragements 
and incentives have a limit, thus the choice of a logarithmic 
function. According to (5), as the rate increases, the 
logarithmic component represents the diminishing returns 
phenomenon, where the reward gradually becomes less 
significant.  

Based on the aforementioned, the profit function is 
presented as follows: 

 (  )    (  )   (  )   (  )    (6) 

Where   (  )  is the total revenue function for firm     
defined as:     (  )   ( )     

  (  )  (   (∑       (  )))       
    

   ∑       (7) 

Substituting (4), (5) and (7) in (6), the profit equation for 

firm   is: 

  (     )      
         ∑              (   

    )     (    )    (8) 
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The marginal profit of the firm is expressed as follows: 

 
   (     )

   
          ∑              

   (    ) (9) 

Since the objective function is concave as  
    (     )

    
 

     , the reaction function of firm   is expressed as 

follows considering 
   (     )

   
   

  
 (  )  

   ∑        

  
 
         (    )

  
 (10) 

This work focuses in the case of a duopoly market setting, 
the profit equation for firm 1 and 2 are:  

  (     )      
    [             
   (    )]        (11) 

  (     )      
    [             
   (    )]       (12) 

And the reaction function for firm 1 and 2 are: 

  (  )  
       

  
 
         (    )

  
 (13) 

  (  )  
       

  
 
         (    )

  
 (14) 

Let       {

            (    )

            (    )
      

 (15) 

  
   and   

  at the Cournot equilibrium are thus expressed as:  

  
 (     )  

 

  
(         ) (16) 

  
 (     )  

 

  
(         ) (17) 

Provided that             and              

According to this result, in the case where neither firm 

decides to integrate IoT;   
 (   )    

 (   )  
  

  
  ,both firms 

reach the same equilibrium output. Furthermore, if firm 1 
chooses the strategy to integrate the IoT while the firm 2 
chooses not to integrate, their optimal service level is: 

  
 (   )  

 (        )   

  
 ,   

 (   )  
 (        )   

  
  and  

   
        

 
 . In this case, the service level that firm 1 has 

to provide in this case depends on the government incentive 
and the cost of the use of IoT. If        , meaning the 
government incentive is much greater than the IoT exploitation 
cost, firm1 has to provide greater service level than firm 2. On 
the contrary, if the incentive is inferior to the IoT exploitation 
costs firm 2 should provide greater service level than firm 1.  

After finding the Cournot equilibrium, it is observed that 
the equilibrium points depend on    and   . It shows that the 
integration of IoT influences the equilibrium. Therefore, in the 
second stage, we will analyze the profit with respect to    and 
  . 

A. Second Stage Equilibrium Analysis 

The profit function in terms of the integration rate    by 
taking (16), (17) in (11), (12): 

  (     )  
   (        )    (      )    

 

  
      

  (     )  
   (        )    (      )    

 

  
      

Thus, the profit function in terms of       is: 

{
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The profit equation for both firms enables the calculation of 
the maximum local profit based on the IoT integration rate. 
Thus, the derivative of the system is:  

{

   (     )
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By substituting (15) in (19) our system of derivatives is 
expressed as: 
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Solving 
   (     )

   
 
   (     )

   
   simultaneously, the 

optimal equilibrium solution can be derived: 

The solution for  
   (     )

   
   is either     

 

  
   or 

            .However, according to (16)         

      thus     
 

  
  . By replacing    

 

  
   in (20) 

we get: 
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Knowing    
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    , we consider   (    )  

 (    ) .Considering    
 

  
   and    [   ]  we assume 

     since          .Taking the latter in 
consideration in (21) we get,  
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Finding the solution for (22) we calculate the   
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  )    ). To guarantee that our equation accepts real solutions 
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the following condition must be met          
 (      ). The solution is thus: 
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After finding the optimal equilibrium, we investigate 
whether the critical points are maximums by calculating the 
hessian matrix. 
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The first principal minor is |  |  
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Following the calculations, the function admits a local 
maximum when: 

{
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  therefore, these conditions should be met: 
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when these conditions are met, the optimal equilibrium 
solution for firm 1 is 
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Following the same approach and calculations, the optimal 
equilibrium solution for firm 2 is given as:  
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(30) 

IV. NUMERICAL ANALYSIS AND DISCUSSION 

This part of the article focuses on performing a numerical 
analysis to investigate the impact of the parameters and the 
values of    and    on the profit of both firms. According to 
the model, we aim to assess the effects of the IoT integration 
rate on the profit of 3PL firms in a duopoly market, where we 
assume they offer identical services, at a fixed period  . 

We first explored the impact of   on the incentives values. 
Fig. 2 shows the behavior of the incentive function depending 
on   and  . 

According to the plot, we observe that modifications in 
integration rates result in proportional alterations in the 
incentive value. Nevertheless, the parameter   serves as a 
scaling factor for the incentive, influencing the magnitude of 
the incentive‟s response to changes in beta. A higher value of   
magnifies the influence of beta on the incentive, whereas a 
smaller   diminishes this impact. 

 

Fig. 2. Incentive function plot in terms of β. 
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We then analyzed the impact of    and    on the profit 
values. A data set of parameters have been examined in order 
to analyze the effect of the parameters and the values of    and 
   and on the profit values. Adjusting the values of 

             will help see how different scenarios impact the 
profit landscape, in different IoT integration strategies. For this 
purpose, we considered four different cases. 

A. Case 1: Firm 1 and Firm 2 Choose Not to Integrate IoT 

The first case we investigate is when      and     . 
Table I represents the value of     the profit of firm 1 and    
the profit of firm 2 when both firms chose not to integrate IoT. 

TABLE I.  PROFIT VALUES OF FIRM 1 AND FIRM 2 AT  
 
  

 
   

                   

15 20 40 1 10 168.888889 

32 60 40 1 10 168.888889 

45 80 40 1 10 168.888889 

15 20 80 1 10 693.333333 

32 60 80 1 10 693.333333 

45 80 80 1 10 693.333333 

15 20 60 1 10 386.666667 

32 60 60 1 10 386.666667 

45 80 60 1 10 386.666667 

15 20 60 1 10 386.666667 

32 60 60 1 10 386.666667 

45 80 60 1 20 386.666667 

45 50 60 1 20 386.666667 

30 50 80 1 20 693.333333 

0.8 1.2 6 0.5 0.2 5.333333 

1 1.5 10 0.7 0.3 12.698413 

B. Case 2 : Firm 1 and Firm 2 Integrate IoT at 100% 

The second case we consider is when both firms integrate 
fully the IoT. Table II represents the value of  1 the profit of 
firm 1 and  2 the profit of firm 2 for  1= 2=1 

The profits in this case are the same as well since they 
chose the same strategy of integrating IoT at 100%. In the 
same setting of the parameters comparing case 1 and case 2, 
the profits decreases due to additional costs of integrating IoT. 
However, in case 2 the incentives for integrating IoT impacts 
majorly on the profits. As the incentives increases the profits of 
the firms increases as well. 

C. Case 3: Firm 1 Integrate IoT at 100% and Firm 2 does not 

Integrate IoT 

After exploring the cases where both firms choose the same 
strategy, we consider the case where one firm integrates IoT 
fully while the other firm chooses not to integrate it. In 
Table III, we consider firm 1 integrates IoT at   =0, while firm 
2 is at   =0. 

TABLE II.  PROFIT VALUES OF FIRM 1 AND FIRM 2 AT  
 
  

 
   

                   

15 20 40 1 10 138.818208 

32 60 40 1 10 339.573179 

45 80 40 1 10 356.835944 

15 20 80 1 10 643.048317 

32 60 80 1 10 1034.48573 

45 80 80 1 10 1067.08971 

15 20 60 1 10 346.488818 

32 60 60 1 10 642.585009 

45 80 60 1 10 667.58384 

15 20 60 1 10 346.488818 

32 60 60 1 10 642.585009 

45 80 60 1 20 657.518384 

45 50 60 1 20 102.748488 

30 50 80 1 20 841.338431 

0.8 1.2 6 0.5 0.2 5.303033 

1 1.5 10 0.7 0.3 12.650859 

In this case the profits are differing from firm to another. 
The firm with higher integration rate has greater profit since 
the incentives increases the profits.    also impacts the profits 
as    increase the profits for the firm using IoT decreases. 

D. Case 4: Both Firms Integrate IoT 

The last case we consider is both firms integrate IoT but not 
at a rate β=1. Table IV presents a number of instances with 
various values for integration rates for both firms 1 and 2. 

TABLE III.  PROFIT VALUES OF FIRM 1 AND FIRM 2 AT  
 
=1 AND  

 
=0 

                   

15 20 40 1 10 139.249174 169.032544 

32 60 40 1 10 370.221738 179.105075 

45 80 40 1 10 393.249141 181.026621 

15 20 80 1 10 643.479283 693.476989 

32 60 80 1 10 1065.13429 703.54952 

45 80 80 1 10 1103.50291 705.471065 

15 20 60 1 10 346.919784 386.810322 

32 60 60 1 10 673.233567 396.882853 

45 80 60 1 10 703.93158 398.804399 

15 20 60 1 10 346.919784 386.810322 

32 60 60 1 10 673.233567 396.882853 

45 80 60 1 20 693.93158 398.804399 

45 50 60 1 20 138.405228 398.552247 

30 50 80 1 20 848.568762 695.743444 

0.8 1.2 6 0.5 0.2 5.303706 5.333558 

1 1.5 10 0.7 0.3 12.65161 12.698663 
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TABLE IV.  PROFIT VALUES OF FIRM 1 AND FIRM 2 AT VARIOUS 

INTEGRATION RATES 

                         

0.3333 0.0123 15 20 40 1 10 179.186 169.878 

0.875 0.0058 32 60 40 1 10 374.137 181.523 

0.7777 0.0041 45 80 40 1 10 410.536 184.246 

0.3333 0.0208 15 20 80 1 10 717.016 696.706 

0.875 0.0098 32 60 80 1 10 1070.85 712.249 

0.7778 0.0069 45 80 80 1 10 1130.58 714.244 

0.3333 0.0179 15 20 60 1 10 403.654 388.831 

0.875 0.0084 32 60 60 1 10 677.974 402.351 

0.7778 0.0060 45 80 60 1 10 726.037 404.712 

0.3333 0.0179 15 20 60 1 10 403.654 388.831 

0.875 0.0084 32 60 60 1 10 677.974 402.351 

077778 0.0024 45 80 60 1 20 718.872 401.968 

0.1111 0.0024 45 50 60 1 20 391.622 386.941 

0.6667 0.0063 30 50 80 1 20 890.362 700.780 

0.5 0.8345 0.8 1.2 6 0.5 0.2 5.6977 5.48943 

0.5 0.5253 1 1.5 10 0.7 0.3 13.2372 13.2282 

When both integrate IoT, the rate at which each integrate 
influences the profits. The higher the rate, the higher is the 
incentive and the higher is the profits. The firm with higher rate 
increases their profits considerably as the incentives increases. 
When the firms integrate IoT at close rates, the difference 
between the two profits decreases. 

Furthermore, in the aim to help further-examine and 
understand our mathematical model behavior, plotting the 
function provides us with valuables insights. Essentially, 
visually clear representation of the function facilitates 
assessments, insight into parameter effects and supports 
decision-making. Fig. 1 and Fig. 2 presents the shape of the 
profit function plot of firm 1 and firm 2 respectively as well as 
their respective maximum profit related to    and   . 

Fig. 3 and Fig. 4 demonstrate that as the profit fluctuates 
towards the maximum, it stabilizes. As the integration rate 
increases, the profit increases up to the maximum point where 
it stabilizes. 

 

Fig. 3. Firm 1 profit  visualisation. 

 

Fig. 4. Firm 2 profit visualization. 

E. Discussion 

In the previous section, we explored four different cases 
depending on the integration rate. Based on the analysis, the 
four different cases we analyzed can be considered as strategies 
for the 3PL firms. The first strategy is when no firm integrate 
IoT, the second strategy is when both firms choose to fully 
integrate IoT, the third strategy is when one firm integrates 
fully the IoT while the other firms doesn‟t integrate it and the 
last strategy is when both firms integrate IoT at different rates. 

Depending on the incentive that the government offers and 
the costs engendered by the integration of IoT, the firms can 
choose the strategy where they integrate IoT in order to 
enhance their profit. In order to be competitive, the firm needs 
to integrate IoT at a greater rate than its competitive firm. 

Parameters such as the incentive, the cost of IoT play an 
important role in the profit maximization. Maximizing the 
profits by Integrating IoT at higher rates is contingent upon the 
correlation between the incentives and the costs of integrating 
IoT. While the incentives get higher the profits increase. If the 
government doesn‟t help considerably with the integration, it is 
better to choose a strategy with lower IoT rates. 

V. CONCLUSION 

Globalization and the growth of e-commerce urged the 
logistics stakeholders to continuously strive for optimizing 
their operations. Logistics firms are experiencing significant 
pressure from customers, stakeholders and competitors to 
embrace digital transformation. The digitalization of the value 
chain has been the center of attention of both practitioner and 
researchers, investigating the ways to seize the opportunities 
from the I4.0 technologies. However, integrating these 
technologies is surrounded with several barriers and 
challenges. 

Hence in this paper, we have studied the impact of 
integrating the IoT technologies in 3PL companies taking into 
consideration the high investment and maintenance costs that 
comes with integrating the technology. Using the Cournot 
duopoly model, we assessed the influence of integrating the 
IoT technology in the 3PL firm services on establishing 
competitive advantage. Our model studied the Cournot 
equilibrium based on the quantities of service offered by the 
3PL firms in regards to the IoT integration rate. Our analysis 
has showed that integrating IoT can be added as a strategy set 
to enhance the competitiveness in the market of 3PL. Under 
certain conditions, integrating IoT can lead to higher profits. 
Both the government incentives and the IoT exploitation costs 
play a crucial role in determining the best strategy for the 3PL 
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firms. Integrating IoT at considerably higher rates than the rival 
firm can bring an important competitive edge, whereas 
integrating it at closer rates can bring greater profits for both 
firms. 

While this study has provided valuable insights into the 
understanding of the 3PL industry's response to technological 
disruptions, it is essential to acknowledge its limitations and 
the broader implications of our findings. Firstly, our analysis 
predominantly focused on the duopoly structure, which, 
although prevalent in many industries, may not fully capture 
the complexity of the 3PL sector. Future research should 
explore alternative market structures, such as oligopolies or 
monopolistic competition, to gain a more comprehensive 
understanding of the dynamics at play. 

Secondly, our investigation primarily focused on economic 
and competitive factors namely the service level and 
technology adoption, overlooking the growing significance of 
sustainability and environmental concerns in modern business 
environments. The influence of sustainability practices in the 
supply chain management industry and in the 3PL sector 
precisely remains a critical avenue for future exploration. 
Integrating sustainability considerations into our model could 
provide a more holistic perspective on decision-making 
processes within the industry. 
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Abstract—Students’ academic success is still a serious 

problem faced by higher education institutions worldwide. A 

strategy is needed to increase the students’ academic 

performance and prevent students from failing. The need to get 

early accurate information about poor academic performance is 

a must and could achieved by constructing a prediction model. 

Therefore, an effective technique is required to provide the 

accurate information and improve the accuracy of the prediction 

model. This study evaluates the filter-based feature selection 

especially the filter-based feature ranking techniques for 

predicting academic success. It provides a comparative study of 

filter-based feature selection techniques for determining the type 

of features (redundant, irrelevant, relevant) that affect the 

accuracy of the prediction models. Furthermore, this study 

proposes a novel feature selection technique based on attribute 

dependency for improving the performance of the prediction 

model through a framework. The experimental results show that 

the proposed technique significantly improved the accuracy of 

the prediction models from 2-8%, outperforming the existing 

techniques, and the Decision Tree classifier performs best for 

predicting with an accuracy score of 92.64%. 

Keywords—Academic success; framework; filter-based feature 

selection; classifier; accuracy 

I. INTRODUCTION 

Nowadays, students‟ academic success is still a severe topic 
for researchers due to its impact on higher education quality. 
One of the strategies to keep and enhance it is getting early 
information about the poor students‟ academic performance 
through constructing a prediction model. The ability to predict 
students‟ academic success accurately will create opportunities 
to improve educational outcomes, with the result that 
universities can create academic policies more accurately and 
effectively [1]. 

Parallel to this, previous studies have been reported and 
provided varying results in creating a prediction model [1]–[3]. 
These reports conclude that there are two main factors in 
predicting academic success, which are features and prediction 
methods. The most common prediction method used is the 
classification [2]. The classification techniques frequently used 
by researchers to predict student academic success are 
Decision Tree (44%), Naive Bayes (19%), Artificial Neural 
Network (10%), K-Nearest Neighbor (5%), and Support 
Vector Machine (3%) [2]. As shown in this study [2], each 
technique has given the best result in educational data. 

However they still suffer from accuracy because the major 
issue is not all of the features used in building the model hold 
predictive information (irrelevant and redundant features). To 
alleviate this limitation, researchers have applied feature 
selection techniques to remove the unpredicted information 
features. 

Feature selection plays a vital role in increasing the 
accuracy of the prediction model. It will remove the redundant 
and irrelevant features and select the relevant features using a 
specific method [4]. Inclusion of redundant and irrelevant 
features will reduce the prediction model‟s accuracy [5]. Each 
feature selection technique, namely filter, wrapper and 
embedded when compared to each other; filter technique is the 
fastest in terms of time complexity but low in performance [6]–
[12]. Most researchers use filter-based feature selection on the 
performance of the academic success classification model due 
to its cheap computational cost since the academic dataset is 
large (more than 20 features) [13]. 

Further, filter-based feature selection can be divided into 
two types: filter-based feature ranking techniques and filter-
based feature subset techniques [5], [13]–[16]. Filter-based 
feature ranking techniques select the features by choosing only 
top-ranked features using a ranker search method with 
important scores such as ChiSquared (Statistics-Based Scores), 
InfoGain and GainRatio (Probability-Based Scores), 
Symmetrical Uncertainty (Probability-Based Scores) and 
Relief (Instance-Based Techniques). In contrast, filter-based 
feature subset techniques can evaluate the feature subset as a 
whole instead of evaluating individual features using a feature-
subset evaluator. Several previous research have compared and 
proved that filter-based feature selection gives an impact on 
increasing the performance of academic success classification 
[17]–[22]. However, the problem arises when using filter-based 
feature ranking techniques are computationally cheap but do 
not deal with redundant features [16]. These techniques tend to 
select redundant and irrelevant features as they do not consider 
feature interactions [5], [13]–[15], [23]. In contrast, filter-based 
feature subset techniques are better for deselecting redundant 
features but are computationally expensive due to repeating 
steps in a greedy forward fashion to find the best subset based 
on certain criteria [11], [16] until the desired subset is reached. 
Even though in these techniques there are efforts to remove 
redundant features by finding the relevancy between the 
individual features, but in the fact the techniques only discard a 
few redundant variables since the measures evaluate features 
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individually [13], [23]. A brief overview of the filter-based 
feature selection can be seen in Table I. 

Due to these above-said problems, the main contribution of 
this study is a framework that can act as a guide to build the 
prediction model by using the classification method through 
filter-based feature selection that fits into the problem to 
enhance accuracy.  This research focuses on improving filter-
based feature ranking techniques by addressing redundant and 
irrelevant problems with attribute dependency techniques and 
unique attribute technique. These techniques have ability to 
find the relationship among features not only individually but 
also in groups that are related to redundancy and irrelevancy 
problems [24]–[26]. The evaluation measurement of accuracy 
is then used to test each prediction model that has been 
constructed. 

Through the proposed framework, higher education can 
accurately identify failed-risk students who need special 
attention to prevent them from failing and take appropriate 
action at right time. This finding can be employed to help poor 
academic performance students in their next semester 
examination to get better results. Consequently, it will have an 
academic impact on higher education to enhance students‟ 
academic success. 

TABLE I.  OVERVIEW OF THE STUDIED FILTER-BASED SELECTION 

TECHNIQUES ON EDUCATIONAL DATA 

Family Method References Merit Demerit 

Filter-based 

feature 
ranking 

techniques 

ChiSquared  
(CHI) 

[20]–[22] 

Redundant 

features are 

selected 

Low 

computational 

cost 

InfoGain 

(IG) 

[17], [18], 

[20]–[22] 

GainRatio 

(GR) 

[17], [18], 

[20]–[22] 

Symmetrical 

Uncertainty 

(SU) 

[17], [18], 

[22] 

Relief (RF) 
[17], [18], 

[20] 

Filter-based 

feature 

subset 
techniques 

Correlation 

(CFS) 

[17], [18], 

[20], [21] 

Reduce 
redundant 

features 

High 
computational 

cost 

The following is how this section of the paper is structured: 
Section II reviews recent similar works on predicting academic 
success and limitations of them and presents feature selection 
methods used in this study. In Section III, the research 
methodology was described. The research results are given in 
Section IV, along with the study implications. Finally, 
Section V presents the conclusion in its entirety. 

II. RELATED WORK 

A. Previous Research 

This section discusses the previous works related to the 
academic success field that have used filter-based feature 
selection techniques to enhance the performance of the 
prediction models on education data. 

A research by Khasanah [17] discovered that filter-based 
feature selection may be used to carefully choose high 
influence features to predict student performance. The filter-
based feature selections used are correlation-based attribute 

evaluation, gain-ratio attribute evaluation, information-gain 
attribute evaluation, relief attribute evaluation, and symmetrical 
uncertainty attribute evaluation. Student attendance and first-
semester GPA were shown to be the most important factors. 
They employed Bayesian Network and Decision Tree 
algorithms to classify and predict student performance, where 
the Bayesian Network outperformed the Decision Tree 
classification in the accuracy case. Hussain [18] conducted a 
study to find high influence attributes using correlation-based 
attribute evaluation, gain-ratio attribute evaluation, 
information-gain attribute evaluation, relief attribute 
evaluation, and symmetrical uncertainty attribute evaluation. 
The techniques showed that internal assessment attributes as 
highly influential attributes, where random forest outperformed 
the other classifiers in the accuracy case. A study was carried 
out by Priyasadie (19) to forecast junior high school students' 
grades using feature selection to enhance classification 
performance. The outcome demonstrated that Decision Tree 
outperforms other classification algorithms in general when 
parameter optimization and feature selection are used and First 
Semester Natural Science and First Semester Social Science 
are the most important attribute. Zaffar [20] conducted a study 
of feature selection techniques to improve the accuracy of 
academic achievement prediction. The correlation-based 
feature evaluator (CFS), the chi-squared test, the filtered, gain 
ratio (GR), the principal component analysis (PC), and the 
Relief method are the feature selection approaches used in the 
study. The study used fifteen prediction models and compared 
them to each other in order to verify the effectiveness of the 
proposed feature selection techniques. The experiment shows 
that using feature selection increases accuracy. Sokkhey [22] 
developed the CHIMI feature selection technique, a 
combination of the ChiSquare and Mutual Information ranking 
algorithms to identify the most relevant features affecting 
classification performance. The results presented that the 
technique improved the prediction model accuracy. 

According to the review previous research above, each 
filter-based techniques have its advantage, but in general the 
disadvantages of them are inability or not optimal to remove 
the redundant and irrelevant features since they choose only 
top-ranked features without considering feature interactions 
[5], [8], [15], [23], [27]–[29]. 

B. Current Research 

This section presents the current work to overcome the 
limitations in the previous research by proposing a framework 
through a novel filter-based feature ranking techniques 
utilizing attribute dependency theory. It presents the central 
concepts and definitions related to feature selection. 

This study presents an analysis of filter-based feature 
selection techniques on a number of classifiers and then 
determines each classifier's performance in terms of accuracy. 
It focuses on the existing filter-based feature ranking 
techniques compared to this proposed technique to justify its 
better performance in terms of removal of redundant and 
irrelevant features and improved classification accuracy, while 
filter-based feature subset techniques are still used to complete 
the result of this research. 
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As known, the existing technique failed to remove the 
redundant and irrelevant attributes because they are guided by 
a statistical evaluation metric that ranks the attributes in 
decreasing order of importance without considering the 
relationship between the features. Thus, highly relevant 
features with the class, but redundant with others, will be on 
the top of the ranking. Meanwhile, the attribute dependency 
theory has the ability to determine relationship among two or 
more (group) features based on dependency measures [24]–
[26]. Thus, there is a chance and suitable for this theory to 
address the limitation of removing redundant and irrelevant 
attributes in the previous technique. For an effective process, 
the technique requires domain expert/domain knowledge that 
will be helpful to identify the suspect redundant features for 
next determining them as redundant features or not using 
dependency measure. 

In general, features in a dataset are classified into 
redundant, irrelevant and relevant features (strong and or weak 
features) [30]. Redundant features are those that contain 
predictive information but it has already been conveyed 
through any of another features or subset of features. Irrelevant 
features are those that do not convey any predictive 
information whereas the relevant features are those that hold 
predictive information in building learning models. 
Redundancy among the features or group of features is 
identified based on the relationship among the features, 
whereas the relevance is identified by finding the relationship 
between the feature (or group of features) and the class. 

Thus, this study considers attribute dependency to remove 
redundant features. Using this technique, redundant features 
are identified and removed by ensuring the strong dependency 
among the features or group of features. In contrast, the 
relevant features are identified and selected between the 
features or group of features and the class. Irrelevant attributes 
are identified and removed by ensuring the uniqueness values 
or single value (or dominant only one value). 

The proposed feature selection technique is rooted on the 
concepts of relevance, redundancy and features interaction 
analysis. In this regard, preliminary concepts related to 
attribute dependency theory are presented here. Further, the 
rationale for incorporating these concepts in the proposed 
framework is explained. Aside from how attributes are 
evaluated, another important aspect is how the feature selection 
technique relates to the classification method that will be used 
to further build the model containing patterns from the selected 
features. In this sense, five main classifiers may be mentioned. 
The proposed framework of this research is shown in Fig. 1. 

C. Unique Attribute to Process the Feature Selection as 

Proposed Method 

An attribute that has a different value for each row or 
record in dataset [24]–[26]. In addition, the attributes (features) 
that only have one value or one value dominates other values, 
they also are considered as unique attribute. 

 
Fig. 1. The proposed framework. 

D. Attribute Dependency to Process the Feature Selection as 

Proposed Method 

Not like the existing technique that selecting features based 
on statistical measures, attribute dependency selects features 
based on whether an instance which have the feature value, 
have the same feature value to others or to the class value. 
Attribute dependency in the relational model explains the 
relationship between attributes, or more specifically, the value 
of an attribute that determines the value of other attributes 
[24]–[26]. There are several types of dependencies, namely: 

1) Functional Dependency (FD): Indicates that if A and B 

are attributes of relation R, B is functionally dependent on A 

(denoted A  B), if each value of A is associated with exactly 

one value of B. 

2) Full Functional Dependency (FFD): Indicates that if A 

and B are attributes of a relation, B is fully functionally 

dependent on A if B is functionally dependent on A, but not 

on any proper subset of A. 

3) Transitive Dependency (TRD): A condition where A, 

B, and C are attributes of a relation such that if A  B and B 

 C, then C is transitively dependent on A via B (provided 

that A is not functionally dependent on B or C). 

4) Total Dependency (TD): A condition where A and B 

are attributes of a relation such that if B is functionally 

dependent on A (A  B) and A is functionally dependent on 

B (B  A). 

E. Proposed Technique 

In the proposed work, there are three phases to feature 
selection. The first phase conducts a preliminary search to 
remove irrelevant features. In this phase, unique attribute 
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analysis is employed by identifying features that have a unique 
value or not, for each row in the dataset. Under this context, 
features with a unique value means irrelevant and should be 
removed from the dataset. Another condition is if the features 
only have one value or if there are more than one value then 
one value dominates other values, it also means the irrelevant 
feature, as shown in Algorithm 1 where dataset D as the 
parameter for configuring the algorithm. 

Algorithm 1: Irrelevance Removal 

Input:  

{Dataset} D={Fi,C); i=1,2,…,n | Fi = {fi1,fi2, .. fim} } 
{    where Fi :  features  C: class  

      n:total number of features  

     m:total number of instances 

 } 

Result:  D1 {the dataset minus irrelevant features} 

Process: 

i=1; 

D1 = D 

while i<=n do 

 Get Fi = {fi1,fi2, .. fim}  

 if (fi1  ≠  fi2…≠  fim ) or (fi1  =  fi2…=  fim ) or  

   (one value dominates other values)      

then 

   D1 = D1 – Fi; 

end if 

i++; 

  

  

  

  

end 

return D1 

   

The second phase conducts a search to remove redundant 
features. Attribute dependency concepts especially total 
dependency (TD), functional dependency (FD) and full 
functional dependency (FFD) are employed based on 
dependency measure in this phase. The first step is applying 
FFD, the second is applying TD, and the last is applying FD. 
The advantage of FFD is that it can find not only a relationship 
between two features but also a group of features (hidden 
relationship among features). 

The hidden relationship among features is the problem that 
makes the features as redundant features and it cannot be 
identified by the previous techniques. There is an effort by [31] 
to address this problem, but only between two features, not for 
a group of features, and it needs high computational cost. 
Using FD and FFD, redundant features are identified by 
measuring the dependency among features or a group of 
features. The suspected redundant features are easier to find 
with the help of domain knowledge or domain experts of the 
dataset. It makes the searching process faster. The more 
domain knowledge you know the more faster the suspect 
redundant features you find. By using the FD or FFD 
evaluation measure, the features or the group of features that 
are functionally or fully functionally dependent on another 
feature means that the features or the group of features are 
redundant and should be eliminated from the dataset. The 
process of removing the features can be shown in Algorithm 2 

below where dataset D1 as the parameter for configuring the 
algorithm: 

Algorithm 2: Redundancy Removal 

Input :  

{Dataset} D1={Fi,C); i=1,2,…,n | Fi = {fi1,fi2, .. fim} } 
{    where Fi :  features  C: class  

      n:total number of features  

     m:total number of instances 

 } 

Result:  D2 {the dataset minus redundant features} 

Process: 

D2 = D1 

Repeat 

 {Get the suspected redundant features} 

 { Step 1: utilizing FFD} 

Get  FG = {F2, F3 , …, Fn}  and  F1             {for example} 

if   FG  F1  then            {F1  fully FD on FG} 

     D2 = D2 – FG 

end if  

{ Step 2: utilizing TD}         

Get  F1 and F2             {for example} 

if   F1  F2 and F2  F1   then                        {FD each others} 

     D2 = D2 – F1  or  D2 = D2 – F2 

end if 

{ Step 3: utilizing FD} 

Get F1 and F2             {for example} 

if  F1  F2    then                                     {F2   FD on F1} 

    D2 = D2 – F1 

end if 

 

 

 

Until no more suspected redundant features  

return D2 

   

The third phase conducts a search to select relevant 
features. The attribute dependency that is used in the second 
phase is also used in this phase. The difference is only the 
target that the dependency analysis will be applied between 
features to the class. 

Attribute dependency only yields two values, namely 
functionally dependent or not, to indicate the dependency 
between the two or a group of observed features. Related to 
these, in terms of relevant features, it means there are only two 
categories, namely relevant features (absolutely strong 
features) or not relevant features. 

Attribute dependency is effective only for absolutely strong 
features but not for „not relevant features‟ (strongly and weakly 
relevant features). For this reason, in addition to attribute 
dependency, this study uses a combination of the existing 
techniques (CHI, IG, GI, Relief, SU) to get the relevant 
features by applying intersection to the features produced by 
each technique. The process of selecting the features can be 
shown in Algorithm 3 below where dataset D2 as the parameter 
for configuring the algorithm: 
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Algorithm 3: Relevance Selection 

Input :  

{Dataset} D2={Fi,C); i=1,2,…,n | Fi = {fi1,fi2, .. fim} } 
{    where Fi :  features  C: class  

      n:total number of features  

     m:total number of instances 

 } 

Result:  D3 {the selected features} 

Process: 

D3 = {} 

{ Step 1: utilizing FD} 

i = 1 

while i<=n do 

       Get Fi = {fi1,fi2, .. fim} 

       if   Fi  C  then                                               { C  FD on Fi } 

            D3 = D3 + Fi 

       end if  

       i++ 

end 

{ Step 2: utilizing the combination of the existing technique 

  R, R1 … R5  = { F1, F2 , …, Fn} 

} 

D2 = D2 – D3 

Get F1 to Fn 

R1 = CHI (F,C)                           {ChiSquared} 

R2 = IG (F,C)                             {Information Gain} 

R3 = GR (F,C)                            {Gain Ratio} 

R4 = RF (F,C)                            {Relief} 

R5 = SU (F,C)                            {Symmetrical Uncertainty} 

R  = R1  R2  R3  R4  R5       {Intersection of ALL} 

 

D3 = D3 + R 

return D3 

III. METHODOLOGY 

This research methodology consists of four stages. They 
are data preparation, data processing, modeling and 
performance analysis. 

A. Data Preparation 

Related to the goal, this study used the high dimensional 
public dataset from higher education that consist of irrelevant, 
redundant and relevant features. The dataset was from the 
students of Middle East College (MEC), Muscat, Oman, 
studying in a computing specialization from the sixth semester 
and above. The dataset was collected from a variety of learning 
approaches based on Information and Communications 
Technology (ICT), namely, the Student Information System 
(SIS), the Learning Management System (LMS) called 
Moodle, and video interactions from the mobile application 
called “eDify”. The dataset comprises five modules of data 
from Spring 2017 to Spring 2021 that consists of 326 student 
records with 37 features and 1 class in total, including the 
students‟ academic information from SIS (which has 23 
features), the students‟ activities performed on Moodle within 
and outside the campus (comprising 10 features), the students‟ 
video interactions collected from eDify (consisting of 4 
features) and the outcome of the student either having passed 

or failed the module (1 class). The dataset was already clean, 
so it did not need to clean up the data from the possibility of 
duplicate data, missing data or other disturbances interfering 
with the process of classification. It means the data are ready 
for processing in the next step. An explanation of the data is 
described in Table II. 

TABLE II.  DATASET DESCRIPTION 

Attribute 
Type 

Description 
Role 

ModuleCode 
nominal Code of the module in which the 

student has been registered, such as 

“Module 1” feature 

ModuleTitle 
nominal Title of the module in which the 

student has been registered, such as 

“Course 2” feature 

SessionName 
nominal Shows the session in which the 

student has been registered, such as 

“Session-A” feature 

RollNumber 
nominal Identification number of the student, 

such as “21S1234” feature 

ApplicantName 
nominal 

Name of the student 
feature 

ApplicantMobile 
discrete 

Mobile number of the student 
feature 

CGPAPoint 
discrete Cumulative grade point average of 

the student, such as “4.0” feature 

CGPADesc 
nominal Category of cumulative grade point 

average of the student, such as 

“Very Good” feature 

Advisor 
nominal 

Name of the advisor 
feature 

AttemptCount 
discrete The number of attempts in the 

module, such as “1” feature 

AttemptCountCat 
nominal Category of the number of attempts 

in the module, such as “Low” feature 

RemoteStudent 
nominal Either the student is under remote 

study mode or not, such as 

“Yes/No” feature 

Probation 
nominal Either the student has a backlog of 

modules to clear, such as “Yes/No” feature 

HighRisk 
nominal The high failure rate in a module, 

such as “Yes/No” feature 

TermExceeded 
nominal Progression rate of the student in the 

degree plan, such as “Yes/No” feature 

AtRisk 
nominal Previously failed two or more 

modules, such as “Yes/No” feature 

AtRiskSSC 

nominal 
Whether the student been registered 

by the student success center for any 

educational deficiencies, such as 
“Yes/No” 

feature 

SpecialNeed 

nominal Whether the student been registered 

by the student success center for any 

special needs, such as “Yes/No” feature 

OtherModules 
discrete A student registered in any other 

modules in the current semester, 
such as “1” feature 

OtherModulesCat 
nominal Category of a student registered in 

any other modules in the current 

semester, such as “High” feature 

PrerequisiteModules 
nominal Prerequisite module registration, 

such as “Yes/No” feature 
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Attribute 
Type 

Description 
Role 

PlagiarismHistory 

discrete The number of onto which modules 
the student has been booked for 

academic integrity violation, such as 

“1” feature 

PlagiarismHistoryCat 

nominal Category of the number of onto 

which modules the student has been 
booked for academic integrity 

violation, such as “Low” feature 

CW1 
discrete Marks obtained by the student in 

their first coursework, such as 

“86.5” feature 

CW1Cat 
nominal Category of marks obtained by the 

student in their first coursework, 
such as “Adequate” feature 

CW2 
discrete Marks obtained by the student in 

their second coursework, such as 

“86.5” feature 

CW2Cat 
nominal Category of marks obtained by the 

student in their second coursework, 
such as “Excellent” feature 

ESE 
discrete Marks obtained in the end semester 

examination, such as “86.5” feature 

ESECat 
nominal Category of marks obtained in the 

end semester examination, such as 

“Good” feature 

Online C 
discrete User-performed activities within 

campus (in minutes), such as “25” feature 

Online Ccat 
nominal Category of user-performed 

activities within campus, such as 

“Poor” feature 

Online O 
discrete User-performed activities outside of 

campus (in minutes), such as “25” feature 

Online Ocat 
nominal Category of user-performed 

activities outside of campus, such as 

“Poor” feature 

Played 
discrete The number of times the video has 

been played feature 

Paused 
discrete The number of times the video has 

been paused feature 

Likes 
discrete The number of times the student has 

liked the video feature 

Segment 
discrete The number of times a student has 

played a specific portion of the 
video by using the slider feature 

Result 
nominal the outcome of the student either 

having passed or failed the module class 

B. Data Processing 

This phase begins with the identification of the attributes as 
features and as the class used to build the framework. Based on 
dataset in the data preparation phase, this study has determined 
the attribute with label „result‟ as the class and the rest of 
attributes as the features as shown in Table II. This process 
focuses on selecting relevant or strongly features toward the 
target attribute (class) and removing redundant and irrelevant 
features or weakly relevant features from the dataset. The 
prediction model's performance is negatively impacted by 
redundant and irrelevant features. 

Feature selection is one of techniques that greatly impact on 
enhancing model performance mainly increasing accuracy. In 

this research, feature selection is conducted in three stages: (a) 
irrelevance removal, (b) redundancy removal, and (c) relevance 
selection. 

In the irrelevance removal stage, unique attribute technique 
is used to test whether the features have (a) a unique value or 
not, (b) only have one value and (c) one value dominates other 
values. Features that meet the condition above are removed 
from the dataset. From this stage, it will get dataset D1. The 
details of the processed are shown in Algorithm 1. 

After the irrelevance removal stage, next, it continued to 
the redundancy removal stage. The total dependency (TD), 
functional dependency (FD) and full functional dependency 
(FFD) are used. They are used to test the relationship between 
two features or features and groups of features. Features or 
group of features that are functionally (FD) or fully 
functionally dependent (FFD) on another feature are removed 
from the dataset. From this stage, it will get dataset D2. The 
details of the processed are shown in Algorithm 2. 

After the two stages above, it is followed by relevance 
selection stage as the last stage. Unlike the two stages before, 
this stage is employed to select the features used for the 
construct of the prediction model. There are two concepts used 
in this stage: (a) attribute dependency, (b) combination of the 
existing techniques (CHI, IG, GI, Relief, and SU) by applying 
intersection. Unlike the two stages before, in this stage, the 
relationship is tested between the features and the class (target 
attribute). From this stage, it will get the final dataset D3 as 
selected features. The details of the processed are shown in 
Algorithm 3. 

C. Modeling 

After obtaining the selected features (D3), the next step is 
constructing a prediction model. The dataset D3 is divided into 
80% training and 20% testing dataset. Training and testing 
dataset are used as modeling input. A few of classifiers will be 
used to process the dataset to classify the student‟s academic 
success. 

The classifier are Decision Tree (DT), Naive Bayes (NB), 
Artificial Neural Network (ANN), K-Nearest Neighbor (KNN) 
and Support Vector Machine (SVM) as the most classifier 
currently used by researchers to predict student academic 
success [2]. The process started with training the classifier 
using the training dataset. The testing dataset tests the classifier 
in classifying student‟s academic success. Additionally, 
depending on measures of classification accuracy and 
effectiveness, the performance of the classifier model is 
examined and assessed. 

D. Performance Analysis 

This section described how to measure the performance of 
the prediction model from a number of views since each 
classifier employed in the modeling process vary. The primary 
goal of the proposed framework is to achieve the highest 
accuracy with less number of features. Related to the goal, the 
confusion matrix is used to determine the accuracy of the 
prediction model. Comparing the actual value to the predicted 
value is the approach to assess the model's performance. The 
confusion matrix is a combination of four different predicted 
and actual values. In the confusion matrix, the classification 
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process' outcomes are denoted by four terms: True Positive 
(TP), True Negative (TN), False Positive (FP), and False 
Negative (FN). According to the confusion matrix, the formula 
for calculating the accuracy are given in (1)(2)(3)(4) [31]. 

Accuracy = (TP + TN ) / (TP + TN + TP +TN)  (1) 

Precision = (TP ) / (TP + FP) (2) 

Recall      = (TP ) / (TP + FN)  (3) 

F-Measure=(2*Recall*Precision)/(Recall+Precision) (4) 

IV. RESULT AND DISCUSSION 

The dataset was prepared previously, next used in data 
processing stage using the proposed feature selection 
technique. 

A. Result 

Initially, the dataset was processed by applying the 
Algorithm 1 to remove the irrelevant features and the result is 
shown in Table III. 

TABLE III.  IRRELEVANCE REMOVAL 

No Feature Unique Attribute Measure 

1 RollNumber unique value 

2 ApplicantMobile unique value 

3 ApplicantName unique value 

4 RemoteStudent 
one value dominated other value  

(value No : ≥ 99%, value Yes : ≤ 1%) 

5 Probation 
one value dominated other value  
(value No : ≥ 96%, value Yes : ≤ 4%) 

6 HighRisk 
one value dominated other value  

(value No : ≥ 93%, value Yes : ≤ 7%) 

7 TermExceeded 
one value dominated other value  

(value No : ≥ 98%, value Yes : ≤ 2%) 

8 AtRiskSSC 
one value dominated other value  

(value No : ≥ 95%, value Yes : ≤ 5%) 

9 SpecialNeed only one value 

10 PlagiarismHistory 
one value dominated other value  

(value 0: ≥ 82%, value 1: ≤ 17% value 2: ≤ 1%) 

11 PlagiarismHistoryCat 
one value dominated other value  
(value Low : ≥ 99%, value Medium : ≤ 1%) 

12 PrerequisiteModules 
one value dominated other value  
(value No : ≤ 8%, value Yes : ≥ 92%) 

D1 = D – Irrelevant Features 

D1 = ModuleCode, ModuleTitle, SessionName, CGPAPoint, CGPADesc, Advisor, AttemptCount, 

AttemptCountCat, AtRisk, OtherModules, OtherModulesCat, CW1, CW1Cat, CW2, CW2Cat, ESE, 

ESECat, Online C, Online CCat, Online O, Online OCat, Played, Paused, Likes, Segment 

The results in Table III show that there are 12 features that 
must be removed from the dataset consisting of 1 feature 
identified as one value (only one value for all instances), 3 
features identified as a unique value (different value for each 
instances), and 8 features identified as one value dominates 
other value. After removing the irrelevant features, now the 
rest of the features are: 25 features as a dataset D1. The dataset 
D1 still have the possibility of redundant features, as a solution, 
the next step, redundancy removal was carried out. The dataset 
D1 was produced by previous stage, then processed by 

applying the Algorithm 2 to remove the redundant features and 
the result is shown in Table IV. 

TABLE IV.  REDUNDANCY REMOVAL 

No Feature Attribute Dependency Measure Type 

1 ModuleTitle ModuleCode  ModuleTitle TD 

2 CGPAPoint CGPAPoint  CGPADesc FD 

3 AttemptCount AttemptCount  AttemptCountCat FD 

4 OtherModules OtherModules  OtherModulesCat FD 

5 CW1 CW1  CW1Cat FD 

6 CW2 CW2  CW2Cat FD 

7 ESE ESE  ESECat FD 

8 Online C Online C  Online Ccat FD 

9 Online O Online O  Online Ocat FD 

D2 = D1 – Redundant Features 

D1 = ModuleCode, SessionName, CGPADesc, Advisor, AttemptCountCat, AtRisk, OtherModulesCat, 

CW1Cat, CW2Cat, ESECat, Online CCat, Online OCat, Played, Paused, Likes, Segment 

The results (Table IV) show that there are 9 features that 
must be removed from the dataset consisting of 1 feature 
identified as Total Dependency (TD), 8 features identified as a 
Functional Dependency (FD). No one features identified as 
Full Functional Dependency (FFD). After removing the 
redundant features, the rest of the features now there are 16 
features as a dataset D2. The dataset D2 need further processed 
to select the relevant or strongly relevant features. It also still 
have the possibility of weakly or irrelevant features. The last 
step, relevance selection was carried out by applying the 
Algorithm 3 based on dataset D2. Using the first step in 
Algorithm 3, no one features functionally dependent on the 
target attribute (class). It means no feature is selected from this 
step. Next step, the process continued using the intersection of 
the combination of the existing technique, and the result is 
shown in Table V. According to the result as shown in Table 
V, each technique (CHI, IG, GI, SU) have exactly the same 
results where the features Paused and Likes are in the lowest 
rank with the value 0. These two features are irrelevant to the 
class, so they are removed from D2. 

While Relief technique have slightly different result where 
the lowest rank is the feature Paused. Because the value is 
greater than zero, the feature is still used for processing. After 
getting the results (R1, R2, R3, R4, R5) of each technique, by 
applying intersection to the results, the proposed technique got 
selected features R (Table V) as the final result. The result R 
consists of 14 features after removing the two lowest ranks. 
The result R then adds to the result D3 from the first step. 
Because in the first step there are no features selected, then D3 

is equal to R that is used for building the model in the step. 
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TABLE V.  RELEVANCE SELECTION 

No 
Feature Selection 

Technique 
Selected Features 

Name 

of the 

Result 

1 ChiSquared 

Advisor, ESECat, Played, 

ModuleCode, CW1Cat, Segment, 
CW2Cat, Online Ccat, 

OtherModulesCat, CGPADesc, 

Online Ocat, AttemptCountCat, 
AtRisk, SessionName 

R1 

2 InfoGain 

Advisor, ESECat, ModuleCode, 

Played, CW1Cat, CW2Cat, 
Segment, Online Ccat, 

OtherModulesCat, CGPADesc, 

Online Ocat, AttemptCountCat, 
AtRisk, SessionName 

R2 

3 GainRatio 

ESECat, Played, Segment, 

ModuleCode, Advisor, CW1Cat, 
CW2Cat, AttemptCountCat, 

OtherModulesCat, Online Ccat, 

CGPADesc, AtRisk, SessionName, 
Online Ocat  

R3 

4 
Symmetrical 
Uncertainty 

ESECat, Played, Segment, Advisor, 

ModuleCode, CW1Cat, CW2Cat, 

AttemptCountCat, 
OtherModulesCat, Online Ccat, 

CGPADesc, Online Ocat, AtRisk, 

SessionName  

R4 

5 Relief 

ESECat, ModuleCode, CW1Cat, 

CW2Cat, Played, Segment, 
SessionName, Likes, CGPADesc, 

Online Ccat, Online Ocat, 

OtherModulesCat, 
AttemptCountCat, Advisor, AtRisk, 

Paused 

R5 

6 Intersection of All 

ModuleCode, SessionName, 

CGPADesc, Advisor, 
AttemptCountCat, AtRisk, 

OtherModulesCat, CW1Cat, 

CW2Cat, ESECat, Online Ccat, 
Online Ocat, Played, Segment 

R=  
R1  R2  

 R3  

R4  R5 

 

D3 = R 

Evaluation of the prediction model is used to select the best 
model raised the highest accuracy. Using a dataset split into 
training and testing data, the value of each model's cross-
validation accuracy as an indicator of model performance is 
evaluated. Table VI shows the evaluation results based on the 
cross-validation accuracy and F-measure indicators. 

TABLE VI.  THE PREDICTION MODEL PERFORMANCE FOR CLASSIFICATION 

OF STUDENT‟S ACADEMIC SUCCESS (%) 

Classifier Accuracy Precision Recall F-Measure 

DT 92.64 92.6 92.6 92.2 

NB 83.13 83.9 83.1 83.5 

ANN 84.62 84.1 85.1 82.1 

KNN 85.44 85.9 85.4 85.6 

SVM 89.57 89.1 89.6 89.1 

The result in Table VI shows the proposed framework 
using the proposed filter selection technique can achieve high 
accuracy scores for each classifier. The highest accuracy score 
is 92.64% on the DT classifier, followed by SVM (89.57%), 
ANN (84.62%), KNN (83.44%) and the last is NB (83.13%). 

When compared with the existing technique that is 
frequently used in predicting academic success, the result is 
shown in Table VIII. The selected features (dataset) produced 
by each technique that will be used by classifier is presented in 
Table VII. The features with the score ≤ 0 eliminated from 
dataset because of the features do not have a relationship to 
target attribute (class). 

TABLE VII.  THE NUMBER OF SELECTED FEATURES OF FEATURE 

SELECTION TECHNIQUE 

Feature 

Selection 

Technique 

Features Category 
Sub Total 

Features 

Total 

Selected 

Features 

CHI, IG,  

GI, SU 

Redundant Features : 
CW2, CW1, ESE, ModuleTitle, 

AttemptCountCat, 

OtherModulesCat, Online Ccat, 
AtRiskSSC, CGPADesc, Online 

Ocat, AtRisk, SessionName, 

RemoteStudent 

13 

28 

Irrelevant Features : RollNumber, 

ApplicantMobile, 
ApplicantName,Probation, 

HighRisk, TermExceeded, 

PlagiarismHistoryCat, 
PrerequisiteModules 

8 

Relevant Features :  
ESECat, Played, Segment, 

Advisor, ModuleCode, CW1Cat, 

CW2Cat 

7 

RF 

Redundant Features: 
ModuleTitle, OtherModules, 

Online O, Online C, CW1, CW2, 

AttemptCount, CGPAPoint  

8 

31 

Irrelevant Features: 

ApplicantMobile, RollNumber, 
PrerequisiteModules, HighRisk, 

PlagiarismHistory 

5 

Relevant Features: 

ESECat, ModuleCode, CW1Cat, 
CW2Cat, ESE, Played, 

SessionName, Segment, Likes, 

Online Ocat, AttemptCountCat, 
OtherModulesCat, Advisor, 

AtRisk, CGPADesc, Online Ccat, 

TermExceeded, Paused 

18 

CFS 

Redundant Features : 

CW1, CW2 
2 

3 
Irrelevant Features: 

ApplicantName 
1 

Relevant Features: - 0 

Proposed 
Technique 

Redundant Features : - 0 14 
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Feature 

Selection 

Technique 

Features Category 
Sub Total 

Features 

Total 

Selected 

Features 

Irrelevant Features: - 0 

Relevant Features: 

ModuleCode, SessionName, 
CGPADesc, Advisor, 

AttemptCountCat, AtRisk, 

OtherModulesCat, CW1Cat1, 
CW1Cat2, ESECat, Online Ccat, 

Online Ocat, Played, Segment 

14 

The result in Table VII shows the existing techniques 
successfully reduced the number of features that have not 
significant affecting to the target attribute. However, the 
selected features produced by each existing technique still have 
irrelevant and redundant features, impacting the accuracy of 
the prediction model is not optimal. The techniques (CHI, IG, 
GI, SU) have the same result in a number of selected features 
(28 features) and the features that have been selected. The 
difference is only the ranking of the selected features. The CFS 
technique slightly has a different result in producing selected 
features (only three features). It is an excellent factor in 
reducing the computational cost. According to these results, it 
concludes that selected features that still contain redundant and 
irrelevant features, making the accuracy result is not optimal. 

TABLE VIII.  THE ACCURACY COMPARISON OF FEATURE SELECTION 

TECHNIQUE FOR PREDICTING ACADEMIC SUCCESS (%) 

Feature Selection 

Technique 
DT NB ANN KNN SVM 

All 
(No FS Technique  

used all dataset) 

85.88 71.47 81.54 82.21 86.50 

CHI 85.89 73.31 82.82 84.96 86.81 

IG 85.89 73.31 82.82 84.96 86.81 

GI 85.89 73.31 82.82 84.96 86.81 

SU 85.89 73.31 82.82 84.96 86.81 

RF 85.89 73.31 81.53 82.51 88.03 

CFS 84.62 80.98 61.04 81.60 80.98 

Proposed 
Technique 

92.64 83.13 84.62 85.44 89.57 

The result in Table VIII shows the proposed framework 
using the proposed filter selection technique compared to 
existing technique can achieve high accuracy rates for each 
classifier. According to Table VIII, it can be seen the accuracy 
of the existing technique is less than the proposed technique 
due to the existing the irrelevant and redundant features. Based 
on these results, the proposed technique outperforms the 
existing technique (CHI, IG, GI, SU, RF), even with the CFS 
(the filter-based feature subset techniques). The RF technique 
produced the most selected features, but the accuracy is not 
quite different from others (CHI, IG, GI, SU as shown in 

Table VIII). The RF technique raised the highest accuracy in 
classifier SVM and the lowest accuracy in ANN and KNN, 
while in DT or NB have the same result from others (CHI, IG, 
GI, and SU). 

B. Discussion 

According to the results (Table VI), it concludes that the 
best classifier to classify student‟s academic success is DT. 
This statement is supported by the previous studies that 
appropriate classifier is one of main factor besides feature 
selection in predicting academic success, and DT leads to the 
highest accuracy and performs well in a large dataset [1], [2]. 
This happen because the feature CGPADesc is used as the 
main feature. The results proved that the proposed framework 
is feasible to implement. According to Tables VII and VIII, it 
can be concluded that the criteria of good feature selection are 
not only determined by the number of selected features but also 
by the kind of selected features. Even though the result of CFS 
is the least (Table VII), but the accuracy is the lowest result (as 
shown in Table VIII). This happen because the result still 
consist of redundant and irrelevant features and have no 
relevant features, so it affects to the accuracy of the model [5]. 
The techniques (CHI, IG, GI, SU) have exactly the same 
results in each classifier because the dataset (the selected 
features produced by each technique) is the same. The 
proposed technique raised the highest accuracy rate even 
though the number of selected features (14) is greater than CFS 
(3) due to the nonexistence of the redundant and irrelevant 
features. It proved that feature selection is another main factor 
besides the classifier in predicting academic success aligned 
with the previous studies [1], [2], and the proposed feature 
selection leads to the highest accuracy and performs well in a 
large dataset. From the whole result, this research has proven 
that the framework develop using the proposed feature 
selection technique reached the highest accuracy score over all 
the existing technique. This research also proved that the 
feature selection can increase the prediction model accuracy, 
and it aligned with the previous studies [17]–[22]. 

V. CONCLUSION 

Generating graduates with better academic performance 
through a prediction model is a crucial factor and challenging 
task in higher education. This study evaluates filter-based 
feature ranking techniques for predicting academic success and 
proposes a novel feature selection technique to improve the 
performance of the prediction model through a framework. The 
proposed framework will act as a guide that gives suggestions 
for creating the prediction model. Based on the accuracy rates 
used to evaluate performance, the best model was chosen. 
According to the results, it conclude that the best classifier to 
classify student‟s academic success is the DT with accuracy = 
92.64%. The results show that the proposed framework 
utilizing the proposed technique significantly improves the 
accuracy of the proposed prediction models. The proposed 
technique increase the accuracy compared to existing technique 
from 2-8%. These results indicate the proposed framework 
utilizing the proposed technique effectively used to predict 
student success for the higher education institution making 
policies or giving intervention to poor academic performance 
students. 
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Abstract—The extraction of buildings from multispectral 

Light Detection and Ranging (LiDAR) data holds significance in 

various domains such as urban planning, disaster response, and 

environmental monitoring. State-of-the-art deep learning models, 

including Point Convolutional Neural Network (Point CNN) and 

Mask Region-based Convolutional Neural Network (Mask R-

CNN), have effectively addressed this particular task. Data and 

application characteristics affect model performance. This 

research compares multispectral LiDAR building extraction 

models, Point CNN and Mask R-CNN. Models are tested for 

accuracy, efficiency, and capacity to handle irregularly spaced 

point clouds using multispectral LiDAR data. Point CNN 

extracts buildings from multispectral LiDAR data more 

accurately and efficiently than Mask R-CNN. CNN-based point 

cloud feature extraction avoids preprocessing like voxelization, 

improving accuracy and processing speed over Mask R-CNN. 

CNNs can handle LiDAR point clouds with variable spacing. 

Mask R-CNN outperforms Point CNN in some cases. Mask R-

CNN uses image-like data instead of point clouds, making it 

better at detecting and categorizing objects from different angles. 

The study emphasizes selecting the right deep learning model for 

building extraction from multispectral LiDAR data. Point CNN 

or Mask R-CNN for accurate building extraction depends on the 

application. For building extraction from multispectral LiDAR 

data, two approaches were compared utilizing precision, recall, 

and F1 score. The point-CNN model outperformed Mask R-

CNN. The point-CNN model had 93.40% precision, 92.34% 

recall, and 92.72% F1 score. Mask R-CNN has moderate 

precision, recall, and F1. 

Keywords—Multispectral LiDAR; Mask R-CNN; Point CNN; 

deep learning; building extraction 

I. INTRODUCTION 

The escalating urbanization of the global population 
necessitates the development of accurate and efficient 
techniques for extracting buildings from remote sensing data. 
The extraction of buildings from remotely sensed data is a 
crucial procedure with wide-ranging applications, including but 
not limited to three-dimensional (3D) building modeling, urban 
planning, disaster assessment, and the maintenance of digital 
maps and Geographic Information System (GIS) databases [1]. 

The task of accurately and efficiently identifying buildings 
from remote sensing data presents several challenges, due to 
data availability issues, poor data quality, and obstructions 
caused by nearby objects like trees, automobiles, and 

mountains [2]. Despite these difficulties, advancement has 
been made significant in the recent development of building 
extraction techniques. Building extraction accuracy and 
effectiveness are projected to increase over time as deep 
learning algorithms advance and more high-quality remote 
sensing data become accessible [3]. 

The multi-spectral Light Detection and Ranging (LiDAR) 
provides a field for obtaining different spectral responses from 
different features and collecting various data about the surface 
and terrain of the land and water [4]. Due to this rationale, the 
utilization of multi-spectral LiDAR has significantly advanced 
the field of remote sensing data due to its vast quantity of high-
resolution multispectral and spatial data [5]. However, this 
abundance of data may present a challenge in terms of the 
human capacity to accurately extract and classify features from 
the point cloud. Consequently, the rapid development of 
computer technology and the emergence of artificial 
intelligence, including machine learning and deep learning, 
have made it possible to reduce the time and human effort 
required for precise feature extraction from LiDAR sensors´ 
point clouds [6, 7]. Automatic extraction of buildings from 
multispectral LiDAR data is a challenging task, but one that 
has the potential to be extremely useful for a wide range of 
applications [7]. 

The objective of this study is to compare and contrast two 
distinct methodologies for extracting buildings from 
multispectral LiDAR data. The first utilizes the deep learning 
algorithm Mask R-CNN, while the second utilizes Point CNN. 
Both methods utilize three multispectral LiDAR channels to 
optimize building extraction. 

The paper conforms to this structure. Section II describes 
the related works. Section III describes the significance of the 
research. The data and the study area are in Section IV. The 
Section V describes the methodology.  Section VI discusses 
accuracy assessment mathematically. Section VII provides 
qualitative and quantitative evaluations of the findings. The 
discussion and summary concluded in Section VIII. 

II. RELATED WORK 

The utilization of LiDAR technology offers a significant 
advantage in terms of three-dimensional spatial accuracy [8], 
rendering it an optimal choice for various remote sensing 
applications, particularly in the mapping of densely populated 
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urban regions. Multiple scientific studies have provided 
evidence supporting the utilization of LiDAR data for the 
extraction of buildings in urban environments [9, 10].  

Building extraction from LiDAR data has been extensively 
researched, resulting in the development of numerous 
algorithms in recent years. Nevertheless, the majority of these 
techniques rely on LiDAR data with a single wavelength. 
There exists a limited body of research pertaining to the 
utilization of multispectral LiDAR data for the purpose of 
building extraction. These studies demonstrate that deep 
learning can be used to accurately extract buildings from 
single-wavelength LiDAR data. It is essential to note, however, 
that the efficacy of deep learning models for building 
extraction can vary depending on the scene's complexity and 
the quality of the LiDAR data. 

One of the earliest studies on building extraction using 
multispectral LiDAR data was conducted by [11]. They 
proposed a Graph Geometric Moments Convolutional Neural 
Network (GGMCNN) model for extracting buildings from 
airborne multi-spectral LiDAR point clouds. The GGMCNN 
model is a deep learning model that is specifically designed for 
processing point cloud data. It takes as input a set of features 
that are extracted from the point cloud, including the point's 
elevation, intensity, and spectral information. The GGMCNN 
model is trained to classify each point cloud as either building 
or non-building. This study has shown that deep learning can 
be used to extract buildings from multispectral LiDAR data 
with high accuracy. However, research is needed to develop 
and evaluate different deep learning models that deal with 
point clouds and raster format for this task on more accurate 
datasets such as multispectral LiDAR data. 

Several studies have employed deep learning models to 
extract buildings from mono-wavelength LiDAR data in a 
raster format, as evidenced by the works of [3, 12-15]. In 
contrast, some researchers have studied the extraction of 
buildings from LiDAR data in the form of point clouds [11]. 
Nonetheless, a lack of research persists regarding the 
evaluation of deep learning models that are appropriate for 
building extraction from multispectral LiDAR data. This is an 
important area of research, and we hope our study can help fill 
this gap. 

The advent of various deep learning networks specifically 
designed for processing raw LiDAR data [16-18] has 
facilitated the direct extraction of buildings from LiDAR point 
clouds. This is in contrast to previous methods that necessitated 
data rasterization prior to extracting features from the raster 
format [19].  Convolutional Neural Networks (CNNs) and their 
respective lineages are extensively employed and favored 
networks within the domain of deep learning [20]. One notable 
advantage of CNNs over previous models is their capacity to 
autonomously detect significant features without human 
intervention, rendering them more pragmatic [21]. The deep 
learning algorithm known as Point Convolutional Neural 
Network (Point CNN) [19] is distinguished by its capability to 
directly process raw cloud points, eliminating the requirement 
for the rasterization process. In a study conducted by [22], a 
comparative analysis was performed to evaluate the 
performance of the deep learning algorithm Point CNN in 

classifying land points in agricultural areas. The findings of the 
study demonstrated that Point CNN outperformed traditional 
methods in terms of accuracy. Furthermore, it has been 
demonstrated that Mask Region-based Convolutional Neural 
Network (Mask RCNN), a deep learning algorithm belonging 
to the same category as CNN, has exhibited notable efficacy in 
the extraction of buildings from LiDAR data. This is achieved 
through the conversion of cloud points into raster images [23, 
24]. 

However, to the best of our knowledge, there is a lack of 
scientific investigations on the automatic extraction of 
buildings using multispectral LiDAR points based on the Point 
CNN algorithm, and comparing its results with the Mask R-
CNN algorithm. Previous studies have not adequately 
compared these two seigolodohtem. Currently, there exists a 
significant need for the automated and precise categorization of 
multispectral LiDAR points across various applications. Also, 
applying this approach to multispectral LiDAR data is an 
important step to increase the accuracy of building extraction 
in complex urban environments and facilitate the emergence of 
novel applications in subsequent endeavors. 

In this study, the main contributions are: 

1) Compare and contrast two distinct methodologies for 

extracting buildings from multispectral LiDAR data: Mask R-

CNN and Point CNN. Both methods utilize three multispectral 

LiDAR channels to optimize building extraction. 

2) Investigate the importance of using multispectral 

LiDAR data for building extraction. Using multispectral 

LiDAR data can considerably improve the accuracy of 

building extraction compared to using single-wavelength 

LiDAR data, according to the study's findings. 

Overall, the research on building extraction using deep 
learning with multispectral LiDAR data is still in its early 
stages. However, the results from existing studies are 
promising and suggest that deep learning has the potential to 
improve the accuracy and efficiency of building extraction in 
urban environments. 

III. RESEARCH SIGNIFICANCE 

This paper presents a significant analysis of two distinct 
methodologies employed for building extraction from 
multispectral LiDAR data. The methodologies involve either 
utilizing point clouds directly or converting them into a raster 
format. This study demonstrates the effectiveness of deep 
learning algorithms for building extraction. Furthermore, offers 
significant insights regarding the utilization of multispectral 
LiDAR data in the context of building extraction. This study's 
findings may have a wide variety of practical applications. 
Urban planners and emergency administrators could use them 
to automatically generate building footprints, for instance. 
They could also be used to improve the accuracy of 3D city 
models. 

IV. STUDY AREA AND DATASET 

The study area represents a complimentary dataset 
provided by the National Center for Airborne Laser Mapping 
(NCALM), encompassing an urban region located in Houston 
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in the southeastern sector of Texas, United States of America. 
The study area, as illustrated in Fig. 1, encompasses the 
vicinity of the Houston University campus and its immediate 
surroundings. The study area encompasses an estimated area of 
550m². The study area was selected based on its diverse range 
of building types, encompassing regular residential structures, 
edifices surrounded by a canopy, and small-scale constructions 
with haphazard layouts. 

 

Fig. 1. Study area. 

The research area was scanned in February 2017 using a 
Teledyne Optech Titan multi-spectral 
Airborne Laser Scanning (ALS) system [25]. The ALS dataset 
included multispectral data from 14 flight lines. All collected 
points were separately recorded in 42 LAS files, each 
corresponding to a distinct channel and strip. Every LAS file 
contained data on the point source ID, scan angle rank, flight 
line edge, scan direction flag, returns, GPS time, and intensity 
values. Detailed information about the dataset is shown in 
Table I; the Titan sensor was put in an Optech aircraft. The 
flight plan and equipment parameters are shown in the Table II. 

TABLE I. SPECIFICATIONS OF OPTECH TITAN MULTI-SPECTRAL ALS 

LIDAR (TELEDYNE OPTECH TITAN, 2015) 

Parameters Channel 1 Channel2 Channel 3 

Wavelength 1550 nm MIR 1064 nm NIR 532 nm Green 

Beam 

divergence 
0.35 mrad(1/e) 0.35 mrad(1/e) 0.70 mrad(1/e) 

Look angle 3.5 ° forward nadir 7.0 ° forward 

Effective PRF 50–300 kHz 50–300 kHz 50–300 kHz 

TABLE II. THE FLIGHT PLAN AND EQUIPMENT PARAMETERS 

Flight Parameter 

Sensor ID 
The Optech Titan MW (14SEN/CON340) LiDAR 

sensor 

flying height 460 m AGL 

swath width 445 m 

overlap 50% 

line spacing 225 m 

Equipment Parameters 

PRF 175 kHz per channel (525 kHz total) 

scan frequency 25 Hz 

scan angle ±26° and ±2°cut-off at processing 

V. METHODOLOGY 

Two strategies for building extraction from multispectral 
LiDAR data were employed to accomplish the research 
objective. The first method extracts buildings from the raster 
data, whereas the second method extracts buildings from the 
point data. 

 

Fig. 2. Pre-processing flow Chart. 

The data obtained from Multispectral LiDAR is presented 
in the LAS format, comprising point cloud values for x, y, z, 
and intensity. Fig. 2 depicts the flow chart for two distinct 
approaches to extracting buildings from multispectral LiDAR 
point cloud data. The building extraction strategy from the 
raster format is represented in blue, while the building 
extraction strategy from the point format is represented in 
orange. The point cloud pre-processing step was executed in 
two distinct approaches, followed by their respective 
application to two distinct deep learning algorithms. One 
algorithm is designed to handle data in raster format, while the 
other algorithm is specifically designed to process raw data in a 
point cloud format. 

A. Pre-Processing Point Cloud 

The pre-processing of the point cloud is the same for the 
two methods and it consists of removing the noise points, 
integrating the point clouds of the three different channels, 
segmenting the point cloud according to the boundary of the 
study area, and finally separating the ground and off-ground 
point clouds. The non-terrain point cloud is of interest in this 
paper because it contains the features of the buildings. The 
following will be elaborated upon in a comprehensive manner 
below: 

1) Data cleaning: A statistical out-linear removal (SOR) 

algorithm was utilized to eliminate isolated points or any 

points that fell outside the intensity range [26]. The 

logarithmic function operates by computing the spatial 

separation between a given point and its six adjacent 
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neighbors. In cases where the mean distance between a given 

point and its corresponding exceeds the established minimum 

threshold, the point is eliminated. 

2) Merging and segmenting points: The absence of control 

points or reference points in our case has compromised the 

statistical reporting of geometric quality. In order to evaluate 

our building extraction methodology, a study area was chosen 

from a single strip to address the problem at hand. Before 

performing the step of merging the three different wavelengths 

into a single LAS file, each channel was cut in three directions 

based on the borders of the chosen study area. In order to 

obtain the highest efficiency of the multi-spectral LiDAR 

points, a merger of the three channels was made, as each 

channel collects data from a different angle of view and with 

different intensities, in addition to improving the density of the 

cloud points. The present study involves the integration of 

three separate point clouds through the utilization of 3-D 

spatial join methodology. Each individual point cloud of a 

specific wavelength serves as the reference point among the 

three. The reference point cloud employs the closest neighbor 

searching algorithm to identify neighboring points within the 

other two wavelengths of point clouds. Subsequently, the 

segmentation algorithm, which is available via the Cloud 

Compare software, was employed to clip the multispectral 

LiDAR points according to the selected boundaries of the 

chosen study area. 

3) Filtering points: This research uses deep learning 

models to extract buildings from multispectral LiDAR data. 

To simplify this procedure, the Cloth Simulation Filter (CSF) 

provided by [15] was used to separate ground points and non-

ground points as shown in Fig. 3, and concentrate exclusively 

on the latter because they include buildings. The CSF filter 

operates through the inversion of the point cloud and drops a 

simulated cloth model onto the designated points. The cloth 

undergoes a settling process as it contends with the opposing 

forces of gravity and internal cloth tension, which occurs over 

numerous iterations. The filter necessitates the provision of 

four input parameters, with the first parameter denoting the 

terrain type. In this case, the area being examined is 

characterized by flat terrain. Subsequently, a cloth 

resolution of 2.0, regulates the texture coarseness or 

smoothness of the cloth's simulation. The terrain simulation's 

maximum iteration is 500. Ultimately, a classification 

threshold of 0.5 was established in order to differentiate 

between terrestrial and non-terrestrial point clouds, utilizing 

point distances as the determining factor. 

B. Building Extraction of Raster Data 

This method utilizes Mask R-CNN and polygon 
regularization to accomplish its building extraction goals. 
Mask R-CNN can produce preliminary building polygons from 
an input image. Then, the basic polygons are transformed into 
regularized polygons using the polygon regularization 
technique. The pre-processing stage of the 3D point cloud was 
conducted to enable the point cloud to be suitable for direct 
extraction of buildings using the deep learning model Point-

CNN. On the other hand, the deep learning model Mask R-
CNN requires several steps to process the multi-spectral 
LiDAR data, with the most crucial of these steps being the 
conversion of the three-dimensional point cloud into a 
horizontal image plane through the process of rasterization. 

1) Raster conversation: The 3D point cloud was rasterized 

to a 2D raster with intensity and height information preserved. 

Cloud intensities at three distinct wavelengths were converted 

into three distinct intensity images for each channel separately 

as shown in Fig. 4(a, b, c). The intensity cloud rasterization 

process was executed by defining a specific set of properties. 

The cell size parameter was established as 0.1, and the binning 

interpolation technique was employed to compute the mean 

intensity value within cells that lack data points. The height 

raster as shown in Fig. 4(d) was generated from multispectral 

LiDAR data after merging the three channels and generating a 

DSM, as opposed to the intensity images for each channel 

separately. The raster height step was subjected to identical 

intensity rasterization settings parameters, including 

interpolation method and cell size, to ensure congruence 

between the raster resolution and applying the composite 

process on the four-raster dataset. 

 
(a) 

 
(b) 

Fig. 3. Separation of ground and off-ground multispectral LiDAR points 

using CSF algorithm, (a) representing ground points and (b) representing 
above-ground points. 
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(a) Raster-Intensity(ch-1) (b) Raster-Intensity(ch-2) 

 
(c) Raster-Intensity(ch-3) (d) Raster-height 

Fig. 4. Rasterization multispectral LiDAR point cloud. 

2) Layer combination: To streamline the training and 

validation process of the Mask R-CNN deep learning model, it 

is necessary to compress the four images within a multi-data 

image into a new multi-band raster data set. The input dataset 

comprised a series of four raster images (Raster Intensity Ch-1, 

Raster Intensity Ch-2, Raster Intensity Ch-3, and Raster height 

of non-terrain features).  All four images possess identical 

dimensions in terms of length, width, and cell size. The 

dimensions of the analyzed space were identical to those of 

the study area, while the depth of the analysis was determined 

by the quantity of raster images within the input dataset. 

Specifically, a depth of four was utilized. 

3) Mask R-CNN: The buildings in this method were 

extracted using the workflow of the Mask R-CNN deep 

learning model, as illustrated in Fig. 5. Initially, the multi-

spectral LiDAR data underwent a qualification process for its 

inclusion in the deep learning model, as previously stated [27]. 

This data is comprised of four images that possess identical 

length, width, and cell size, and have been compressed 

accordingly. Subsequently, the training data intended for the 

deep learning model was exported. To this end, the study area 

was partitioned into training, validation, and test data sets. 

Subsequently, the training and validation sets, along with each 

input image, were utilized to produce the training data set. The 

input images were partitioned into image tiles of size 256 × 

256 pixels, with a 50% overlap step-shift, in order to conform 

to the input requirements of the Mask R-CNN architecture and 

to guarantee that all buildings are represented in at least one 

image tile. The training dataset comprised 184 image slices 

and 239 features. Following that, the Mask R-CNN model is 

trained through the utilization of a designated training dataset. 

Table III. presents the parameters that were utilized to train 

the model. The Mask R-CNN architecture comprises several 

components: including a backbone, a Region Proposal 

Network (RPN), a Region of an Interest alignment layer (RoI 

Align), a Bounding box regressor, and a mask generation head 

[28] . To predict segmentation masks on each Region of 

Interest (ROI), the Mask R-CNN builds on the Faster R-CNN 

by adding a network branch to the original (ROI) [24]. To 

each ROI, the tiny FCN was applied that predicts a pixel-wise 

segmentation mask for building and nonbuilding regions. The 

first building polygon is found by following a region's 

boundary [29]. ArcGIS API for Python, with the Tensorflow 

and Keras libraries, was used to create and implement the 

Mask R-CNNs. It's based on a Region Proposal Network 

(RPN) and ResNet50 backbone. 

TABLE III. MASK R-CNN TRAINS THE MODEL PARAMETERS 

Parameter Description 

Backbone model ResNet-50 

Training and Test set was split into 70/20% 

Validation 10% 

Processing type Nvidia GeForce RTX 2060 GPU 

Batch size 4 

Learning rate strategy Stop when the model stop improve 

Learning rate 0.0001 

 

Fig. 5. The Mask R-CNN procedure for building extractions using Multi-

Spectral LiDAR Dataset. 

4) Regularize building footprint: After extracting the 

buildings with Mask R-CNN, it produces irregular and 

distorted polygons that don’t have straight lines and right 

angles for edges due to the pixel-labeling location performed 

by Mask R-CNN [30]. In order to get rid of this randomness in 

building polygons, the regularized building footprint step was 

used. A polyline compression algorithm was used to reduce 

these distortions of building polygons. Table IV shows the 

parameter used in this algorithm to obtain a much cleaner and 

closer footprint to buildings than the results that we got from 

the deep learning algorithm Mask-RCNN. 
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TABLE IV. REGULARIZE BUILDING FOOTPRINT PARAMETERS 

Parameter Description 

Method Right angle 

Tolerance 1 

Precision 0.25 

Diagonal penalty 1.5 

Minimum radius 0.1 

Maximum radius 1000000 

Processor type GPU 

C. Building Extraction of Point Cloud Data 

The Point Convolutional Neural Network (Point CNN) 
algorithm is utilized in this research to extract buildings 
directly from the raw multispectral point cloud without a 
rasterizing step. The Point CNN architecture consists of an 
encoder network and a decoder network as shown in Fig. 6, 
both of which contain X-Conv layers. The cipher network 
consists of four collective abstraction units to iteratively extract 
multiscale features of scale (1/256, 1/256,1/512, 1/1024) 
concerning the entry point cloud with point number N. 
Concerning entry points, the entry point merged of intensities 
of three channels, and adding the elevation point cloud was 
DSM. K is set from 8 to 16 in this study, where K is the 
neighboring points around the representative points and N is 
the number of the point in the previous layer. In this setting, the 
final point has a 1:0 receptive field since it sees all points from 
the previous layer, and its features contribute to an accurate 
semantic interpretation of the shape. In the second X-Conv 
layer, a dilation rate of D = 2 was used, and then gradually 
increased in the third and fourth X-Conv layers to ensure that 
all remaining representative points see the entire figure and are 
all suitable for making predictions. In this way, the last X-Conv 
is more thoroughly trained layers, as more connections are 
involved in the network. The decoder network comprises three 
feature propagation units, which gradually restore a robust 
feature mean representation to produce a high-quality classifier 
point cloud. The output data size of the encoder is N/256, 
N/512, and N/1024. Finally, a fully connected layer is added on 
top of the last output of the X-Conv layer, followed by a loss, 
to train the network. 

 

Fig. 6. Point CNN architecture for building extraction from multispectral 

LiDAR where,    : Intensity of channel-1,    : Intensity of channel -2,    : 

Intensity of channel-3, N: Number of the point in the previous layer. 

VI. ACCURACY ASSESSMENT 

The following measures were employed for assessing the 
effectiveness of the proposed approaches, all of them are 

standard for any semantic segmentation and classification 
work. 

          
   

     
       (1) 

where the term "precision" refers to the proportion of 
accurately labeled data points relative to the total number of 
data points that were labeled, the percentage of data points that 
were successfully classified relative to the total number of data 
points that were expected to be classified with this value is the 
recall. F1-score is the arithmetic mean of the precision and 
recall values are given as follows: 

       
  

      
        (2) 

         
                  

                
  (3) 

Where:    is a number of point clouds that are classified as 

true positive building extraction,    are truly negative,    is 

false positive and    is a false negative. 

VII. RESULTS AND DISCUSSION 

The study area was subjected to the training of two deep 
learning models, namely Mask R-CNN and Point-CNN for the 
purpose of extracting buildings from a Multispectral LiDAR 
point cloud. The training dataset and validation for both 
models were selected using the same buildings to facilitate 
comparison. The evaluation of building extraction results was 
conducted using a confusion matrix approach. The reference 
points for ground truth were obtained from orthorectified aerial 
photographs captured by the same multispectral LiDAR system 
in the same survey. 

A. Building Extraction Result of Mask R-CNN 

As shown in Fig. 7(a), the outcomes of utilizing the mask 
R-CNN deep learning model on the multi-spectral LiDAR data 
after converting them into raster format, as this model 
confirmed its ability to train and extract the footprints of 
buildings, but in an irregular style. After they were included in 
the polyline compression algorithm to create the uniformity of 
the building, the results are shown in Fig. 7(b). 

 

Fig. 7. Building extraction results of mask RCNN: (a) before using 

regularize, (b) after regularize. 

B. Building Extraction Result of Point CNN 

The visual outcomes of building extraction through the 
utilization of the Point CNN deep learning model are presented 
in Fig. 8. Specifically, Fig. 8(a) displays the raw multispectral 
LiDAR points prior to building recognition, with all points 

  

(a) (b) 
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depicted in grey. On the other hand, Fig. 8(b) shows the 
outcomes attained by the Point CNN model in building 
recognition, where buildings are highlighted in red and the 
background is depicted in grey. The employment of Point CNN 
in contrast to the use of Mask R-CNN is observed to yield 
superior outcomes. The aforementioned model demonstrated a 
capacity to discern points of construction with a mean 
precision of 0.9340 within the given dataset. Furthermore, the 
algorithm demonstrated a notable proficiency in distinguishing 
between the points of buildings and those of trees, particularly 
in cases where buildings were encompassed by thick clusters of 
trees. This model was also able to extract the points of small 
and irregular buildings accurately. 

 

Fig. 8. Building extraction results of Point CNN: (a) before building 

extraction, (b) after building extraction. 

The precision achieved through the utilization of the Point 
format approach surpasses that of the Raster format 
methodology. It is anticipated that the inclusion of 
supplementary spectral data, such as indices, may enhance the 
ultimate outcomes of building extraction. Ongoing 
investigations are being conducted with the aim of enhancing 
the precision of the building extraction. 

C. Comparison between Two Methods 

The two methods were compared using evaluation scales 
such as precision, recall, and F1-score to enhance the 
comparison. Table V displays the obtained results from using 
the Point CNN model, which indicates a precision of 93.40%, a 
recall of 92.34%, and an F1-score of 92.72%. While Mask R-
CNN gave less accurate results, it demonstrates a precision of 
74.66%, a recall of 67.43%, and an F1-score of 71.17%.  

According to the findings of our research, Point CNN 
performs better than Mask R-CNN when it comes to the 
extraction of buildings from multispectral LiDAR data in terms 
of both accuracy and efficiency. In comparison to Mask R-
CNN, Point CNN is capable of directly extracting features 
from point clouds without the need for any pre-processing 
steps such as voxelization. This results in a greater resolution 
and significantly faster processing times. In addition to this, 
Point CNN is able to manage irregular point clouds, which are 
typical in the case of LiDAR data. Nevertheless, Mask R-CNN 
continues to have advantages compared with Point CNN in a 
number of contexts, since it operates on raster data like satellite 
images or aerial photos rather than point clouds. Also, Mask R-
CNN is more suited to identifying and categorizing objects 
seen from a variety of angles. This makes it an ideal candidate 
for this task: the Precision, Recall, and F1-score obtained from 
the two different methods. 

TABLE V. THE PRECISION, RECALL, AND F1-SCORE OBTAINED FROM THE 

TWO DIFFERENT METHODS 

Method Mask R-CNN Point- CNN 

Precision% 74.66 93.40 

Recall% 64.43 92.34 

F1_Score% 69.17 92.72 

TABLE VI. THE TRUE-POSITIVE(TP), FALSE-POSITIVE(FP), AND FALSE-
NEGATIVE(FN) FROM THE TWO DIFFERENT METHODS 

Method TP FP FN 

Mask-RCNN (mask) 112 38 85 

Point CNN (points) 897392 26528 91137 

According to Tables V, and VI, the results suggest that 
Point CNN is a more effective method for building extraction 
from multispectral LiDAR data. It has a higher TP, Precision, 
and F1-Score than Mask R-CNN. However, Mask R-CNN has 
a higher Recall, indicating that it is less likely to miss 
buildings. 

Comparing our findings to LiDAR building extraction 
research [13, 30], our study had 93.40% accuracy, 92.34% 
recall, and 92.72% F1. Point CNN retrieves features from point 
clouds without rasterization, which may explain this. Accuracy 
and processing speed improve. Furthermore, the integration of 
the three distinct spectra of the multi-spectral LiDAR plays a 
crucial role in accurately discerning and distinguishing 
buildings and other features. 

According to the study's findings, Point CNN outperformed 
Mask R-CNN in building extraction from multispectral LiDAR 
data. This is probable because Point CNN processes point 
cloud data directly, preserving its structure and characteristics. 
This enables Point CNN to capture fine-grained geometric 
details and relationships within the point cloud, which is 
crucial for accurate building extraction and avoids 
voxelization, which is sometimes required by Mask R-CNN. 
This improves efficacy because no data is lost in the 
conversion process. Maintaining the original spatial 
distribution of points without voxelization is also essential for 
accuracy in point clouds with irregular spacing. Due to its 
architecture, it can manage multispectral LiDAR data from a 
variety of perspectives. The model captures and uses data from 
diverse perspectives to increase building extraction accuracy. 
Mask R-CNN, on the other hand, is well-suited for 
distinguishing and categorizing objects seen from a variety of 
angles because it operates on raster data such as satellite 
images or aerial photographs. 

In addition, it is recommended that future research 
endeavors include evaluating the performance of Point CNN 
and Mask R-CNN on other datasets, including datasets with 
different types of scenes (e.g., urban, rural, forested) and 
datasets with different types of multispectral LiDAR data (e.g., 
different wavelengths, different point densities, and use of 
spectral indicators). 

VIII. CONCLUSION 

A study was conducted to analyze multispectral LiDAR 
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data to extract buildings from a residential area situated near 
the University of Houston, situated in the state of Texas, 
United States of America. The present investigation undertook 
a comparative analysis of two discrete deep learning models 
that are categorized under the Convolutional Neural Network 
(CNN) family. The present investigation aimed to assess the 
effectiveness of the method employed in extracting buildings 
in two separate scenarios. The study involved the utilization of 
a genuine dataset of multispectral LiDAR data for 
experimentation purposes. Before inputting LiDAR points into 
the Point CNN deep learning model, processing operations 
were executed. Similarly, operations were conducted to 
transform cloud points into pixels for input into the mask R-
CNN deep learning model. Furthermore, a classification of 
architectural structures was conducted after their acquisition 
via mask R-CNN. The standardization of ground truth 
reference was implemented to facilitate a comparison between 
the two methods, as this is orthorectified aerial photographs 
captured by the same multispectral LiDAR system in the same 
survey. It can be concluded that the use of the CNN point 
model with the proposed approach, which combines the 
advantages of the intensity of the three different wavelengths 
plus the height component of the DSM gives better results for 
extracting buildings from multispectral LiDAR point data, 
where the accuracy of the results improved by about 30%. 
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Abstract—The Internet of Things (IoT) has gained 

significance over the past several years and is currently one of 

the most important technologies. The capacity to link everyday 

objects, such as home appliances, medical equipment, autos, and 

baby monitors, to the internet via embedded devices with a 

minimum of human interaction has made continuous 

communication between people, processes, and things feasible. 

IoT devices have established themselves in many sectors, of 

which electronic health is considered the most important. The 

IoT environment deals with many private and sensitive health 

data that must be kept safe from tampering or theft. If safety 

precautions are not implemented, these dangers and assaults 

against IoT devices in the health sector might completely destroy 

this industry. Detecting security threats to an IoT environment 

requires sophisticated technology; these attacks can be identified 

using machine learning (ML) techniques, which can also predict 

snooping behavior based on unidentified patterns. In this paper, 

it is proposed to apply five strategies to detect attacks in network 

traffic based on the NF-ToN-IoT dataset. The classifiers used are 

Naive Bayes (NB), Random Forest (RF), Decision Tree (DT), 

Artificial Neural Network (ANN), and Support Vector Machine 

(SVM) models. These algorithms have been used instead of a 

centralized method to deliver compact security systems for IoT 

devices. The dataset was pre-processed to eliminate extraneous 

or missing data, and then a feature engineering approach was 

used to extract key features. The results obtained by applying 

each of the listed classifiers to a maximum classification accuracy 

of 98% achieved by the RF model showed our comparison to 

other work. 

Keywords—IoT; ML; DL; attack classification; e-health 

I. INTRODUCTION 

A network of physical items, or "things," that have 
sensors, software, and other technologies built into them that 
can connect to and exchange data with other systems and 
devices through the Internet is referred to as the "Internet of 
Things" (IoT) [1]. These devices range from basic household 
goods to cutting-edge industrial equipment. More than 7 
billion IoT devices are currently online. IoT Analytics experts 
predict that by 2023, there will be 14.4 billion linked IoT 
devices, an increase of 18%, and that by 2025, there may be 
27 billion connected IoT devices [2]. 

The Internet of Things has applications in many different 
industries. It has proven important in a number of different 
industries, but the healthcare industry has seen it hard. The 
medical industry has benefited from modern technology and 

digital transformation. As mobile medical devices, mobile 
health applications, and services have helped improve 
healthcare services, they are expected to rely more and more 
on IoT technology in the coming years [3]. 

The use of the IoT in healthcare is constantly evolving. 
This fundamental change positively affected patient care 
because it allowed the clinician to provide a more accurate 
diagnosis and thus achieve better treatment outcomes [4]. The 
quality and efficiency of medical services have greatly 
improved due to the integration of IoT elements into medical 
devices. Today, IoT technology is widespread in hospitals. It 
has gotten to the point that many doctors, nurses, and 
healthcare professionals have abandoned paper in favor of 
tablets and other Wi-Fi-connected devices [3]. With all these 
changes and developments, the digital transformation of 
healthcare has created several difficulties affecting patients, 
healthcare workers, technology innovators, policymakers, and 
others. Data interoperability is an ongoing difficulty due to the 
massive amounts of data generated from various systems that 
store and encode data differently [5]. These concerns, in turn, 
raise questions about security and privacy. For example, what 
if medical devices are hacked? Or what if this sensitive patient 
data is accessed, leaked, or tampered with? 

Data and information are among the most important 
considerations that must be considered when developing and 
building IOT to avoid any potential risks related to security. 
The primary concern of network devices is data protection. 
Security is paramount in the field of IoT because unauthorized 
access to or interference with IoT equipment, especially when 
used for major IoT applications, can endanger human life [6]. 
The IoT environment deals with a huge amount of private and 
sensitive health data that must be kept safe from tampering or 
theft. If safety precautions are not implemented, these dangers 
and assaults against IoT devices in the health sector might 
completely destroy this industry. These attacks are often 
carried out to make money, either by selling the stolen data or 
by holding the victim's data at ransom to release their data. 

The main objective of this research is to build and design a 
suitable model based on machine learning techniques to 
increase the accuracy of detecting malicious and benign 
attacks in an IoT environment using the standard NF-ToN-IoT 
dataset consisting of network traffic attributes based on 
different protocols to analyze traffic tracking and behavior of 
networks and identify malicious attacks. Then, using a 
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preprocessing and feature selection step, the most important 
features were extracted, and the dimensionality of the dataset 
was reduced. Supervised classification algorithms were then 
applied, which included RF, SVM, DT, ANN, and NB 
classification algorithms that allow the identification of 
malicious and benign traffic, which helped in developing an 
effective intrusion detection system (IDS) that can identify a 
variety of attacks. The proposed model was then evaluated 
based on the most appropriate metrics. Finally, compare the 
proposed model with the latest developments in this field. The 
contributions of our technology are listed below as detailed 
previously: 

 Proposing an appropriate Machine learning (ML) 
model for Cyber-attack intrusion detection, by using 
the NF-ToN-IoT dataset and applying classification 
techniques that include RF, SVM, DT, ANN, and NB 
algorithms. 

 Evaluation of the proposed model based on the most 
suitable metrics. 

 Comparing the proposed model with state-of-the-art in 
this field. 

The remainder of this research is organized as shown 
below. The literature review on intrusion detection through the 
application and use of machine learning and deep learning 
techniques based on different datasets is summarized in 
Section II. Section III contains a comprehensive explanation 
of the methodology proposed for this research. The model 
implementation and evaluation of the machine learning 
algorithms implemented in this work and the results of each of 
them are presented in Section IV, while the obtained result 
and discussion compared to previous studies are presented in 
Section V. Finally, the conclusion and future work is 
presented in Sections VI and VII, respectively. 

II. LITERATURE REVIEW 

This section will provide an overview of the available 
studies and research related to the issue of securing the 
Internet of Things device in the e-Health system. 

Zhu et al. [7] recommend using a nonlinear kernel support 
vector machine (SVM) to build the e-Diag framework, an 
efficient and privacy-preserving online medical prediagnosis 
tool, in an IoT-based e-Health environment. When utilizing e-
Diag for online prediagnosis services, sensitive personal 
health data may be processed without privacy disclosure. On 
the basis of an improved expression for the nonlinear SVM, a 
powerful and privacy-preserving classification approach is 
created, using lightweight multiparty random masking and 
polynomial aggregation techniques. The SVM classifier and 
data are hence secure. The approach was tested using the PID 
database of the UCI machine learning repository. 

The focus of the study [8] was on how machine learning 
affected flow-based anomaly detection in SDN. The authors 
offered two distinct approaches to intrusion detection systems 
based on deep neural networks (DNN) and machine learning. 
The NSL-KDD dataset was employed in the first technique, 
and feature selection based on the RF classifier led to an 

accuracy rate of 82%. However, when paired with DNN-based 
IDS, the second technique had an accuracy of 88%. 

The authors of this study [9] compare the performance of 
ANN and Random Forest models using a dataset created by 
combining the benign and malicious datasets for detecting the 
Mirai virus in relation to seven IoT devices. The NBaloT 
dataset, which contains information on the features infected 
with the Mirai virus, is used to propose a novel technique that 
relies primarily on machine learning technology. In order to 
avoid over-fitting, the data partitioning approach known as 
mutual validity was applied, and ANN was used to conduct 
the experiment. The accuracy attained is 92.8%. The Opcode 
data collection, which includes 69,860 harmful programs and 
70,140 examples of common malware, was employed in this 
study. 

The study [10] is built on a deep learning-based technique 
for Internet of Things intrusion detection. The researchers 
discovered that security vulnerabilities rise as the number of 
Internet of Things devices rises. As a result, a Bot-IoT data set 
was utilized to compare deep learning techniques like CNN 
with machine learning techniques like RF and MLP. Through 
their expertise, CNN attained the maximum accuracy of 91% 
and the lowest accuracy of 88%. 

A novel deep learning-based intrusion detection system for 
IoT networks and devices is presented by the authors in 
another paper [11]. A four-layer fully connected (FC) deep 
network architecture is used by this system to identify 
malicious traffic that may be used to target linked IoT devices. 
In order to simplify deployment, the suggested system was 
created as a communication protocol-independent solution. 
The ground-breaking IDS powered by deep learning maintain 
an average detection rate of 93.21%. It made use of the DID 
dataset. 

With the use of outside resources, the authors of this study 
[12] suggest a comprehensive multi-level, privacy-preserving 
SVM training and illness diagnosis system. For encrypted 
data, certain efficient fundamental operational algorithms have 
been developed. Next, a model training procedure that is 
effective and protects privacy was created utilizing 
fundamental operational methods. Then, using the BFV 
coding system and cryptography method, they created a 
successful Internet-assisted illness diagnostic scheme. The 
user only needs to execute a limited number of encryption and 
decryption operations under their suggested method, which 
uses cloud servers to accomplish the majority of the illness 
diagnoses. The efficiency of Internet-assisted illness diagnosis 
has increased by 85.4% with a total computing cost of 0.175 
seconds. 

In [13] their study Detecting Cyber Intrusion Using 
Machine Learning Classification Techniques, the authors 
demonstrate how artificial intelligence, in particular machine 
learning techniques, may be utilized to develop a workable 
data-driven intrusion detection system. Numerous well-known 
machine learning classification algorithms, such as the 
Decision Tree, Random Decision Forest, Random Tree, 
Decision Table, and Artificial Neural Network, have been 
used to detect intrusions as a result of providing intelligent 
services in the field of cybersecurity. They conducted studies 
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to achieve an accuracy of 94% in RF using KDD'99 cup 
datasets. 

The authors of [14] proposed an algorithm to predict 
patients' current health status in addition to continuing 
professional monitoring. Additional parameters and methods, 
such as K-nearest neighbor, logistic regression, support vector 
machines, random forests, and Adaboost classifiers, are 
considered using the UCI heart disease dataset. They were 
successful in providing a tool that would aid patients, medical 
professionals, and the healthcare system. This way of 
decision-making is 93% accurate. 

IoMT systems are described in [20] as having to manage a 
sizable amount of data that might be utilized for illness 
diagnosis, prediction, and monitoring. Medical data about 
patients should be transferred to cloud storage and external 
computer devices, respectively, as certain IoMT devices have 
limited storage and processing capabilities. Security and 
privacy risks may arise as a result of this approach. A swarm 
neural network-based approach for identifying intruders in 
IoMT has been offered as a solution to these problems. The 
suggested model explores the possibility of properly and 
effectively evaluating healthcare data as well as identifying 
intruders during data transfer. An NF-ToN-IoT dataset was 
used to assess the system's performance, and the findings 
show that the suggested model achieves 89.0% accuracy. 

Based on the above, after examining all the previous 
studies that were collected and explaining their work and 
results in detail, it becomes clear that all of them achieved 
different results through the use of different data sets and 
algorithms, but the highest accuracy result among them was 
94%, while the methodology proposed in our work achieved 
accuracy higher than all previous studies, reaching 98%. 

III. METHODOLOGY 

In this section, the choice of the dataset, as well as the 
description of its specifics, is discussed. In addition, the 
dataset pre-processing techniques as well as the feature 
selection are deliberated. Finally, the model implementation is 
described. 

A. Dataset Selection and Description 

NF-ToN-IoT was chosen as the data set for this research 
since it contains a variety of heterogeneous data sources 
collected from Telemetry datasets of IoT sensors. It contains 
ten features, and nine types of attacks, namely, (XSS, DDoS, 
DoS, password cracking attacks, reconnaissance, or 
verification, MITM, ransomware, backdoors, and injection 
attacks) [15] [16]. The assaults detected in the dataset used in 
this study may be classified and defined using the terms 
below: 

1) XSS attack: Using XSS technology, malicious code can 

be injected into trusted Internet applications, such as the web 

pages of Internet of Things services. In XSS assaults, the 

attacker transmits malicious code to several end users via an 

online application, typically a browser-side script. 

2) DDOS attack: Most of the time, a botnet—a collection 

of compromised machines—conducts this kind of attack. The 

victim's IoT resources are flooded and depleted by this attack's 

many connections. 

3) DoS attack: A DoS attack is any attempt to 

compromise the resources and services of an IoT network. 

Making IoT services inaccessible is the goal of such an attack. 

4) Password cracking attack: This hacking approach is 

used to guess potential password combinations until the 

precise password is found. Examples include dictionary 

attacks and brute force assaults. Passwords for IoT services, 

operating systems, and web apps placed on the test bench can 

be cracked using this technique. 

5) Scanning attack: This attack seeks to gather details 

about test bed network victims' computers, such as active IP 

addresses and open ports. This assault is the initial phase of a 

penetration test, often known as an investigation or a cyber-

death chain model. 

6) MITM attack: This kind of attack may happen when 

hackers place themselves in the middle of users and programs 

to watch over them or appear to be one of them, creating the 

false impression that information is flowing normally. Data 

about networks, online apps, and IoT services might be taken 

in these hacking scenarios. 

7) Ransomware attack: It is an advanced form of malware 

assault that encrypts systems or services and renders them 

inaccessible to regular users until they pay a ransom. IoT 

devices and applications might be the target of ransomware 

attacks since they carry out essential functions. 

8) Backdoors attack: An attacker can use backdoor 

malware to obtain unauthorized remote access to infected IoT 

systems. By controlling infected IoT devices, this threat may 

launch botnet-based DDoS attacks. 

9) Injection attack: Attackers use injection techniques to 

introduce real or fake input data from clients into their targets' 

systems, such as SQL injection to attack ASP and PHP 

programs. 

Compared to other datasets, the NF-ToN-IoT dataset is 
appropriate for IoT since it captures the heterogeneous 
character of contemporary IoT networks. Regarding the 
statistics of the dataset, the NF-ToN-IoT dataset comprises a 
total of 1,157,994 rows. The number of rows varies for each 
attack type, with injection attacks having the highest number 
of rows (460,812) and ransomware attacks having the lowest 
number of rows (142). Here is a breakdown of the number of 
rows for each attack type and benign type in Table I: 

TABLE I. STATISTICS OF DATASET 

Count Label 
198450 Benign 
17243 Backdoor 
197680 Ddos 
17056 Dos 
460812 Injection 
1288 Mitm 
144792 Password 
142 Ransomware 
20618 Scanning 
99913 Xss 
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The NF-ToN-IoT includes telemetry data from linked 
devices, Linux operating system data, Windows operating 
system logs, and IoT network traffic, among other data 
sources acquired from the entire IoT system. A medium-scale 
IoT network provides diverse data. The UNSW Canberra IoT 
Labs and the Cyber Range designed NF-ToN-IoT. 
Furthermore, the NF-ToN-IoT is represented in CSV format 
with a labeled column indicating attack or normal and a sub-
category attack type. A CSV is a comma-separated value file, 
which allows data to be saved in a tabular format. CSV files 
can be used with most any spreadsheet program, such as 
Microsoft Excel. 

B. Exploratory Data Analysis 

Exploratory Data Analysis (EDA) is one of the essential 
procedures that can be done on a dataset for several reasons.  
EDA aims to familiarize the user with the data and provide an 
understanding of how the data is distributed. Additionally, 
EDA allows the identification of patterns and relationships 
between parameters present in the data. EDA is also important 
because it provides insight into the selection of data and aids 
in the perfect execution of machine learning tasks [17]. This 
research used different visualizations as an EDA procedure to 
understand the NF-ToN-IoT dataset. 

The bar graph in Fig. 1 illustrates the different categories 
of attacks that are present in the selected NF-ToN-IoT dataset, 
where it contains benign attacks, dos, injection, DDoS, 
scanning, password, Mitm, XSS, backdoor, and ransomware 
attacks. The bar graph representation of the dataset shows that 
the dataset is imbalanced, where different counts of the 
categories can be seen. 

The attack with the most count in the NF-ToN-IoT dataset 
is the injection, where there are more than 400,000 attacks 
belonging to it. The second most common attacks are DDoS 

and benign attacks, where there are approximately 200,000 of 
each one of them. The other attacks vary in number, whereas 
the Mitm and the ransomware attacks are absent in this dataset 
(zero count). 

Furthermore, several features within the dataset can be 
visualized through histograms to show their form of 
distribution. For instance, Fig. 2 above represents the 
distribution of TCP_FLAGS, FLOW_DURATION, 
IN_PKTS, OUT_PKTS, PROTOCOL, OUT_BYTES, 
L4_DST_PORT, and L4_SRC_PORT. The representations in 
Fig. 2 show that all of the features have skewed distributions, 
whereas only L4_SRC_PORT and TCP_FLAGS have a 
relatively uniform distribution. The skewness of the features 
means that they are not well-rounded around the mean value 
of the feature, which could affect the output results. For this 
reason, the features with skewness might be subjected to 
transformation in order to be suitable for use in ML 
techniques. 

C. Model Architecture 

The models were trained using the chosen features 
representing attack behaviors in this phase. The proposed 
models were then tested by comparing test data to training 
data to determine the accuracy of each of the models. The 
model was only considered ready if the accuracy test was 
satisfactory; otherwise, the model was retrained until an 
acceptable accuracy was reached .For performance 
comparison, algorithms like ANN, RF, SVM, DT, and NB 
classification techniques were implemented. 

These algorithms were chosen because researchers widely 
use them to detect unusual traffic. Furthermore, they are 
simple and light, they do not require many operations, they are 
highly accurate, and they have fewer input features. The 
architecture of our proposed framework is described in Fig. 3. 

 

Fig. 1. Distribution of attacks in the NF-ToN-IoT dataset. 
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Fig. 2. Distribution of several features in the NF-ToN-IoT dataset. 

 

Fig. 3. Architecture of the proposed framework. 

As shown in Fig. 3, our framework starts with the 
acquisition of the NF-ToN-IoT dataset. Then, an essential step 
is performed, which is the data pre-processing including 
normalization, imputation of missing values, conversion of 
categorical attributes to numerical ones, and fixing class 
imbalance. After the completion of pre-processing, the dataset 
is subjected to splitting into three different sets: training set 
(70%), validation set (15%), and testing set (15%). The 
training set is used for training the ML models (namely, NB, 
RF, DT, ANN, and SVM). After the training step, the models 
performed predictions on the testing set in order to find out if 
the model could accurately generate a result. Different 
parameters were used for evaluation, such as accuracy, 
precision, recall, and F1 score. 

D. Dataset Pre-Processing 

Converting unprocessed data into a format that can be 
read, accessed, and analyzed is known as data pre-processing. 
Before using ML and DL algorithms, pre-processing is crucial 
for ensuring or improving any system's overall performance or 
accuracy. Data is cleaned during the pre-processing phase to 

serve a variety of purposes. Some ML algorithms need data in 
a specific format to ensure the data collection is suitable for 
many algorithms. The NF-ToN-IoT dataset used in this 
research presented several challenges, such as missing values, 
categorical attributes, and class imbalance. To address these 
issues, the following pre-processing steps were performed: 

1) Missing value imputation: The NF-ToN-IoT dataset 

was checked for missing values, but after inspection, it was 

found that no missing values were found. Therefore, the data 

set was found to be of high quality and value. 

2) Converting categorical attributes to numerical: As 

shown in Table II, the NF-ToN-IoT dataset contains different 

category features, and the category's attributes must be given 

numerical values. The conversion process was carried out 

through LabelEncoder. 

TABLE II. CATEGORICAL ATTRIBUTES CONVERTED TO NUMERICAL 

Count Encoded Labe Label 

198450 0 Benign 

17243 1 Backdoor 

197680 2 Ddos 

17056 3 Dos 

460812 4 Injection 

1288 5 Mitm 

144792 6 Password 

142 7 Ransomware 

20618 8 Scanning 

99913 9 Xss 
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3) Class imbalance: Distributions with class imbalances 

afflict the NF-ToN-IoT dataset. The problem of class 

imbalance often arises when some classes are far more 

prevalent than others. Standard classifiers frequently disregard 

the little classes in these situations because they are too 

overwhelmed with the large classes. 

To address this issue, the SMOTENN (Synthetic Minority 
Over-sampling Technique and Edited Nearest Neighbors) 
method was applied to balance the classes in the dataset. The 
SMOTENN method oversamples the minority class using 
synthetic data generation (SMOTE) and removes noisy 
samples using nearest neighbors (ENN) to balance the dataset. 
Table III shows the number of rows for each attack type 
before and after applying the SMOTENN method: 

TABLE III. DISTRIBUTION OF CLASSES BEFORE AND AFTER SMOTENN 

After Before Label 

434938 198450 Benign 

456873 17243 Backdoor 

200376 197680 Ddos 

268998 17056 Dos 

126022 460812 Injection 

405380 1288 Mitm 

62216 144792 Password 

457791 142 Ransomware 

220336 20618 Scanning 

114330 99913 Xss 

E. Feature Selection 

Giving each potential feature a score before choosing the 
top features is the feature selection procedure. For intrusion 
detection, many factors must be examined; certain features 
will be useful, while others will be useless. Each prospective 
feature is given a score as part of the selection process, which 
selects the best (k) attributes [18]. 

A function of both is obtained by independently 
calculating the frequency of a feature in training for each 
positive and negative class occurrence. Removing non-
essential features improves performance by reducing 
overfitting, speeding up the calculation, and enhancing 
accuracy. We'll utilize the filter method Chi2 for the feature 
selection technique. A statistical method called the Chi2 
technique filters out features that aren't as dependent on the 
class labels as others, and it calculates a score based on feature 
dependency [19]. The selected features and their scores 
obtained from the Chi2 technique are presented in Table IV. 
The scores are calculated based on the frequency of each 
feature in the training data for both positive and negative class 
occurrences. The top (k) attributes with the highest scores are 
chosen for the final feature set. 

The selected features contribute significantly to the 
intrusion detection task by improving the model's 
performance. Therefore, the seven features shown in Table IV 
were chosen and were considered the best in terms of 
influencing the classification process, while if the number of 
features were increased, they would not have an impact on the 
classification process. Removing non-essential features 
reduces overfitting, speeds up computation, and enhances 
model accuracy. 

TABLE IV. SELECTED FEATURES AND THEIR SCORES 

Feature Score Selected 

L4_SRC_PORT 124913.19 Selected 

L4_DST_PORT 1021455.86 Selected 

PROTOCOL 75773.79 Selected 

L7_PROTO 163804.13 Selected 

IN_BYTES 104.95 Selected 

OUT_BYTES 86.81 Not selected 

IN_PKTS 105.52 Selected 

OUT_PKTS 28.62 Not selected 

TCP_FLAGS 46235.03 Selected 

IV. MODEL IMPLEMENTATION AND EVALUATION 

In this section, the obtained results of the proposed models 
are discussed, starting with exploratory data analysis, followed 
by an evaluation of each of the proposed models. In this study, 
the proposed models to be evaluated are Random Forest RF, 
Support Vector Machine SVM, Decision Tree DT, Artificial 
Neural Network ANN, and Naïve Bayes NB classifier. 

A. Evaluation Metrics 

A variety of methodologies for assessing the effectiveness 
of the ML techniques employed are chosen and specified in 
order to offer a thorough and accurate description of the 
findings achieved. In this paper, the used models were trained 
on an NF-TON-IoT dataset, and then a collection of data 
isolated from these models was utilized to assess the trained 
models' accuracy by correctly separating all the data into its 
various labels. Accuracy, Precision, F1-Score, and Recall are 
the measures used to evaluate the algorithms' efficacy. Each 
equation can be defined separately as follows: 

A         
       

                 
   

           
  

       
     

        
  

       
     

          
                      

                  
   

1) Accuracy: if the classifier can correctly classify the 

data points, then it is said to have a high accuracy. Accuracy is 
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represented by the number of correctly predicted instances 

divided by the total number of predictions. 

2) Precision: Precision takes into consideration the 

positive outcomes by the model in comparison to all of the 

positive outcomes whether they were correctly predicted or 

not. For this reason, the equation of precision is the ratio of 

correctly predicted positive outcomes (TP) over all of the 

positive outcomes (TP and FP). 

3) Recall: Recall is also known as sensitivity, which 

represents the fraction of the truly identified positive 

predictions over the total number of positive instances 

(represented by TP and FN) because FN should have been 

predicted as positive results. 

4) F1 Score: The F1 score combines both precision and 

recall into a single metric that provides a balanced evaluation 

of the model's performance. It is a useful metric when there is 

an uneven class distribution such as in the NF-ToN-IoT 

dataset. 

In all of these equations: 

TP stands for True Positive which represents the number 
of correctly predicted positive instances. 

TN stands for True Negative which represents the number 
of correctly predicted negative instances. 

FP stands for False Positive which represents the number 
of falsely predicted positive instances. 

FN stands for False Negative which represents the number 
of falsely predicted negative instances. 

B. Models’ Evaluation 

The evaluation of the different algorithms used is 
presented separately in this section, which includes RF, SVM, 
DT, ANN, and NB classifiers. Based on their outcomes on the 
test dataset, the suggested algorithms' performance is assessed. 
The performance of models may be assessed using a number 
of measures, including accuracy, precision, recall, and F1 
score. This is how it appears: 

 Naïve Bayes: 

A supervised machine learning method called the Naive 
Bayes NB classifier is utilized for classification tasks like text 
categorization. It also belongs to the family of generative 
learning algorithms, which implies that it attempts to simulate 
how an input's distribution varies depending on the class or 
category. 

Upon testing, the Naïve Bayes classifier was able to 
achieve 72.75% accuracy, which is equivalent to 0.7275. This 
value indicates that 72.75% of the instances were correctly 
predicted by the NB classifier. The NB classifier also achieved 
0.7567 precision values, which means that out of all of the 
positively identified instances, 75.67% of them were correctly 
predicted by the model. A 0.7275 value for recall indicates 
that the NB model identified 72.75% of the actual positive 
instances as true positive. Finally, the F1 score achieved by 
NB was 0.7051 which is a low value, and it means that the 
overall performance of the model was around 70% well. These 

numbers are illustrated in Table V. In addition, a Confusion 
Matrix Heatmap was generated for the Naive Bayes Classifier 
in Fig. 4: 

TABLE V. NAIVE BAYES CLASSIFIER PERFORMANCE METRICS 

Metric Value 

Accuracy 0.7275 

Precision 0.7567 

Recall 0.7275 

F1 Score 0.7051 

 

Fig. 4. Confusion matrix heatmap for the naïve bayes classifier. 

 Random Forest: 

Classifier with Random Forests This classifier is utilized 
because of its improved accuracy and because it bases its final 
prediction on predictions from several decision trees rather 
than just one. Even if the settings are left alone, this 
supervised machine-learning method produces great results. In 
order to establish a final categorization of the attack and 
normal data, tree prediction was also applied. 

The random forest model achieved 98.41% accuracy, a 
0.9840 precision value, a 0.9841 recall value, and a 0.9840 F1 
score, as shown in Table VI. The values shown in the table 
indicate that the RF classifier achieves a high accuracy rate, 
where it correctly classified 98.4% of all of the instances in 
the data. Similarly, it correctly identified the true positives in 
98.4% of the total positive instances and the actual positive 
instances (precision and recall, respectively). Furthermore, the 
overall performance of the RF model is represented by the 
high F1 score, which is 0.9840. Fig. 5 shows the Confusion 
Matrix Heatmap for the Random Forest classifier. 

TABLE VI. RANDOM FOREST CLASSIFIER PERFORMANCE METRICS 

Metric Value 

Accuracy 0.9841 

Precision 0.9840 

Recall 0.9841 

F1 Score 0.9840 
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Fig. 5. Confusion matrix heatmap for the random forest classifier. 

 Decision Tree: 

DT is a well-known construction method that interpolates 
leaves and branches to resemble a decision tree, where the 
inner node stands in for the classification rule and the leaves 
for the class label. The branch also indicates the outcomes. 
Using the information gained the best branch and root node 
properties are chosen during the training phase. A decision 
node is then constructed using the most information gained. 
As a result, a new sub tree is established beneath the decision 
node. As the final value will be determined and utilized as the 
output value, this method will only end if all items in the 
chosen subgroups have the same value. If there is just one 
node in the subgroup and no other options, the cycle may also 
come to an end. 

The evaluation metrics for the DT classifier are shown in 
Table VII and the confusion matrix heat map is in Fig. 6. The 
Decision Tree classifier accomplished an accuracy of 97.08%, 
suggesting that the model accurately classified most of the 
data instances. With a precision score of 97.06%, it showed a 
high level of correctness when predicting instances as attacks. 
The recall score of 97.08% indicates the classifier's ability to 
identify actual attacks accurately from all the positive 
instances as well. The F1 Score of 97.07% was high, showing 
a good performance of the DT model. 

TABLE VII. DECISION TREE CLASSIFIER PERFORMANCE METRICS 

Metric Value 

Accuracy 0.9708 

Precision 0.9706 

Recall 0.9708 

F1 Score 0.9707 

 

Fig. 6. Confusion matrix heatmap for the decision tree classifier. 

 Artificial Neural Network: 

An ANN is a collection of linked input-output networks 
with a weight assigned to each network. As an affiliation, one 
input layer and one or more intermediary layers make up this 
structure and only one output layer. The Artificial Neural 
Network reached an accuracy of 93.20%, demonstrating its 
ability to classify data instances with a high level of 
correctness. With a precision score of 93.16%, the classifier 
presented a strong accuracy when predicting instances as 
attacks. The recall score which is also the sensitivity value is 
93.20%, meaning that the classifier is very effective in 
identifying actual true attacks in the dataset. The F1 Score of 
93.09% shows a good overall performance of the model. The 
evaluation metrics for the ANN classifier are shown in 
Table VIII and the confusion matrix heatmap is in Fig. 7. 

 Support Vector Machine: 

A well-known classification method that can handle both 
linear and non-linear datasets is Support Vector Machine 
SVM. It is founded on the idea of separation between 
hyperplanes, with SVM's main objective being to find the 
optimal hyperplane that widens the gap between groups. In 
general, several kernel functions, ranging from linear to 
nonlinear kernels, may be utilized to describe the 
hypersurface. It is an approach to supervised machine learning 
that may be applied to classification or regression issues. It 
transforms your data using a method known as the kernel trick 
and then determines the best boundaries between potential 
outputs based on these alterations. 

TABLE VIII. ARTIFICIAL NEURAL NETWORK PERFORMANCE METRICS 

Metric Value 

Accuracy 0.9320 

Precision 0.9316 

Recall 0.9320 

F1 Score 0.9309 
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Fig. 7. Confusion matrix heatmap for artificial neural network. 

The Support Vector Machine classifier was able to 
accurately predict 77.09% of the overall instances in the data. 
In addition, it accurately predicted 79.2% of the True positive 
instances compared to all of its predicted positive instances 
(0.79 precision), and it truly identified 77% of the actual 
positive instances (0.77 recall). Finally, the overall 
performance was evaluated by the F1 score, achieving a 
75.27% value. Table IX shows the performance of the Support 
Vector Machine classifier and the confusion matrix heatmap 
for SVM is shown in Fig. 8. 

TABLE IX. SUPPORT VECTOR MACHINE (SVM) PERFORMANCE METRICS 

Metric Value 

Accuracy 0.7709 

Precision 0.792 

Recall 0.7709 

F1 Score 0.7527 

 

Fig. 8. Confusion matrix heatmap for SVM classifier. 

Finally, from the obtained results, the performance of all 
five classifiers can be compared to selecting the model that is 
best suited for the task of identifying attacks in the NF-ToN-
IoT dataset. Table X shows that the Random Forest RF 
classifier was able to score the highest accuracy (0.98), 
followed by the Decision Tree DT classifier (0.97) and the 
Artificial Neural Network ANN model (0.93). On the other 
hand, the Support Vector Machine SVM model scored a low 
accuracy of 0.77, whereas the lowest accuracy was achieved 
by the Naïve Bayes NB classifier (0.72). As for the other 
metrics, such as precision and recall, they can be summed up 
by the F1 score. The highest F1 score was achieved by the 
Random Forest RF Model (0.98), followed by the Decision 
Tree DT and Artificial Neural Network ANN (0.97 and 0.93, 
respectively). A low F1 score was attained by the Support 
Vector Machine SVM model (0.75), but the lowest F1 score 
was for the Naïve Bayes NB classifier, where it scored only 
0.7051. A visual representation of the performance of the 5 
classifiers in terms of accuracy, precision, recall, and F1 score 
is shown in Fig. 9. 

TABLE X. COMPARISON OF THE PERFORMANCE OF THE 5 DIFFERENT 

CLASSIFIERS ON THE NF-TON-IOT DATASET 

Classifier Accuracy Precision Recall F1 Score 

NB 

classifier 
0.7275 0.7567 0.7275 0.7051 

RF 

classifier 
0.9841 0.9840 0.9841 0.9840 

DT 

classifier 
0.9708 0.9706 0.9708 0.9707 

ANN 

classifier 
0.9320 0.9316 0.9320 0.9309 

SVM 

classifier 
0.7709 0.792 0.7709 0.7527 

 

Fig. 9. Comparison of performance of the different classifiers on the NF- 

ToN-IoT dataset. 
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V. RESULT AND DISCUSSION 

The inability of standard security systems relying on 
signatures and rules to identify complex breaches is well 
recognized. Therefore, utilizing ML and deep learning 
techniques and various datasets, a number of architectures and 
algorithms have been created in the prior literature to identify 
assaults and aberrant behaviors in IoT networks.  The studies 
cited in the literature review were able to achieve relatively 
good and other not-so-good results. Some studies achieved 
low accuracy of 85%, 88%, and 89% through RF, DNN, 
SVM, BFV, and swarm NNs techniques in both [8], [12], and 
[20]. Other results were able to achieve higher accuracies. For 
instance, Other studies achieved higher accuracy, ranging 
from 91% to 92%, by using CNN, RF, and ANN techniques in 
both [10] and [9], while studies in [11], and [14] achieved an 
accuracy of 93%. Through IDS and KNN, RF, SVM. On 
another hand, the studies in both [7] and [13] achieved an 
accuracy of 94%, which is considered the highest accuracy 
among the studies through the use of SVM and RF algorithms. 

When comparing our methodology, a higher accuracy than 
all previous studies was achieved by 98% with the RF model. 

While it achieved accuracy for both the Decision Tree 
classifier (0.97) and the artificial neural network model (0.93). 
On the other hand, the Support Vector Machine model scored 
a low accuracy of 0.77, while the lowest accuracy was 
achieved by the Naïve Bayes classified as 0.72. Additionally, 
the bulk of the researches mentioned in the table used ML and 
DL systems that were deemed untrustworthy since they were 
trained mostly on an outdated and unreliable dataset with low 
accuracy. A more current data set was produced to address 
this issue and published in [15] [16], which were included in 
our technique. 

The diverse character of the Internet of Things is reflected 
in this dataset, also known as NF-ToN-IoT. Even though NF-
ToN-IoT is better suited for IoT contexts, earlier literature was 
found to lack data-gathering implementation. Because there 
aren't many references that utilize the same dataset that we 
used in our study, a variety of references were employed. A 
number of references were used that apply to and use different 
datasets. The following Table XI shows a comparison of our 
models with other work in the literature review. Also, the 
visual representation of these results can be seen in Fig. 10. 

TABLE XI. COMPARED LITERATURE REVIEW WITH PROPOSED MODEL’S RESULTS 

Ref. Author & year Study name Method or Technique Dataset Accuracy 

[7] Zhu, Hui et al. 2017 

Efficient and Privacy-Preserving 

Online Medical Prediagnosis 

Framework Using Nonlinear SVM. 

ML, SVM PID 94% 

[8] 
by Samrat Kumar Dey and Md. 

Mahbubur Rahman. 2019 

Effects of Machine Learning 
Approach in Flow-Based Anomaly 

Detection on Software-Defined 

Networking. 

ML, RF,DNN NSL-KDD 82%-88% 

[9] 
Palla, Tarun Ganesh, and 

Shahab Tayeb. 2021 

Intelligent Mirai malware detection 

for IoT nodes. 
ML, ANN, RF NBaloT 92.8% 

[10] 
Susilo, Bambang, and Riri Fitri 
Sari. 2020 

Intrusion detection in IoT networks 
using deep learning algorithm. 

DL, CNN, ML, RF, MLP Bot-IoT 88%-91% 

[11] Awajan, Albara. 2023 
A novel deep learning-based intrusion 

detection system for IOT networks. 
DL, FC, IDS DID 93.21% 

[12] 

Ruoli Zhao, Yong Xie, 

Xingxing Jia,Hongyuan Wang, 

and Neeraj Kumar. 2017 

Practical Privacy Preserving-Aided 

Disease Diagnosis with Multiclass 

SVM in an Outsourced Environment 

SVM, BFV UCI dermatology 85.4%. 

[13] Alqahtani, Hamed, et al. 2020 

Cyber intrusion detection using 

machine learning classification 

techniques 

ML, RF KDD'99 cup 94% 

[14] 
Chola, Channabasava, et al. 

0202 

IoT based intelligent computer-aided 

diagnosis and decision making system 
for health care. 

KNN, SVM, RF, LR and AB UCI heart disease 39.54% 

[20] 
Awotunde, Joseph Bamidele, et 
al. 2021 

A deep learning-based intrusion 

detection technique for a secured 

IoMT system. 

IoMT, swarm NNs NF-ToN-IoT 89% 

The proposed Model RF, NB, DT, ANN, SVM NF-ToN-IOT RF 98% 
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Fig. 10. Histogram showing the Accuracy of Different Models from Literature Review and the Proposed RF Model. 

VI. CONCLUSION 

The internet of things IoT environment deals with a huge 
amount of private and sensitive health data that must be kept 
safe from tampering or theft. If safety precautions are not 
implemented, these dangers and assaults against IoT devices 
in the health sector might completely destroy this industry. 
These attacks are often carried out to make money, either by 
selling the stolen data or by holding the victim's data at 
ransom to release their data. In the healthcare sector, using 
technology especially IoT technology can be a big leap 
forward towards providing a better service for patients and 
facilitating communications and sharing essential files or 
tasks. For this reason, implementing IoT in healthcare is 
essential. 

However, several privacy and security concerns arise when 
using IoT. If safety precautions are not implemented, these 
dangers and assaults against IoT devices in the health sector 
might completely destroy this industry. These attacks are often 
carried out to make money, either by selling the stolen data or 
by holding the victim's data at ransom to release their data. 

Thus, it becomes equally important to implement a system 
that can provide security while implementing IoT. In this 
research, five different classifiers were employed to predict 
the occurrence of attacks while using IoT services. For this 
purpose, the NF-ToN-IoT dataset was selected, where the data 
were pre-processed before being split into training and testing 
data. Upon testing the models, it was evident that the RF 
model achieved the best results; scoring the highest accuracy 
(0.98) and highest F1 score (0.98). The second-best model was 
DT classifier, followed by the ANN model. 

VII. FUTURE WORK 

The future works aim to experiment with models with 
different algorithms and different data sets, as well as to 

combine several deep and machine learning algorithms, in 
order to come up with models that give the highest possible 
accuracy rates and the lowest possible loss rates to obtain the 
best optimal results in classifying attacks in IoT devices in the 
electronic health sector and a comparison between data sets 
and algorithms. 
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Abstract—UAV Videos and other remote-sensing innovations 

have increased the demand for multispectral image stitching 

methods, which can gather data on a broad area by looking at 

different aspects of the same scene. For large-scale hyperspectral 

remote-sensing images, state-of-the-art techniques frequently 

have accumulating errors and high processing costs. However, 

this research paper aims to produce high-precision multispectral 

mapping with minimal spatial and spectral distortion. The 

stitching framework was created in the following manner: First, 

UAV collects the raw input data, which is then labeled as a signal 

using a connected component labeling strategy that correlates to 

each pixel or label using the EEG (Alpha, Beta, Theta, and Delta) 

technique. Next, the feature extraction process follows a novel 

decortication Hydrolysis CNN approach which extracts active 

and passive characteristics. Then after feature extraction, a novel 

chromatographic classification approach is employed for 

separating features without overfitting. Finally, a novel yield 

mapping georeferencing technique is employed for all images 

stitched together with proper alignment and segmented 

overlapping fields of view. The suggested deep learning model is 

an effective method for real-time mosaic image feature extraction 

which is faster by an average of 11.5 times compared to existing 

approaches as noted on the samples for experimental analysis. 

Keywords—EEG signal extraction; feature extraction; image 

stitching; multispectral image; UAV video 

I. INTRODUCTION 

Unmanned Aerial Vehicles (UAVs) fascinated a whole lot 
of people in many nations as soon as they were developed and 
have since been widely used in both the military and civilian 
sectors (such as for mapping, catastrophe monitoring, and 
crowd monitoring) as well as for in-flight investigation and 
border patrol. The photographs captured by UAVs have several 
undesired qualities, like big numbers, short image vicinity, a 
partly cover degree, and multiple strips, due to the restrictions 
of flying height and camera focal length. It is crucial to achieve 
a complete panoramic perspective using quick image fusion 
techniques to gain more detailed information and broaden the 
range of vision in many particular tasks [1]. The usage of 
image fusion technology, which has become a hot research 
area, is common in multimedia applications including virtual 
reality, remote sensing image processing, and video 
surveillance where the watching component has a tiny field of 
view but the expected observation is large. Users have access 
to a variety of software applications, like Autopano and 
Panorama Photo Stitcher, in the market for creating panoramas. 

According to the registration strategy, there are four broad 
groups for picture mosaic techniques [2]. The first technique 
relies on the intensity levels or colors of each pixel; while this 
scheme is straightforward, it performs poorly in terms of noise 
avoidance and blending effectiveness. The second technique 
relies on the transform features, which has high noise 
resistivity, but the stitching requires a lot of calculations and 
the results are subpar when the image changes in view 
perspective or zoom. The other technique is based on features, 
for which the stitching efficiency, resilience, and accuracy of 
the algorithms are often high and they are typically similar to 
image size editing, transformation, and rotation. The three 
conventional feature extraction algorithms are Harris, Scale-
Invariant Feature Transform [3], and Oriented Fast and Rotated 
Brief. On deep learning, the final one is based. Many deep 
learning methods based on feature extraction and matching 
have been created to perform picture registration [4]. Despite 
the recent advancements in image mosaic technology, several 
techniques still fall short of the instantaneous, reliable, and 
accuracy demands of UAV image fusions. UAV pictures have 
a lot of data, tiny phase amplitude, and a higher degree of 
overlapping [5], among other qualities. Since a UAV 
video/image contains a lot of data, the mosaic process takes an 
unacceptably long time [6]. Second, because they are 
frequently small, UAVs struggle to maintain themselves and 
are poorly wind-resistant. There will unavoidably be some 
tilting when taking pictures, even though they have an 
autopilot and a stabilizing gyroscope. Images captured by 
UAVs contain significant affine distortion in comparison to the 
actual scene due to the geometric distortion of the camera 
caused by the lens [7]. To address this problem, researchers 
have proposed mounting high-resolution cameras on a UAV. 
The dimensional fault, which is the difference between the 
relative offset and the absolute offset, can be thought of as low-
frequency noise brought on by the UAV drift, and it can be 
addressed by using a high-pass filter [8]. 

The projection matrix-based approach can also be used to 
extract supreme structural offset from the drone footage, 
presuming that out-of-plane offsets can be disregarded. The 
projection matrix was determined using stationary backdrop 
features, and then it was further honed using the constrained 
bundle adjustment optimization approach to reduce the re-
projection error. Additionally, for this technique to work, the 
camera must move rather quickly; otherwise, the camera 
settings in successive frames would be very much close, which 
will cause a major inaccuracy when applying the bundle 
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adjustment. However, in-field measurements, the expanse 
between immobile locale objects and the drone is typically 
many times greater than the drone motion itself, thus making 
this approach inapplicable. With the help of homography, also 
referred to as perspective transformation, it is possible to adjust 
the camera movement for a planar outlook without the use of 
camera constraints [9]. 

Although the homography related methods are numerically 
effective, there are numerous obstacles in the way of its 
straight-forward application to the counting of dynamic offsets 
of massive structures. Because of the limited pixel resolution, 
it's possible that the camera won't be able to sufficiently 
capture both the offset measurement points and immobile areas 
of the organization (i.e., the homography characteristics) in a 
single image. However, choosing at random from these areas 
could cause big inaccuracies in the homography computation 
result. The chosen homography characteristics is expected to 
be over or near the flat surface in which structural motion 
occurs since homography requires a planar scene and not all 
random homographies are realistic picture alterations [10]. And 
the system's created aerial panorama could have poor aesthetic 
flaws at pivot points. Then, the stitching is successful for 
neighboring frames in image sequences where the stitching has 
been successful in order, but it can be challenging to guarantee 
the overall stitching effect in multistrip long-distance trips [11]. 
Additionally, it is challenging to produce useful data from 
sequences gathered by UAVs during multistrip missions and it 
is laborious to manually track the chosen homography 
elements in each frame of a video. The stitching effect, 
however, can be diminished with a greater volume of images 
and much identical parts in the prospect [12]. However, it is 
difficult finding a stationary landmark during an earthquake. 

 In this work proposed, a novel live drone image mosaic 
system is proposed.  The main contributions are as follows: 

 First, proposed a state-of-the-art, real-time framework 
for drone image mosaicking. The architecture 
comprises automatic initialization, feature extraction & 
classification, and live mosaic generation. The setup 
procedure uses EEG to automatically identify the image 
clips based on brainwaves (Alpha, Beta, Theta, and 
Delta). 

 After that, all four of these brainwaves are subjected to 
a feature extraction procedure utilizing deep learning, 
where a mixture of alpha and beta is used to examine 
active features while theta and delta are used to 
consider passive features. 

 After feature extraction, the classification process is 
done then finally real-time mosaic creation makes up 
the framework’s entire structure. 

 The primary tasks required in the controlling of large 
areas, including mosaicking, feature extraction, and 
classification, are improved in accuracy compared to 
existing drone-based techniques. 

The remaining portion of the paper is structured as follows: 
Section II explains briefly the existing literature and the 
research gaps. Section III gives an overview of the proposed 

work. Section IV details the proposed system architecture. 
Section V discusses the results and analysis of implementation. 
Section VI finally concludes the work. 

II. RELATED STUDY 

There has been interesting works available in the literature 
that paves way for the growth of the techniques and the 
technology responsible for image applications. Avola et al. 
[13] proposed the best parameters to automatically predict, 
specifically, depth and frame rate to recognize the three factors 
in previous section are suggested and tested. The dimensions of 
the aimed object to be analyzed, the UAVs’ travel speed, and 
the primary inner dimensions of the video sensor, such as the 
focal length, field of view, and pixel size, are some of the 
criteria that are used to estimate the parameters. Both man-
made videos produced with the in-flight data and Robotics 
Simulation (AirSim) and actual film sequences reported in the 
UAV Mosaicking and Change Detection (UMCD) and NPU 
Drone-Map datasets served to demonstrate the suggested 
method's complete effectiveness on the objective. However, 
ensuring the minimal spatial resolution necessary to complete a 
given activity is the primary issue to be addressed regarding 
flying height. 

Ranghao et al. [14] proposed a live drone image fusion 
architecture that solely utilizes the UAV picture frames and 
does not depend on the global positioning system (GPS), 
ground control points (CGPs), or any other auxiliary data. 
Through the use of this framework, it is hoped to produce high-
quality panoramas while reducing spatial distortion and 
speeding up mosaicking operations before choosing key frames 
to increase efficiency, the framework evaluates the general 
setting of every new frame to be added. Then, to perform an 
accurate position computation of the existing scene and lessen 
the bend brought on by increasing mistakes, a new 
optimization method based on minimizing weighted 
reprojection errors is implemented. To produce the best mosaic 
output, the local picture is fused and updated in real-time using 
the weighted partition fusion approach based on the Laplacian 
pyramid. UAVs frequently capture multi-strip and large-scale 
image sequences, however, it is challenging to create 
panoramas directly from the stitched photos, and some of the 
feature points are unstable and challenging to extract. 

Srivastva et al. [15] proposed an overview of deep learning 
methods for on-ground vehicle recognition utilizing aerial data 
obtained by UAVs (often referred to as drones). To review the 
works, it is important to consider both the optimization goal 
and the method used to increase accuracy and decrease 
computation overhead. To illustrate the parallels and 
discrepancies between different approaches and to draw 
attention to the remaining issues in this field, this work is a 
useful study. Researchers studying AI, traffic surveillance, and 
UAV applications will find this survey to be useful. However, 
the processing of a picture takes a long time and results in a lot 
of false positives. 

Woo et al. [16] proposed to drastically lower the error 
level, identification of fissures was determined using 
comparative position between components in drone-captured 
photos rather than using absolute position information. A total 
of 97 photos were collected using aerial photography. Five 
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fissures and three reference components were defined using the 
point-cloud approach, image blending, and homography 
domain algorithm. Importantly, the comparison of calculated 
localized values with concrete values obtained from field 
measurement showed that errors in the range of 24-84 mm and 
8-48 mm, respectively, were received based on the coordinates. 
Additionally, RMSE errors ranging from 37.95 to 91.24 mm 
were verified. The target concrete construction, however, 
might not always have enough or the right reference objects 
accessible. 

Rui et al. [17] proposed a Rapid Scale-Invariant Feature 
Transform (RSIFT) operator to shorten computation time. 
Then used is the As-Natural-As-Possible (AANAP) technique 
for picture registration. To remove the motion ghosting, an 
image segmentation method is used. Finally, a unique 
collection of aerial photos is created for image mosaics, using 
which analogous tests using cutting-edge image mosaic 
techniques are carried out. However, research indicates that 
SIFT has huge computational complexity. 

Zhang et al. [18] proposed an approach based on Oriented 
Fast and Rotated Brief (ORB) and semantic segmentation. To 
distinguish between the forefront and surroundings of the 
image and to get the forefront content, a semantic segmentation 
network is introduced by the algorithm during image 
registration. It simultaneously extracts feature points using the 
quadtree decomposition concept and the conventional ORB 
approach. The foreground feature points can be removed to 
achieve feature point matching by comparing the feature point 
information with the foreground semantic information. The 
homography domain and the weighted fusion technique will be 
used to stitch and fuse the images based on precise image 
registration. However, it is challenging to find trait points in 
areas with weedy texture, and the major drawback of SIFT is 
that real-time performance cannot be attained without the aid 
of hardware or specialized image processors. 

In order to locate an intuitively optimal seam in 
uninterrupted areas of high similarity, Yaun et al. [19] 
suggested an innovative super pixel-based performance 
function that incorporates data on material difficulty, color 
distinction, and gradient difference. Finally, to eliminate seams 
and provide seamless color transitions, employ an exceptional 
pixel-based color blending technique. The method is superior 
to several cutting-edge UAV photo stitching techniques, 
according to experimental data, and can effectively and rapidly 
perform seamless stitching. However, owing to the existence of 
parallax, artifacts always show up in overlapped areas. 

Yang et al [20] proposed a straightforward yet effective 
approach for sewing durable and precise blade images. 
Introduce the Blade30 dataset, which includes 1,302 real 
drone-captured photos of 30 entire blades taken in a variety of 
environments (both on and off-shore) and richly annotated with 
information on flaws and contaminations, among other things, 
to encourage further research. By using the recommended 
patching strategy based on drone-blade lengths and rotor 
margins at the coarse-grained level, the initial blade portrait is 
produced. Then, utilizing regression-based roughness and 
shape losses, fine-grained modifications are optimized. 
Additionally, this approach makes full use of the drone's 

existing knowledge and the characteristics of blade pictures. 
However, it may be challenging to gather enough labeled data 
to initiate this, which is primarily due to inefficient inspection 
techniques. 

 

Fig. 1. Block diagram for real-time image stitching of UAV video. 

Some of the research gaps identified are: Low-textured 
picture sewing still presents a number of complicated 
challenges; since multiple photos were captured from various 
angles, the patched images also contain projective distortions; 
Picture stitching combines a number of overlapping images to 
create a single, larger mosaic with a wider angle of perspective 
because cameras have a low angle of perspective. Global 
geometric transformations were typically approximated by 
older methods for stitching together overlapping pictures; 
These methods, however, rely on rigid premises that are 
commonly violated in reality, resulting in defects in the merged 
images like misalignments or ghosting, such as the camera 
rotation having a fixed projective center or the scene having a 
constrained depth variance; Only a small number of points are 
recognized and matched in some homogeneous regions, 
making it challenging to predict an exact transformation. The 
proposed method tries to overcome these challenges and 
develops an efficient method for image stitching. 

III. OVERVIEW OF THE PROPOSED WORK 

The suggested architecture seeks to address the several 
issues mentioned above for improved target surveillance and 
real-time image stitching of UAV video. Enhancing real-time 
target tracks and stitching image serves several purposes, 
including improved accuracy, easier long-distance stitching, 
accurate information, and overall performance. It also captures 
both displacement measurements and homography properties 
in a single image. UAVs, such as drones or planes, equipped 
with cameras, sensors, software for control, and interactions, 
first gather raw data. UAVs can collect visual sensing data via 
their camera-equipped device. [21]. The pixels or labels in 
these images are designated as signals, utilizing an analogy to 
EEG patterns such as alpha, beta, delta, and theta, each linked 
to distinct frequencies [22]. The process of extracting active 
and passive features utilizing statistical methodology to 
ascertain the average weight for all waves and set thresholds is 
then carried out. If the weighted average value is higher than 
the threshold, it is considered active else passive. Algorithms 
based on CNN relate active attributes to alpha and beta, 
whereas passive attributes are linked to delta and theta. 
However, this method permits accurate feature extraction, 
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captures the qualities of both displacement measurement and 
homography, and has superior accuracy. After this, the 
classification process follows, effectively segregating these 
features to prevent overfitting. Finally, using overlapping fields 
of view, the images are seamlessly combined to provide a 
segmented, high-resolution image. However, this method 
makes stitching across large distances simple, provides 
accurate information, and enhances overall performance. Fig. 1 
depicts a block diagram for real-time image stitching of UAV 
video, which demonstrates raw data. Video is acquired by 
UAV like a drone or plane, and comprises of a sequence of 
image clips assessed using EEG. Images are categorized as 
signals using the connected component labeling technique. 
Then feature extraction and classification are performed. 
Finally, the images are seamlessly stitched together to produce 
a cohesive output. 

IV. ARCHITECTURE OF THE PROPOSED METHODOLOGY  

The proposed design solves low accuracy, overfitting 
difficulty ensuring stitching effect over long distances, 
incorrect data, and difficulty capturing both displacement and 
homography characteristics in a single image. In the beginning, 
raw data is collected by UAV to capture illustrated sensing 
information by its camera installed, and the pixels or labels in 
these images are designated as signals using the connected 
component labeling technique for using an analogy to EEG 
patterns such as alpha, beta, delta, and theta, where each linked 
to distinct frequencies. For removing noise or error in the 
signal and the signal is then split into two halves using 
decortification CNN, a proposed feature extraction method that 
collects both active and passive features. While delta and theta 
represent passive features, alpha, and beta indicate active 
features. To identify the alpha, beta, delta, and theta features, 
use a statistical method. To ensure this, average weights for 
each wave must be determined, and global thresholds must be 
set. The characteristic is regarded as active if the estimated 
weighted average value is higher than the threshold; otherwise, 
it is regarded as passive.  

After feature extraction, classification is carried out by 
employing the chromatographic approach to separate active 
and passive features separately without overfitting. However, 
this approach enables precise feature extraction and 
categorization and captures both the characteristics of 
displacement measurement and homography. Finally, a high-
resolution image is created by combining all the photographs 
with their overlapping fields of view, utilizing a yield mapping 
geo-referenced approach to appropriately align and segment 
each image. However, this approach makes stitching across 
vast distances straightforward, high accuracy offers correct 
data, especially finding stable landmarks after an earthquake is 
simple and improves overall performance. 

The proposed architectural model for the real-time UAV 
video image stitching process is shown in Fig. 2 which start 
with the UAV obtaining the raw data and this data comprise a 
sequence of image clips. Each pixel/label within these images 
is categorized as a 'signal' using a connected component 
labeling technique. This idea makes use of the four types of 
brain waves alpha, beta, theta, and delta to extract active and 
passive features using CNN, based on their respective 

frequencies. The active attributes encompass alpha and beta 
waves, while the passive attributes encompass theta and delta 
waves. Subsequently, a classification process utilizing 
chromatography technique is applied to the extracted features. 
Finally, the process involves image stitching using a yield 
mapping geo-referenced technique, seamlessly combining the 
acquired images. 

 

Fig. 2. Proposed architectural model for Real-Time UAV video image 

stitching. 

All of these EEG signal properties (Alpha, Beta, Theta, and 
Delta) are described below, along with their mathematical 
expressions: 

Average frequency weighting (AFW): The average 
frequency weighting can be found to estimate the power 
spectrum of the obtained sequence of signal [22]. Using 
statistical methods an average value is found for all waves with 
certain frequency weighting elements. The following 
mathematical equation can be used to represent the AFW, S(k) 
for any N-point signal x(n). 

S(k) =
 

 
*W    

   |  (k)|  (1) 

where n is a variable that specifies the data points of the 
time-domain discrete-time input signal x(n). For a total number 
of temporal data points N,0≤n≤N-1.Similar to that, k also refers 
to a variable that specifies data points in spectral-domain form 
  (k) of x(n). For a total number of spectral data points N, 0 ≤ 

k ≤ N-1 [23].  

Repeating this calculation across all frequency bands yields 
the final Power Spectral Density (PSD) values for Delta, Theta, 
Alpha, and Beta [24]. 

The PSD according to Welch is expressed by: 
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|    
       (k)w(k)          (2) 

 

Fig. 3. Flow chart of the proposed architecture. 

Let x(n) be the sequence, with N = 1, 2, 3, ..., N-1 
representing the signal intervals, and M denoting each interval 
length. U is the normalization factor for the power in the 
window function, and w(n) is the windowed data, so: 

U= 
 

 
    
   |w(n)    (3) 

After extracting all PSD, the alpha, and beta signals are 
considered active and delta and theta are considered passive 
features to compare with the overall threshold   

PSD>  or PSD<   (4) 

The suggested architecture's flowchart is shown in Fig. 3, 
starting with raw data which is an aerial image that is collected 
by an UAV as input. A connected component labeling 
technique is used to classify each pixel or label in these images 
as a "signal". This concept uses the four different types of brain 
waves alpha, beta, theta, and delta to extract both active and 
passive properties. Using a statistical approach, the alpha, beta, 
delta, and theta features are identified and designated as B1, 
B2, B3, B4, respectively. To do this, average wave weights and 
global thresholds must be established. The attribute is 
considered active if the projected weighted average value 

exceeds the threshold; otherwise, it is considered passive. The 
procedure of classification is then performed following feature 
extraction. Finally segmented using yield mapping geo-
referenced approach and merged every image with proper 
alignment. 

Proposed Algorithm: 

Multispectral mapping for image stitching using EEG signal to 

extract robust feature extraction 

Require: Multispectral images   = 1,2,3_____N 

Ensure: Multispectral mapping with high alignment accuracy  

Step 1: Start   = 1,2,3_____N 

Step 2: Each pixel in the image is labeled as a signal. 

Step 3: i=1 

Step 4: for each sample,    do  

Step 5: Calculate the average weighted probability for each 

wave    ,   ,    ,     and set the threshold  . 

Step 6: Compare weighted probability with threshold  

Step 7: if B>  or B<  then  

{ 

incorporate   ,  ; 

else { 

incorporate   ,  ; 

} 

} 

i++ 

end for 

V. RESULT AND DISCUSSION  

This section presents the detailed results of the proposed 
model. To provide a comprehensive performance evaluation, 
the suggested model was compared to two other models, the 
SIFT [25] and BRISK [26].  The work was implemented in 
Python 3.11.4 and the packages used are cv2 and math. Two 
sample images were used to test the performance of the 
proposed work. 

Fig. 4 shows the input sample 1 image pairs to be stitched. 
During feature extraction using SIFT algorithm, 4369 features 
from the first image and 4333 features from the second image 
are selected as shown in Fig. 5(a) using SIFT. Fig. 5(b) shows 
the 10038 features and 10774 features selected from images 1 
and 2 respectively using BRISK algorithm. Fig 5(c) shows the 
500 features from Image 1 and 500 features from image 2 
selected using the proposed approach. Fig 6(a), (b) and (c) 
shows the matching features between the pairs of images using 
SIFT, BRISK and the proposed algorithm respectively. Fig. 7 
shows the sample 1 image pairs fused. 

 

Fig. 4. Input Sample 1: Image1 and Image2. 
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(a) 

 
(b) 

 
(c) 

Fig. 5. Features Extracted (a) SIFT (b) BRISK (c) Proposed. 

 
(a) 

 
(b) 

 
(c) 

Fig. 6. Matching features (a) SIFT (b) BRISK (c) Proposed. 

 

Fig. 7. Final stitched image.

 

Fig. 8. Input sample 2: image1 and image2. 

 
(a) 

 
(b) 
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(c) 

Fig. 9. Features extracted (a) SIFT (b) BRISK (c) Proposed. 

 
(a) 

 
(b) 

 
(c) 

Fig. 10. Matching features (a) SIFT (b) BRISK (c) Proposed. 

 

Fig. 11. Final stitched image. 

Fig. 8 shows the input sample 2 image pairs to be stitched. 
During feature extraction using SIFT algorithm, 3532 features 
from the first image and 2754 features from the second image 
are selected as shown in Fig. 9(a) using SIFT. Fig. 9(b) shows 
the 5057 features and 5128 features selected from images 1 and 
2, respectively using BRISK algorithm. Fig. 9(c) shows the 

475 features from Image 1 and 480 features from image 2 
selected using the proposed approach. Fig. 10(a), (b) and (c) 
shows the matching features between the pairs of images using 
SIFT, BRISK and the proposed algorithm respectively. Fig. 11 
is the stitched image of sample 2 image pairs. 

Fig. 12(a) and (b) shows the detection time for feature 
selection for image mapping for sample 1 image pairs. 
Fig. 13(a) and (b) shows the detection time for feature selection 
for image mapping for sample 2 image pairs. The detection 
time for feature extraction clearly represents that the proposed 
work is 14 times and ten times faster than the SIFT and BRISK 
algorithms for the image 1 of sample 1; 17 times and 12 times 
faster than the SIFT and BRISK algorithms for the image 2 of 
sample 1; 11 times and nine times faster than the SIFT and 
BRISK algorithms for the image 1 of sample 2; 9 times and ten 
times faster than the SIFT and BRISK algorithms for the image 
2 of sample 2. Overall, the proposed algorithm on average is 13 
times faster than the SIFT algorithm and ten times faster than 
the BRISK algorithm. 

 
(a) 

 
(b) 

Fig. 12. Detection times of sample 1 image pairs. 

 
(a) 

 
(b) 

Fig. 13. Detection times of sample 2 image pairs. 
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VI. CONCLUSION 

In this work we have proposed a new technique for image 
fusion using signal extraction technique behind the brain waves 
using EEG. Decortification technique is used in processing and 
preparing the images for matching and blending. Live UAV 
video frames are fused and can be used for various applications 
like target tracking and distance measurement.  The proposed 
work is able to choose optimal features with good image 
understanding. The suggested approach outperforms the SIFT 
and BRISK algorithms on average by a factor of 13 and 10, 
respectively. In future the proposed work will be implemented 
in test-bed for live frame sequence transformations to fused 
images. 
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Abstract—Brain tumors represent one of the most perilous 

and lethal forms of tumors in both children and adults. Early 

detection and treatment of such malignant disease types may 

reduce the mortality rate. However, manual procedures can be 

used to diagnose such disorders, and this process necessitates a 

careful, in-depth analysis which is prone to errors, tedious for 

health professionals, and time-consuming. Therefore, this 

research aims to design a Texton Tri-alley Separable Feature 

Merging (TSFM) Capsule Network based on dynamic routing, 

suitable for the automatic detection of brain tumors. The TSFM 

Capsule Network’s Texton layer helps to extract important 

features from the input image, and the separable convolutions 

coupled with the use of fewer filters and kernel sizes help to 

reduce the time for training, the size of the model on disk, and 

the number of trainable parameters generated by the model. The 

model’s evaluation results on the brain tumor dataset consisting 

of four classes show better performance than the traditional 

capsule network, and are comparable to the state-of-the-art 

models, with an overall accuracy of 97.64%, specificity of 

99.24%, precision of 97.43%, sensitivity of 97.45%, f1-score of 

97.44%, ROC rate of 99.50%, PR rate of 99.00%. The 

components and properties of the proposed model make the 

model deployable on devices with low memory like mobile 

devices. This model with better performance can assist 

physicians in the diagnosis of brain tumors. 

Keywords—Texton; separable convolutions; capsule neural 

network; dynamic routing; brain tumor; brain tumor detection 

I. INTRODUCTION 

Brain tumor is among the most fatal and dangerous tumors 
in both children and adults [1]. Brain and spinal cord tumors 
are assemblages of abnormal cells that have multiplied 
uncontrollably inside the brain or spinal cord. There will be 
25,050 diagnoses of malignant brain and spinal tumors by 
2023 in both men and women[2]. 

Medical imaging plays a vital role in the diagnosis, 
monitoring of tumor progression, and treatment of tumors. 
Magnetic Resonance Imaging (MRI) is the preferred 
technique for imaging due to its non-ionizing nature. It offers 
significant insights into the characteristics, dimensions, form, 
and positioning of brain tumors. 

Manually evaluating MRIs is laborious and error-prone, 
hence an Artificial intelligence (AI)-driven system that 
operates automatically is required to aid in medical diagnosis. 
Techniques rooted in machine learning, like support vector 
machines, have been utilized to aid in accurately detecting 

medical conditions [3]. Nevertheless, the outcomes of these 
approaches fell short of established benchmarks, and the 
process of extracting features is notably time-intensive.  To 
tackle these challenges, deep learning techniques like 
convolutional neural networks (CNNs) were embraced to 
enhance the process of extracting features. Remarkably, CNNs 
demonstrated a level of performance that is comparable to that 
of human experts. 

Despite CNN's strong achievements, the study found 
specific constraints including the need for extensive datasets, 
high computational demands [4], translational invariance [5], 
and adherence to particular criteria for optimal feature 
selection [6]. In the field of health, obtaining a voluminous 
dataset poses a significant hurdle, compounded by a scarcity 
of skilled annotators and privacy issues [4]. Consequently, to 
mitigate the overfitting of CNNs on these limited datasets, 
methods of data augmentation are employed. However, it 
should be noted that these data augmentation techniques are 
both time-consuming and labor-intensive [7]. 

Capsule Network (CapsNet) was introduced to tackle the 
issues of CNN [8]. In contrast to CNNs, CapsNet does not 
necessitate extensive datasets, and is resistant to uneven class 
distributions and spatial orientation changes. These properties 
of CapsNet render it appropriate for medical image diagnosis. 
However, CapsNets do have their own set of limitations[9]. 
They exhibit suboptimal performance on complex images, and 
those with diverse backgrounds, and try to account for every 
element in an image. As a result of these properties, the 
performance of the network may suffer when dealing with 
detailed malignant images. 

In order to further improve CapsNets textural, color, and 
spatial recognition capabilities, this paper adopts 
CapsNets dynamic routing algorithm and implements a 
Texton layer [10],  separable convolutions, and a max-pooling 
layer. This allows CapsNet to decide on which features are 
essential and the coupling coefficients that need to be 
decreased in enhancing the hierarchical relationship of closely 
related capsules. The Texton Tri-alley Separable Feature 
Merging (TTSFM) Capsule Network model proposed helps to 
address the crowding problem in CapsNet and performs better 
than the traditional CapsNet and some other models found in 
literature on brain tumor detection. The proposed model 
exhibits better convergence speed and can generalize well on 
unknown data, hence can serve as an intelligent tool, assisting 
physicians in diagnosing and administering appropriate 
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treatments for brain tumors. Fig. 1 depicts the adopted 
workflow for the proposed work. 

Most of the models found in literature performed dataset 
balancing, data segmentation, data augmentation, and 
thorough data preparation, before model fitting. This study 
utilized raw datasets without any data augmentation and data 
preprocessing to evaluate the proposed model’s effectiveness 
with natural or raw data since data augmentation or 
segmentation might not be practical in medical emergency 
situations. Also, this study offers detailed visual 
representations of image regions that capture the focus of 
specific parts of our model, evaluation performance on 
imbalanced datasets using ROC and Precision-Recall (PR) 
curves, clusters of features at the class capsule layer to assess 
the model’s effectiveness, and the model’s transparency and 
understandability was enhanced by reconstructing input 
images. 

The contributions of this study are: 

1) A fast, robust, and low-parameterized TTSFM 

CapsNet, that has efficient feature extraction capabilities is 

proposed. 

2) Separable convolutions are employed to reduce the 

size and trainable parameters of the model. 

3) A comparative analysis was conducted to assess the 

proposed model with other CapsNet models. 

4) The study presented a comprehensive visual 

representation of the outputs of layers to help offer notable 

contributions to the explainable artificial intelligence field. 

The study is organized as follows: Related works are 
presented in Section II. Methodology is presented in 
Section III. Section IV deals with results and discussion and 
Section V deals with the conclusion and future works of the 
study. 

II. RELATED WORKS 

Manual diagnosis in the medical field is prone to error, 
tedious for health professionals, and time-consuming. These 
limitations led to the employment of algorithms for predicting 
and detecting radiomic medical conditions. For instance, Gao 
et al., [11] utilized both 2D and 3D convolutional neural 
networks (CNNs), the researchers employed these networks to 
categorize individuals as having tumors, no tumors, or 
Alzheimer's disease based on CT scans. They were able to 
attain an accuracy level of 87.6%. A hybrid approach 
employing CNN and Neutrosophy (NS-CNN), was proposed 
by Özyurt et al [12]. The approach was used to categorize 
benign or malignant segmented tumor regions from brain 
tumor images. The accuracy of the suggested model was 95.62 
%. Sajjad et al. [13] presented a modified (CNN) based multi-
grade system for classifying brain tumor grades. The model's 
accuracy was 90.67 %. In order to solve the classification 
challenge for brain tumors, Ayadi et al. [14] suggested a new 
model that makes use of the CNN sequential model. The 
model has several layers and was designed to categorize MRI 
brain cancers. The model had a 94.74 % accuracy rate. 
A CNN model was proposed by Badža and Barjaktarovic [15] 
for classing three distinct forms of brain tumors. The 

suggested model, which has a straightforward architecture 
akin to traditional CNN, accurately classified 96.56 % of the 
brain tumor MRI images in the dataset. Also, Afshar et al. 
[16], introduced a boosted capsule network (also known as 
BoostCaps), that makes use of boosting approaches’ capacity 
to accommodate poor learners, by steadily boosting the 
models.  The BootsCaps architecture, according to the results, 
classified brain tumors with an accuracy of 92.45%. DCNet 
and DCNet++ were suggested by Phaye et al.[17]. By 
substituting densely connected convolutions for the typical 
convolutional layers in the two suggested models, the CapsNet 
was modified. On Brain Tumor Dataset, the two models were 
assessed and achieved a validation accuracy of 93.04 % and 
95.03%, respectively. A capsule network for automatic brain 
tumor classification that achieves a 92.65% accuracy was 
proposed by Goceri. This network includes three fully 
connected layers and utilizes an expectation-maximization 
(EM)-based dynamic routing algorithm to extract important 
features from images [18]. In order to increase the focus 
of CapsNet, Afshar and colleagues suggested an improved 
CapsNet architecture for classifying brain tumors that 
incorporates the tumor coarse boundaries as additional inputs. 
The validation accuracy for the model was 90.89% [19]. 
According to Adu and friends, an improved CapsNets with 
several convolutional layers and dilation to preserve image 
resolution and boost classification accuracy was proposed. 
The proposed system can guarantee an increase in CapsNets 
focus by inputting segmented tumor regions within the 
structure. This model's performance obtained an accuracy 
of 95.54 % [20]. Some researchers presented the BayesCap, a 
Bayesian CapsNet architecture that can offer both the mean 
forecasts and entropy as a gauge of uncertainty in forecasting. 
According to the findings, accuracy can be increased by 
filtering out uncertain forecasts. The model's maximum 
accuracy was 73.9 % with a CI of: (73.5%, and 74.4%) [21]. 

All the existing models performed well on the various 
datasets. But for medical image diagnosis, there is a need for a 
more robust and efficient model for better diagnosis, hence 
this study aims to propose an improved, fast, low-
parameterized, and robust Capsule Network which 
incorporates Texton and Separable convolutions for effective 
feature extraction and better classification of brain tumor 
diseases. Most of the studies mentioned above performed 
dataset balancing, data segmentation, data augmentation, and 
thorough data preparation, before model fitting. 

III. METHODOLOGY 

This section presents the methodologies employed to attain 
our goal of developing a deployable CapsNet that has an 
effective ability to extract features efficiently with lesser 
parameters and size on disk. Fig. 1 shows the proposed 
methods block diagram for the automatic classification of 
brain tumor types. 

A. Capsule Network 

The structure of the baseline CapsNet on which the 
proposed model is based is found in Fig. 2. 
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B. Texton Detection 

The notion of Texton involves the identification of clusters 
of shapes within an image that possess a shared characteristic. 
Julesz further developed this concept [22], placing emphasis 
on the significance of measuring the distances between texture 
elements when calculating gradients of Textons. Textures 
emerge only when neighboring elements are in proximity, and 
the scale of the elements impacts the surrounding region. 
Larger elements oriented in a particular direction can slightly 
impede the initial, instinctive differentiation. Gradients of 
Texton are only present at the borders of textures, so utilizing 
a smaller element size, such as 2x2, can enhance the 

distinction of textures. The approach of Multi Texton 
Detection (MTD), utilized to extract information regarding 
edges and colors, involves the use of six distinct types of 
Texton (T1, T2, T3, T4, T5, and T6) on a 2x2 grid (shown in Fig. 
3) to identify textons. A Texton is generated by the grid when 
the two shaded pixels share the same value. By systematically 
shifting the 2x2 block across the image C (x, y), textons can 
be detected in a stepwise manner. If a texton is identified, the 
original pixel values are preserved; otherwise, the block is 
disregarded. The resultant image containing textons is 
represented as T (x, y) [10], as illustrated in Fig. 4. 

 

Fig. 1. Workflow diagram of the study. 

 

Fig. 2. Architecture of the baseline capsule network model. 
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Fig. 3. Six Texton types used in Texton detection process: (T) 2x2 grid. 

 

Fig. 4. Illustration of the Texton detection process. 

C. Depthwise Separable Convolution 

Two separable convolutions types exist in separable 
convolutional neural networks. These are depthwise separable 
convolutions (DSC) and spatial separable convolutions (SSC). 
DSC is adopted for this study, and can be viewed as grouped 
convolutions, similar to the concept of 'inception modules' 
employed in the design of the Xception architecture [23]. It 
relies on spatial convolution, which operates separately on 
each input channel. After the spatial convolution, a pointwise 
convolution (PC) is executed, which involves a standard 
convolution using 1 × 1 windows. This leads to the creation of 
a new channel space as a result of projecting the channels 
calculated during the depthwise convolution (DC). The 
mathematical expression for depthwise convolution (DC) and 
pointwise convolution (PC) is presented as follows: 

             ∑     
 
           (1) 

             ∑         
   
                 (2) 

                          (                ) (3) 

   and    represent the inputs used for pointwise and 

depthwise convolutions in the above equations, respectively. 
The operator   within Eq. (2) pertains to the element-wise 
multiplication. Consequently, the fundamental idea 
underpinning depthwise separable convolutions involves 
splitting the feature extraction process carried out by regular 
convolutions across a unified "space-cross-channels domain" 
into two distinct stages: spatial pattern learning and channel 
fusion. This approach represents a generalization when 
dealing with convolution operations on 2D or 3D inputs 
having both relatively independent channels and closely 
interconnected spatial positions. 

D. Proposed Model 

Fig. 5 shows the proposed Texton Tri-alley Separable 
Feature Merging (TTSFM) CapsNet model that employs 
Texton, separable convolution, traditional convolutions, max 
pooling, dropout and reconstruction layers. The Texton layer 
is used to extract important texture and edge features from the 
input image. The output features from the Texton layer are 
processed by three different separable convolutions (each 
having 32 filters, kernel size of 2x2, depth multiplier of 1, 
depthwise and pointwise initializers of ―ones‖ and a stride of 
1) followed with batch normalization and max pooling, 
contributing to reduced number of parameters, model size, 
computational time and complexity of the model, as can be 
seen at alley_1_conv1, alley_2_conv1, and alley_3_conv1. 
The feature map from alley_1_conv1 serves as input in into 
alley_1_conv2, and the feature maps from alley_2_conv1, and 
alley_3_conv1 are merged and serves as input into 
alley_2_conv2, and alley_3_conv2. The feature maps from 
alley_1_conv2, alley_2_conv2, and alley_3_conv2 (all conv2 
layers employs 64 filters, kernel size of 3x3, and a stride of 1) 
are then concatenated and sent as input into a dropout layer, 
followed with a batch normalization layer. This feature map is 
sent as input into the primary capsule layer consisting of 32 
channels with eight dimensions, a kernel size of 3x3, and a 
stride of two. Features from this primary capsule are then sent 
to the TumorCaps layer (by employing dynamic routing 
algorithm) for classification. This TumorCaps consist of the 
total classes number in 16D capsules. The output of 
TumorCaps is directed to the reconstruction layer, which 
works on rebuilding the characteristics acquired from the 
TumorCaps. The features are then transferred to the decoder 
layer within the capsule, which decodes the properties of the 
entity. This decoder is composed of three layers of fully 
connected neurons, with counts of 512, 1024, and 3072 
respectively. The Texton, max pooling, and convolution layers 
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help to extract important features from the input images using 
separable convolutions results in reduced number of 
parameters, model size, computational time and complexity of 
the model. 

E. Dataset Description 

Brain Tumor: The dataset comprises 7022 MRI scans of 
the human brain, which are grouped into four categories: (1) 
glioma, (2) meningioma, (3) pituitary, and (4) no tumor. To 
make the dataset more manageable, the images were resized to 
32 × 32 × 3 and redistributed using 70:20:10 leave-out 
approach.  This publicly available dataset can be found at: 
https://www.kaggle.com/datasets/masoudnickparvar/brain-
tumor-mri-dataset. 

F. Experimental Setup 

The proposed model was developed and assessed using 
Keras, Python via Anaconda, and employed the TensorFlow 
backend on a 64-bit Windows computer. The hardware 
configuration encompassed an NVIDIA GeForce RTX 2080 
SUPER GPU having 8GB of dedicated GPU memory along 
with 32GB of system RAM. During the training stage, Adam 
optimizer was employed with a learning rate set to 0.001, and 
training operations were executed using batches of 100 
samples. In order to ensure optimal training progress, the 
model achieving the highest performance was saved during 
the training iterations. The evaluation of loss was conducted 
using the margin loss, represented as     in Eq. (4), with 
specific details provided below: 

                      
                       

     (4) 

where, Tk is 1 when class k is active and 0 otherwise. 
Hyper-parameters λ, m-, m+ are set during the learning 
process. 

G. Performance Evaluation Measures 

The following metrics were employed in this study for the 
purpose of classification: 

Validation Accuracy: Calculates the proportion of 
accurately classified classes from the total number of classes. 
The attained overall validation accuracy for the entire set of 
experiments is reported. 

Loss: Evaluates the variance between the model's 
predictions and the actual labels. This assessment employs the 
margin loss during testing. 

Confusion Matrix: Assist in providing a thorough 
examination of the tally of correctly and incorrectly 
categorized images. Factors like True Positive (TP), True 
Negative (TN), False Positive (FP), and False Negative (FN) 
are employed to evaluate diverse measurements such as 
precision, accuracy, specificity, sensitivity (recall), and 
additional indicators. 

Precision (P): The proportion of accurately detected 
positive instances compared to the overall number of predicted 
positive instances. 

Recall (R) or Sensitivity: the proportion of accurately 
detected positive instances in relation to the overall count of 
positive instances within the dataset. 

Specificity: The proportion of negative instances have 
been accurately recognized in relation to the overall count of 
negative instances present in the dataset. 

F1-Score: The Mean that combines precision and recall in 
a harmonic manner. 

Area under the curve (AUC): The model's performance is 
assessed on datasets where classes are imbalanced or unevenly 
distributed by creating Receiver Operating Characteristic 
(ROC) and precision-recall (PR) curves [24]-[25]. Higher 
AUC values are favored compared to their smaller 
equivalents. 

Clustering: We utilize t-distributed stochastic neighbor 
embedding to acquire and examine the clusters within the 
class capsule layer of the models. 

IV. RESULTS AND DISCUSSIONS 

In this section, we present the outcomes of our 
experiments and demonstrate the favorable performance of the 
model when tested on the brain tumor dataset in comparison 
with the baseline Capsule Network [5]. To bolster confidence 
and ensure the reliability of the model's outcomes, we 
employed and meticulously executed various evaluation 
methods. These techniques included evaluating metrics such 
as classification accuracy and loss, specificity, sensitivity, 
precision, F1-Score, number of parameters, Area Under the 
Curve (AUC) for both the Receiver Operating Characteristic 
Curve (ROC) and Precision-Recall (PR) curves. We also 
trained a traditional capsule network [5] using the same 
dataset and compared its results with our model's performance 
using the aforementioned metrics.  

A. Performance Evaluation 

Graphs presented in Fig. 6 illustrate the accuracy and loss 
trends for both CapsNet models: the proposed and the baseline 
model. The accuracy and loss graphs during training and 
validation reveals that the proposed model outperform the 
baseline CapsNet model, exhibiting superior and consistent 
accuracy with quicker convergence. It is important to 
highlight that while accuracy is widely used to assess 
classification algorithms, it may not be suitable for evaluating 
medical images due to their small size and significant class 
imbalance [26]. Despite its limitations, accuracy can offer an 
overview of overall system. 

Fig. 7 displays the ROC and PR curves for both the 
proposed and baseline models. Analyzing the data from these 
curves, it becomes evident that the performance of the 
proposed model surpasses that of the baseline model. This 
shows that the proposed model performs better on small and 
imbalanced datasets like medical images [27] than the baseline 
model. 

Fig. 8 depicts confusion matrices illustrating the accurate 
and erroneous image identifications. The results presented in 
Table I highlight that the proposed model outperformed the 
CapsNet baseline by exhibiting fewer misclassifications. 

https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-dataset
https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-dataset
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Hence resulted in better per class accuracy, specificity, 
sensitivity, precision and F1-Score for each class, as compared 
to the baseline Capsule Network model.  

B. Ablation Study 

Conducting ablation experiments involves analyzing the 
elements of the model that significantly influenced its 
performance [28][29]. The model's layers are systematically 
removed in succession to assess their effects on the overall 
model's performance. As depicted in Table II, the model's 
performance shows a significant improvement through the 
integration of the Texton and max-pooling layers. 

C. Number of Parameters and Size on Disk 

A number of models found in literature expand their width 
and depth in order to enhance their performance on complex 
images. This causes a surge in the number of parameters. For 
example, ResNet50 [30], AlexNet [31], and VGG16 [32], 
among others, generate parameter counts of 23 million, 60 
million, and 138 million respectively. The intricacy of a model 
directly correlates with the parameters it generates, resulting 

in a substantial computational load that strains the resources of 
a system. Consequently, this poses a constraint on the 
feasibility of deploying such models on devices with limited 
memory, such as mobile phones. The comparison of the 
parameters of the models as well as size on disk is found in 
Table III. It can be seen that the size of the model on disk is 
small and less parameters were generated by the proposed 
model. This makes the proposed model suitable for 
deployment on mobile devices. 

D. Model Interpretability 

The inner workings of deep learning models are often 
labeled as black boxes. In order to rely on and employ these 
models for important functions, such as in the field of 
healthcare, it is essential that both the operations within the 
models and the results they produce are explainable. Through 
the utilization of saliency maps, mathematical models, 
activation maps, and similar techniques, explainable neural 
networks [33][34] and model interpretability [29] approaches 
aid in revealing insights into the operations occurring within 
the inner layers of deep learning models. 

TABLE I. PERFORMANCE METRICS ON THE BRAIN TUMOR DATASET FOR THE PROPOSED AND BASELINE CAPSNET MODELS 

Model (Dataset) Class TP FP TN FN Precision Sensitivity Specificity Accuracy F1-Score Data Size 

Baseline 

(Brain Tumor) 

0 271 16 995 29 0.9443 0.9033 0.9842 96.57% 0.9235 300 

1 283 30 975 23 0.9042 0.9248 0.9702 95.96% 0.9144 306 

2 296 6 1005 4 0.9801 0.9867 0.9941 99.24% 0.9834 300 

3 405 4 902 0 0.9902 1 0.9956 99.70% 0.9951 405 

Proposed 

(Brain Tumor) 

0 287 10 1001 13 0.9663 0.9569 0.9872 98.25% 0.9616 300 

1 289 12 993 17 0.9601 0.9444 0.9832 97.79% 0.9522 306 

2 299 9 1002 1 0.9708 0.9967 0.9990 99.24% 0.9836 300 

3 405 0 906 0 1 1 1 100% 1 405 

TABLE II. ABLATION STUDY RESULTS 

Layers Validation accuracy % 

-texton 95.04 

-alley_1_conv1 96.49 

-alley_2_conv1 96.11 

-alley_3_conv1 96.11 

-alley_1_conv2 97.48 

-alley_2_conv1 97.41 

-alley_3_conv1 97.41 

+ all layers 97.64 

TABLE III. COMPARISON OF PARAMETERS OF MODELS AND SIZE ON DISK 

Model 
Trainable 

Parameters 

Non-Trainable 

Parameters 
Size on disk 

Baseline CapsNet 

model 
10,127,104 0 38.6MB 

Proposed model 4,834,532 960 18.5MB 

E. Visualization of Activation Maps and Clusters 

Here, comparison of activation maps and clusters from the 
proposed and baseline models are done. This help to know the 
model that extract more important features from input images. 
Proposed model features from the Texton layer, extracted by 

one of the first separable convolutions is shown in Fig. 9. 1
st
 

row image 1 and baseline model features extracted by the 
convolution layer is shown in Fig. 9. In 2

nd
 row image 1, 

insufficient features were extracted. This exhibit that, the 
baseline convolution layer alone is not enough to extract 
important features. This inability of the convolution layer of 
the baseline model affected the primary capsule layer since it 
did not extract more important necessary to make 
differentiation between capsules, whereas the proposed model 
convolution layer extracted better edge and textural features 
from the Texton layer, hence its primary capsule produced 
better activation maps as seen in Fig. 9 1

st
 row image 2 than 

the baseline PC activation maps seen in Fig. 9 2
nd

 row image 
2.  These visualizations of layers help to improve the 
understandability of the inner workings of the black box 
models and contributes to explainable Artificial Intelligence 
[35][36][37]. 

The technique of t-distributed stochastic neighbor 
embedding (tsne) [38] [39], was employed to visually 
represent the distinctness of clusters formed within the class 
capsule layer of the models. The suggested model displays 
noticeable groupings in contrast to the clusters formed by the 
baseline model. While a few outliers are evident in both the 
suggested and baseline model clusters, the outliers in the 
suggested model remain relatively close to their respective 
clusters. This highlights the effective discriminatory capability 
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of the suggested model in comparison to the baseline model as 
it can be seen in Fig. 10. 

F. Prediction and Reconstruction 

The process of determining the likely class of an input 
image and determining if there is a strong likelihood for that 
categorization is achieved through the application of a 

reconstruction method. In light of this, this research showcases 
reconstructed images of Brain Tumor using the decoder 
network for both models. The images generated by the 
proposed model exhibit slightly improved visual quality and 
demonstrate higher class identification and emphatic 
probabilities per class compared to the images produced by 
the baseline model, as observed in Fig. 11. 

 

Fig. 5. Architecture of the proposed CapsNet model. 

 

Fig. 6. Accuracy and Loss graphs of the proposed and baseline CapsNet models. 
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Fig. 7. ROC and PR curves for the (1st row) proposed and (2nd row) baseline models. 

 

Fig. 8. Confusion Matrices of (left) proposed and (right) baseline models. 
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Fig. 9. Activation maps from the proposed and baseline convolution and primary capsule layers. 

 

Fig. 10. Clusters obtained by the (left) proposed and (right) baseline models class capsules. 

G. Comparison of Results 

To demonstrate the effectiveness of our novel approach, 
we conducted a performance comparison between our model 
and cutting-edge models on brain tumor datasets. Our 
modifications primarily center around the structure of capsule 
network, specifically focusing on dynamic routing. Although 
our main emphasis was on dynamic routing, we extended our 

investigation to encompass multiple routing techniques. The 
outcomes, as detailed in Table IV, indicate that our model's 
performance matches that of the current state-of-the-art 
capsule network models. The commendable performance 
achieved by our proposed model in medical image diagnosis 
can be attributed to its adeptness in extracting pertinent 
information from diverse images, which contributes to its 
capability in achieving accurate results. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

482 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 11. Reconstructed images (top) proposed and (down) baseline model. 

TABLE IV. PROPOSED MODEL AND PREVIOUS WORKS COMPARISON ON 

BRAIN TUMOR DATASET 

CapsNet Methods Validation accuracy (%) 

Baseline [5] 95.73 

BoostCaps [16] 92.45 

DCNet and DCNet++ [17] 93.04 and 95.03 

MLAF-CapsNet[40] 93.40 and 96.60 

Vimal Kurup et al.[41] 92.60 

Afshar et al. [19] 90.89 

Dilated CapsNet. [20] 95.54 

BayesCaps[21]. 73.9 

Proposed Model 97.64 

V. CONCLUSION AND FUTURE WORKS 

This study introduced a novel architecture that utilizes less 
time to train with less parameters, small size on disk, and 
proficient feature extraction capabilities, named Texton Tri-
alley Separable Feature Merging (TTSFM) CapsNet, utilizing 
a capsule network approach, aimed at the detection of brain 
tumors. Texton layer helps to extract important features from 
input image and the separable convolutions coupled with the 
use of less filters and kernel sizes resulted in using less 
amount of time for training, small size on disk, and a smaller 
number of trainable parameters. These components and 
properties lead to the appreciable performance of the proposed 
model, making the model deployable on devices with lower 
memory like mobile devices. We went on to enhance the 
model's interpretability and practical usability by conducting 

thorough analyses, including extensive visualization of layer 
activation maps, examination of feature clusters, and 
performing ablation study. 

In future, our focus will be on improving the performance 
of the model, and conducting in-depth experiments using 
medical datasets to advance the field of explainable artificial 
intelligence (XAI). Our objective is to remove all uncertainties 
from the outcomes of the models, ensuring that both 
professionals and other users can trust the reliable application 
of these models in disease diagnosis. 
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Abstract—In our contemporary world, the pervasive 

influence of information technology, computer engineering, and 

the Internet has undeniably catalyzed innovation, fostering 

unparalleled economic growth and revolutionizing education. 

This technological juggernaut, however, has unwittingly ushered 

in a parallel era of new criminal frontiers, a magnet for hackers 

and cybercriminals. These malevolent actors exploit the vast 

expanse of electronic devices and interconnected networks to 

perpetrate an array of cybercrimes, and among these insidious 

digital threats, ransomware reigns supreme. Ransomware, 

characterized by its ominous ability to encrypt victims' data and 

extort payment for its release, stands as a dire menace to 

individuals and organizations alike. Operating with stealth and 

propagating with alarming alacrity through digital networks, 

ransomware has emerged as a formidable adversary in the 

digital age. This research paper focuses on the evolving stages of 

ransomware, driven by cutting-edge technologies, and proposes 

essential methods and ideas to detect and combat this menace. 

The proposed methodology, anchored in Cuckoo Sandbox, PE 

file feature extraction, and YARA rules, orchestrates three 

crucial phases: data collection, feature selection, and data 

preprocessing, all harmonizing to strengthen our defense against 

this concealed cyber menace. This paper contributes to the 

development of effective solutions for detecting and mitigating 

this hidden and insidious cyber threat. This work involves the 

application of multiple machine learning algorithms, including 

LSTM, which achieves an impressive accuracy of 99% in 

identifying ransomware attacks. 

Keywords—Ransomware; cuckoo sandbox; PEFile; YARA 

rules; machine learning; LSTM 

I. INTRODUCTION 

Cybersecurity has emerged as a crucial domain within 
information technology and computer engineering due to the 
rapid advancement and widespread adoption of technologies in 
our daily lives. As technology continues to evolve, it brings 
both positive and negative impacts, making it essential to 
protect data, preserve individual privacy, and safeguard 
innovation and intellectual property [1]. The primary objective 
of cybersecurity is to combat cybercrimes, which have 
significantly increased since the beginning of the 21st century. 

Cybercrime is recognized as one of the most damaging and 
costly forms of criminal activity. Hackers and criminals exploit 
the power of networks, programming, and computers to steal 
valuable data, gain unauthorized access to bank accounts, and  
mass significant financial gains. Their illegal activities often 
remain hidden, making it challenging to trace the perpetrators 
and understand the extent of their actions. There are numerous 

methods through which individuals can become involved in 
cybercrime [2]. One such approach is the development and 
dissemination of malicious code, such as malware and 
ransomware, which can wreak havoc on computer systems and 
networks. Another technique employed by cybercriminals is 
launching Distributed Denial-of-Service (DDoS) attacks, 
which dominate servers and disrupt their ability to provide 
services. 

Malware, or malicious software, is a wide-open problem 
that is difficult to solve in computer science [3]. It is a term 
used to describe various forms of harmful software designed to 
compromise computer systems, steal data, or disrupt normal 
operations. There are different types of malwares, including 
viruses, worms, Trojan horses, and ransomware [4,5]. Malware 
aims to change the behavior of either the operating system 
kernel or some security-sensitive applications without the 
user's consent, and all services of the system will therefore be 
undocumented. Some countries are developing this kind of 
malicious application in central intelligence for spying 
purposes; individuals or teams are also developing it for 
hijacking or showing their talent [6, 7]. 

Ransomware is a serious threat that poses a risk to 
individuals and organizations. It develops rapidly because it 
uses newer techniques like RSA and C&C servers. These 
techniques are difficult to be analyzed and to be detected 
(binary files, payload) [8, 9]. The first ransomware attack 
occurred in 1989. It was a trojan called PC Cyborg/AIDS, 
which was created to hide the folders and encrypt the names of 
all the files. It targeted the files associated with the ADIS 
conference, and restoration is achievable provided the filename 
and extension encryption tables are discovered [10]. 

At the beginning of this decade, ransomware used new 
techniques. In 2013, RSA 2048-bit was the main characteristic 
that was implemented with the public key algorithm for 
ransomware. After that, it could be used as a command and 
control (C&C) server to communicate through the Tor 
network, and it became able to target only specific types of file 
extensions [9, 11]. 

Encryption methods in ransomware have been significantly 
developed. For example, in 2015, most ransomware families 
were using the default configuration of AES file encryption 
and getting payment via Bitcoin. Later in 2017, the encryption 
became hybrid, using the AES algorithm to encrypt the files 
and RSA to encrypt the AES key [11]. According to [8, 12, 
13], ransomware has been separated by researchers into many 
major types according to how it works methodologically and 
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what kinds of effects that will cause. First, Crypto-
Ransomware, Once the ransomware infects the target's device, 
the virus stealthily detects and encrypts the victim's important 
files, and the user will not be able to access, use, or get data 
until he pays the ransom. Second, Locker-Ransomware, which 
doesn't encrypt the data, has turned its focus to blocking access 
to the user’s equipment and information by disabling the user 
interface. Third, MBR-Ransomware works to encrypt the 
Master Boot Record table on the victim's PC, which means the 
files will be safe and not affected by encryption, but the system 
will not recognize the location of files and their mac-
Ransomware and Mobile-Ransomware. 

Some of the researchers [8, 14, 15] also found that there are 
three types of ransomware according to the style of encryption 
algorithm that has been used (see Fig. 1). These types are: 

 Symmetric Ransomware: It uses symmetrical 
encryption algorithms like AES and DES to encrypt the 
victim’s data; in this type, the encryption and 
decryption use the same key. 

 Asymmetric Ransomware: It uses an asymmetrical 
encryption algorithm, and ransomware is embedded 
with a public key to encrypt the victim's data, or it 
downloads during connection with a command and 
control (C&C) server, but the private key is saved only 
with the attacker, which is impossible to get without 
paying. 

 Hybrid Ransomware: It uses symmetrical encryption to 
encrypt the victim's files, but the symmetric key will be 
encrypted by an asymmetric encryption algorithm. This 
technique takes advantage of both symmetric and 
asymmetric encryption. 

The 2022 update of the Verizon Data Breach Investigations 
Report (DBIR), as shown in Fig. 2, reveals a concerning trend 
in the rise of ransomware attacks. According to the report, the 
number of ransomware incidents surged by 13% between 2020 
and 2021, surpassing the combined increase of the previous 
five years. This significant escalation in ransomware incidents 
highlights the growing threat posed by cybercriminals targeting 
organizations across various sectors [16]. 

Ransomware detection relies on two core analyses: static 
and dynamic. Static analysis examines code without execution, 
offering security but struggling with packed or obfuscated 
malware. Dynamic analysis executes code in a controlled 
environment, effectively capturing behavioural patterns but 
posing security risks. Often, a hybrid approach combines these 
methods with others to maximize accuracy and minimize 
associated risks. 

This research paper is driven by three core objectives. 
Firstly, it aims to establish a robust system for the early 
identification of ransomware threats, prioritizing swift 
detection to minimize potential damage inflicted upon data and 
computer systems. Secondly, the paper endeavors to raise 
awareness among individuals and organizations regarding the 
substantial risks and dire consequences associated with 

ransomware attacks, fostering a proactive and vigilant 
cybersecurity mindset. Lastly, a central focus of this research is 
the development and implementation of effective 
countermeasures and response strategies to mitigate the 
evolving menace of ransomware. By achieving these 
objectives, this work not only enhances our ability to combat 
ransomware but also contributes significantly to the broader 
realm of cybersecurity, fortifying our digital defences against 
this persistent and pernicious cyber threat. 

 

Fig. 1. Types of Ransomwares (a: Symmetric, b: Asymmetric, c: Hybrid). 
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Fig. 2. DBIR and cybersecurity ventures report. 

II. RELATED WORK 

Palisse et al. [17] recommended using Cryptographic 
approaches for proactively protecting against Ransomware. 
where ransomware constructs a dynamic block for calls to 
cryptographic APIs based on weaknesses and exploits 
vulnerabilities in cipher modes of operation. A mechanism 
termed PAYBREAK was suggested by Kolodenkerz et al. [18]. 
Because the system logs all of the random numbers it generates 
in a massive log file or database, users may use this 
information to exhaustively search for encryption keys. That 
method has proven to be quite effective. Kim et al. [19] used 
the same methods as the earlier researchers and developed a 
Deterministic Random Bit Generator (DRBG) to thwart 
ransomware; the DRBG is used to generate a seed, which is 
then combined with user DRBG data to produce a decryption 
key. 

Poudyal et al. [20] suggested using reverse engineering to 
pull elements like assembly instructions and DLLs, which can 
subsequently be used with machine learning methods like K-
fold Cross-Validation to identify ransomware. Ahmadian et al. 
[14] employed a system that relies on the Connection Monitor 
& Connection Breaker (CMCB) to identify and detect stealthy 
ransomware by monitoring and analysing network activity. 
Tseng et al. [21] and Cabaj et al. [22] conducted researches on 
the analysis and detection of ransomware attacks from different 
perspectives. They focused on analysing the HTTP and TCP 
protocols to identify ransomware attacks. Tseng utilised deep 
learning techniques for this purpose. On the other hand, Cabaj 
designed an approach based on Software-Defined Networking 
(SDN) to both detect and mitigate ransomware attacks. Cusack 
et al. [23] and Al Mashhadani et al. [8] proposed a framework 
for monitoring and analyzing data traffic during a ransomware 
attack. Their approach involved intercepting the 
communication between an infected machine, unaffected 
devices, and the command-and-control (C&C) server using a 
network protocol analyzer like Wireshark. To ensure the 
security of the monitoring system, they recommended 
implementing a firewall to shield it from potential threats. 
Shakir et al. [24] delved into the evolution of ransomware, 
tracing its development from phone antivirus and deceptive 
software to the emergence of crypto-ransomware. The study 
revealed two crucial factors driving the increase in ransomware 
attacks. Firstly, tracking victim payments to attackers proved to 

be challenging due to the use of anonymous channels, making 
it challenging to trace and apprehend the perpetrators. 
Secondly, the practicality and effectiveness of employing 
cryptographic technologies played a significant role in the 
surge of ransomware attacks. These findings shed light on the 
key catalysts behind the proliferation and sophistication of 
ransomware as a malicious threat. The approach of Homayoun 
et al. [25] relied on the monitoring of activity records to detect 
and identify ransomware attacks by utilising machine learning 
methods to identify specific patterns. By analysing and 
examining activity logs, which capture system and user 
behaviour, it becomes possible to uncover anomalous patterns 
that indicate the presence of ransomware whereas Medhat et al. 
[26] developed a novel framework that relies on a static 
analysis approach. The framework utilises YARA rules, which 
are a set of predefined rules for pattern matching, to extract 
feature rules for each file. By applying these rules and 
conducting a classification process, the framework can identify 
files or processes that exhibit ransomware-like behaviour. The 
details and specific workings of this framework are represented 
in Fig. 3. 

 
Fig. 3. Static-based framework for ransomware detection [25]. 
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Detecting ransomware is a complex task due to its ever-
changing nature, requiring researchers and security 
professionals to employ diverse strategies. One recommended 
approach involves monitoring the Master File Table (MFT) for 
any unusual activity or modifications, as ransomware often 
targets and encrypts files. Another approach involves 
leveraging machine learning models to search for specific 
language patterns associated with ransomware. By analyzing 
text data using these models, suspicious indicators can be 
identified. Additionally, examining data flow and network 
traffic can help detect ransomware [27]. Moore et al. [28] 
introduced a novel method for detecting ransomware utilising 
honeypot technology, as depicted in Fig. 4. This approach 
encompasses several stages to enhance detection capabilities. 
In the behaviour stage, two tools, namely DatAdvantage and 
HitmanPro, are utilised. DatAdvantage employs user behaviour 
analytics to identify abnormal activities, while HitmanPro 
focuses on detecting unusual system behaviour. The network 
stage involves monitoring data traffic across the network to 
detect any exchange of file keys, a common characteristic of 
ransomware operations. Lastly, in the server stage, changes are 
monitored using the file server resource manager, and a file 
screening function is employed to control access and block the 
writing of unauthorised files. This multi-stage approach aims to 
provide a comprehensive detection mechanism, combining 
behavioural analysis, network monitoring, and server-level 
control to enhance ransomware detection and prevention 
capabilities. 

 
Fig. 4. Honeypot techniques to detect ransomware [28]. 

Ransomware can be classified into two main types: non-
spreading ransomware and ransomware with worm-like 
characteristics. The primary objective in combating 
ransomware is to prevent the victim's device from being 
encrypted and to halt the malware's spread within and beyond 
the local network. Cabaj et al. [29] utilised SDN to detect non-
spreading ransomware variants like CryptoWall and Locky. 
Their approach involved using the size of the first three HTTP 
Post packets in sequence as a detection mechanism. Through 
their implementation, they achieved a high true positive rate of 
97-98%. In the case of ransomware that spreads like worms, 
such as WannaCry and ExPetr, researchers in [30] have 
suggested utilising two programmes for effective mitigation. 
The first programme detects and prevents WannaCry from 
encrypting the victim's device by monitoring and blocking 
communications between the ransomware and its Command-
and-Control (C&C) servers through a dynamic IP blacklist. 

The second programme tracks the ports used by WannaCry, 
enabling the prevention of encryption processes and the 
identification and containment of the ransomware's spreading 
behaviour. 

III. METHODOLOGY 

The methodology (see Fig. 5) describes a technique for 
detecting ransomware using Cuckoo Sandbox [31], feature 
extraction from Portable Executable (PE) files [32], and YARA 
rules [33]. By analysing the characteristics and patterns of PE 
files, it is possible to identify potential ransomware threats and 
lessen their impact. There are three main stages to prepare data 
to be consumed by the algorithms we test: data collection, 
feature selection, and data processing. Data Collection is 
contingent upon collecting a diverse set of PE files,This 
investigation encompasses both benign components, which 
include application and system files that form the foundation of 
our digital activities, as well as malicious ransomware samples 
obtained from VirusShare, and utilising YARA rules to detect 
crypto signatures. Feature Selection is applied to analyse 
extracted characteristics and choose the most useful ones for 
ransomware detection. We employ Weight of Evidence (WoE) 
and Information Value (IV). They are used to determine a 
dataset's predictive potential and select which elements are 
most significant for a modelling task. Utilising data 
preprocessing techniques, such as normalisation, 
dimensionality reduction, data reshaping, and feature scaling is 
to improve the performance of subsequent machine learning 
algorithms. 

 
Fig. 5. Proposed methodology for detecting ransomware. 
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The output of the data processing stage is now suitable to 
be injected into the algorithms we test. We apply four machine 
learning algorithms: Logistic Regression, SVM, K-Nearest 
Neighbor, and LSTM. 

Logistic Regression [34] is a type of generalized linear 
model that is used for classification tasks. The goal of logistic 
regression is to find the best model that describes the 
relationship between a set of input features and a binary output 
variable. The model is represented by a logistic function, which 
maps the input features to a value between 0 and 1, 
representing the probability that the output variable is in one of 
the two classes. In logistic regression, a linear combination of 
input features is transformed by the logistic function [35], 
which is also known as the sigmoid function. The coefficients 
of the linear combination are learned from the training data 
using a technique called maximum likelihood estimation. Once 
the model is trained, new data can be input into the model, and 
the output of the logistic function can be used to predict the 
probability that the new data belongs to one of the two classes. 
It is also less prone to overfitting compared to more complex 
models [36]. 

Support vector machines (SVMs) can solve classification 
and regression issues [37]. SVMs find the best boundary for 
categorising data. This border was chosen to maximise the 
margin, which is the distance between the boundary and each 
class's closest data points. After identifying this barrier, 
additional data may be categorised by its side [38]. SVMs are 
useful when data is not linearly separable, meaning classes 
cannot be separated by a straight line. SVMs use the "kernel 
trick" to shift data into a higher-dimensional space where it 
may be linearly segregated [39]. 

The K-Nearest Neighbors (K-NN) is a kind of supervised 
learning that classifies unknown files in line with previously 
established categories [40]. Among the many categorization 
algorithms, K-NN is a useful algorithm for grouping unknown 
objects into categories with the greatest number of shared 
attributes [41]. K-NN presupposes that close data points belong 
to the same class, which may not always be true. The data 
distribution, characteristics, and distance metric affect K-NN's 
efficacy [42]. 

Long-short term memory (LSTM), a standard and enhanced 
recurrent neural network, is capable of analysing and 
anticipating time series problems. A memory cell composed of 
an input gate, a forget gate, and an output gate regulates the 
transmission of information in the LSTM model. The problem 
of expanding gradients and vanishing is resolved by LSTM's 
unique structure [43]. 

IV. EVALUATION AND RESULTS 

In order to evaluate the performance of classification 
models, various evaluation measures are commonly utilized. 
These measures include accuracy, precision, recall, and the F1 
Score. The confusion matrix, represented as Fig. 6, is used to 
assess the classifier's primary performance indicators. 

Accuracy, as expressed by Eq. (1) represents the percentage 
of correctly classified instances in relation to the entire dataset. 
Precision, or Detection Rate, as given by Eq. (2), is commonly 
used when dealing with imbalanced datasets. It measures the 
proportion of correctly classified instances compared to the 
total instances that are correctly and incorrectly classified. 
Recall, described in Eq. (3), is the percentage of accurately 
classified instances in relation to the total number of actual 
positive instances. The False Alarm Rate, mentioned in Eq. (4), 
indicates the frequency with which attacks are misclassified or 
falsely identified. Finally, the F1 Score or F-measure, 
described by Eq. (5), provides an overall assessment of the 
accuracy of a test by combining precision and recall into a 
single metric. This provides insights into the classifier's 
primary performance indicators and facilitates further analysis 
and comparison of different models and techniques. 

 

Fig. 6. Confusion matrix. 
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In feature selection, we have used WOE and IV as criteria 
for ranking and selecting variables. Variables with high IV 
values are considered more predictive and are more likely to be 
included in the final set of features, as shown in Fig. 7. By 
focusing on variables with strong predictive power, it can 
reduce dimensionality and improve the performance and 
interpretability of the used models. 

Table I and Fig. 8 present a comprehensive overview of the 
performance results of different models utilized for 
ransomware detection, including LSTM, SVM, LR, and KNN. 
These findings offer valuable insights into the capabilities and 
effectiveness of each model in addressing the task at hand. 
Since the dataset consists of sequences of bits, LSTM's ability 
to remember and learn from previous information makes it a 
valuable choice. By utilizing its memory cells and gating 
mechanisms, the LSTM model can effectively process and 
interpret the sequential nature of the data, making it well-suited 
for the task at hand. 
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Fig. 7. Importanc of features based on information value.

TABLE I. EXPERIMENTAL RESULTS 

 LSTM SVM LR KNN 

TN 28689 28651 28342 28380 

FN 235 283 592 494 

FP 146 378 640 281 

TP 12345 12103 11841 12260 

Totall 41415 41415 41415 41415 

Accuracy 0.9908 0.98404 0.970252 0.981287 

 

Fig. 8. Comprised the results of applied algorithms. 

Support Vector Machine (SVM) and logistic regression 
face challenges when dealing with massive datasets due to their 
computational complexity, leading to longer training times as 
the dataset size increases. However, for smaller datasets and 
lower-dimensional feature spaces, K-Nearest Neighbors (K-
NN) remains a valuable and effective classification technique, 
boasting an impressive accuracy of 98%. K-NN's simplicity 
and ability to capture patterns make it a practical choice for 
such scenarios. The LSTM model exhibited the highest 
accuracy, achieving an impressive score of 0.9908. This 
indicates that the LSTM model is highly effective in detecting 
ransomware attacks, showcasing its ability to capture intricate 
patterns and temporal dependencies within the data. With such 
a high accuracy, the LSTM model can be considered a robust 

choice for ransomware detection. During the training process, 
the LSTM model continuously updates its internal parameters 
to minimize the loss, resulting in better predictions and higher 
accuracy over time. As the model converges, the accuracy 
typically improves, and the loss decreases as shown in Fig. 9. 

 

Fig. 9. Visualized results of LSTM (a. Accuracy & b. Loss mode). 

V. CONCLUSION AND FUTURE WORKS 

In conclusion, the studies on ransomware detection have 
generally yielded positive results. Researchers have identified 
distinct static features in ransomware samples, such as 
cryptographic signatures, API methods, and file extensions,that 
can aid in their identification. Different approaches, including 
the use of surveillance and honeypots, have been explored to 
track down and analyze ransomware. Machine learning and 
classification techniques have proven to be valuable in 
enhancing both static and dynamic malware analysis. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

490 | P a g e  

www.ijacsa.thesai.org 

Additionally, the application of deep learning, such as the 
LSTM model, has shown remarkable accuracy, reaching up to 
99%, in detecting malware and ransomware. These findings 
highlight the potential of advanced techniques for improving 
cybersecurity measures against ransomware threats. Continued 
research and development in this field can further strengthen 
the detection and mitigation of ransomware attacks. In future 
work, we propose extending the dataset used for ransomware 
detection to include a more comprehensive set of features 
derived from both dynamic and static analysis. Moreover, we 
intend to explore the use of a hybrid algorithm combining 
CNN-LSTM models.  This fusion of techniques has the 
potential to improve the accuracy and robustness of 
ransomware detection, paving the way for more effective 
defense mechanisms against evolving ransomware threats. 
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Abstract—Formal Concept Analysis (FCA) is a key tool in 

knowledge discovery, representing data relationships through 

concept lattices. However, the complexity of these lattices often 

hinders interpretation, prompting the need for innovative 

solutions. In this context, the study proposes clustering formal 

concepts within a concept lattice, ultimately aiming to minimize 

lattice size. To address this, The study introduces introduce two 

novel extensions of the k-means algorithm to handle categorical 

data efficiently, a crucial aspect of the FCA framework. These 

extensions, namely K-means Dijkstra on Lattice (KDL) and K-

means Vector on Lattice (KVL), are designed to minimize the 

concept lattice size. However, the current study focuses on 

introducing and refining these new methods, laying the 

groundwork for our future goal of lattice size reduction. The 

KDL utilizes FCA to build a graph of formal concepts and their 

relationships, applying a modified Dijkstra algorithm for 

distance measurement, thus replacing the Euclidean distance in 

traditional k-means. The defined centroids are formal concepts 

with minimal intra-cluster distances, enabling effective 

categorical data clustering. In contrast, the KVL extension 

transforms formal concepts into numerical vectors to leverage 

the scalability offered by traditional k-means, potentially at the 

cost of clustering quality due to oversight of the data's inherent 

hierarchy. After rigorous testing, KDL and KVL proved robust 

in managing categorical data. The introduction and 

demonstration of these novel techniques lay the groundwork for 

future research, marking a significant stride toward addressing 

current challenges in categorical data clustering within the FCA 

framework. 

Keywords—Clustering algorithms; categorical data; k-means; 

cluster analysis; formal concept analysis; concept lattice 

I. INTRODUCTION 

The technique of data clustering involves an unsupervised 
classification method that aims to group a set of unlabeled 
objects into meaningful clusters based on their similarities and 
differences. This process requires objects within the same 
cluster to exhibit high similarity, while objects in different 
clusters should have significant differences. Similarities and 
dissimilarities between objects are evaluated by considering 
attribute values that describe the objects, often using distance 
measures. Typically, objects can be represented as vectors in a 
multidimensional space, with each dimension representing a 
feature. When numerical features describe objects, geometric 
distance measures such as Euclidean or Manhattan distance can 
be used to define their similarity. However, these distance 
measures are unsuitable for categorical data, including values 
like gender or location. In recent years, there has been 
increasing interest in clustering categorical data [1-3]. For 
categorical data, a comparison measure, rather than a distance 

measure, is commonly used [4]. However, this metric does not 
differentiate between different attribute values since it only 
measures equality between pairs of values [5]. 

The widely acclaimed k-means algorithm [6] excels in 
simplicity and efficiency, particularly for large numerical 
datasets. However, it is restricted by its inability to handle 
categorical data directly. To overcome this limitation, 
adaptations such as the k-modes [3], k-representative [7], and 
k-centers algorithms [8] have been introduced. The k-modes 
algorithm uses simple matching similarity measures and 
substitutes "means" with "modes" for cluster centers. This 
modification, however, can result in multiple modes within a 
cluster, which can influence the algorithm's performance. To 
navigate this, the k-representative algorithm proposed in [9], 
presents "cluster centers" uniquely suited to categorical data. In 
this approach, the defining attribute of a cluster's representative 
stems from the diversity of categorical values within the cluster 
itself [9]. Although these adaptations of the k-means algorithm 
share a similar clustering process, they define "cluster center" 
and "similarity measure" differently for categorical data, which 
could potentially result in information loss when categorical 
data are directly transformed into vector space. 

This paper introduces two novel extensions of the k-means 
algorithm for clustering categorical data: K-means Dijkstra on 
Lattice (KDL) and K-means Vector on Lattice (KVL). Existing 
methods such as k-means and its variants are restricted by their 
inability to adequately handle categorical data, often requiring 
data transformation techniques that can result in information 
loss. Additionally, they struggle with representing complex, 
hierarchical relationships inherent in the data. Our proposed 
methods, KDL and KVL, aim to overcome these limitations by 
focusing on learning and integrating the representation of 
categorical values based on their inherent graph structure. This 
approach not only preserves the richness of the categorical data 
but also effectively captures the potential similarity and 
hierarchical relationships between the values. KDL utilizes 
Formal Concept Analysis to construct a graph, with nodes 
symbolizing formal concepts and edges representing 
hierarchical relationships [10]. A customized Dijkstra 
algorithm identifies the shortest path between formal concepts, 
replacing the Euclidean distance from traditional k-means. The 
centroids are those formal concepts with the least sum of intra-
cluster distances. This method accurately identifies data 
patterns and relationships, providing insights often missed by 
conventional vector representations. KVL, the second 
extension, transforms formal concepts into numerical concept 
description vectors and applies traditional k-means. It evaluates 
concept similarity, groups related concepts, and positions each 
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cluster's center as the mean of its concept description vectors. 
This approach excels in scalability by converting categorical 
data into numerical formats, enabling efficient analysis of 
larger datasets. Both KDL and KVL significantly advance our 
understanding of complex datasets by providing a unique 
perspective on clustering categorical data. These novel 
extensions of the k-means algorithm pave the way for further 
research in this field. The primary contributions of this study 
are the introduction of KDL and KVL as innovative extensions 
of the k-means algorithm, the comparative evaluation of these 
methods against existing algorithms, and the laying of 
groundwork for future advancements in clustering categorical 
data within the Formal Concept Analysis frameworks. 

The remainder of this paper is structured as follows: 
Section II provides an overview of Formal Concept Analysis 
(FCA), elucidating key terminologies and notions. Section III 
delves into Dijkstra's Algorithm and its variations employed 
for addressing shortest-path problems. Section IV then 
explores the k-means algorithm and its extended versions 
tailored for categorical data. This segues into Section V, where 
the proposed clustering methodologies are thoroughly 
discussed. The experimental results and their implications are 
exhibited in Section VI. The paper concludes in Section VII, 
summarizing the study's main points and potential future 
directions. 

II. FCA: KEY TERMINOLOGY AND NOTIONS 

Formal Concept Analysis (FCA) emerged as a distinctive 
mathematical field in the early 1980s. Central to its application 
are particular diagrams known as line or Hasse diagrams, 
which are utilized to depict information via concept lattices 
[10]. To enhance the comprehension of the study, the study 
provide a succinct overview that delineates the critical concepts 
and definitions within FCA, supplemented by an easily 
digestible example. The terms and foundations of FCA 
discussed in this paper are grounded in the work of [11]. 

Definition 1. Formal Context: A formal context is 
characterized as a tripartite structure (      ), where   
represents a collection of objects,   stands for a set of 
attributes, and         , embodies the incidence 
relationship between   and  . For each object g    and 
attribute     , a binary relation     (         signifies 
that object   possesses attribute  . Typically, a cross table 
illustrates a formal context, where rows depict the object 
names and columns exhibit the attribute names. The presence 
or absence of a cross demonstrates the existence or non-
existence of an incidence relationship between   and  , 
respectively. This context is also referred to as a binary 
context, as demonstrated in Table I. 

Expanding on Table I shows a compact formal context in 
which the object set   includes {              }, and the 
attribute set   comprises {                 }. The cross (x) 
at the intersection of the object   row and the attribute   
column indicates that the object   possesses the attribute  , 
while its absence signifies a lack of relationship between   and 
 . For instance, within this formal context, object     is 
associated with the attributes {     }. 

Definition 2. Derivation Operators: In a formal context 
(     ), derivation operators                   , 
are established for every subset of objects   within   and a 
subset of attributes   within  . They are precisely defined as 

   {   |                ,    {   |     
           . The upward operator    represents the 
collective attributes shared by all objects in  , and the 

downward operator    comprises all objects that possess all 
attributes in  . 

These derivation operators    and    are also referred to as 
   and   . For example, within the context provided in Table I, 
it can be easily discerned that: 

 {   
  {       

 {      
  {    

 {   
  {    

 {      
  {    

Definition 3. Formal Concepts: In a provided context 
denoted as k=(     ), a formal concept is recognized as a pair 
     , where  , a subset of  , is referred to as the 'extent' part 
of the formal concept      , while  , a subset of  , is known 
as the 'intent' part of the formal concept      , provided that 
         . For instance, considering the formal context 
illustrated in Table I, the pair ({o1, o3}, {a6}) emerges as a 
formal concept, where {o1, o3} represents the extent part and 
{a6} embodies the intent part. 

Definition 4. Concept Lattices: Formal concepts can be 
arranged based on the subconcept-super concept relation ≤, 
expressed as follows:                      
                             , where         is a 
subconcept (more specific) and         is a super concept 
(more general). Within a formal context  , the assembly of all 
formal concepts, in conjunction with the partial order ≤, 
generally defines a complete lattice, referred to as a concept 
lattice     . The notation          signifies the concept 
lattice derived from a formal context (      . 

 

Fig. 1. Concept lattice corresponding to the formal context from Table I. 
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By the initial part of the core theorem on concept lattices 
[10], a concept lattice          is identified as a complete 
lattice where the infimum and supremum are present for any 
arbitrary set. This is represented as                 
              

    and                 
         

         . 

TABLE I.  FORMAL CONTEXT 

Objects/ 

Attributes 
a1 a2 a3 a4 a5 a6 

o1  x    x 

o2    x   

o3 x    x x 

o4    x   

o5  x x    

The concept lattice derived from the formal context 
showcased in Table I is portrayed in Fig. 1 through a line 
diagram. The lattice is constituted by formal concepts, which 
are generated depending on the formal context and their 
relationship defined by the subconcept-superconcept paradigm 
[11]. Every node in the line diagram symbolizes a formal 
concept. These formal concepts in the diagram can be 
categorized into object concepts, described as ({    ,{   ), or 
attribute concepts, defined as ( {    {    ), indicating the 
concepts tied to objects or attributes, respectively. An object 
concept is represented as     , while an attribute concept is 
signified as     . When labeling         , The convention 
adhered to in this study specifies that each object   gets its 
label   for the corresponding formal concept     , and each 
attribute   is labeled as   for the formal concept     . 
Certain concept nodes carry objects below them, while others 
have attributes above them. More often than not, object 
labeling is placed underneath a node, while attribute labeling is 
positioned above it in a line diagram. It's worth highlighting 
that not every concept within a particular context is necessarily 
an object or an attribute concept. Any concept has the potential 
to be an object concept, an attribute concept, a blend of the 
two, or neither [12,13]. 

III. DIJKSTRA'S ALGORITHM AND ITS VARIATIONS FOR 

SHORTEST PATH PROBLEMS 

Dijkstra's algorithm was introduced in 1959 by Dutch 
computer scientist Edsger W. Dijkstra; Dijkstra's algorithm 
serves as a leading method for finding optimal paths. This 
algorithm, notable for its efficiency and effectiveness, has 
found broad application across various fields. One crucial 
application is in routing through the Internet's vast 
interconnected web, determining the shortest paths between 
network nodes. The algorithm operates on a directed weighted 
graph denoted as     {    , where   is the set of vertices 
and E the set of edges. Each edge e has an associated weight, 
Edge-Cost (e), representing the traversal cost. It's essential for 
the algorithm's efficiency that all weights are non-negative. By 
applying Dijkstra's algorithm, one can efficiently ascertain the 
shortest path from a source vertex to every other vertex in the 
graph. Such information finds applications in diverse fields, 
including transportation, logistics, and network communication 
[14]. 

The algorithm proceeds by assigning temporary and visited 
states to vertices and updating their distances from the source. 
It marks vertices as visited, updating the temporary vertices' 
distances as it progresses. After visiting all vertices, the 
algorithm terminates. However, it has limitations: it involves a 
blind search, leading to inefficient resource use and longer 
operations. Moreover, it cannot handle negative edges, leading 
to potential inaccuracies in shortest path calculations [15]. The 
efficiency of Dijkstra's algorithm can be expressed using Big-O 
notation. The complexity depends on the number of vertices 
 | |       and the updates for priority queues  | | . Different 
data structures can be used for the priority queue, resulting in 
different complexities: 

 If Fibonacci heap is used, the complexity is    | |   
 | |     | | , with DeleteMin operations taking 
     | | . 

  If a standard binary heap is used, the complexity is 
   | |     | | , with | | updates for the standard heap. 

  If a priority queue is used, the complexity is    | |   
 | |  , where the | |  term arises from | | scans of the 
unordered set New Frontier to find the vertex with the 
least sDist value. 

There are numerous variants of Dijkstra's algorithm, each 
addressing specific needs and modifications. Among the most 
well-known is the Bellman-Ford algorithm [16], which caters 
to negative-weighted graphs. The Floyd-Warshall algorithm 
[17], employs dynamic programming to find shortest paths, 
accommodating both positive and negative edge weights. The 
Johnson algorithm uses the Bellman-Ford algorithm to re-
weight the graph, eliminating negative weights, then applies 
Dijkstra's algorithm, effectively reducing execution time for 
sparse graphs [18]. Lastly, the A* algorithm extends Dijkstra's 
by combining breadth-first search and heuristic methods, 
potentially increasing speed but failing to ensure absolute 
accuracy [14]. Depending on the problem's requirements and 
characteristics, one can choose the most suitable variant to 
obtain optimal results. Dijkstra's algorithm is utilized to 
measure distance in the particular use case of clustering 
categorical data within a concept lattice. This approach allows 
us to interpret the intricate structures of the lattice effectively, 
paving the way for efficient clustering and insight generation.  

IV. K‑MEANS ALGORITHM AND ITS EXTENSIONS FOR 

CATEGORICAL DATA 

The k-means algorithm [6], is a widely used partitional or 
non-hierarchical clustering method. Given a set   of   
numerical data objects, a natural number   (where   is less 
than or equal to  ), and a distance measure between objects, 
the algorithm aims to find a partition of   into   non-empty 
and disjoint clusters. The objective is to minimize the sum of 
squared distances between each data object and its assigned 
cluster center. 

Mathematically, the k-means algorithm can be formulated 
as an optimization problem. Let     [    ] be the partition 

matrix, where      is a binary indicator variable representing 

whether object    belongs to cluster   . Let 

    {              be the set of cluster centers. The squared 
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Euclidean distance           between two objects    and    is 

used as the distance measure [19]. 

The objective function to be minimized is given by   
problem, as specified in Eq. (1): 

        ∑ ∑        (     )
 
   

 
    (1)

The objective function presented in Eq. (1) is to be 
minimized, and this operation is constrained by specific 
conditions as outlined in Eq. (2): 

∑     
 
             (2)

     {                

where                represent a partition matrix, where 

each element      equals 1 if object    belongs to cluster    and 

0 otherwise.     {               denotes the set of cluster 
centers. The function     (·, ·) calculates the squared Euclidean 
distance between two objects. 

The k-means algorithm follows a four-step process until the 
objective function        converges to a local minimum: 

 Initialize cluster centers as   =   
 ,...,   

 , and set 
     . 

 With fixed cluster centers   , solve          to obtain 
partition matrix   . Each object    is assigned to the 
cluster with the nearest cluster center. 

 With fixed partition matrix   , generate updated cluster 
centers      to minimize P (  ,     ). The new cluster 
centers are computed as the mean of the objects within 
each cluster. 

 If convergence is reached or a stopping criterion is 
satisfied, output the final result and terminate. 
Otherwise, increment   by 1 and go back to step 2. 

By iteratively updating the partition matrix and the cluster 
centers, the k-means algorithm converges to a local minimum, 
providing an effective approach for clustering numerical data 
objects. As mentioned above, the K-means algorithm [3] is 
primarily designed for numerical data. However, the 
algorithm's direct application to categorical data presents 
challenges due to the need for a natural numerical 
representation for categorical variables. Several extensions and 
adaptations of the K-means algorithm have been proposed to 
overcome this limitation to enable its use with categorical data. 
One widely used extension is the K-modes algorithm [3]. 
Unlike the original K-means algorithm, which relies on the 
Euclidean distance, the K-modes algorithm utilizes a 
dissimilarity measure specifically tailored for categorical 
variables. Instead of computing distances based on coordinates 
in a multidimensional space, the K-modes algorithm uses a 
simple matching distance measure and defines "cluster centers" 
as modes. In the K-modes algorithm, the dissimilarity between 
two categorical objects,   and   described by   categorical 
attributes, is computed by counting the total number of 
matching attribute values between the two objects. The 
dissimilarity measure is defined as shown in Eq. (3): 

         ∑         
 
     (3)

where, 

         {
                       
                      



For a cluster of categorical objects, {  , ...,   }, where    
= (   , ...,    ) and          , the K-modes algorithm 
defines the mode                 of the cluster by assigning 
  ,          , as the most frequently appearing value 
within {   , ...,    }. The authors in [3] introduced these 
modifications to develop the K-modes algorithm, which 
resembles the K-means method for clustering categorical data. 
However, it should be noted that the mode of a cluster is not 
generally unique, which introduces instability into the 
algorithm depending on the selection of modes during the 
clustering process. 

The k-Representative algorithm [7] is a further extension of 
the K-means algorithm which incorporates the idea of cluster 
representatives. Rather than utilizing modes as cluster centers, 
this concept was brought forward by [7], defining 
representatives in the following manner. Let's take a cluster  , 
comprised of categorical objects, expressed as    
 {          . Each object    can be represented as (   , ..., 

   ) with the condition          . For each attribute   
ranging from       ,   

  symbolizes the set of categorical 
values derived from    , ...,     within the cluster, that means 

  
  denotes the set of unique categorical values for attribute   

within a specific cluster   .This is essentially a collection of all 
distinct categories for attribute   across all objects in the 
cluster  . For instance, suppose a cluster   consisting of the 
following three objects: 

 Object 1: (Red, Circle, Large) 

 Object 2: (Blue, Circle, Medium) 

 Object 3: (Red, Square, Medium) 

Upon examining the attribute 1 (color), then   
  would be 

{Red, Blue}, since these are the unique color values within 

cluster  . Similarly,   
  for attribute 2 (shape) would be 

{Circle, Square}, and   
  for attribute 3 (size) would be 

{Large, Medium}. The representative of cluster  , denoted by 

        
        

  , is characterized as: 

  
    {              |                        

  (4)

Here,          signifies the proportional frequency of 
category     within cluster  . This is computed by dividing the 
number of objects in  , possessing the category     for the 

    attribute, by the total count of objects in  . This is 
represented by         and  , respectively: 

                (5)

In essence, each   
   is a distribution over   

 , defined by 
the proportional frequencies of categorical values inside the 
cluster. The k-Representative algorithm employs a simple 
matching measure, δ, to determine the dissimilarity between an 
object                 and the representative   . The 
dissimilarity           is characterized as defined in Eq. (6): 

            ∑ ∑                            
 

 
   (6)
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In this context, the dissimilarity            is 
predominantly influenced by two key factors: the proportional 
frequencies of categorical values within the cluster and the 
basic matching of these categorical values. The proportional 
frequencies reflect the relative importance and prevalence of 
different categories within the cluster, while the matching 
mechanism assesses the similarity between the categorical 
values of the data object   and the representative center   . By 
considering both the proportional frequencies and the matching 
aspect, the dissimilarity measure captures the distinctive 
characteristics and relationships of categorical variables within 
the cluster. To illustrate this, let's continue with the example 
above and consider a new object 4: (Blue, Circle, Small). The 
dissimilarity between object 4 and the representative    of the 
cluster   would be calculated as follows: The representative    
for the previous example cluster would be: 

 For attribute 1 (Color): {('Red', 0.67), ('Blue', 0.33)} 

 For attribute 2 (Shape): {('Circle', 0.67), ('Square', 
0.33)} 

 For attribute 3 (Size): {('Large', 0.33), ('Medium', 0.67)} 

Let's calculate the dissimilarity between Object 4 and the 
representative     using Eq. (6). For each attribute, the 
contribution to the overall dissimilarity is individually 
calculated: 

For attribute 1 (Color): 

    in   
 : {('Red'), ('Blue')} 

       : {0.67, 0.33} 

δ ('Blue', 'Red’) =1, δ ('Blue', 'Blue') =0 

Contribution for attribute 1: 

            δ ('Blue', 'Red’) +              δ ('Blue', 'Blue') 
= 0.67   1 + 0.33   0 = 0.67 

For attribute 2 (Shape): 

    in   
 : {('Circle'), ('Square')} 

       : {0.67, 0.33} 

δ ('Circle', 'Circle') = 0,  δ ('Circle', 'Square') =1 

Contribution for attribute 2: 

               δ ('Circle', 'Circle') +                δ 
('Circle', 'Square')= 0.67   0 + 0.33   1= 0.33 

For attribute 3 (Size): 

    in   
 : {('Large'), ('Medium')} 

       : {0.33, 0.67} 

δ ('Small', 'Large') = 1,  δ ('Small', 'Medium') =1 

Contribution for attribute 2: 

              δ ('Small', 'Large') +                δ 
('Small', 'Medium’) = 0.33   1 + 0.67   1 =1 

Finally, sum up the contributions from all attributes: 

                             

Therefore, the dissimilarity between object 4 and the 
representative    of cluster   is 2. Based on this dissimilarity, 
the cluster assignment of object 4 can be determined by 
comparing its dissimilarity with other cluster representatives. 
Object 4 will be assigned to the cluster with the lowest 
dissimilarity, indicating the cluster it is most similar to. 

Several extensions have been proposed to tackle specific 
issues related to categorical data clustering. The k-Centers 
algorithm [8] is an extension of the K-means algorithm, 
defining the cluster center as a set of probability distributions 
estimated using a kernel density estimation method. 
Dissimilarities between data objects and cluster centers are 
calculated using indicator vectors and squared Euclidean 
distance, providing an effective method for clustering 
categorical data while preserving the key principles of K-
means. Other extensions have been proposed to address 
specific challenges associated with clustering categorical data. 
These extensions include fuzzy K-modes [20], scalable K-
modes [21], and probabilistic K-modes [22], among others. 
Fuzzy K-modes permit soft assignments, allowing data points 
to belong to multiple clusters with various degrees of 
membership. Scalable K-modes enhance computational 
efficiency for large-scale categorical datasets, while 
probabilistic K-modes incorporate probabilistic models for 
uncertainty in cluster assignments, giving a more refined view 
of cluster membership. 

The development of these extensions demonstrates the 
ongoing efforts to adapt the K-means algorithm for categorical 
data clustering. These approaches not only consider the unique 
characteristics of categorical variables but also address 
challenges such as missing data, scalability, and uncertainty in 
cluster assignments. The availability of these extensions 
expands the applicability of the K-means algorithm, allowing it 
to be effectively utilized in a wide range of domains where 
categorical data analysis is prevalent. 

V. PROPOSED CLUSTERING METHODS 

A. K-means Dijkstra on Lattice (KDL) 

The K-means Dijkstra on Lattice (KDL) method uniquely 
merges the structural representation of Formal Concept 
Analysis (FCA) with the computational efficiency of a 
customized version of Dijkstra's algorithm. This innovative 
procedure addresses the distinctive challenges associated with 
clustering categorical data while duly considering the data's 
inherent structure. KDL method harmoniously integrates the 
mathematical rigor of FCA and the algorithmic strength of 
Dijkstra's approach, crafting a new path in categorical data 
analysis. The general procedure of KDL as follows: 

 Data Conversion to Formal Context: In the initial phase, 
the categorical data is transformed into a formal 
context. This context is represented by a binary matrix, 
where rows correspond to distinct objects, and columns 
represent various attributes. A value of 1 signifies that a 
given object belongs to a certain attribute category, and 
a 0 indicates the lack of such a relationship. 

 Formal Concept Derivation: The FCA is then applied to 
this formal context. It uses the "NextClosure" algorithm 
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[23], which ensures that all possible formal concepts in 
the context are generated. These concepts represent 
significant associations between objects and attributes 
and capture the underlying structure and dependencies 
within the data. The hierarchical relationships among 
these concepts are represented in a lattice structure or 
graph, which is constructed using the "Ipred" algorithm, 
modified to suit the needs of the current study. ―Ipred‖ 
algorithm is very fast for building the Hasse diagram. 
For more information about this algorithm, refer to [24]. 
In the quest for an analytical solution to count concepts, 
Schüt [25] proposed an upper approximation for the 

count, expressed as | |             | |       , where 
| | denotes the number of concepts and | | represents 
the number of entries in the formal context. This 
approximation accommodates not merely the number of 
objects or attributes but also the overall size of the 
context, providing a potentially more precise estimate 
of the concept count [26]. 

 Assigning Edge Weights: This step is critical for 
defining the cost of moving between concepts within 
the lattice. Each transition has an associated cost, which 
can vary depending on the direction of movement. For 
example, transitioning from a parent concept to a child 
concept can be assigned a higher cost (let’s say a cost of 
2), than moving from child to parent (let’s say a cost of 
1), reflecting the importance of specific transitions in 
categorical attributes. 

 Using Dijkstra's Algorithm for Distance Measurement: 
The method employs the Dijkstra algorithm to measure 
distance within the concept lattice. It calculates the 
minimum cost of the shortest path between two formal 
concepts in a concept lattice using the weights assigned 
to the edges. This provides an effective measurement 
for the optimal path within the concept lattice. 

 Calculation and Updating of Cluster Centroids: The 
centroids of the clusters, which need to be formal 
concepts themselves, are calculated and continually 
updated until the values stabilize. The representative 
centroid of a cluster is the formal concept with the 
smallest sum of distances to all other concepts within 
the cluster, minimizing the overall clustering cost 
function. 

In the context of the proposed clustering method utilizing 
Formal Concept Analysis (FCA) and Dijkstra’s algorithm, an 
important property arises, for any pair of concepts    and    
within the concept lattice, there always exists a path connecting 
   to   . The concept lattice, constructed through FCA, 
represents the hierarchy of formal concepts derived from the 
categorical data. The property asserts that no matter which two 
concepts are chosen within the lattice, there is always a path 
connecting them. This means there is a sequence of edges to 
traverse, moving from one concept to another, ultimately 
leading from    to   . By relying on the subconcept-super 
concept relation (≤) transitivity in the lattice prove that a path 
exists between any two concepts in a lattice as described in 
Definition 4 in Section II. Let's consider two concepts   and    
in the lattice. If    and    are directly connected (i.e.,    ≤    or 

   ≤   ), then a path exists between them as they are adjacent 
concepts in the lattice. If    and    are not directly connected, 
consideration can be given to all concepts that are reachable 
from    in the lattice. Let's denote this set as      . Similarly, 
the set of all concepts reachable from    as can be defined 
     . Since the lattice is a partially ordered set,       and 
      are subsets of the lattice. Now, let's consider the 
intersection of       and      , denoted as       ∩      . If 
their intersection is not empty, it means that there exists at least 
one concept that is reachable from both    and   . Let's denote 
this concept as  . Since   is in      , there is a path from    to 
 . Similarly, because   is within      , a path leads from   to 
  . Thus, by connecting these two paths, a continuous path is 
formed from    to   . 

If       ∩       is empty, no concepts can be reached 
from both    and   . Nonetheless, establish a pathway between 
   and    by considering the concepts that are reachable from 
each and locating a shared concept that functions as an 
intermediary. This process can be conducted iteratively, 
broadening the search for concepts reachable from both    and 
   until a common concept is discovered. By exploiting the 
transitivity of the subconcept-super concept relationship and 
considering the accessibility of concepts within the lattice, a 
path between any two lattice concepts can always be found. 

The concept lattice structure inherently guarantees a path 
between any pair of concepts, rooted in its construction, which 
encapsulates all potential combinations of objects and 
attributes as formal concepts. As a result, the lattice forms a 
connected structure, allowing for traversal from one concept to 
another through a series of links. This trait is vital for the 
suggested clustering method, ensuring the computation of the 
least costly shortest path between any formal concept pair 
using the Dijkstra-based distance measure. It confirms that all 
concepts in the lattice can be accessed, and their dissimilarities 
compared, facilitating precise cluster assignments based on 
categorical profiles. The clustering method efficiently 
leverages this connectivity within the concept lattice, capturing 
hierarchical relationships, semantic constraints, and directional 
costs embedded in the data. This inherent lattice connectivity 
aids in delivering meaningful and accurate cluster assignments, 
ensuring all concepts within the lattice remain interconnected 
and accessible. 

1) Dijkstra-based distance measure description: The 

Dijkstra-Based Distance Measure is a key component of the 

K-means Dijkstra on Lattice (KDL) method, serving as a more 

efficient substitute for the Euclidean distance metric in 

standard K-means algorithms. The KDL method incorporates 

Dijkstra's algorithm on a lattice structure generated from 

categorical data via Formal Concept Analysis (FCA). The 

algorithm computes the shortest path between two formal 

concepts in the lattice, considering both cost and path 

direction. Notably, upward transitions (parent-to-child 

concept) may incur higher costs than downward transitions 

(child-to-parent). The algorithm utilizes a min-heap-based 

priority queue for optimization. 

Formally, the Hasse diagram built from a concept lattice 
      , can be represented as       , where   is the set of 
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formal concepts, and   denotes the edges representing the 
hierarchical relationships among them. The start and end 
formal concepts are denoted as    and   , respectively. The 
cost to reach a concept   from the start concept    is 
represented as     . The algorithm also defines cost functions 
"UpCost" and "DownCost," representing the costs of moving 
upwards and downwards in the lattice. The Dijkstra-based 
distance measure uses a priority queue  , based on a min-heap, 
where each element is a pair          sorted by     . It also 
maintains a set   to keep track of the nodes already visited. 
The cost function           {   is defined with   and 
   being two formal concepts in the lattice: 

        {
                      

                  
  (7)

Subsequently, the Dijkstra-based distance measure, 
represented as          {  , computes the minimum 
cost path from the start concept    to the end concept    in the 
lattice: 

         
   {∑           

   
   |                                     

 (8)

Here,   is the number of formal concepts in a specific path 
from    to   . For each possible path from    to   , sum the 
costs from each step    to      in the path, and         ) is the 
minimum of these sums over all possible paths. The algorithm 
functions as follows: 

Algorithm 1: The Dijkstra-based distance measure algorithm 
on the concept lattice.  

Inputs:   ,   ,       , UpCost, DownCost. 
Output: minimum cost from    to    
Initialize: 

                 
              
       
          
                       
                     

While           
                        
                  

Return        
      

                    
            

      

                             
                     : 

                              
                     

    : 

                       

      

                     
            

         

                        

      

      

       

         

In Algorithm 1, several symbols are introduced for clarity. 
The symbol   denotes the starting concept in the concept 
lattice, while    represents the ending concept.       refers 
to the concept lattice itself, composed of concepts   and edges 
 . The terms 'UpCost' and 'DownCost' specify the costs for 
upward and downward movements within the lattice, 
respectively.      is used to signify the current shortest path 
distance from   to any given concept   A predecessor map is 
denoted by  , where      reveals the predecessor of a concept 
  in the shortest path originating from   . Finally,   and 
  serve as a priority queue for upcoming nodes to visit and a 
set for nodes already visited, respectively. The algorithm 
always returns the minimum cost of the shortest path between 
   and    due to the property of the lattice structure, which 
ensures a path exists between any two concepts. 

This approach has a time complexity of                , 
where   is the number of edges (relationships between formal 
concepts), and   is the total count of formal concepts in the 
lattice. By leveraging the lattice structure, the cost function, 
and an efficient min-heap-based priority queue, the Dijkstra-
Based Distance Measure provides a more accurate 
representation of dissimilarities in categorical data. This results 
in an optimized clustering process and yields more accurate 
and meaningful cluster assignments. 

2) Cluster centers: Defining the cluster centers, or 

centroids, in a concept lattice is vital for effectively 

implementing the K-means Dijkstra on Lattice (KDL) method. 

These centroids need to be formal concepts within the lattice. 

The continual updating and calculation of these representative 

centroids significantly influence the minimization of the 

overall clustering cost function. To formally describe this, 

consider a cluster   composed of a set of formal concepts {    
where           | |  The representative formal concept, 

denoted as  , is defined as the concept within   that 

minimizes the sum of the distances to all other concepts in the 

same cluster. This can be mathematically expressed as: 

           (∑        
| |
    )  (9)

Here, 

   represents each concept within the cluster   

In Eq. (9),         is the Dijkstra-based distance from the 
potential centroid   to each concept    within the cluster. The 
argmin operation is employed to find the formal concept   in   
that yields the smallest sum of distances to all other concepts in 
the cluster  . It is important to note that   inherently belongs to 
the cluster  , which allows for a more efficient calculation of 
the minimal sum of distances to all other concepts within  . 
Furthermore, the existence of a center for any set of formal 
concepts is ensured due to the properties of the Dijkstra-based 
distance measure. This consistency makes the method 
universally applicable, regardless of the specific set of formal 
concepts under consideration. This method of defining cluster 
centers in the concept lattice adheres to mathematical rigor 
while being practically feasible, offering a systematic way to 
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manage and interpret complex categorical datasets. This 
method enhances the interpretability of clustering results by 
identifying representative formal concepts for each cluster, 
fostering more comprehensive and insightful data analysis. 

3) The clustering algorithm: The K-Means Dijkstra on 

Lattice (KDL) clustering algorithm, grounded in Formal 

Concept Analysis (FCA) and the Dijkstra-based distance 

measure, can be articulated through the following sequential 

stages: 

Algorithm 2: K-Means Dijkstra on Lattice (KDL) 

clustering algorithm 
Inputs:  , the number of clusters;  , the lattice of formal 

concepts. 

Output: The resulting clusters {             . 
Initialize: 

Select   formal concepts {              from the lattice   

randomly as the initial centroids of the   clusters. 

Assignment: 

         formal concept       : 

Assign   to the cluster    for which the Dijkstra-based 

distance measure         is minimized, where    is the 

centroid of cluster   . 

Using Equations (7, 8) 

Centroid Update: 

         cluster      : 

Recalculate the centroid    as the formal concept   that 

minimizes the total distance to all other concepts within     

Using Equation (9) 

Iteration: 

      centroids change between iterations   : 

       steps 2 and 3. 

Finalization: 

       Output the resulting clusters {             . 

4) Cost analysis of k-means dijkstra on lattice (KDL) 

method: This section analyzes the computational complexity 

of the proposed K-Means Dijkstra on Lattice (KDL) method. 

The computational cost of each step will be evaluated, from 

the initialization of clusters to their final assignment. This 

analysis will provide insights into the efficiency and 

scalability of the KDL method. 
Given the parameters: 

   represents the number of clusters. 

   represents the number of objects. 

   represents the number of attributes. 

   represents the number of concepts. 

   represents the number of edges in the lattice. 

   represents the maximum number of border elements 
in the lattice construction. 

The proposed K-Means Dijkstra on Lattice (KDL) method 
commences with data preprocessing, wherein the categorical 
dataset transforms a formal context. This stage involves a 
binary translation of each dataset entry, leading to a time 
complexity of      . Subsequently, a lattice is generated 
from the formal concepts obtained in the previous stage. This 

phase necessitates looping over all border elements for each 
concept, inducing a worst-case time complexity of      . The 
final stage of the process encompasses a K-means-like 
clustering operation. This phase includes iterations over all the 
concepts to assign clusters and update centroids. The 
computation of the shortest paths between pairs of concepts 
within the lattice primarily influences this stage's time 
complexity. This is achieved using Dijkstra's distance 
algorithm. Assuming I iterations are required to reach 
convergence, the time complexity for computing the shortest 
paths between all pairs of concepts culminates in          
          . To summarize, the KDL method's overall time 
complexity, significantly influenced by the data preprocessing, 
lattice construction, and lattice-based clustering stages, can be 
approximated as                              . It is 
worth noting that this is a rough estimation, with actual time 
complexity potentially varying based on the characteristics and 
data distribution within the formal context. However, focusing 
on the dominant term for the sake of simplification, the time 
complexity of the KDL method becomes          
          . 

B. K-means Vector on Lattice (KVL) 

The K-means Vector on Lattice (KVL) method is essential 
for converting categorical data into numerical data. Leveraging 
the classical k-means algorithm facilitates data grouping, 
making it instrumental for various data analysis operations, 
especially when dealing with predominantly categorical or 
non-numeric data. The essence of this method lies in its 
capacity to convert formal concepts, regardless of their abstract 
or categorical nature, into 'concept description vectors'. These 
vectors exist in a real-valued vector space, which not only 
makes them easily adaptable to standard mathematical 
procedures but also optimizes them for computational analysis. 
Each vector represents the formal concept from which it was 
derived, encapsulating its fundamental attributes. Every 
dimension within the vector signifies a different attribute of the 
concept, with its magnitude corresponding to the prevalence or 
significance of the attribute within the concept. This forms a 
compressed yet efficient way to contain the information 
intrinsic to the formal concept. 

With the creation of concept description vectors, these 
entities can now be subjected to the k-means algorithm. This 
renowned clustering method partitions the data into a specified 
number 'k' of distinct clusters. Each cluster is identified by its 
centroid, which serves as the symbolic or physical center of the 
cluster. All data points, or concept description vectors in this 
context, within a specific cluster have a closer similarity to 
their cluster's centroid than to those of other clusters. This aids 
in the aggregation of analogous concepts, thereby facilitating 
insightful analysis of the data. 

Definition 5. Concept Description Vector: Let         
be a formal concept, where    ,    , and a context 
            has   | |      , | |      , the incidence 
relation           can be represented as a binary matrix, 
where the rows correspond to the elements of   (objects), the 
columns correspond to the elements of   (attributes), and each 
entry of the matrix is either 1 or 0, indicating whether the 
relation       exists or not. Let's denote this matrix as  , with 
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dimensions      , where   is the number of objects in   and 
  is the number of attributes in  . The rows of the matrix can 
be labeled by   ,   ,…,    and the columns by   ,   ,…, 
  , the matrix can be defined as shown in Table II:  

The concept description vector is defined as      
     

     
         

  .     
 (   ranging from 1 to   ) is 

obtained as follows [5]: 

   
 {

                                                       
 

 
∑  (     )                    

   
  (10) 

where      . 

The method to calculate each attribute within a concept is 
different. It depends on whether the attribute is in the intent of 
each concept or not. The concept vector is the base for getting 
the similarity between concepts. This vector is obtained from 
the context based on the intent of each concept. Depending on 
whether the attribute    is a part of the intent  . If    is a part 
of the intent, it is assigned a value of 1, indicating its high 
importance in defining the concept. If not, it's calculated as the 
average association of this attribute across all objects, 

represented as 
 

 
∑  (     )            

   . This can be 

perceived as the frequency or relevance of this attribute across 
the object set  . The computation of each attribute forms the 
concept description vector used to ascertain the similarity 
between concepts. 

After defining the concept description vectors, the KVL 
method introduces the concept similarity measure. This 
measure, often referred to as Concept Similarity (   ), as 
explicated in Definition 6, is used to ascertain the proximity of 
these concepts. Concept Similarity is calculated using the 
Euclidean Distance between any two concept description 
vectors     and    . The    equation helps us to quantify the 
closeness between two concepts, taking into account each 
component of their respective concept description vectors. 

Definition 6. Concept Similarity: Concept Similarity (  ) 
is calculated based on the concept description vector in 
Definition 5 using traditional Euclidean distance. For any two 
concept description vectors 

            
       

           
    and      

       
       

           
   , the Euclidean distance is defined 

as per Eq. (5): 

           

√      
        

            
        

                 
       

    

 (11)

TABLE II.  MATRIX CORRESPONDING TO THE RELATION I 

Objects/Attributes 1      …    

                     …          

                     …          

… … … … … 

                     …          

This framework of concept description vectors and concept 
similarity lays the groundwork for the k-means clustering 
algorithm. The algorithm takes the concept description vectors 
as inputs and leverages the concept similarity measure to 
identify which concepts most resemble each other. Concepts 
exhibiting high similarity are then grouped into clusters. The 
center of each cluster, represented by   , is calculated as the 
mean of all concept description vectors within that cluster. 

Let's denote    as the     cluster                , where   is 
the number of clusters. The centroid of each cluster    can be 
defined as: 

   
 

|  |
∑    

|  |
       

     (12)

The k-means algorithm aims to minimize the within-cluster 
sum of squares (WCSS) of Euclidean distances. This objective 
function Q is as follows: 

  ∑ ∑ ||   
   ||

 |  |
     

       
        (13)

The algorithm alternates between assigning each concept 
description vector to the nearest centroid and recalculating the 
centroid of each cluster using Eq. (11) and (12), until the 
clusters stabilize. The algorithm has converged, and the 
clusters are optimally partitioned concerning the given concept 
description vectors. 

1) The clustering algorithm: The main idea is as follows. 

Suppose           is a formal context and      is the set 

of all concept description vectors and the number of clusters is 

 . Firstly, the initial centers,   
 =                     , of 

  clusters are selected randomly, and the corresponding 

clusters are   
 = {  

 }. Secondly, join a concept description 

vector        into one cluster according to the following 

rule: if the distance between   and   
  is lower than that of   

and other centers, then,   is put into   
 . Each vector in      

can be adjusted according to this rule. Thirdly, the new center 

of each cluster can be determined by calculating the mean 

value of vectors within each cluster and set it as a new center. 

Finally, repeat the above process till the twice computation of 

each cluster and center are the same. The algorithm steps are 

as follows: 

Algorithm 3. K-means clustering of concepts. 
Input: All the description vectors of concepts in      ,  .  
Output: The clusters and corresponding centers.  

Initialize: 
Set   

   ,   
   , ...,   

   ; 
    ,  

Select initial center vectors of   clusters:   
 ,   

  …,   
 ;  

Assignment: 
                     

-Find   such that 

            (    
 )              (    

 )      

         then, 

    
 ; 

       

Centroid Update: 
           

    : 

   
    

 

|  |
∑     

|  |
        , using Equation (12)  
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   ={      |  (    

   )    (    
   )} 

                           using Equation (11) 
       

Convergence Check: 
     

 =  
   ,   

 =  
    ,            ,      

         Go to step5.  
Else:  
                 ,  
           Go to Step 2.  

Output: clusters   
 ,   

 , ...,   
  and the corresponding centers   

 ,   
 , 

…,   
 . 

Algorithm 1 outlines the process for performing K-means 
clustering on the set of concept description vectors. The input 
to the algorithm is the set of all concept description vectors, 
and the output is the resulting clusters and their centers. The 
algorithm begins by randomly initializing the clusters and 
selecting the initial centers for the clusters. It then assigns each 
concept description vector to the cluster whose center it is 
closest to, based on the concept similarity measure in Eq. (11). 
It then updates the clusters' centers based on the mean of the 
concept description vectors within each cluster using Eq. (12) 
and repeats this process until the clusters stabilize. mapping the 
vectors back to the original concepts. Once the K-means 
clustering is done and the clusters are stabilized, the vectors 
within each cluster can be traced back to their original 
concepts. The mapping uses the concept description vectors 
created in the first step. 

Algorithm 4: Mapping vectors to original concepts.  

Input: The clusters   
 ,   

 , …,   
  and the corresponding centers   

 , 

  
  …,   

 .  

Output: Clusters of original concepts. 

Initialize: 

             ←  , 
                   

For each description vector in   
  do: 

Map back to its original concept and add to    . 
Using the relationship between the concept description 

vector and the original concept established in Definition 

5. 
EndFor 

Output: the new clusters             , each containing the 
original concepts. 

In this way, the numerical data obtained from the K-means 
clustering is transformed back into categorical data, giving us 
clusters of similar concepts rather than clusters of similar 
vectors. This method of approximation and mapping allows for 
efficient and meaningful clustering of concepts in a context, 
making it easier to understand and interpret the relationships 
and similarities between different concepts. 

2) Cost Analysis of the KVL Method: This section 

thoroughly reviews the computational complexity of the KVL 

method to assess its efficiency and scalability. The first stage 

is data preprocessing, which involves the transformation of a 

dataset into a formal context. Here, a binary representation of 

each object with N objects and A attributes is needed, 

introducing a time complexity of O(NA). After preprocessing, 

formal concepts are generated and then converted into vectors 

in an A-dimensional attribute space. For each of the C 

concepts, an equivalent vector in the attribute space needs to 

be calculated, leading to a time complexity of O(AC). The 

algorithm starts by randomly selecting K centroids from the 

pool of C concepts, resulting in a time complexity of O(K). 

Subsequent stages include iterative assignment and update, 

where each concept is assigned to its nearest centroid, and 

centroids are updated based on new assignments. This incurs a 

time complexity of O(CK) per iteration. These processes are 

performed I times until convergence, resulting in a total time 

complexity of this stage being O(ICK). 

Lastly, the mapped vectors are reconverted to their original 
formal concepts, which involves a time complexity of O(CK). 
Summing up the complexities from each phase, the total time 
complexity of the KVL method is estimated to be O (NA+ 
AC+K+ICK+CK). This is a heuristic estimate, and time 
complexity could vary based on data distribution and other 
runtime factors. However, focusing on the dominant term for 
simplification, the time complexity of the KVL method 
becomes O(IKC). 

VI.  EXPERIMENTAL RESULTS 

In this section, the presented experimental results aimed at 
demonstrating the performance of the Dijkstra-Based Distance 
Measure, as well as the performance and scalability of the K-
means Dijkstra on Lattice (KDL) and K-means Vector on 
Lattice (KVL) methods. The experiments were conducted on a 
Mac system equipped with an Apple M1 chip and 8GB of 
RAM, running Mac OS 13.2.1. 

A. Testing and Evaluation of Dijkstra-based Distance 

Measure 

In the experimental section, the performance of the distance 
measure based on Dijkstra's algorithm is rigorously evaluated. 
The testing process involved the following steps: 

1) Random generation of formal contexts: five formal 

contexts are randomly generated with varying sizes and 

densities; the characteristics of these formal contexts are 

described in Table III. The density parameter in this context 

refers to the proportion of filled entries (1s) compared to the 

total number of possible entries in the binary matrix 

representation of the formal context. It quantifies how much 

information is present regarding the relationship between 

objects and attributes. To explain the density parameter, let's 

consider an example from Table III: Formal Context1 with 

600 objects and 125 attributes. The density for Formal 

Context1 is 0.10, indicating that, on average, each entry in the 

binary matrix has a 0.10 probability of being filled (assigned a 

value of 1). A lower density value implies sparser 

relationships, where fewer objects belong to the given 

attributes or categories. In contrast, a higher density value 

indicates denser relationships, where a larger number of 

objects are associated with the given attributes. 

2) In the analysis, four datasets from the UCI Machine 

Learning repository are meticulously examined. Prior to 

conducting any experiments, these datasets are transformed 

into formal contexts, with details outlined in Table III. The 
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datasets were chosen based on two key criteria: public 

accessibility and the categorical characteristics of their 

attributes. The selected datasets include: 

 The Balance-Scale dataset is designed to replicate 
psychological experiment results. Each instance in this 
dataset can be labeled based on whether the balance 
scale leans to the left, right, or is balanced. 

 The Breast Cancer dataset obtained from the University 
of Wisconsin hospitals, classifies each instance into one 
of two potential categories: benign or malignant. 

 The Car Evaluation dataset, which results from a simple 
hierarchical decision model initially designed for DEX's 
demonstration, classifies each instance into one of four 
classes: unacc, acc, good, and vgood. 

 Tae dataset representing teaching performance 
assessment over five semesters (three regular and two 
summers) includes 151 teaching assistant assignments 
from the University of Wisconsin-Madison's Statistics 
Department. All instances fall into one of three 
categories: low, medium, and high. 

3) Extraction of formal concepts: The NextClosure 

algorithm was used to extract the set of formal concepts from 

each formal context. The number of formal concepts 

generated from each formal context is shown in Table IV. 

4) Hasse diagram construction: Utilizing the Ipred 

algorithm, a Hasse diagram was structured optimally for the 

case study, as elaborated in Section V. The characteristics of 

the generated Hasse diagrams are shown in Table V, by 

considering the density parameter in the construction of the 

Hasse diagram. The density parameter influences the number 

of edges and nodes in the Hasse diagram. A denser formal 

context with a higher density value tends to result in a larger 

number of formal concepts and, consequently, a more 

extensive concept lattice with a higher number of edges 

connecting the concepts. On the other hand, a sparser formal 

context with a lower density value leads to a smaller concept 

lattice with fewer edges. 

TABLE III.  CHARACTERISTICS OF RANDOM AND REAL-WORLD FORMAL 

CONTEXTS 

Formal Contexts #objects #attributes density 

Formal Context1 600 125 0.10 

Formal Contex2 11000 30 0.10 

Formal Context3 1350 120 0.05 

Formal Context4 2000 20 0.15 

Formal Context5 12000 20 0.23 

Balance-Scale 625 20 0.20 

Breast Cancer 182 35 0.25 

Tae 151 101 0.04 

Car Evaluation 1728 21 0.28 

TABLE IV.  FORMAL CONCEPTS GENERATED FROM THE FORMAL 

CONTEXTS IN TABLE III 

Formal Contexts #formal concepts. 

Formal Context1 29926 

Formal Contex2 15117 

Formal Context3 9882 

Formal Context4 2989 

Formal Context5 39931 

Balance-Scale 1297 

Breast Cancer 2569 

Tae 276 

Car Evaluation 8001 

TABLE V.  HASSE DIAGRAM TRAITS VIA IPRED ALGORITHM 

Formal Contexts #formal concepts 
Inclusion relationship 

between concepts (edges) 

Concept lattice1 29926 122839 

Concept lattice2 15117 67040 

Concept lattice3 9882 36797 

Concept lattice4 2989 12175 

Concept lattice5 39931 228427 

Balance-Scale 1297 4945 

Breast Cancer 2569 9513 

Tae 276 619 

Car Evaluation 8001 38928 

The analysis involved running a Dijkstra-based distance 
measure on concept lattices generated from five random formal 
contexts and four real-world datasets. The formal contexts 
varied in number of objects, attributes, and density. On the 
other hand, the real-world datasets were diverse, encompassing 
balance scale, breast cancer, teaching assistant evaluation, and 
car evaluation data. After generating the formal contexts and 
preparing the datasets, Formal Concept Analysis (FCA) using 
the NextClosure algorithm has been performed to derive 
formal concepts. The count of these formal concepts varied 
significantly across the contexts and datasets, ranging from as 
low as 2989 in Formal Context 4 to as high as 39931 in Formal 
Context 5. Using these formal concepts, Hasse diagrams 
(concept lattices) constructed with the help of the Ipred 
algorithm. The concept lattices illustrated the inclusion 
relationship between concepts. Again, the number of inclusion 
relationships was directly related to the complexity and size of 
the corresponding formal context. Subsequently, the distance 
measure was evaluated. Concept pairs were randomly chosen 
from each concept lattice, constituting 25% of the total 
concepts. The minimum cost of the shortest path between these 
pairs was calculated using the designated distance measure. 
This evaluation was performed across ten trials, with both the 
average runtime and mean distance documented for each. 

We're observing a comparison of the average run time of 
the Dijkstra-based distance measure algorithm and the mean 
distance between concepts for both randomly generated formal 
datasets and real-world datasets. As indicated in Fig. 2 and 
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Fig. 3 for randomly generated datasets, there is a clear 
correlation between the number of concepts in the lattice and 
the algorithm's runtime. An increase in the number of concepts 
leads to a corresponding rise in runtime. This finding aligns 
with expectations, as a lattice with a greater number of 
concepts and relationships is likely to be more complex. 
Consequently, calculating the shortest path between pairs in 
this intricate structure would naturally demand more 
computational time and resources. The mean distances were 
mostly consistent for each context, indicating a relatively stable 
distance measure despite potential variance in the random 
generation of the formal contexts. This reinforces the efficacy 
of the Dijkstra-based distance measure, highlighting its 
stability across multiple trials of randomly generated data. 

Patterns similar to those observed in randomly generated 
datasets were also evident in real-world datasets, as 
demonstrated in Fig. 4 and Fig. 5. The runtimes correlate with 
the number of concepts in the lattice, with larger lattices taking 
longer to calculate the shortest paths. Interestingly, the Car 
Evaluation dataset, which had the highest number of concepts 
(8001), exhibited the shortest mean distance (6.5735) among 
the real-world datasets. This suggests that although the dataset 
is complex, the relationships within the data are more 
straightforward or closer than the other datasets. Meanwhile, 
the Balance-Scale and Breast Cancer datasets had a more 
moderate number of concepts (1297 and 2569, respectively) 
and showed a higher mean distance. This might indicate that, 
despite having fewer concepts, the relationships in these 
datasets could be more complex or convoluted. 

 

Fig. 2. Average runtime of distance calculation algorithm on different 

concept lattice sizes for the random contexts in Table IV. 

 

Fig. 3. Mean distance of distance measure algorithm on different concept 

lattice sizes for the random contexts in Table IV. 

 

Fig. 4. Average runtime of distance calculation algorithm on different 

concept lattice sizes of real-world datasets. 

 

Fig. 5. Mean distance of distance measure algorithm on different concept 

lattice sizes of real-world datasets. 

Overall, the results suggest that the Dijkstra-based distance 
measure is robust and stable across various randomly generated 
and real-world contexts. The run time increases as expected 
with the size and complexity of the dataset, and the measure 
captures the inherent complexity in the data (as reflected in the 
mean distances) and provides valuable insights into the 
structural properties of concept lattices. It allows for 
identifying concept pairs relatively closer or farther apart 
within the lattice structure. The results contribute to a better 
understanding of relationships and structural characteristics 
within formal contexts and concept lattices. The consistent 
performance of the measure across different scenarios 
reinforces its potential utility in handling diverse and complex 
categorical datasets. 

Adapting the FCA, the Dijkstra-based distance measure 
applies the robust Dijkstra's algorithm to compute the shortest 
path between two categorical data points. This method, 
mindful of the hierarchical structure of categorical data, 
quantifies dissimilarity by evaluating paths within the data 
space. It provides a viable alternative to Euclidean distance 
within the clustering context when enhancing the K-means 
algorithm for categorical data analysis. Replacing Euclidean 
distance with the Dijkstra-based measure allows the K-means 
algorithm to cluster categorical datasets better, accurately 
reflecting the relationships and similarities between categorical 
variables. Incorporating the Dijkstra-based distance measure in 
the K-means algorithm aids cluster identification based on 
categorical patterns, providing meaningful insights and 
potential applications across numerous domains. It’s ushers in 
new avenues for examining and interpreting categorical data. 
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B. Clustering Performance 

In the present section, the performance of two distinct 
clustering approaches designed for categorical data: K-means 
Dijkstra on Lattice (KDL) and K-means Vector on Lattice 
(KVL) is scrutinized. We've chosen the Silhouette Coefficient 
and the Davies-Bouldin Index (DBI) as the evaluation metrics 
due to their ability to assess clustering performance without the 
need for ground truth labels, making them especially useful in 
real-world applications where such labels might not be 
available. The Silhouette Coefficient serves as a measure to 
ascertain the suitability of a data point's allocation to its cluster 
in comparison to other clusters. The coefficient fluctuates 
between -1 and 1, with a high positive value implying a well-
clustered data point, while a negative one indicates potential 
misplacement within a cluster. Here's the mathematical 
expression for the Silhouette Coefficient: 

Silhouette Score                    (14)

Where     is the mean intra-cluster distance and     is the 
mean nearest-cluster distance. In contrast, the Davies-Bouldin 
Index (DBI) is a metric that evaluates the separation and 
compactness of clusters. A lower DBI value implies an optimal 
clustering solution. The DBI is calculated as follows: 

1) Calculate the average distance between each point in a 

cluster    and all other points in the same cluster. This is often 

referred to as the intra-cluster distance. Denote this as     for 

cluster   . 

   = (1 /   )   ||      ||           

where: 

    is the number of points in cluster   , 

   is a point in cluster   , 

    is the centroid of cluster   , 

 ||      ||  is the distance between point   and centroid 
  . 

2) Calculate the distance     between cluster    and   , 

using a suitable distance measure between the centroids of the 

clusters. 

3) Calculate the ratio     between the sum of the intra-

cluster distances of cluster    and   , and the inter-cluster 

distance between    and   . 

    = (   +   ) /     

4) For each cluster   , find the maximum ratio    which is 

the maximum     for all      . 

   =          for all       

5) The Davies-Bouldin Index (DBI) is the average of all 

  . 

         ∑      (15)

where,   is the total number of clusters 

Again, lower DBI values indicate better clustering because 
this signifies clusters that are more compact (lower intra-cluster 

distances    ) and better separated (higher inter-cluster 
distances    ). 

The analysis is based on four real-world datasets described 
in the previous section as shown in Table V and the results in 
Tables VI and VII. The clustering is performed by setting the 
number of clusters (k value) equal to the number of classes for 
each dataset to maintain consistency with the inherent data 
structure. These results are recorded from the averages of 100 
runs for each method A closer examination of these tables 
allows for a comparative analysis of the performance of the K-
means Dijkstra on Lattice (KDL) and K-means Vector on 
Lattice (KVL) methods. Regarding the Silhouette Coefficient 
(Table VI), it is evident that the KDL method, which utilizes 
the inherent lattice graph structure of categorical data for 
clustering, consistently outperforms the KVL method, 
regardless of the dataset used. This outcome is further 
corroborated by the DBI results (Table VII), where the KDL 
method again demonstrates superior performance by 
consistently achieving lower index values across all datasets. 
This can be attributed to the design of the KDL method. The 
KDL strategy focuses on integrating the representation of 
categorical data based on the graph structure, effectively 
leveraging the potential similarity between these data points. It 
employs Formal Concept Analysis (FCA), a mathematical 
framework for generating a concept hierarchy, and Dijkstra's 
algorithm to calculate the shortest path between formal 
concepts in the FCA graph. This novel distance measure, 
which represents the minimal cost of moving from one formal 
concept to another, facilitates a more accurate clustering 
process. 

On the contrary, the KVL method, while simplifying the 
clustering process by converting categorical data into 
numerical vectors and using standard k-means algorithms, risks 
obscuring the inherent hierarchical relationships between 
categorical values. This transformation can potentially result in 
less effective clustering performance. 

TABLE VI.  SILHOUETTE COEFFICIENT SCORES OF CLUSTERING 

PERFORMANCE FOR K-MEANS DIJKSTRA ON LATTICE (KDL) AND K-MEANS 

VECTOR ON LATTICE (KVL) METHODS ACROSS DIVERSE DATASETS 

Datasets KDL KVL #Clusters 

Balance-Scale 0.406 
0.128 
0.090 

0.092 

0.106 

3 

Breast Cancer 0.239 2 

Tae 0.300 3 

Car Evaluation 0.563 4 

TABLE VII.  DBI SCORES OF CLUSTERING PERFORMANCE FOR K-MEANS 

DIJKSTRA ON LATTICE (KDL) AND K-MEANS VECTOR ON LATTICE (KVL) 

METHODS ACROSS DIVERSE DATASETS 

Datasets KDL KVL # Clusters 

Balance-Scale 1.48 
2,64 

2,78 

2.62 
2.92 

3 

Breast Cancer 1.83 2 

Tae 1.49 3 

Car Evaluation 1.90 4 
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Fig. 6. Silhouette scores by dataset and method. 

 

Fig. 7. DBI scores by dataset and method. 

The compelling evidence in Tables VI and VII and their 
corresponding graphical representations in Fig. 6 and Fig. 7 
illuminate the KDL method's superior performance over the 
KVL method for clustering categorical data. By directly 
handling categorical data and leveraging its inherent 
hierarchical structure, the KDL method offers more meaningful 
and accurate clustering results. This finding corroborates the 
hypothesis that leveraging the inherent similarities and 
structure of categorical data can yield improved results. While 
the KVL method simplifies the process by transforming 
categorical data into numerical vectors, it potentially obscures 
the intricate hierarchical relationships between categorical 
values, thus diminishing the method's effectiveness. This is 
reflected in the lower Silhouette, and higher DBI scores 
observed for the KVL method. These findings not only present 
solid evidence in favor of the KDL method as a more potent 
tool for clustering categorical data, but they also underscore the 
importance of utilizing the data's inherent structure where 
possible. However, these conclusions should uphold the utility 
of the KVL method. Instead, they serve as a critical reminder 
of the significance of selecting an appropriate tool for the data 
at hand, considering each method's potential trade-offs and 
benefits. 

C. Scalability Test Results Analysis 

1) Scalability in relation to the number of clusters: To 

bolster the robustness of the study concerning the K-means 

Dijkstra on Lattice (KDL) and K-means Vector on Lattice 

(KVL) clustering techniques, a meticulous analytical approach 

was employed. This rigorous methodology underscores the 

credibility of the performance assessments and findings 

presented. All results presented in this analysis were derived 

from the average runtime of five independent runs. This 

method was utilized to mitigate any outliers' influence and 

deliver a more precise portrayal of each method's 

performance. 

The investigation was particularly interested in the 
scalability of these methods in response to an increase in the 

number of clusters. The number of clusters was varied from 2 
to 18 in the analysis, with the dataset size held constant. This 
aspect is essential in real-world situations, especially when data 
is complex and needs to segregate into a limited number of 
clusters neatly. The performance of both methods in relation to 
the varying number of clusters was assessed using the 'Car 
Evaluation' dataset consisting of 8001 formal concepts. From 
Fig. 8, it is evident that the K-means Vector on Lattice (KVL) 
method demonstrates scalability. A linear relationship is 
observed between execution time and the increment in the 
number of clusters. The execution time varies approximately 
between 44.48 and 51.56 seconds as the number of clusters 
changes from 2 to 18. This pattern underscores the efficiency 
of the KVL method in handling larger and more complex 
datasets. 

This method, thus, shows promise in effectively managing 
a rise in the number of clusters without causing a substantial 
increase in execution time. On the other hand, Fig. 9 provides 
insights into the scalability of the KDL method. This method 
shows rapid growth in execution time as the number of clusters 
increases. The time jumps from about 1926.77 seconds for 2 
clusters to a massive 49600.10 seconds for 18 clusters. Given 
the complexity of the lattice graph and the number of formal 
concepts, the KDL method's computational load increases 
significantly with the number of clusters, suggesting lower 
scalability. 

The KVL method is better in terms of scalability and 
efficiency for an increasing number of clusters; the KDL 
method provides higher-quality clustering, though it demands 
significantly more computational time and resources. This 
highlights the importance of finding the right balance between 
computational efficiency and clustering quality. The preference 
for one over the other may vary depending on the specific 
situation and constraints. 

 

Fig. 8. Scalability of KVL Method to the number of clusters when clustering 

8001 formal concepts of the 'car evaluation' dataset. 

 

Fig. 9. Scalability of the KDL method to the number of clusters when 

clustering 8001 formal concepts of the 'car evaluation' dataset. 
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2) Scalability in relation to the number of formal 

concepts: In examining the scalability of KDL and KVL, 

performance was assessed with an increasing number of 

formal concepts, while keeping the cluster count constant at 

three. This analysis is grounded in multiple iterations of these 

methods on a selection of real-world datasets, namely 

Balance-Scale, Breast Cancer, Tae, and Car Evaluation, 

described in detail in Tables III, IV, and 5. Fig. 10, and Fig. 

11, represent the scalability of the KVL and KDL methods, 

respectively, demonstrating how they fare with a rising count 

of formal concepts. 

Diving into Fig. 10, it's evident that the KVL method shows 
admirable consistency. The recorded execution times from five 
separate runs, 43.14, 43.25, 44.15, and 46.35 seconds, 
corresponding to the datasets featuring 276, 1297, 2569, and 
8001 formal concepts. This suggests that as the number of 
formal concepts increases, the KVL method retains its 
efficiency, reflecting robust scalability - an attribute crucial for 
managing large datasets. In comparison, Fig. 11 encapsulates 
the performance of the KDL method. The execution times here 
are noticeably higher, registering at 53.67, 301.47, 830.02, and 
2026.79 seconds for the same gradual increase in formal 
concepts. It's clear that as the number of formal concepts 
expands, the KDL method's execution time climbs drastically, 
indicating an intensifying computational requirement and 
limited scalability when tasked with larger datasets. 

 

Fig. 10. Scalability of KVL method with increasing number of formal 

concepts. 

 

Fig. 11. Scalability of KDL method with increasing number of formal 

concepts. 

This investigation rigorously assesses the K-means Dijkstra 
on Lattice (KDL) and K-means Vector on Lattice (KVL) 
algorithms, identifying a trade-off between clustering quality 
and computational efficiency. KDL excels in quality but is 

resource-intensive, making it less scalable. Conversely, KVL is 
more scalable but may compromise on quality. The choice 
between the two hinges on task-specific needs: KDL is better 
for quality-focused tasks with sufficient resources, while KVL 
is ideal for tasks requiring scalability. Future research could 
aim to optimize each method's shortcomings, offering a more 
balanced clustering solution. These refinements would bring us 
closer to a unified, efficient, and high-quality clustering 
algorithm for handling categorical data. 

VII. CONCLUSION 

In the exploration, the efficacy of a Dijkstra-based distance 
measure is assessed for conceptual clustering across multiple 
categorical datasets. This distance measures demonstrated a 
powerful capability in determining hierarchical relationships 
among categorical variables, even within complex and dense 
datasets. The evaluations, conducted across randomly 
generated formal contexts and real-world datasets, confirmed 
its robust performance, scalability, and reliability. However, a 
correlation between the average runtime and the number of 
concepts suggests potential efficiency enhancements. 

The clustering tasks employed two methods: the K-means 
Dijkstra on Lattice (KDL) method, which uses Formal Concept 
Analysis (FCA) and the Dijkstra-based distance measure; and 
the K-means Vector on Lattice (KVL) method, which 
transforms categorical data into numerical vectors and applies 
standard k-means algorithms. The KDL method yielded high-
quality clusters that accurately mirrored the inherent 
hierarchical relationships within categorical data. However, 
when handling larger numbers of clusters or formal concepts, 
scalability emerged as a challenge for this method. On the 
other hand, the KVL method demonstrated impressive 
scalability. Nevertheless, due to its conversion of data into 
numerical vectors, there's a risk of overlooking the hierarchical 
structure of the data, which could affect the clustering quality. 

Future research has several promising pathways. The lattice 
structure in the KDL method could be simplified to boost 
scalability, and the KVL method could be further refined to 
better capture the structure of categorical data. Additionally, 
the exploration of alternate or complementary distance 
measures could be beneficial. A particularly intriguing 
direction for future research is integrating the Dijkstra-based 
distance measure into the k-means algorithm, which could 
significantly advance categorical data analysis. The study of 
the KDL and KVL methods has under-scored their respective 
strengths and limitations, illuminating potential areas for future 
research. These findings are instrumental to the ongoing 
development of categorical data analysis and refining data 
clustering methodologies. By investigating the complexities of 
concept lattices and streamlining the knowledge discovery 
process of FCA, The study offers a foundational understanding 
that serves as a basis for the development of more scalable and 
efficient solutions. 
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Abstract—Heart disease is the leading cause of mortality 

worldwide. Early identification and prediction can play a crucial 

role in preventing and treating it. Based on patient data, machine 

learning techniques may be used to construct cardiac disease 

prediction models. This work aims to investigate the usage of 

machine learning models for heart disease prediction utilizing a 

publicly available dataset. The dataset contains patient 

information on clinical and demographic characteristics and the 

presence or absence of cardiac disease. Based on classification 

performance, many machine learning methods were tested and 

compared. The findings reveal that machine learning models can 

predict cardiac disease with accuracy and AUC values. 

Furthermore, the developed system is used to examine some 

Jordanian patients, and the predictions of the results are 

satisfactory. The study's findings might have far-reaching 

consequences for the early identification and prevention of heart 

disease, as well as for improving patient outcomes and lowering 

healthcare expenditures. 

Keywords—Heart disease; machine learning; predictive 
models; classification; clinical data; predictions 

I. INTRODUCTION 

Heart disease is a significant health concern that affects 
millions of people worldwide. Despite significant 
advancements in medical science, it remains a leading cause 
of death globally. Early detection and accurate heart disease 
prediction are crucial to prevent further complications and 
improve patient outcomes [1]. Machine learning techniques 
have shown promising results in several domains such as 
those in [2-6] and in predicting the occurrence of heart disease 
and other several diseases allowing for early intervention and 
better management [7]. Heart disease is a complex condition 
that involves various risk factors such as age, gender, heredity, 
smoking, hypertension, obesity, sedentary lifestyle, diabetes 
mellitus, metabolic syndrome, chronic renal failure, and stress. 
Identifying these risk factors and their interplay is critical in 
predicting the onset of heart disease. Traditional methods 
of heart disease prediction, such as clinical diagnosis, can be 
time-consuming, labor-intensive, and prone to errors. With the 
advent of machine learning techniques, accurate and efficient 
prediction of heart disease is now possible. The motivation 
behind this study is to develop a machine learning-based 
system that can effectively predict the occurrence of heart 
disease [2]. The system should be able to identify the most 
significant risk factors and their interplay, allowing for early 
intervention and better management. The study aims to 
improve upon existing methods of heart disease prediction and 
provide a reliable and efficient tool for healthcare 

professionals. The primary research question of this study is: 
Can machine learning techniques effectively predict the 
occurrence of heart disease? Specifically, the study aims to 
answer the following sub-questions: What are the most 
significant risk factors for heart disease, and how do they 
interplay? 

To answer this sub-question, the study will 
comprehensively analyze various risk factors associated with 
heart disease. For instance, the study may use data from 
electronic health records (EHRs) containing information on 
patients' demographics, medical history, lifestyle factors, and 
laboratory results [8]. The study may use statistical 
techniques such as logistic regression or correlation analysis to 
identify the most significant risk factors and their interplay 
[9]. For example, the study may find that smoking and 
hypertension are strongly associated with heart disease, and 
their co-occurrence increases the risk of heart disease even 
further. Next, which machine learning algorithms are most 
effective in predicting heart disease occurrence? To answer 
this sub-question, the study will evaluate the performance of 
various machine learning algorithms such as decision trees, 
random forests, support vector machines, and neural networks 
[10]. The study may use a dataset of patients with and without 
heart disease and train the models to predict the occurrence of 
heart disease. The study may use performance metrics such as 
accuracy, Precision, recall, and AUC to evaluate the models' 
performance [11]. 

The rest of the paper is organized as follows. Section II 
presents the relevant works with the subject under 
consideration. Additionally, in Section III, dataset description 
and analysis of the methodology are provided. Then, 
Section IV discusses the acquired research results. Finally, 
conclusions and future directions are outlined in Section V. 

II. LITERATURE REVIEW 

To increase the accuracy of weak algorithms, an ensemble 
voting-based model combining many classifiers was 
presented. The proposed ensemble approach's power is 
appealing in increasing anemic classifier prognosis accuracy 
and establishing suitable performance in analyzing the risk of 
heart disease. An ensemble voting-based approach was used to 
achieve a remarkable gain in accuracy of 2.1 percent for 
anemic classifiers [12].This study aims to create a model that 
can accurately forecast cardiovascular disorders to lessen the 
number of people who die from them. The suggested model 
was applied to a real-world dataset of 70,000 Kaggle instances 
and achieved the following accuracy: XGBoost: 86.87 percent 
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(with cross-validation), random forest: 87.05 percent (with 
cross-validation), multilayer perceptron: 87.28 percent (with 
cross-validation), and 86.94 percent (with cross-validation) 
(without cross-validation). AUC values for the suggested 
models are 0.94 for XGBoost, 0.95 for the random forest, and 
0.95 for multilayer perceptron. According to the findings of 
this study, the multilayer perceptron with cross-validation 
surpassed all other algorithms in terms of accuracy, with the 
greatest accuracy of 87.28 percent [13]. 

Based on Machine Learning methods, this study provides 
an efficient and accurate solution for diagnosing cardiac 
disease. Several cutting-edge Machine Learning methods are 
used to classify a cardiovascular dataset. Machine Learning 
methods such as Random Forest, Nave Bayes, and SVM are 
used to introduce the prediction model. The prediction model 
is intended to provide improved performance with high 
accuracy [11].This article examines the numerous machine 
learning algorithms utilized to accurately predict, diagnose, 
and treat various cardiac illnesses. The findings revealed that 
ANN had the highest average prediction accuracy (86.91 
percent), whereas the C4.5 decision tree approach had the 
lowest average (74.0 percent). For automatic prediction, 
diagnosis, and treatment of heart disease, machine learning 
algorithms and techniques have been applied to several 
accessible heart disease datasets. The findings revealed that 
ANN had the highest average prediction accuracy (86.91 
percent), whereas the C4.5 decision tree approach had the 
lowest average prediction accuracy (74.0 percent) [9]. 
Cardiovascular disease is a potentially fatal condition that has 
become more widespread in recent decades. Machine 
Learning tools and methodologies are employed to treat and 
diagnose this condition correctly. This study provides a survey 
of numerous models that accept such approaches and 
algorithms, as well as an analysis of their performance. 
Random Forest (RF), Decision Tree (DT), Naive Bayes, 
ensemble models, K-Nearest Neighbor (kNN), and Support 
Vector Machine are some common models (SVM) [14]. The 
heart is the human body's next main organ, and data analytics 
is utilized to anticipate the incidence of cardiac illnesses. To 
forecast the development of cardiac disorders, data mining and 
machine learning techniques such as Artificial Neural 
Network (ANN), Decision Tree, Fuzzy Logic, K-Nearest 
Neighbour (kNN), Nave Bayes, and Support Vector Machine 
(SVM) are utilized. This document includes an overview of 
known algorithms as well as a summary of previous work 
[14].According to the World Health Organization, heart 
disease kills 33 percent of the world's population. To address 
this, a UCI Machine Learning Repository dataset was 
analyzed and predicted heart disease classes. The key 
characteristics of each assembling technique were retrieved, 
filtered from the dataset, fitted to a logistic regression 
classifier, feature scaling, and fitted using logistic regression. 
Mean Squared Error (MSE), Mean Absolute Error (MAE), R2 
Score, Explained Variance Score (EVS), and Mean Squared 
Log Error (MSLE) were used to analyze performance 
(MSLE). The feature significance retrieved from the 
AdaBoost classifier was successful before adding feature 
scaling, with an MSE of 0.04, MAE of 0.07, R2 Score of 92 
percent, EVS of 0.86, and MSLE of 0.16. The feature 
significance retrieved from the AdaBoost classifier was 

successful after feature scaling, with an MSE of 0.09, MAE of 
0.13, R2 Score of 91 percent, EVS of 0.93, and MSLE of 0.18 
[15]. 

This research provides a machine learning framework that 
uses five algorithms to predict the likelihood of developing 
heart disease: Random Forest, Naive Bayes, Support Vector 
Machine, Hoeffding Decision Tree, and Logistic Model Tree 
(LMT). The Cleveland dataset is utilized for training and 
testing, and the findings demonstrate that Random Forest 
performs the best [16].The essential information in this book 
is that machine learning and deep learning techniques are 
utilized to predict the range of risks connected with this 
project. A dataset was constructed by integrating previously 
accessible datasets and categorizing them into eleven groups. 
In diagnosing cardiovascular disorders, machine learning 
techniques outperformed deep learning, and the PCA 
methodology was used to determine the relative significance 
of each of the dataset's 11 fields. Random Forest Classifiers, 
Decision Tree Classifiers, and Naive Bayes algorithms 
surpassed other MI algorithms regarding accuracy and 
recalled. In undeveloped, developing, and even industrialized 
nations, heart disease is the leading cause of mortality. This 
disease's death rate can be reduced if detected early and 
accurately predicted. Machine Learning is critical in 
predicting and preserving key data regarding cardiac illnesses. 
This paper examines numerous research studies that use 
datasets to use machine learning in the prediction of cardiac 
ailments [17]. This will assist medical professionals in taking 
corrective action. 

Cardiovascular diseases (CVDs) are the world's leading 
cause of sudden mortality today, and valid, accurate, and 
practical ways to identify them are required. Machine learning 
algorithms (MLAs) have been created and proven useful and 
efficient in forecasting CVD issues based on historical data. 
This thesis proposes a novel methodology that focuses on 
finding appropriate features by using MLA techniques such as 
Deep Learning, Random Forest, Generalized Linear Model, 
Naive Bayes, Logistic Regression, Decision Tree, Gradient 
Boosted trees, Support Vector Machine, Vote, and HRFLM, 
with higher accuracy levels of 75.8 percent, 85.1 percent, 82.9 
percent, 87.4 percent, 85 percent, 86.1 percent, 78.3 percent, 
86.1 percent, [18]. This research investigates the differences in 
performance of multiple machine learning models on chronic 
renal disease and cardiovascular disease datasets using 
Principal Component Analysis dimensionality reduction 
approaches. Logistic Regression, K Nearest Neighbor, Naive 
Bayes, Support Vector Machine, and Random Forest Model 
were utilized to assess the models' performance with and 
without PCA. The authors discovered that the kNN classifier 
and logistic regression were the best approaches for predicting 
renal and heart illness, with 100% accuracy in chronic kidney 
disease and 85% in heart disease [19]. This research 
investigates the differences in performance of multiple 
machine learning models utilizing Principal Component 
Analysis dimensionality reduction approaches on Chronic 
Kidney and Cardiovascular Disease datasets. Logistic 
Regression, K Nearest Neighbor, Nave Bayes, Support Vector 
Machine, and Random Forest Model were used to examine the 
performance of the models with and without PCA. The 
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scientists discovered that the kNN classifier and logistic 
regression were the best approaches for predicting renal and 
heart illness, with 100 percent accuracy in chronic kidney 
disease and 85 percent in heart disease, respectively [11]. 

Machine Learning is the study of how computers can learn 
to discover answers without being explicitly programmed. It is 
a subset of Artificial Intelligence that allows practitioners to 
identify illnesses more quickly and efficiently. Machine 
learning enables the creation of models that correlate various 
characteristics with an illness. However, good analytic tools 
are scarce for uncovering underlying correlations and patterns 
in data. Machine learning is becoming more prevalent in the 
diagnosis field due to the advancement of classification and 
recognition algorithms in disease categorization [20]. Data 
analysis is an essential element of healthcare since it allows 
for extracting hidden information and predicting disease. This 
research evaluates several machine learning approaches to 
determine the superiority of the Random forest algorithm in 
predicting heart disease [21]. 

III. METHODOLOGY 

The primary objective of this study is to identify an 
effective and predictive algorithm for the early detection of 
heart disease. To this end, we applied various machine 
learning models, including Logistic Regression (LR), Decision 
Tree, Neural Network, Naive Bayes (NB), the k-nearest 
neighbors (kNN), Support vector machines (SVM), AdaBoost 
(AB), Stochastic Gradient Descent (SGD), CN2 rule inducer, 
Constant and Random Forest (RF), to the Heart Disease 
Diagnostic dataset and evaluated the results. Fig. 1 outlines 
the planned architecture in detail. 

 

Fig. 1. Machine learning modeling processes flow diagram. 

Our methodology begins with data collection, followed by 
preprocessing, which consists of four steps: data cleansing, 
attribute selection, target role setting, and feature extraction. 
Machine learning algorithms that can predict heart disease for 
a fresh set of measures are developed using the supplied data. 
To test the performance of an algorithm, we present the model 
with labeled new data. This is often accomplished by dividing 
the obtained labeled data into two sections using the Train test 
split function. Seventy-five percent of the data is referred to as 
the training data or training set and is utilized to construct our 
machine learning model. 25% of the data will be utilized to 
evaluate the model's performance, referred to as test data or 
test set. After evaluating the models, we compare the acquired 

data to select the algorithm with the highest accuracy and 
discover the most predictive algorithm for heart disease 
detection in Fig. 2. 

 

Fig. 2. Processes flow diagram. 

A. Machine Learning Algorithms 

The predictive analysis of machine learning algorithms is 
accomplished in our study. These are the machine learning 
algorithms used in our project. 

Logistic regression is a statistical model used to estimate 
the probability of a binary outcome (such as yes/no) based on 
one or more independent variables. Logistic regression aims to 
determine the model that best represents the connection 
between the input features and the dependent variable. 
Logistic regression uses a logistic function to represent the 
relationship between the input features and the target variable, 
allowing for the calculation of the likelihood that the target 
variable would assume a specific value given the input 
information [22]. 

A decision tree model creates a tree-like structure by 
recursively dividing the data based on the input attributes. 
Each node in the tree indicates a determination based on a 
certain characteristic, while the leaves represent the final 
classification. Decision tree models are simple to read and 
depict, making them valuable for comprehending the model's 
decision-making process [23]. However, decision trees might 
be susceptible to overfitting if the tree is too complicated or if 
the data contains noise. 

Neural Network: Neural networks are simulations of the 
structure and operation of the human brain. They are 
composed of layers of interconnected nodes (neurons) that 
identify data patterns and make predictions based on those 
patterns. Neural networks can learn intricate correlations 
between the input data and the target variable [24]. Neural 
networks can be challenging to comprehend and prone to 
overfitting if the model is too complicated or if there is 
insufficient data to train the model. 

The Naive Bayes model calculates the probability of a 
certain class given the input features. It assumes that the 
characteristics are conditionally independent of one another, 
which simplifies the probability computation [25]. Naive 
Bayes is a simple and quick model that works well with tiny 
datasets, although, in some instances, it may not be as accurate 
as other models. 

kNN is a non-parametric model that classifies new data 
points according to the class labels of the k nearest neighbours 
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in the training set. The value of k controls how many 
neighbours should be considered [26]. kNN is a simple and 
intuitive model that can perform well for low-dimensional 
data. Still, it can be computationally costly for high-
dimensional data and may not perform well if the input is 
noisy or contains irrelevant features. 

Support vector machines (SVM) are a model that locates a 
hyperplane that maximizes the difference between two classes 
in the data. Translating the input characteristics into a higher-
dimensional space can handle both linearly and non-linearly 
separable data. SVM is a potent model that works well with 
high-dimensional data, but it is computationally intensive and 
may not scale well for huge datasets [27]. AdaBoost is a 
model that combines multiple weak classifiers to produce a 
powerful classifier. The final classification is based on the 
weighted combination of all the weak classifiers. AdaBoost is 
a potent model that can increase the accuracy of poor 
classifiers, but it is susceptible to noisy data and outliers [28]. 
SGD: Stochastic gradient descent (SGD) is a model that 
iteratively updates the model parameters using the gradient of 
the loss function for the model parameters. It modifies the 
parameters according to the gradients of the loss function to 
the parameters determined on a subset of the data (a mini 
batch). SGD is a quick and effective model that works well 
with large datasets but may require hyperparameter 
optimization for optimal performance [29]. CN2 is a model 
that learns decision rules from the input data. It employs a 
greedy search technique to determine the optimal collection of 
rules covering most situations while minimizing the number of 
rules. CN2 is a basic and interpretable model that works well 
with small datasets, but in some instances, it may not be as 
precise as other models [30]. Constant: The constant model is 
a model that always predicts the same class label for all 
instances. It is used as a baseline for comparison with other 
models and can be used to determine if a more complex model 
is necessary constant: The constant model predicts the same 
class label for all instances. It is used as a benchmark for 
comparing other models and to decide whether a more 
complex model is required [31]. Random Forest is a model 
that generates several decision trees based on random subsets 
of data and input attributes. The vote of most of all decision 
trees determines the highest classification. Random forest is a 
robust model that can handle high-dimensional data and noisy 
or irrelevant features. In addition, it is less susceptible to 
overfitting than decision trees. Random forest models can be 
challenging to interpret and computationally costly for large 
datasets [32]. Overall, each model has advantages and 
disadvantages, and the selection of a model depends on the 
nature of the problem being addressed and the data features 
[33]. It is essential to carefully pick and analyze the most 
suitable model for the work to get the highest potential 
performance." 

B. Dataset Acquisition 

Data Collection and Preprocessing: Data collection entails 
getting the dataset from a trustworthy source, such as a 
medical research database or a publicly accessible dataset 
repository [34]. It is critical to ensure that the dataset is both 
relevant to the study issue and of acceptable quality. Data 
preparation is preparing a dataset for analysis by identifying 

missing values, outliers, and inconsistencies. Missing values 
can be managed by imputation or removal, while outliers can 
be recognized and corrected via winsorization or trimming 
using statistical approaches or visualization techniques [35]. 
Inconsistencies can be fixed by looking for data input 
mistakes or integrating datasets. The models' performance on 
independent data can be evaluated by dividing the data into 
training and test sets. The training set trains models, while the 
test sets assess their performance [36]. It's critical to ensure 
the split is random and that the test set is representative of the 
entire dataset. 

Extraction and Selection of Features: Categorical 
characteristics, such as gender or smoking status, have a 
restricted number of values. One-hot encoding is a method for 
representing category information as binary variables that may 
be fed into machine learning models [37]. Numeric 
characteristics are variables with continuous values, such as 
blood pressure or age. Scaling is a strategy to guarantee that 
the numeric characteristics have a consistent scale, preventing 
greater values from influencing the models [38]. A prominent 
scaling approach is standard scaling, which changes the data 
to have a mean of 0 and a standard deviation of 1. 

Finding the most relevant characteristics for the 
classification task is known as feature selection. Correlation 
analysis may be used to find traits strongly connected to the 
target variable [39]. The feature importance ranking method 
may rank characteristics according to their relevance for the 
classification task. 

Algorithms and Techniques for Machine 
Learning:Decision trees are a common machine-learning 
approach that builds a tree-like model of decisions and their 
potential outcomes [40]. Random forests are an ensemble 
approach that aggregates the forecasts of numerous decision 
trees. 

Logistic regression is a machine learning approach that 
uses a logistic function to estimate the likelihood of a binary 
outcome. Support vector machines are machine learning 
algorithms that create a hyperplane to divide data into two 
classes. The K-nearest neighbours' method classifies data 
items based on the class of their k nearest neighbours [41]. 
Neural networks are a machine learning approach that uses a 
network of linked neurons to represent the connection between 
features and the goal variable. 

Hyperparameter tuning entails picking the optimum values 
for the model parameters to maximise the model's 
performance on the data. This can be accomplished usinggrid 
search, random search, or Bayesian optimization techniques. 
Ensemble approaches integrate numerous models' predictions 
to increase their performance [42]. AdaBoost is an ensemble 
approach combining many weak models to get a stronger one. 
Bagging is an ensemble approach that uses bootstrap sampling 
to construct numerous models and then combines their 
predictions. 

Metrics for Model Evaluation and Performance: Accurate 
is the proportion of correctly identified samples with the total 
number of samples. Precision is defined as the fraction of 
genuine positive samples among all positive samples. The 
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proportion of real positive samples out of the total number of 
positive samples is referred to as recall [43]. The harmonic 
mean of accuracy and recall is used to get the F1 score [44]. 
The area under the receiver operating characteristic curve 
(AUC-ROC score) evaluates the trade-off between genuine 
and false positive rates. 

Cross-validation is a technique used to assess a model's 
capacity to generalize to new and previously unknown data 
[45]. It entails dividing the data into folds and testing the 
model on each fold while training it on the remaining folds 
[46].Statistical tests may be used to assess the performance of 
several models and see if there are any significant differences 
[46]. T-tests or ANOVA (analysis of variance) can be 
employed to compare the means of two or more groups. 

To illustrate the performance of the models, ROC curves 
and confusion matrices can be employed. ROC curves 
compare the true positive rate against the false positive rate at 
various threshold levels [47]. Confusion matrices display the 
model's true positive, true negative, false positive and false 
negative predictions. 

C. Experimental Environment 

All machine learning algorithm tests mentioned in this 
research were conducted using Orange Data Mining version 
3.35.0. The experimental machine was a Lenovo 
20FES2FE0E with BIOS version N1GETA9W (1.88), an Intel 
Core i7-6600U CPU @ 2.60GHz (4 CPUs), and 8192MB of 
RAM. Windows 11 Pro 64-bit with build number 22621 was 
the operating system utilized for the experiment. The Heart 
Disease Diagnostic Datasets were used as the experimental 
dataset. The information supplied describes a dataset named 
"Heart Data Set." Here's a quick rundown of the dataset's 
characteristics: 

The dataset has 1025 rows and 14 columns, which contain 
information about 1025 instances, each with 14 
characteristics. The dataset has three categorical variables and 
ten numerical features, meaning that some features are 
qualitative (e.g., gender, kind of chest pain) and others are 
quantitative (e.g., age, resting blood pressure, serum 
cholesterol). The result variable is a categorical variable with 
two classes, indicating that the dataset is utilized for binary 
classification tasks. It isn't easy to interpret the dataset more 
thoroughly without further information about the target 
variable. It's worth mentioning that the dataset is popularly 
known as the Cleveland Heart Disease dataset and is 
frequently utilized for investigating predictive modeling jobs 
in the context of heart disease diagnosis. 

IV. RESULTS AND DISCUSSION 

The information presented outlines a random sampling 
procedure used on a dataset of 1025 occurrences. Here's a 
quick rundown of the data: 

The original dataset included 1025 occurrences, implying 
that it contained information about 1025 people. The random 
selection technique chose 75% of the data for inclusion, 
yielding a sample size of 769 occurrences. The sample is a 
subset of the original dataset that may be utilized for data 
analysis and modeling. 

The remaining cases following the sampling procedure 
were not chosen for inclusion in the sample and were thus 
eliminated. In this example, the sample did not comprise 256 
occurrences. It's worth noting that the rejected examples may 
include useful information that might impact the quality of 
any analysis or modeling conducted on the sample. As a 
result, it is critical to carefully analyze the sampling method 
employed and any potential biases imposed by the sampling 
process. 

The material supplied provides a set of ten machine-
learning models that may be utilized for various data analysis 
and modeling applications. Here's a quick rundown of each 
model: 

Each model has advantages and disadvantages and may be 
better suited to tasks or datasets than others. Before picking 
the best model, it is critical to evaluate the problem at hand 
thoroughly, the nature of the data, and the limits of each 
model. Furthermore, it is critical to assess the model's 
performance using proper metrics and to interpret the findings 
with caution, considering any potential biases or restrictions 
caused by the data or modeling process as shown in Table I, 
Table II, and Table III. 

TABLE I. DEMONSTRATES THE ACCURACY SCORES OF VARIOUS 

MACHINE LEARNING ALGORITHMS APPLIED TO A HEART DISEASE 

DETECTION DATASET 

Model AUC CA F1 Prec Recall MCC Spec LogLoss 

RF 1 1 1 1 1 1 1 0.023 

LR 0.938 0.874 0.873 0.876 0.874 0.749 0.869 0.321 

Tree 0.871 0.867 0.867 0.876 0.867 0.744 0.874 4.581 

SVM 0.999 0.973 0.973 0.973 0.973 0.945 0.972 0.069 

AB 1 1 1 1 1 1 1 0 

NN 0.983 0.94 0.94 0.94 0.94 0.88 0.939 0.176 

kNN 1 1 1 1 1 1 1 0 

NB 0.936 0.867 0.867 0.867 0.867 0.734 0.866 0.39 

CN2 1 1 1 1 1 1 1 0.073 

SGD 0.81 0.802 0.799 0.836 0.802 0.64 0.817 6.827 

TABLE II. DEMONSTRATES THE ACCURACY SCORES OF VARIOUS 

MACHINE LEARNING ALGORITHMS APPLIED TO A HEART DISEASE 

DETECTION DATASET TARGET CLASS: 0 

Model AUC CA F1 Prec Recall MCC Spec LogLoss 

RF 1 1 1 1 1 1 1 0.023 

LR 0.938 0.874 0.861 0.901 0.825 0.749 0.918 0.321 

Tree 0.871 0.867 0.87 0.812 0.937 0.744 0.804 4.581 

SVM 0.999 0.973 0.971 0.973 0.97 0.945 0.975 0.069 

AB 1 1 1 1 1 1 1 0 

NN 0.983 0.94 0.936 0.947 0.926 0.88 0.953 0.176 

kNN 1 1 1 1 1 1 1 0 

NB 0.936 0.867 0.859 0.866 0.852 0.734 0.881 0.39 

CN2 1 1 1 1 1 1 1 0.073 

SGD 0.81 0.802 0.821 0.72 0.953 0.64 0.666 6.827 
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TABLE III. DEMONSTRATES THE ACCURACY SCORES OF VARIOUS 

MACHINE LEARNING ALGORITHMS APPLIED TO A HEART DISEASE 

DETECTION DATASET TARGET CLASS: 1 

Model AUC CA F1 Prec Recall MCC Spec LogLoss 

RF 1 1 1 1 1 1 1 0.023 

LR 0.938 0.874 0.884 0.853 0.918 0.749 0.825 0.321 

Tree 0.871 0.867 0.864 0.934 0.804 0.744 0.937 4.581 

SVM 0.999 0.973 0.974 0.973 0.975 0.945 0.97 0.069 

AB 1 1 1 1 1 1 1 0 

NN 0.983 0.94 0.944 0.934 0.953 0.88 0.926 0.176 

kNN 1 1 1 1 1 1 1 0 

NB 0.936 0.867 0.875 0.868 0.881 0.734 0.852 0.39 

CN2 1 1 1 1 1 1 1 0.073 

SGD 0.81 0.802 0.78 0.941 0.666 0.64 0.953 6.827 

 

Fig. 3. Test and score, for the target class show: 0. 

 

Fig. 4. Test and score, for the target class show average over classes. 

The performance evaluation criteria for ten distinct 
machine learning models: interpretation and evaluation: The 
Random Forest model received excellent scores across all 
assessment measures, suggesting it did exceptionally well on 
the classification test. Fig. 4 shows test and score for the 
Target class Show: 0 whereas Fig. 3 shows the test and score 

for the Target class show average over classes. However, it is 
important to note that the model may have been overfitting the 
data because it earned excellent scores on the training data. 
More testing on independent test data is required to 
demonstrate that the model generalizes successfully to new 
and previously unknown data. Logistic Regression: The 
Logistic Regression model performed well in most assessment 
measures, indicating that it fits the classification problem well. 
However, several criteria, such as Specificity and LogLoss, 
fell short, indicating that there may be space for development 
in these areas.Tree: The Tree model scored poorer than other 
models across all assessment measures, notably LogLoss. This 
suggests it may not be the most appropriate model for this 
classification problem. SVM: The SVM model received 
excellent scores in all assessment parameters, including AUC, 
F1, Precision, Recall, MCC, and Specificity. This suggests 
that it might be a good model for the classification problem. 
The AdaBoost model received perfect scores across all 
assessment measures, suggesting it did exceptionally well on 
the classification test. However, like with the Random Forest 
model, it must be evaluated on independent test data to ensure 
it generalizes effectively to new and unknown data. The 
Neural Network model scored moderate to high in most 
assessment measures but fell short in others, such as 
Specificity and LogLoss. This suggests that these areas may 
have space for improvement. The kNN model received perfect 
scores on all assessment criteria, suggesting it did 
exceptionally well on the classification test. However, like 
with the Random Forest and AdaBoost models, the model 
must be evaluated on independent test data to ensure it 
generalizes effectively to new and unknown data. Finally, the 
SGD model had the lowest scores across all assessment 
measures, suggesting that it may not be appropriate for this 
classification job, as shown in Fig. 5. 

 

Fig. 5. Test and score, for the target class show: 1. 

The information presented depicts the performance 
assessment metrics for 10 distinct machine learning models 
based on five evaluation metrics: AUC, CA, F1, Precision, 
and Recall. The models are assessed specifically on their 
ability to categorize data correctly and reliably as shown in 
Table IV. 

According to the evaluation findings, the top-performing 
models are the Random Forest, AdaBoost, Tree, CN2 rule 
inducer, and kNN models, which received high scores across 
all assessment measures. The Random Forest model had the 
greatest AUC score, suggesting it has the best overall 
performance in rating the data. The Tree, AdaBoost, and CN2 
rule inducer models all received perfect scores across all 
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assessment measures, suggesting they did exceptionally well 
on the classification test. The kNN model performed well 
across all assessment measures, indicating that it is good for 
the classification job. 

TABLE IV. DEMONSTRATES THE ACCURACY SCORES OF VARIOUS 

MACHINE LEARNING ALGORITHMS APPLIED TO A HEART DISEASE 

DETECTION DATASET SHOW THE AVERAGE OVER CLASSES 

Model AUC CA F1 Prec Recall 

Tree 0.987 0.987 0.987 0.987 0.987 

AB 0.986 0.986 0.986 0.986 0.986 

RF 0.997 0.984 0.984 0.984 0.984 

CN2 0.987 0.979 0.979 0.979 0.979 

kNN 0.991 0.969 0.969 0.969 0.969 

SVM 0.987 0.953 0.953 0.953 0.953 

NN 0.958 0.904 0.904 0.904 0.904 

NB 0.931 0.863 0.863 0.863 0.863 

LR 0.931 0.857 0.856 0.86 0.857 

SGD 0.841 0.843 0.842 0.843 0.843 

The SVM model performed well in AUC, F1, Precision, 
and Recall, indicating that it might be a good model for the 
classification problem. However, it received a lower CA 
score, suggesting it may be less accurate in categorizing data 
than other models. 

All assessment criteria gave the Neural Network model 
good ratings, indicating that it might be upgraded to increase 
its performance. Similarly, the Naive Bayes and Logistic 
Regression models performed well in most assessment 
criteria. Still, they performed poorly in others, such as 
Precision and Recall, showing space for development in these 
areas. 

Finally, the SGD model had the lowest scores across all 
assessment measures, suggesting that it may not be 
appropriate for this classification job. The findings show that 
the Random Forest, AdaBoost, Tree, CN2 rule inducer, and 
kNN models are the best at this classification job. However, 
these models must be evaluated on independent test data to 
verify that they generalize effectively to new and unknown 
variables. Furthermore, it is critical to analyze the 
categorization task's unique goals and restrictions and choose 
the model that best satisfies those demands. 

The information presented depicts the performance 
assessment metrics for 10 distinct machine learning models 
based on five evaluation metrics: AUC, CA, F1, Precision, 
and Recall. The models are assessed based on their ability to 
identify data appropriately and reliably. According to the 
assessment findings, the top-performing models are the Tree, 
Random Forest, AdaBoost, CN2 rule inducer, and kNN 
models, which received high scores across all evaluation 
measures. The Tree model had the greatest AUC score, 
suggesting it has the best overall performance in rating the 
data. All assessment metrics showed that the Random Forest, 
AdaBoost, and CN2 rule inducer models performed 
exceptionally well on the classification test. Except for F1, the 
kNN model had good scores in all assessment criteria, 
showing that it is viable for the classification job. The SVM 

model scored well in AUC, Recall, and F1, indicating that it 
might be a good model for the classification problem. It did, 
however, have a lower Precision score, indicating that it may 
be less exact in correctly identifying data than some of the 
other models. 

TABLE V. DEMONSTRATES THE ACCURACY SCORES OF VARIOUS 

MACHINE LEARNING ALGORITHMS APPLIED TO A HEART DISEASE 

DETECTION DATASETTARGET CLASS: 0 

Model AUC CA F1 Prec Recall 

Tree 0.987 0.987 0.986 0.992 0.981 

AB 0.985 0.986 0.985 0.984 0.986 

RF 0.996 0.984 0.984 0.981 0.986 

CN2 0.986 0.979 0.978 0.981 0.975 

kNN 0.991 0.969 0.967 0.972 0.962 

SVM 0.988 0.953 0.951 0.943 0.959 

NN 0.959 0.904 0.897 0.91 0.885 

NB 0.933 0.863 0.856 0.859 0.852 

LR 0.933 0.857 0.841 0.89 0.797 

SGD 0.84 0.843 0.83 0.853 0.808 

All assessment measures yielded moderate to low scores 
for the Neural Network, Naive Bayes, Logistic Regression, 
and SGD models, indicating that they may not be the optimal 
models for this classification problem. The assessment 
findings show that the top-performing models for this 
classification job are the Tree, Random Forest, AdaBoost, 
CN2 rule inducer, and kNN models. However, these models 
must be evaluated on independent test data to verify that they 
generalize effectively to new and unknown variables. 
Furthermore, it is critical to analyze the categorization task's 
unique goals and restrictions and choose the model that best 
satisfies those demands as shown in Table V. 

Looking at the individual assessment measures, the Tree 
model had the greatest AUC score, suggesting it performs the 
best overall regarding data ranking. All assessment measures 
showed that the Random Forest, AdaBoost, CN2 rule inducer, 
and kNN models performed exceptionally well on the 
classification test. The CN2 rule inducer model had the 
greatest Precision score, meaning it is the most accurate at 
accurately identifying data. The Naive Bayes and Logistic 
Regression models have the highest Recall ratings, indicating 
they are the best at detecting true positives. The Neural 
Network model had the lowest scores across all assessment 
measures, implying that it is not the best model for this 
classification job. It's crucial to note that the performance 
assessment metrics reported here were calculated using a 
single random sample of the dataset, and the models' 
performance may change with various samples or on 
anonymous data. As a result, it is critical to carefully analyze 
the sampling method employed and any potential biases 
imposed by the sampling process. Furthermore, the quality of 
the data used to train and assess the models is important to 
their performance, and without knowing more about the 
dataset's origin, collection, and preprocessing, it's difficult to 
draw definitive conclusions or make suggestions based on this 
data alone. 
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The top-performing models for this classification job are 
the Tree, Random Forest, AdaBoost, CN2 rule inducer, and 
kNN models, with high scores across all assessment measures. 
The SVM model is also suitable, with excellent AUC, Recall, 
and F1 scores. The Naive Bayes and Logistic Regression 
models are the best at recognizing true positives, while the 
CN2 rule inducer model is the best at accurately categorizing 
data. The Neural Network model had the lowest scores across 
all assessment measures, implying that it is not the best model 
for this classification job. However, more testing on 
independent test data is required to demonstrate that these 
models generalize effectively to new and previously 
unexplored data. Furthermore, it is critical to analyze the 
categorization task's unique goals and restrictions and choose 
the model that best satisfies those demands. 

TABLE VI. DEMONSTRATES THE ACCURACY SCORES OF VARIOUS 

MACHINE LEARNING ALGORITHMS APPLIED TO A HEART DISEASE 

DETECTION DATASET TARGET CLASS: 1 

Model AUC CA F1 Prec Recall 

Tree 0.987 0.987 0.988 0.983 0.993 

AB 0.985 0.986 0.986 0.988 0.985 

RF 0.996 0.984 0.985 0.988 0.983 

CN2 0.986 0.979 0.98 0.978 0.983 

kNN 0.991 0.969 0.97 0.966 0.975 

SVM 0.988 0.953 0.955 0.962 0.948 

NN 0.959 0.904 0.91 0.899 0.921 

NB 0.933 0.863 0.871 0.867 0.874 

LR 0.933 0.857 0.87 0.833 0.911 

SGD 0.84 0.843 0.854 0.835 0.874 

The information presented depicts the performance 
assessment metrics for 10 distinct machine learning models 
based on five evaluation metrics: AUC, CA, F1, Precision, 
and Recall. The models are assessed based on their ability to 
identify data appropriately and reliably. According to the 
assessment findings, the top-performing models are the Tree, 
Random Forest, AdaBoost, CN2 rule inducer, and kNN 
models, which received high scores across all evaluation 
measures. The Tree model had the greatest AUC score, 
suggesting it has the best overall performance in rating the 
data. All assessment metrics showed that the Random Forest, 
AdaBoost, and CN2 rule inducer models performed 
exceptionally well on the classification test. Except for 
Precision, the kNN model received good scores in all 
assessment criteria, showing that it is viable for the 
classification job as shown in Table VI. 

The SVM model received excellent AUC, Precision, and 
Recall scores, indicating that it might be a good model for the 
classification problem. However, it had a lower CA score, 
indicating that it may be less reliable in accurately 
categorizing data than other models. All assessment measures 
yielded moderate to low scores for the Neural Network, Naive 
Bayes, Logistic Regression, and SGD models, indicating that 
they may not be the optimal models for this classification 
problem. The assessment findings show that the top-
performing models for this classification job are the Tree, 

Random Forest, AdaBoost, CN2 rule inducer, and kNN 
models. However, these models must be evaluated on 
independent test data to verify that they generalize effectively 
to new and unknown variables. Furthermore, it is critical to 
analyze the categorization task's unique goals and restrictions 
and choose the model that best satisfies those 
demands.Looking at the individual assessment measures, the 
Tree model had the greatest AUC score, suggesting it 
performs the best overall regarding data ranking. All 
assessment metrics showed that the Random Forest, 
AdaBoost, and CN2 rule inducer models performed 
exceptionally well on the classification test. The CN2 rule 
inducer model had the greatest Precision score, meaning it is 
the most accurate in accurately identifying data. The Neural 
Network model has the greatest Recall score, suggesting it is 
the best at detecting true positives. The Logistic Regression 
model has the greatest F1 score, suggesting a good mix of 
Precision and Recall. 

The information supplied displays the classification results 
of 10 different machine-learning algorithms on a dataset of 
samples designated as malignant or benign as shown in Table 
VII. The findings are given as confusion matrices, which 
indicate the number of samples categorized as malignant or 
benign by the models and the samples' true labels. According 
to the assessment findings, the top-performing models include 
the Tree, Random Forest, AdaBoost, kNN, and CN2 models, 
which obtained high accuracy in accurately categorizing the 
data. 

TABLE VII. SHOWS THE CONFUSION MATRIX OF SEVERAL MACHINE 

LEARNING ALGORITHMS APPLIED TO A HEART DISEASE DETECTION DATASET 

Algorithms Malignant Benign 
 

Tree 358 7 Malignant 

 
3 401 Benign 

Random Forest 360 5 Malignant 

 
7 397 Benign 

Logistic Regression 291 74 Malignant 

 
36 368 Benign 

SVM 350 15 Malignant 

 
21 383 Benign 

AdaBoost 360 5 Malignant 

 
6 398 Benign 

Neural Network 323 42 Malignant 

 
32 372 Benign 

kNN 351 14 Malignant 

 
10 394 Benign 

Naive Bayes 311 54 Malignant 

 
51 353 Benign 

CN2 356 9 Malignant 

 
7 397 Benign 

SGD 295 70 Malignant 

 
51 353 Benign 
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Fig. 6. The ROC curve to the total number of targets 0. 

Fig. 6 depicts the ROC (Receiver Operating Characteristic) 
curve for target 0, a graphical depiction of a binary 
classification model's performance. The ROC curve is 
constructed by graphing the true positive rate (TPR) vs. the 
false positive rate (FPR) at different threshold levels. 

The y-axis shows the TPR, also known as sensitivity or 
recall, which is the fraction of true positive cases accurately 
detected by the model. The x-axis depicts the FPR, the 
fraction of true negative cases the model mistakenly classifies 
as positive. 

The ROC curve in the presented Fig. 6 is smooth and 
steep, indicating a well-performing model. The model's 
performance improves as the curve approaches the top-left 
corner of Fig. 6. This figure's curve is in the top-left corner, 
indicating that the model has a high TPR and a low FPR. In 
other words, the model can detect real positives while 
avoiding false positives. 

The picture also includes the AUC (Area Under the Curve) 
score, which is a measure that highlights the overall 
performance of a binary classification model. The AUC score 
ranges from 0 to 1, with 1 representing perfect classification 
accuracy and 0.5 representing random guessing. In this 
scenario, the AUC value is near one, suggesting that the model 
performs well in categorizing the data with the goal 0. 

 

Fig. 7. The ROC curve to the total number of targets 1. 

Fig. 7 depicts the ROC (Receiver Operating Characteristic) 
curve for target 1, a graphical depiction of a binary 
classification model's performance. The ROC curve is 
constructed by graphing the true positive rate (TPR) vs. the 
false positive rate (FPR) at different threshold levels. 

V. CONCLUSION AND FUTURE WORK 

Finally, this work shows the promise of machine learning 
approaches for predicting heart disease using clinical and 
demographic data. The findings indicate that various machine-
learning techniques may be utilized to create reliable 
predictive models for heart disease. The study's findings might 
have significant implications for the early identification and 
prevention of heart disease, as well as for improving patient 
outcomes and lowering healthcare expenditures. According to 
the findings of this study, machine learning models have the 
potential to be utilized as a tool for healthcare practitioners in 
the prediction of cardiac disease and the improvement of 
patient outcomes. These findings have major consequences for 
healthcare workers, patients, and healthcare systems. Early 
identification and prevention of cardiac disease can result in 
better patient outcomes and quality of life, lower healthcare 
costs, and more efficient resource allocation. Additional 
research and development are required to successfully 
integrate machine learning models in Jordanian hospitals. To 
ensure the generalizability and dependability of the predictive 
models, it is vital to evaluate the conclusions using separate 
datasets. Also required is research on the integration of 
machine learning models into existing healthcare systems and 
workflows. This includes addressing data quality, privacy, and 
interpretability issues, as well as designing user-friendly 
interfaces for healthcare professionals. 
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Abstract—This paper proposes an innovative ensemble 

learning framework for classifying medical images using Support 

Vector Machine (SVM) and Fuzzy Logic classifiers. The 

proposed approach utilizes logical AND and OR operations to 

combine the predictions from the two classifiers, aiming to 

capitalize on the strengths of each. The SVM and Fuzzy Logic 

classifiers were independently trained on a comprehensive 

database of medical images comprising various types of X-ray 

images. The logical OR operation was then used to create an 

ensemble classifier that outputs a positive classification if either 

of the individual classifiers does so. On the other hand, the logical 

AND operation was used to construct an ensemble classifier that 

outputs a positive classification only if both individual classifiers 

do so. The proposed method aims to increase sensitivity and 

precision by capturing as many positive instances as possible, 

thereby reducing false positives. The scope of the proposed work 

is validated in terms of overall time complexity and retrieval 

accuracy. The simulation outcome shows promising result with 

98.36 accuracy score and 1.8 seconds to retrieve all the images in 

query database.   

Keywords—Medical images; support vector machine; fuzzy 

logic; X-ray images; time complexity 

I. INTRODUCTION 

The digital age has led to an explosion of visual content, 
from personal photos to professional databases. This has 
created a challenge for users who want to find specific images 
based on their content. Content-based image retrieval (CBIR) 
systems are a valuable tool for addressing this challenge [1]. 
CBIR systems work by extracting visual features from images, 
such as color, texture, and shape. These features are then used 
to compare images and find the best matches [2]. This is in 
contrast to traditional methods of image retrieval, which rely 
on textual metadata such as tags and keywords. CBIR is 
especially useful in domains where manual tagging is 
impractical or where the sheer volume of images makes 
keyword-based searching insufficient [3]. For example, CBIR 
can be used to find images of medical conditions, products, or 
people, even if they are not tagged with the relevant keywords 
[4]. The uses of CBIR are manifold. For example, in medical 
imaging, CBIR can help diagnose disease by comparing patient 
scans to an annotated image database [5]. In the domain of 
digital libraries, museums, and archival systems, CBIR 
facilitates the classification, indexing, and retrieval of visual 
content. Furthermore, e-commerce platforms have the potential 
to enable customers to search for products using images [6]. 
The urgency of efficient CBIR systems stems from our 

increasing reliance on digital visuals [7]. As the volume of 
digital images continues to grow, the need for intelligent, 
content-based systems becomes even greater. They not only 
make the retrieval process more efficient but also open up 
avenues for more nuanced, context-aware searches, which are 
often lacking in traditional methods [8]. 

Despite its potential, CBIR systems face several challenges. 
One of the biggest challenges is the semantic gap. This is the 
difference between the low-level visual features extracted by 
CBIR systems and the high-level semantics understood by 
users [9-10]. For example, a CBIR system might consider two 
images to be identical based on their visual features, even if 
they contain different objects or are taken in different 
conditions. This can lead to mismatches during retrieval, where 
the system returns images that are not relevant to the user's 
query. Another challenge for CBIR systems is the 
heterogeneity of images. This refers to the fact that images can 
vary in terms of their angle, scale, lighting conditions, and 
other factors. This can make it difficult for CBIR systems to 
accurately match images, even if they contain the same objects 
[11]. Additionally, images often contain multiple objects, and it 
can be difficult for CBIR systems to identify the subject of 
interest [12]. This is especially true for images that are 
cluttered or have a lot of background noise. 

However, even with these advances, there are still 
challenges to overcome. One challenge is ensuring that CBIR 
systems are both accurate and time-efficient. This is especially 
important in specialized domains such as medical imaging, 
where speed is often critical. Additionally, there is still a gap 
between machine-extracted features and human interpretation. 
This can lead to mismatches during retrieval, where the system 
returns images that are not relevant to the user's query. One 
possible solution to these challenges is to use an efficient set of 
classifiers. Our work aims to solve the challenges of CBIR in 
medical imaging by using an innovative combination of SVM 
and fuzzy logic. The study believes that this approach can 
bridge the semantic gap and improve the accuracy and 
efficiency of CBIR systems in this domain. 

This paper introduces a novel approach to CBIR by 
amalgamating SVM and Fuzzy Logic, harnessing their 
combined strengths for enhanced image retrieval in the medical 
domain. The ensemble method, pivoting on logical operations, 
promises to address the challenges outlined above. The 
following are the key contributions:  
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 This paper presents a novel approach to CBIR 
integrating SVM and fuzzy logic. 

 The proposed method aims to bridge the semantic gap 
that exists between the user's low-level visual features 
and high-level semantic understanding. 

 This article introduces logical AND and OR operations 
as integration methods within a system. This allows 
switching between sensitivity and precision based on 
specific requirements, providing flexibility and 
adaptability for image retrieval tasks. 

 Conduct in-depth analysis of time complexity to set 
benchmarks for real-time image capture. This 
contribution is significant, especially in critical areas 
such as medical imaging where time efficiency is 
critical. 

Following this introduction, the remainder of this paper is 
organized in a structured manner as follows: Section II offers a 
brief survey of the existing work, presenting an overview of 
various methodologies and technologies currently in practice; 
In Section III, architectural design of the proposed system is 
discussed along with elucidating the processes of feature 
database creation, query image formulation, feature extraction, 
and the intricacies of the retrieval system; Section IV, discusses 
the system implementation, shedding light on the integration of 
SVM and Fuzzy Logic in CBIR, and the amalgamation of 
Ensemble SVM and Fuzzy System using Logical Operations; 
Section V, present a comprehensive evaluation of our system 
against a medical imaging database, highlighting the improved 
precision and recall rates. Finally, Section VI concludes the 
paper, summarizing the key findings, contributions, and 
implications of our work. It also outlines the potential avenues 
for future research, discussing the scalability, adaptability, and 
possible enhancements to our CBIR system. 

II. RELATED WORK 

CBIR became known in the early 1990s and gained a lot of 
attention in research. Over the past decades, different feature 
extraction techniques have been employed based on 
appearances such as color, boundary contour, texture, and 
spatial layout. The work carried out by Younus et al. [13] 
devised a CBIR system considering color and texture-based 
feature descriptors and employed a joint approach of k-means 
and particle swarm optimization (PSO) for image retrieval. The 
presented scheme is validated on the WANG dataset. Based on 
the experimental outcome, it is identified that the precision for 
most classes is improved, but overlooked shape in similarity 
computations. The study conducted by Sajjad et al. [14] 
introduced a CBIR system customized to remain invariant to 
alterations in texture rotation and color features. For color 
feature extraction, they opted for the HSV color space, and a 
color histogram was employed for quantization. Notably, to 
circumvent the effects of illumination changes, only the Hue 
and Saturation channels were considered. To address rotation 
variance in textures, they utilized Local Binary Patterns (LBP). 
The effectiveness of the presented approach is justified based 
on three datasets namely, Zurich Building, Corel 1 K, and 
Corel 10 K. 

Ashraf et al. [15], combined texture and color in a CBIR 
approach using HSV color moments, DWT, and Gabor 
wavelet. Their 1x250 dimensional feature vector improved 
accuracy but at the cost of slowed searches. The validation of 
the presented method is done against Corel and GHIM-10 K 
datasets. Based on the overall outcome analysis it has been 
identified that the presented method has achieved high 
precision, but also missing some texture and spatial details. 
The work presented by Alsmadi et al. [16] addresses the 
limitations of current CBIR systems by presenting a different 
scheme that extracts and stores comprehensive color, shape, 
and texture features as vectors. Techniques include RGB color 
paired with neutrosophic clustering, YCbCr color with wavelet 
transform, and gray-level matrices for texture. Utilizing a 
metaheuristic algorithm for similarity evaluation, the presented 
model demonstrated superior precision and recall against 
existing systems. The work of Choe et al. [17] presented an 
approach leveraging deep learning to retrieve similar chest CT 
images, aiming to assist examiners in the ILD (interstitial lung 
disease) diagnosis. 

The work carried out by Garg and Dhiman [18] introduces 
a content-based image retrieval technique that combines 
discrete wavelet transformation with a rotationally invariant 
texture descriptor, enhancing feature extraction and reduction. 
By leveraging magnitude data and GLCM for texture 
classification, the approach, when tested on the CORAL 
dataset, demonstrated superior performance across classifiers 
like SVM, KNN, and decision trees in accuracy and other 
metrics. It has been observed that the existing CBIR methods 
falter in multi-class searches due to semantic similarities across 
image classes. Addressing this, the work of Khan et al. [19] 
introduces a hybrid CBIR method combining feature 
descriptors, a genetic algorithm, and an SVM classifier. By 
integrating color moments, various wavelets, and the L2 Norm 
for similarity measurement, the method effectively handles 
class imbalances. Tested on four datasets, it surpassed 25 CBIR 
techniques in retrieval performance. The authors in the study of 
Ma et al. [20] introduced a Privacy-preserving CBIR method 
for cloud-based multimedia, addressing current shortcomings 
in data encryption and feature extraction. Hybrid encryption is 
proposed alongside an enhanced DenseNet model for feature 
extraction from encrypted images. This ensures secure CBIR 
execution on cloud servers. Tested on two benchmarks, the 
method outperforms existing solutions by 1.9% and 10% in 
terms of accuracy, while also reducing computational costs and 
model parameters significantly. 

Monowar et al. [21] introduced, a self-supervised image 
retrieval system using neural networks (NN), addressing the 
challenges of expensive or unfeasible data labeling. Trained on 
pairwise constraints, the model can function in self-supervised 
environments and with partially labeled datasets. It uses NN to 
extract and fuse image embeddings for retrieval. Banu et al. 
[22] explored CBIR using colour and texture features 
combined with high-level semantics. The proposed system 
outperforms traditional CBIR systems in speed and efficiency 
through an ontology model for content analysis when tested on 
a vast image database. The work of Rani in [23] presented a 
satellite image retrieval system for forest fire detection using 
hybrid feature extraction and a unique optimization algorithm 
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for feature selection; the method shows enhanced precision and 
recall, surpassing existing fire detection techniques. 

Wang et al. [24] introduce a CBIR framework for skin 
diseases using multi-sourced information. This system fuses 
dermoscopic, clinical images, and meta-data, and with a graph-
based community analysis, boasts a 0.836 precision on the 
EDRA and ISIC 2019 datasets. Arya and Vimina [25] 
presented the Local Neighborhood Gradient Pattern (LNGP) 
for CBIR, capturing local patterns in an 8-bit format. Tests on 
diverse datasets yield precision ranging from 40.66% to 
86.12%, underlining its CBIR efficiency. Madhu and Kumar 
[26] unveil a hybrid algorithm for medical image feature 
extraction, merging techniques like DWT, PCA, and GLCM. 
Using various images, the approach is validated through K-
means clustering, with an emphasis on enhancing classification 
precision via edge detection.  

III. PROPOSED SYSTEM 

This section presents the proposed CBIR system and 
discusses the implementation procedure adopted to retrieve 
similar images from the image database. The prime aim of the 
research work reported in this paper is to evolve with an 
optimal approach of CBIR while achieving optimal decisions 
regarding content retrieval with higher precision and retrieval 
accuracy. In this regard, the study presents a unique and 
different approach from the existing work where the proposed 
study locally employs two different models to exploit their 
decision capability to get optimal results. The schematic 
depiction of the proposed CBIR system is shown in Fig. 1.  

 

Fig. 1. Schematic architecture of the proposed CBIR system. 

As shown in the above Fig. 1, the entire modeling of the 
proposed system can be divided into three core modules: 
i) construction of the feature database, ii) query image and its 
feature extraction, and iii) retrieval system itself. Each of these 
modules plays a pivotal role in ensuring the efficiency and 
efficacy of the entire process. Each of these modules plays a 
pivotal role in ensuring the efficiency and efficacy of the entire 
process. The system introduced in this paper emphasizes the 
need to optimize content retrieval, guaranteeing superior 
precision and accuracy.  

A. Construction of Feature Database 

This initial module plays a pivotal role in our CBIR 
approach. It involves meticulously processing the image 
database to extract and essential features. These features, which 
serve as unique identifiers for each image, form the foundation 
of our subsequent retrieval procedures. The system creates a 
feature-rich database that enables effective comparison and 
matching by capturing intrinsic characteristics like texture, 
colour, and shape. The database construction phase is twofold, 
customized to the distinct feature sets extracted for the SVM 
and Fuzzy Logic-based systems. For the SVM-based system, 
the feature extraction process revolves around three pivotal 
aspects: 

 CLD Coefficients: Extracted to capture the spatial 

distribution of color in images, CLD coefficients 

provide insights into color layout variations. This 

feature is integral for distinguishing diverse medical 

image content. 

 Block Division: By dividing images into smaller 

regions, block division enables localized analysis. This 

feature facilitates the identification of unique patterns 

and textures within specific image regions. 

 Edge Histogram: Capturing the distribution of edges or 

gradients within images, the edge histogram feature 

highlights significant structural information. This 

attribute contributes to classifying images based on 

prominent edge distributions. 

For the Fuzzy Logic-based system, the feature extraction 
process encompasses different elements: 

 Layer Segmentation: The segmentation of images into 
distinct layers aids in identifying intricate structures 
within the medical images. These layers serve as crucial 
reference points for subsequent comparisons. 

 Region of Interest (ROI): Extraction of ROIs isolates 
specific areas of medical interest. This feature guides 
the system towards recognizing critical regions with 
relevance to diagnosis. 

 Harris Corner and Fuzzy Corners: Corner detection 
methodologies like Harris Corner and fuzzy corners 
enable the identification of distinct points in the image. 
These points, often representing unique features, enrich 
the feature database. 

B. Query Image and Feature Extraction 

The second module addresses the central challenge of 
CBIR—processing user queries effectively. Each query image 
presents a unique challenge and opportunity. This module 
employs advanced techniques to extract pertinent features from 
the query image. These extracted features are then organized 
into a structured representation that is well-suited for 
comparison with the features in our database. 

C. Retrieval System 

The third module is the heart of our CBIR system. Drawing 
on the extracted features and processed data from the previous 
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steps, this module executes the retrieval process. During the 
retrieval phase, the feature extraction process is applied to the 
query image. Subsequently, the SVM and Fuzzy Logic models 
independently process the query image, generating 
classification outputs based on their respective feature 
databases. In a harmonious ensemble, the outputs of both SVM 
and Fuzzy Logic classifiers are combined to derive the final 
retrieval decision. This amalgamation leverages the unique 
strengths of both models, enhancing the overall accuracy and 
robustness of the CBIR system. The diversity of features 
extracted from the two distinct databases ensures a 
comprehensive understanding of image content, enabling the 
system to provide more informed and precise retrieval 
outcomes.  

IV. SYSTEM IMPLEMENTATION 

This section discusses the implementation procedure 
adopted in the proposed system development. 

A. SVM based CBIR  

 The SVM classifier used in our system is designed for 
CBIR which operates by extracting significant features from 
the images, specifically focusing on edge histogram, block 
division, and color layout descriptor (CLD) features. Block 
division allows the classifier to consider smaller regions of the 
image independently, providing local information that can 
further enhance the classification. CLD encapsulates the spatial 
distribution of color in the image, another crucial factor in 
differentiating between various images. It is one of the 
descriptors defined in the MPEG-7 standard, which is aimed at 
representing the spatial distribution of color in an image in a 
very compact form. CLD is highly effective for representing 
the spatial distribution of colors, even though the descriptor has 
a very small size. The implementation steps involved in the 
computation of CLD features are described as follows:  

The algorithm begins by reading the input image, which is 
the target for color distribution analysis. To better represent 
color information, the image is converted from its original 
color space to YCbCr. This color space separation allows for a 
more effective analysis of color distribution. Further, the image 
is divided into non-overlapping blocks of size 8x8 pixels. If the 
image's dimensions are not evenly divisible by 8, padding is 
applied to ensure compatibility. Each block will be processed 
independently to capture color distribution characteristics. For 
every 8x8 block, the algorithm calculates the average color 
value. This is done in the YCbCr color space, where each pixel 
within the block contributes to the average.  

Algorithm-1: CLD Feature Computation  

Start:  
1. Divide the image into non-overlapping 8x8 blocks 
2. Get dimensions (h, w) 

3. Blocks:         = ⌊
 

 
⌋  ⌊

 

 
⌋ 

4. If         or         
5.    do padding to get compatibility with the block size 
6.   block       
7. compute the average color value 

8.        :    
   

 
 

   
 ∑ ∑     (   )

 
   

 
    

9. Apply 2D DCT to the 8x8 average color image 

10. DCT coefficient for block     :      
   (   )   

 
11. The quantized coefficient for block 

 
12. Arrange quantized DCT coefficients in 1D using zigzag 

scanning. 

 
End 

The computed average color values will represent the color 
essence of each block. The 2D DCT is employed on the 
average color values of each block. This mathematical 
transformation converts the spatial color information into 
frequency components, essential for capturing color 
distribution patterns. To reduce the amount of data while 
retaining crucial information, the DCT coefficients are 
quantized. Quantization involves dividing the coefficients by 
predefined quantization tables, which effectively reduces their 
precision. The quantized DCT coefficients are rearranged into 
a 1D array through zigzag scanning. This process converts the 
2D array of coefficients into a compact, linear form, which is 
crucial for efficient storage and transmission of the descriptor. 
The resulting 1D array of zigzag-scanned quantized DCT 
coefficients forms the Color Layout Descriptor (CLD). This 
descriptor represents the image's color distribution in a highly 
compact yet informative manner. The computed CLD 
coefficients can now be used for various applications, such as 
image retrieval, content analysis, or classification, where the 
color distribution plays a pivotal role. The second feature 
namely edge histogram captures the local edge distribution in 
the image, which has proven to be a significant feature in 
distinguishing different types of medical images. The 
implementation steps involved in the computation of edge 
histogram features are subjected to multiple computing 
operations. The algorithm first loads the input image, which is 
then processed for edge histogram computation. To facilitate 
the process of edge detection, the algorithm transforms the 
image into grayscale via a weighted combination of its original 
color channels. This operation yields a single-channel 
representation where pixel values correspond to intensity 
levels. To identify edges within the grayscale image, an edge 
detection algorithm is engaged. This step may encompass 
techniques such as employing the Sobel or Canny algorithms, 
adept at highlighting zones of swift intensity fluctuations, often 
indicative of edges.  

The outcome manifests as an edge map, delineating 
potential edge locations throughout the image. This edge map 
is then partitioned into discrete, non-overlapping blocks of a 
predefined magnitude, like 8x8 pixels. The division into 
smaller blocks fosters simplified analysis and a contextually 
confined comprehension of edge distribution within the image. 
For each of these blocks, the algorithm calculates an edge 
histogram, which quantifies the dispersion of edge orientations 
within the respective block. This procedure encompasses 
evaluating the intensity of each pixel's edge and allocating it 
into predefined bins associated with distinct edge orientations. 
The individual edge histograms derived from each block are 
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eventually amalgamated into a singular histogram, 
encompassing the collective distribution of edge orientations 
spanning the entire image. This unified histogram forms a 
succinct representation of how the edges are positioned within 
the image. The resulting composite histogram, the edge 
histogram, becomes a versatile asset applicable in diverse 
contexts. It effectively encapsulates the prevailing edge 
orientations present in the image and can be harnessed for tasks 
like image retrieval, object detection, or other undertakings that 
draw value from insights into the distribution patterns of edges. 

Algorithm-2: Edge Histogram Computation  

Start:  
1. Convert the image to grayscale using a suitable color 

conversion formula  
2. Grayscale intensity at pixel (   ) 
3.  (   )        (   )        (   )       

 (   ) 
4. Apply an edge detection algorithm (e.g., Sobel, Canny) to 

the grayscale image.  
5.  (   )  represents the edge map resulting from the 

algorithm 
6. Divide the edge map into non-overlapping 8x8 blocks 

7. Blocks:         = ⌊
 

 
⌋  ⌊

 

 
⌋ 

8. Edge histogram 

 
9. Combine edge histograms of all blocks into a single  

 
End  

Once the features are extracted, they are organized into a 
feature vector for each image. This vector becomes the input 
for the SVM that captures the image's unique characteristics. 
The extracted features are organized into a feature vector for 
each image. For example, consider there is   different features 
extracted for an image, then feature vector can be represented 
as follows:  

               (1) 

The combination of the extracted features into a single 
vector allows the SVM to effectively analyze the image data 
and make predictions based on these features. The SVM 
requires training to learn how to distinguish between different 
classes or categories. SVM learns to find a hyperplane that 
maximizes the margin between classes. The optimization 

problem involves finding the optimal  ̅ and  ̅ that define the 
hyperplane while considering misclassified points. SVM is a 
supervised learning model used for classification and 
regression tasks. The fundamental idea behind SVM is to find a 
hyperplane that best separates data points of different classes 
while maximizing the margin between these classes. This 
hyperplane serves as the decision boundary for classification, 
and the data points closest to the hyperplane are known as 
support vectors. Given a set of training data 
  (     ) (     ) (     ) , where    represents the 
feature vector and    is the corresponding class label (either +1 
or -1), the SVM aims to find a hyperplane         that 
separates the two classes. The distance between the hyperplane 

and the support vectors is given by the margin, which is 

proportional to   || ||. The optimization problem for SVM 

can be formulated as follows: 

    || ||
 
  ∑   

 
     (2) 

subjected to:   (     )               

where,   denotes a regularization parameter that balances 
the trade-off between maximizing the margin and minimizing 
the classification error, and    slack variables that allow for 
misclassified points or points within the margin. The goal is to 

minimize the value of || ||, while satisfying the classification 

constraints.  

For image retrieval, a user provides a query image. The 
same feature extraction and vectorization process is applied to 
the query image. The SVM requires training to learn how to 
distinguish between different classes or categories. In the 
context of image retrieval, each image is assigned a label 
indicating its category. During training, the SVM constructs a 
decision boundary, known as a hyperplane that optimally 
separates the feature vectors of different classes. This 
hyperplane maximizes the margin between classes, effectively 
determining the most discriminative features for classification. 
Once the SVM is trained, it can be used for classification. For 
image retrieval, a user provides a query image that needs to be 
classified and compared against the images in the database. 
The query image undergoes the same feature extraction and 
vectorization process as the training images. The trained SVM 
then assesses the query image's feature vector and places it on 
the appropriate side of the decision boundary, classifying it into 
one of the predefined categories. 

The SVM-based image retrieval process doesn't end with 
classification. Instead, it ranks the retrieved images based on 
their proximity to the decision boundary. Images that are closer 
to the decision boundary are considered more similar to the 
query image in terms of their feature characteristics. As a 
result, these images are ranked higher in the retrieval process. 
Finally, the retrieved images are presented to the user in the 
order of their ranking. Images that closely match the query 
image's features are displayed at the top of the list, providing 
the user with the most relevant results first. 

B. Fuzzy System-based CBIR  

The Fuzzy Logic-based classifier in our system focuses on 
edge detection for image retrieval. Edge detection is a 
fundamental tool in image processing and is critical in 
segmenting regions of interest in medical images. By 
employing Fuzzy Logic, the classifier can handle the inherent 
uncertainty and imprecision in edge detection, leading to a 
more robust image retrieval. The initial step involves extracting 
relevant features from the images. This could include processes 
such as median filtering, ROI extraction, and Harris corner 
detection. The outcome of this step is a collection of extracted 
features that serve as inputs to the subsequent fuzzy logic 
framework. Next, layer segmentation involves partitioning 
images into discrete layers. This process aids in the 
identification and isolation of intricate structures within 
medical images. Mathematically, the layer segmentation can be 
represented as dividing the image   into   distinct layers such 
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that:               where n denotes the number of layers; 
further, extracting Regions of Interest (ROIs) involves isolating 
specific areas within the images that hold medical relevance. 
Mathematically, an ROI can be defined as a subset of pixels 
within an image   defined by a set of coordinates (x, y) that 
denote the spatial bounds of the ROI. Corner detection 
techniques like Harris corners and fuzzy corners identify 
distinct points in the image. These points often correspond to 
unique features that contribute to the overall understanding of 
the image. Mathematically, Harris corner detection involves 
evaluating the corner response function R for each pixel in the 
image and identifying points with high corner responses. The 
implementation steps for computing Harris corner and fuzzy 
corners features are discussed in Algorithm 3.   

The algorithm presented is a comprehensive approach for 
detecting both Harris corners and Fuzzy Corners within 
grayscale images. Starting with the Harris Corner Detection, 
the algorithm initially computes the gradients of the image 
using derivative filters, followed by the calculation of products 
of gradients and their smoothing through a Gaussian filter. The 
Harris response function is then computed for each pixel, 
reflecting the intensity of corner features. Non-maximum 
suppression is applied to identify potential corner locations, 
and a threshold is set to retain corners with significant Harris 
responses. However, what sets this algorithm apart is the 
incorporation of Fuzzy Corners. For each detected Harris 
corner, a degree of "cornerness" is calculated using a sigmoidal 
membership function (step-9). This degree of cornerness adds a 
layer of nuance to the corner detection, capturing the intensity 
of corners in a fuzzy manner. Linguistic variables are 
introduced to categorize corners based on their degree of 
cornerness, offering a more comprehensive understanding of 
corner characteristics. By combining traditional corner 
detection with fuzzy logic, the algorithm enhances the corner 
detection process. The inclusion of fuzzy degrees of corners 
brings a new dimension to corner characterization, allowing for 
a more nuanced representation of corner features within 
images. This approach is particularly valuable in scenarios 
where corners exhibit varying degrees of intensity, contributing 
to a richer understanding of image content. In essence, this 
algorithm presents a holistic framework for corner detection 
that embraces both crisp corner points and the fuzzy 
characterization of corner intensity, broadening the scope of 
corner analysis in image processing. The image retrieval 
process based on the provided steps involves a unique 
approach that combines fuzzy logic with the concepts of 
similarity measurement and defuzzification.  

Algorithm-3: Harris Corner and Fuzzy Corners Detection 

Input: Grayscale image   of size    , Threshold   for 

corner intensity 

Output: Sets of detected Harris corners and Fuzzy Corners 

Start:  

1. Convert the image   into gradients    and     

2. Compute the products of gradients   pixel: 

  
    

  and            

3. Apply a Gaussian filter to smooth the computed products:  

                   

4. Compute the Harris response function for each pixel 

     ( )         ( )  

Where   is the matrix of second-order derivatives,   is an 

empirical constant (between 0.04 and 0.06),  

   ( )                  and 

     ( )             

5. Apply non-maximum suppression to identify potential 

corner locations. 

6. Set a threshold  , on   and retain corners with   above the 

threshold 

7. Process: Fuzzy Corners   

8.  C  

9. compute the degree of corners using a membership 

function: 

                  ( )  
 

       ( )
 

Where  ( ) is the Harris response at corner  , and   is a 

tuning parameter that controls the steepness of the 

membership curve.  

10. Define linguistic variables low cornerness, moderate 

cornerness, and high cornerness using appropriate fuzzy 

sets.  

11. Categorize each detected corner into one of the fuzzy sets 

based on its degree of corners 

12. Return: 

Sets of detected Harris corners and their 

corresponding degrees of corners (fuzzy membership 

values) 

   Categorized Fuzzy Corners based on their degree of     

corners 

End 

The adopted computing process offers a unique perspective 
on image similarity, enhancing the traditional methods used for 
content-based image retrieval. In the image retrieval, the 
degree of similarity between a query image and a database 
image is computed using fuzzy logic. This step capitalizes on 
the capability of fuzzy rule-based systems to handle 
imprecision and variability in data. Fuzzy rules are defined to 
establish relationships between the features of the query image 
and the database image, leading to the determination of 
similarity. The membership functions used in the proposed 
algorithm are defined based on the three factors viz. (i)   ( ) 
Is the membership function for the query image's high corner 
intensity (HCI), (ii)   ( ) is the membership function for 
the database image's HCI, and iii)   ( ) is the membership 
function for the degree of Similarity. Here, the variable Q 
represents the degree of HCI in the query image, similarly 
variable D represents the degree of HCI in the database image 
and variable S represents the degree of similarity between the 
query and database images. Using these variables and 
membership functions, the fuzzy rules are defined as follows: 

                                 (3) 

                              (4) 

These rules allow for a flexible interpretation of image 
similarity. If both the query image and the database image 
possess high corner intensities, their similarity is rated as high. 
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Conversely, if either the query or database image has low 
corner intensities, the similarity is considered low. However, 
the algorithm does not consider the logic for MEDIUM as it 
can lead to introduce redundancy, increase complexity, and 
may not add substantial value to the ranking and retrieval 
process. While the concept of a "Medium" category could 
theoretically represent a middle ground in corner intensities 
and hence, medium similarity, its practical implementation 
may not be as meaningful or effective given that the inherent 
numerical nature of intensities already provides a continuous 
scale of similarity. Therefore, the presented approach provides 
a nuanced way of assessing similarity based on multiple 
factors, leading to more contextually relevant image retrieval. 

C. Ensemble SVM and Fuzzy System using Logical Operation  

The proposed ensemble learning approach ingeniously 
integrates the SVM and Fuzzy Logic classifiers by employing 
logical AND and OR operations. Given an input  , the outputs 
of the OR operation-based ensemble    ( )  and the AND 
operation-based ensemble     ( )  can be expressed as 
follows:  

   ( )     ( )      ( )  (5) 

    ( )     ( )         ( )  (6) 

where, SVM(x) represents the binary outputs of the SVM 
classifier and Fuzzy(x) refers to Fuzzy Logic classifiers, 

respectively. The symbols ∨ and ∧ represent the logical OR 

and AND operations, respectively. In this new ensemble 
learning system, the OR-based ensemble predicts an instance to 
be positive if either the SVM or the Fuzzy Logic classifier 
predicts it to be positive. This arrangement increases the 
system's sensitivity by capturing more positive instances but 
also slightly increases the risk of false positives. Conversely, 
the AND-based ensemble predicts an instance to be positive 
only if both classifiers predict it to be positive. This increases 
the system's precision by reducing the risk of false positives 
but also slightly increases the risk of missing some true 
positives. This ensemble learning system aims to provide a 
more adaptable and robust solution for the challenging task of 
medical image classification by strategically leveraging the 
complementary strengths of both classifiers. In the OR 
operation, the ensemble essentially combines the outputs of 
both classifiers using majority voting. If the SVM or Fuzzy 
Logic classifier predicts a positive class, the ensemble also 
predicts a positive one. On the other hand, the AND operation 
involves constructing a meta-model that integrates the 
predictions of both classifiers. The ensemble only predicts a 
positive class if the SVM and Fuzzy Logic classifiers agree on 
the classification outcome. By intelligently fusing their 
decision-making capabilities through logical operations, the 
system ensures a more adaptable and resilient solution for the 
intricate task of medical image classification, addressing the 
need for sensitivity and precision in different clinical contexts. 
Algorithm 4 outlines a systematic process for combining SVM 
and Fuzzy Logic classifiers through ensemble learning. It 
involves training both classifiers using distinct features and 
then classifying test instances using both classifiers. The results 
from SVM and Fuzzy Logic classifiers are combined using 
logical operations to create two ensemble results. Depending 
on the outcomes of these ensemble results, instances are 

classified as positive. This approach allows for harnessing the 
strengths of both classifiers, contributing to a more robust and 
flexible image classification system. 

Algorithm-4: Ensemble Learning Using AND and OR  

Inputs: 
           (Train Data attributed to Image Database) 

           (Test Data attributed to Query Database) 

Outputs: 
        (results from the OR operation-based ensemble) 
         (results from the AND operation-based ensemble) 
Start  
1. Initialize Classifiers 

    SVM classifiers:      
       Fuzzy logic classifier:     

2. Classifier:      
Extract feature      including edge histogram, 
block division, and color layout 
  Train       using        and      

3. Classifier:      
Apply Fuzzy Logic-based edge detection on to 
obtain edge features        

  Train Classifiers     using        and        

4. Classify test instances 
   For each instance    in       : 

       Extract relevant features    from instance 
           Obtain SVM classification result: 
                                                    (  )      (  ) 
       Perform Fuzzy Logic-based edge detection to   

extract edge features        
  from instance  

      Obtain Fuzzy Logic classification result: 

                                              (  )      (      
 ) 

5. Ensemble Classifications 
    For each instance    in       : 

         Compute AND ensemble: 
                    (  )      (  )      (  ) 
         Compute OR ensemble: 
                 (  )      (  )      (  ) 

6. Return  
            consisting of all    (  ) 
             consisting of all       (  ) 

End  

V. RESULT ANALYSIS 

The proposed CBIR system was designed and developed 
using the Matlab and Python computing environments. The 
system was implemented on a Windows 10, core i7, system 
type 64-bit with 16GB RAM.  The performance analysis of the 
proposed system is primarily carried out concerning retrieval 
accuracy and processing time with support of extensive 
discussion.  

A. Image Database Adopted  

In this study a custom dataset comprising multi-modal 
images were created to evaluate the proposed CBIR system. 
The custom dataset was primarily based on the UNIFESP 
dataset, which contains 2,481 medical images. However, the 
study did not use all the images from this dataset. Instead, it 
used 1,500 images from UNIFESP and 858 images from other 
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sources. The experimental analysis was performed on a custom 
dataset of 1,920 images, which was divided into a training set 
(database) of 1,482 images and a test set (query database) of 
438 images. The rationale behind this choice lies in the limited 
availability of comprehensive multi-modality datasets and as 
intended application of the proposed CBIR system is to 
facilitate analysis which should imitates real-world scenarios 
where users frequently search for diverse images. The database 
comprises a wide range of medical images, encompassing 
chest, hand, and ankle X-rays. 

 

Fig. 2. Sample visualization of images in the database. 

As shown in Fig. 2 above, the images are sourced from 
authoritative medical repositories and are characterized by their 
clinical relevance. Including medical images caters to the 
system's applicability in healthcare, enabling accurate retrieval 
of specific anatomical regions for diagnosis and reference.  

B. Visual Analysis of SVM Feature Descriptor  

This section presents a visual analysis of the features 
descriptor obtained for the SVM-based CBIR system. The 
analysis provided for testing Ankle X-ray images from the 
query database.  

 
a). Input ankle Image 

 
b). Input ankle Image 

 
c).CLD coefficient 

Fig. 3. Visual analysis of feature descriptor for SVM. 

Fig. 3(a) shows that the initial image chosen for analysis is 
an Ankle X-ray image from the dataset. In Fig. 3(b) here, the 
same input Ankle X-ray image is displayed to provide a precise 

reference for subsequent feature analyses. In Fig. 3(c), the 
Color Layout Descriptor (CLD) coefficients is exhibited, 
illustrating the spatial distribution of colours in the input Ankle 
X-ray image. 

 

Fig. 4. Edge histogram descriptor   

Fig. 4 present the edge histogram descriptor, which 
encapsulates the distribution of local edges in the image. This 
descriptor contributes to the system's ability to differentiate 
various image regions based on edge patterns. This visual 
analysis succinctly showcases the various feature descriptors 
generated by the SVM-based CBIR system. These descriptors 
are instrumental in enabling the system to capture distinct 
characteristics of the input image, facilitating effective content-
based retrieval. This section gives readers insight into the 
transformative impact of feature extraction on the CBIR 
process. 

C. Visual Analysis of Fuzzy Feature Descriptor  

This section presents a visual analysis of the features 
descriptor obtained for a fuzzy-based CBIR system. The 
analysis provided for testing Ankle X-ray images from the 
query database.  

   
(a) Median filtered image (b )Layer segmented image 

  
(c) Harris corner points (d) Fuzzy corner points 

Fig. 5. Visual analysis of fuzzy feature descriptor. 

In Fig. 5, a comprehensive visual analysis of the feature 
descriptors derived from the Fuzzy-based CBIR system, is 
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meticulously presented. Fig. 5(a) unveils the image after 
undergoing median filtering. This procedure smoothens the 
image, reducing noise while retaining essential structural 
information, rendering it an ideal input for subsequent 
analyses. Fig. 5(b) showcases the outcome of the layer 
segmentation process applied to the Ankle X-ray image. This 
segmentation facilitates the identification of distinct anatomical 
layers, facilitating precise feature extraction. The image 
depicted in Fig. 5(c) illustrates the Harris corner points, which 
are crucial for pinpointing distinctive features within the 
image. These points serve as significant landmarks in the 
feature extraction process. Fig. 5(d) brings forth the Fuzzy 
corner points, representing unique features identified within the 
image. These points contribute to the descriptor generation 
process, encapsulating salient attributes for retrieval. This 
visual analysis provides a profound understanding of the 
diverse feature descriptors synthesized by the Fuzzy-based 
CBIR system. These descriptors contribute to capturing 
intricate characteristics embedded within the input image. By 
navigating this section, readers better understand how feature 
extraction through Fuzzy Logic contributes to the CBIR 
process, enhancing the system's aptitude for content-based 
image retrieval. 

D. Performance Analysis Concerning Retrieval Accuracy   

The cornerstone of any CBIR system lies in its ability to 
retrieve relevant images based on user queries accurately. In 
the context of our proposed system, retrieval accuracy serves as 
a critical indicator of success. The assessment measures the 
proportion of retrieved images genuinely relevant to the query, 
thus quantifying the system's ability to discern and match 
image features. A high retrieval accuracy validates the efficacy 
of our approach in effectively capturing and exploiting 
distinctive features for content-based retrieval. The retrieval 
accuracy is calculated as a percentage, reflecting the proportion 
of correctly retrieved relevant images out of the total number of 
relevant images. This metric quantitatively assesses the CBIR 
system's ability to accurately identify and retrieve images that 
match the user's intent. 

                   
                                   

                               
     

 

Fig. 6. Analysis of retrieval accuracy. 

The results demonstrated in Fig. 6 clearly showcase the 
performance outcomes of each retrieval model, SVM, Fuzzy 
System, and Ensemble Learning. The SVM-based CBIR model 
demonstrates a retrieval accuracy of 93.44%. However, despite 
its high accuracy, SVM might encounter challenges in handling 
the intricacies of image data due to its linear nature. This 
limitation can lead to a slightly lower accuracy when compared 
to more adaptable models. The Fuzzy-based CBIR model 
exhibits an impressive retrieval accuracy of 95.35%. This 
higher accuracy can be attributed to the nature of Fuzzy Logic, 
which accommodates uncertainty and imprecision in image 
data. Fuzzy Logic is particularly well-suited for image 
segmentation and feature extraction, as it can handle varying 
degrees of membership. The Ensemble Learning-based CBIR 
model outshines the others with a remarkable retrieval 
accuracy of 98.36%. This higher accuracy can be attributed to 
the model's ability to harness the strengths of both SVM and 
Fuzzy Logic. The ensemble approach intelligently combines 
the decisions of these models using logical operations, striking 
a balance between precision and sensitivity. By doing so, it 
minimizes the weaknesses of individual models and leverages 
their combined potential. The SVM model provides a strong 
baseline, while the Fuzzy Logic model's adaptability enhances 
accuracy. The Ensemble Learning approach capitalizes on the 
synergies between SVM and Fuzzy Logic, leading to the 
highest accuracy due to its ability to adapt to different images 
and decision scenarios. 

E. Performance Analysis Concerning Processing Time   

While retrieval accuracy is paramount, it must be 
complemented by efficient processing time. The CBIR 
system's speed is integral, particularly in real-world scenarios 
where rapid responses are vital. The proposed system's 
processing time is evaluated as a measure of its computational 
efficiency. Lower processing times enhance user experience 
and render the system suitable for time-critical applications.  

 
Fig. 7. Analysis of processing time. 

The above Fig. 7 presents the performance analysis of the 
proposed system in terms of system response time for the 
different CBIR models, namely, SVM-CBIR, Fuzzy-CBIR, 
and Ensemble-CBIR. SVM-CBIR exhibits a longer processing 
time of 4.50 seconds on average. This can be due to the 
inherent complexity of the SVM's training process. Training of 
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SVMs involves iteratively optimizing the decision boundary 
that effectively separates the different classes. This process can 
lead to longer processing times in medical imaging scenarios, 
where datasets can be extensive and feature spaces complex. 
Fuzzy-CBIR, in contrast, exhibits a lower average processing 
time of 2.10 seconds. This efficiency is mapped to the nature of 
fuzzy logic operations, which handle membership degrees and 
linguistic variables. These operations enable quick calculations 
and quick decision-making. The processing efficiency of 
fuzzy-CBIR makes it particularly suitable for applications 
where quick retrieval with approximate similarity estimation is 
sufficient. The Ensemble-CBIR model balances accuracy and 
efficiency with an average processing time of 1.80 seconds. By 
combining the strengths of both SVMs and fuzzy logic 
classifiers through logical operations, the group adapts to the 
accuracy and sensitivity requirements. Although slightly higher 
than Fuzzy-CBIR due to Ensemble operation calculations, 
Ensemble-CBIR is more efficient than SVM-CBIR. This 
balance makes it an attractive solution for various medical 
image retrieval scenarios. 

It is to be noted that the analysis of system processing time 
is also directly related to the time complexity analysis, which 
can be described as follows:  The time complexity of the SVM-
based CBIR model primarily revolves around two main phases: 
training and testing. The training phase involves extracting 
features from the training images and training the SVM model. 
If we denote the number of training images as 'n' and the 
number of features as m, the time complexity of feature 
extraction is typically  (   ) . The training of the SVM 
model will be  (    ). Similar to the training phase, feature 
extractions and classification have a time complexity of  ( ). 
Several factors influence the time complexity of the Fuzzy 
Logic-based CBIR model. Edge detection and feature 
extraction involve processing each pixel of an image. If 'n' 
represents the number of pixels in an image, the time 
complexity for these steps is generally  ( ) . Fuzzy Logic 
classification evaluates the fuzzy rules for each feature. The 
number of fuzzy rules and their complexity affect the time 
complexity, but it's typically  ( ) for each feature. The time 
complexity for testing the Ensemble model depends on the 
testing time of both SVM and Fuzzy Logic classifiers and the 
time complexity of the ensemble operation (       )  If we 
denote the time complexities of SVM and Fuzzy Logic testing 
as      and       , respectively, and the time complexity of 

ensemble operation as          , the overall time complexity 

can be approximated as  (                      )  

Hence, the time complexity analysis highlights that Fuzzy-
CBIR generally has a lower time complexity due to its more 
effective feature extraction process. At the same time, SVM-
CBIR and Ensemble-CBIR involve more complex feature 
extraction and classification steps. 

VI. CONCLUSION 

This paper significantly contributes to content-based image 
retrieval (CBIR) systems. The authors explore a variety of 
methodologies, including support vector machines (SVMs), 
fuzzy logic, and ensemble learning, to develop an advanced 
CBIR system with potential applications beyond medical 
imaging. The proposed system's retrieval accuracy and 

processing efficiency have been empirically validated, 
demonstrating its effectiveness in providing precise results 
promptly. The adaptable ensemble learning approach, which 
combines the strengths of established techniques, provides a 
balanced solution for diverse image retrieval scenarios. While 
this paper has made significant strides in the development of an 
effective and lightweight CBIR system, there remain several 
promising scopes for future research and improvement. In the 
future, the proposed work will be extended towards automated 
feature extraction process leveraging potential of the deep 
learning-based approaches to capture new and latent image 
characteristics, leading to even more precise retrieval results in 
dynamic and complex scenarios. In future, the study will 
evolve to incorporate multi-modal data combining medical 
images with textual patient records to offer a more 
comprehensive and context-aware CBIR system, especially in 
healthcare settings. 
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Abstract—Digital twin implementation enables more effective 

terms of evaluation and planning, and also effective utilization of 

resources with a flood of knowledge to improve the real-time 

services.  The hospitality industry settings utilize digital twin 

technologies to introduce new ideas with sensor, actuators, 

AR/VR improve production, and improve customer services. 

Currently, the hospitality industry is focused to create a fast, 

virtual world space where customers can get a real world of 

hospitality. The technologically digital twin of a vast inn office 

can be implemented to create both discrete and continuous event 

recreations in order to precisely conceptualize the events that 

occur in distinct frameworks. Based on the above facts, the 

adoption of the digital twin in the hospitality industry has gained 

significant attention. With this motivation, the study aims to 

investigate the significance and application of the digital twins in 

the hospitality industry for establishing innovative and digital 

infrastructure. In addition to this, the study discusses different 

elements that are significant for the digital twin. Finally, the 

article summarizes and recommends vital recommendation in the 

adoption of digital twin in hospitality industry. 

Keywords—Hospitality industry; digital twin; sensor and 

actuator; IoT; augment and virtual reality 

I. INTRODUCTION  

The Sustainable Development Goals act as a road map for 
building a better and more sustainable future for all while also 
addressing urgent, serious global issues [1]. This article will 
examine some of the challenges that the hotel industry may 
encounter to assist it to contribute to the Sustainable 
Development Goals (SDGs) [2]. It will also provide some 
deeper, more thorough viewpoints on industrial sustainability. 
One of the primary hospitality-related SDGs of the 2030 
Agenda of the United Nations is "sustainable tourism"[3]. 
Three SDGs specifically mention the hospitality industry: life 
below water (SDG 12), sustainable consumption and 
production (SDG 12), and sustainable economic growth (SDG 
8) [4]. For many years, hospitality industry facing challenges in 
the consumer perception of the way to facilitate the services to 
improve the quality and reliability [5]. The hotel industry's 
assertiveness is influencing numerous substantial and small 
collaborators to leverage technologies to alleviate limitations 
[6]. The hospitality industry is undergoing a digital 
transformation that will result in a far more personalized, 

customer-focused experience. Digital twin technologies are an 
indication of this development because they offer guests more 
flexibility over even the most modest components of their stays 
[7].  

With the use of digital twins, restaurants, hotels and other 
hospitality businesses can get an advantage over rival 
businesses [8]. The majority of hotels employ connected 
devices nowadays to streamline customer requests and identify 
their unique characteristics in order to provide customized 
services. Examples of this include Marriot and other 
stakeholders' design of smart hotels and the use of concierge 
digital twins by various groups [9]. When used correctly, 
digital twin arrangements are capable of accurately recreating 
various resources, cycles, and frameworks in a virtual 
environment. This effectively makes the digital twin an option 
for huge accommodations were monitoring multiple cycles 
within a framework while executing innovative concepts is a 
frequent occurrence [10]. This diagram illustrates how the 
hospitality sector uses digital twins to portray digital pictures 
of all management. 

This paper makes up a commitment to the top-of-the-line 
digital twins for putting together and coordinating operational 
frameworks for the hospitality industry. The primary goal of 
this study is to draw attention to the divergence between the 
theoretical and imaginary network of digital twins for assembly 
and storage and their practical application in considerations of 
theatrical illustration. The main contributions of the study are 
presented in the following: 

 The most recent advancements in reenactment 
techniques that might establish the foundation for 
digital twins with advanced levels of information 
reconciliation, mechanization, and smart skills.  

 This study uses a similar approach to analyze fictitious 
and specialized preparation for building highly devoted 
and powerful digital twins for the hospitality industry. 

 Although digital twin technologies have shown 
significant advantages, their implementation still faces 
difficulties. 
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 In this paper, we are representing the future benefits of 
digital twins in this sector because new research 
opportunities have been made possible by the 
introduction of digital twin technology. 

The study organized as follows: The background of the 
hospitality sector and digital twin covered in Section II, along 
with an overview of the technology in Section III, sensor and 
actuator presentations in Section IV, the Internet of Things in 
Section V, AR and VR in Section VI, and digital twin in the 
hospitality sector in Section VII. 

A. Methodology 

This section includes the methods used to complete the 
review on the digital twin in the hospitality industry. All the 
sections contain the analysis, data collection, criteria, and the 
searched strategy over the digitalization with digital twins. The 
concern of the review is to connect the digital twins and related 
technologies with the hospitality industry for future 
automation. The research question is: How digital twin 
technology can automate the hospitality industry? Based on 
this research question, we have collected research and review 
papers. The research paper was collected from various 
databases such as Scopus and web of science. The following 
parameters have been followed for the inclusion and exclusion 
of articles for analysis and they are: abstract of the paper but 
the full text of the study is not examined in the review. 
Algorithms and methodologies were used in the review but 
results are not used in this review. Research articles without 
peer review are not taken into consideration for review. There 
is no review of book chapters, patent applications, or 
communications for this review. 

 In this review, we are representing the statistics of the 
reviewed paper for different technologies. Fig. 1 represents the 
percentage of technology used in this literature survey: 48% 
digital twin‟s technology, 24 % & AR/VR, 14 % sensor & 
actuator, and 14 & IoT technology review for this review 
paper. 

 
Fig. 1. Overview of the review paper of technologies. 

II. BACKGROUND OF THE HOSPITALITY INDUSTRY AND 

DIGITAL TWIN 

Technologies used in the hospitality industry 4.0 present 
fresh possibilities for advancing sustainable growth [11]. 
Innovation has increased over the past few years in the 
hospitality business; self-registrations, contactless assistance, 
web-based seeking, and payment through applications have 
become the new norm [12]. While many businesses 
specifically target socioeconomics, the hospitality industry is 
more distinctive. Even inside the same place, Industry 4.0 
offers diverse experiences to distinct groups [13]. Technologies 
used in the hospitality industry 4.0 present fresh possibilities 
for advancing sustainable growth. It can assist hospitality firms 
in streamlining operations; better marketing themselves, and 
meeting visitor needs [14] [15]. Organizations need to have 
fallback plans in place so they may be prepared for any 
challenges the world of innovation may throw at them [16]. If 
the innovation framework isn't set up at all or goes down, it can 
stop the entire presentation structure.  

Customers give businesses online reviews via comments, 
ratings, and photos on internet platforms, which are growing in 
popularity daily. In order to improve its standing, the 
neighborhood company has been working hard to establish 
points of strength for interaction with customers [17]. 
Organizations can be destroyed or glorified by audits and 
comments; therefore, the business must take advantage of 
certain opportunities and manage its reputation. The hospitality 
industry is noted for having a high employee turnover rate, 
with about 33% of workers quitting after only six months on 
the job and about 45% remaining for an average of two years 
[18]. The industry is expected to continue to grow, which 
means that businesses must ensure that their representatives 
have strong personal qualities, professional skills, and 
knowledge in order to remain competitive [19]. Associations 
must be informed of the most recent trends for attracting and 
retaining employees because representative assumptions are 
constantly changing and evolving. This is becoming a constant 
challenge within the hospitality industry. Technology-based 
comparison is shown in Table I which shows the need for 
technology in the hospitality industry to improve the feature, 
quality, and services. 

Online registration and looking voluntarily become more 
important to the business with visitors not coming to the front 
work area to receive a key due to new pleasant separation 
measures and a concentration on neatness [20]. As more people 
use their smartphones to request room management, 
computerized advancements made possible by mobile 
applications will become the norm for many businesses. The 
implementation of these innovations will require a significant 
initial investment but will ultimately result in efficiency and 
cheaper prices [21]. Rapid invention development has 
simultaneously created a variety of previously distinct 
arrangements that are now coming together. 
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TABLE I. OVERVIEW OF THE DIGITAL TWIN APPLICATION SCOPE AND FINDINGS 

Ref. Objective 
Digital Twins 

(Sensor/Actuator/IoT) 
Key Findings Advantages Future Scope 

[7] 

Hospitality Industry 
“Accommodation and 

services” 

NA 
Hospitality industry, Tourism, 
Services, Hospitality units, 

Tourists 

Accommodation and service 
management are easy to 

improve for the customer 

Technologies are required 
for customer satisfaction 

and service improvement 

[8] 

Identifying determinants of 
success in the development 

of new high-contact 

services: Insights from the 
hospitality industry 

General Technologies 

such as mail and 
simple data collection 

methods are used only. 

Service operations, Design 

and development, Hospitality 
services, Employee 

involvement 

Services improvement, Market 

improvement, Process 
improvement and Hospitality 

improvement 

Technologies are required 

to digitalize the hospitality 
industry for better 

customer satisfaction 

[9] 
Analyzing service quality 

in the hospitality industry 

The general method 

used to make the 

hospitality industry 
reliable 

Hospitality industry, 

Measurement, Service quality 

Reliability, Responsiveness, 
Assurance, Empathy, Tangibles 

and Combined scale 

Technologies are required 

to digitalize the hospitality 

industry for better 
customer satisfaction 

[10] 

Why do employees stay? a 

qualitative exploration of 

employee tenure 

Quantitative and 

qualitative analysis of 
data without 

technology 

Retention, Interviews, 

Turnover, Employee and 

Restaurant 

Employee stability in hotels 

and restaurants, Hospitality 

Improvement 

Technologies are required 

to digitalize the hospitality 
industry for a better 

customer Retention rate 

[12] 
Technology in Hospitality 

Industry 

IoT, AR, Energy 

management, Beacon, 

and Automation 

Interoperability, Data 

management, security, and 

Privacy 

Modern Service platform for 

customer 

Need to be overcome to 
institute a lasting, future 

proof solution for the 

hospitality industry. 

[14] 

The Digital Future of the 

Tourism & Hospitality 

Industry 

AI, AR, VR and 
Blockchain 

Customer Service, Customer 
Travelling, Technology used 

Effectiveness, Improvement in 
Customer Services 

Need to use the latest 
technologies to develop a 

sustainable and effective 

system for the hospitality 
industry 

[40] 

Research progress on 

virtual reality (VR) and 

augmented reality (AR) in 
tourism and hospitality 

AI, AR 

Augmented reality; 

Hospitality; Review; 

Technology; Tourism; Virtual 
reality 

Virtually concept makes the 
easy to use for the customer in 

the hospitality industry 

Need to use the latest 

technologies to develop a 
sustainable and effective 

system for the hospitality 

industry 
 

This can create a challenging environment, especially for 
larger accommodation networks, which usually deal with a 
unique set of technological challenges [22]. However, 
integrating technologies and data across entire corporate 
ecosystems may be necessary to fully realize their potential 
[23]. Companies today use digital twin capabilities in several 
different ways. They are increasingly important mechanisms 
for modernizing entire manufacturing value chains and 
developing new goods in the hotel and aviation industries [24]. 
Operators in the hotel business collect and analyze massive 
amounts of in-hole data, which they then use to construct 
digital models that control drilling operations in real-time. 
With the use of digital twins, hotels, resorts, and other 
hospitality businesses can get an advantage over rival 
businesses, and then it is shown in Fig. 2. There are different 
elements, in which the digital twin can be beneficial in the 
hospitality industry such as interior direction; online concierge; 
personalized marketing; operation effectiveness.  

 
 

Fig. 2. Overview of the Digital Twins in the hospitality industry. 

A. Interior Direction 

The immediate benefit of employing digital twin 
technology in the hospitality sector is probably indoor 
navigation. Virtual representations of resorts, which are 
typically accessed through a mobile app, allow visitors to 
navigate to different on-site amenities like the pool or bar with 
turn-by-turn directions. Visitors can visually visit a hotel room 
or even the entire resort thanks to indoor navigation. Even 
when booking a suite, guests can specify a certain view or 
location. These amenities are a great way for prospective 
customers to choose whether they want to stay at a specific 
hotel. 

B. Online Concierge 

The level of customization and virtual concierge service 
that digital twins can provide are challenging to match. With a 
digital twin, visitors can remotely control anything from 
lighting and temperature to choosing a room from digital floor 
plans, having a drink delivered just to their location within the 
resort, and even submitting maintenance issues. 

C. Personalized Marketing 

Both guests and management benefit from this technology's 
targeted marketing advantages. Based on consumer behavior, 

management might promote certain room or service 

improvements to customers, encouraging guest spending. In 
turn, offerings that are pertinent, timely, and customized make 
guests happier. 
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D. Operation Effectiveness 

The operational advantages that digital twins offer 
significantly enhance the guest experience. In order to save 
expenses (by optimizing staffing, lighting, and temperature 
during specific hours), comprehend how facilities are actually 
used, and meet operational performance goals, management 
might leverage data from consumer behavior. Finding 
possibilities to boost revenue, raise customer satisfaction, and 
maximize employee efficiency all depend on this data. Digital 
twins are advantageous to property managers as well as 
visitors. Through way finding, 3D visual experiences, virtual 
concierge services, and other means, they provide visitors with 
tailored experiences. They also give management analytical 
insight into how to improve staff productivity, increase 
operational efficiency, and deliver individualized guest 
marketing. 

III. OVERVIEW OF DIGITAL TWIN TECHNOLOGY 

A digital twin is a representation of a physical product, 
procedure, or service in the digital world. A digital twin is a 
digital representation of a real-world object, such as a jet 
engine, wind farm, or even larger objects like a building or 
even an entire city [25]. The digital twin technology can be 
used to duplicate processes in order to gather data and forecast 
their performance, in addition to physical assets [26]. In 
essence, a digital twin is computer software that simulates how 
a process or product would work using data from the real 
world. To improve the output, these systems can use artificial 
intelligence, software analytics, and the internet of things [27]. 
Additionally, before any physical deployment is started, digital 
twin environments establish an environment that is conducive 
to testing new business operations, regulations, and assets to 
determine their performance levels [28]. 

The simple state to understand the digital twin is shown in 
Fig. 3. A virtual model can help identify surrenders and predict 
when an item's life will expire. Digital Twins can speed up 
creation, shorten the time it takes to market new products, and 
help reduce support expenses [29]. IoT, sensor, and actuator 
technologies are employed to convert physical systems into 
virtual concepts for novel setups and phenomena. This 
facilitates forecasting, adjusting, and decision-making on the 
real-time monitoring of performance and ease of future work 
[30]. 

Digital twin starts the work with sensor, actuator and IoT 
together to collect the information and to create the information 
to further digital work environment. There are two components 
of the digital twin to the work first is hardware component and 
other is software component [31]. Hardware components 
consist of IoT, sensor and actuator that assist the information 
for the whole process in the digital twins. In the software 
component the research engine, which turns naive observations 
into crucial business knowledge, is a key component of digital 
twinning. It is frequently governed by AI models [32]. In 
digital twin there are digital threat may be creating the 
complication in the data collection from the physical 
components of the system shown in Fig. 4. You can connect 
actual structures and their virtual representations into a closed 
circle known as a computerized string if all the necessary 
components are nearby.  

 

Fig. 3. Simple state and representation of digital twin concept. 

 

Fig. 4. Digital threat in the software and hardware component of the digital 

twin. 

Within the Digital threat, it involves some of the operations 
processes such as [33]: A physical object's environment at 
large is both sources of data that are transferred to the central 
repository. Data is produced for feeding to the digital threat 
after analysis. The digital twin uses new data to assess what 
would happen if the environment changes, discover 
bottlenecks, and mimic the object's operation in real-time. AI 
algorithms can be used at this stage to make product design 
adjustments, identify harmful tendencies, and avert expensive 
downtimes. The dashboard displays and visualizes analytics 
insights. Stakeholders make decisions based on actionable data. 
Accordingly, the physical object's parameters, procedures, or 
maintenance plans are modified [34]. 

Tandem Twining Experts can evaluate the strength, 
adaptability, energy efficiency, and other characteristics of the 
various components that make up an item credit to the 
necessary degree of twinning [35]. To analyze how the part in 
question will behave under static or heated pressure and in 
other real-world circumstances, they can use reenactment 
programming. 

Resource or item twinning the full item's replication reveals 
how various components work together under various 
conditions and how greater execution and dependability might 
be achieved. Instead of creating new models, advanced 
twinning can be used to develop new specialized arrangements 
[36]. This shortens the progression period and accounts for 
quicker emphasis. 
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Twining of the creation and cycle Advanced twinning 
applies to processes in addition to physical resources [37]. You 
create complete virtual models of the creation procedures for 
this scenario. This method helps to provide preferable answers 
to important questions like: How long will it take to produce a 
specific item? What will the price be? What should each 
machine accomplish? Which processes are automatable? Is 
there any way that a certain thing can be developed? 
Additionally, it is easier to avoid expensive free time when you 
can visualize the entire organizing process. 

Device twinning Complex item and cycle interconnections 
and dependencies are made perceivable by a digital twin of the 
framework [38]. The twinned framework, which can be 
thought of as an arrangement of frames, can be practically as 
large as a multistory building, electrical lattice, or even an 
entire city. However, the risk involved in building such a 
reproduction typically does not equal the expected return. 
Because of this, framework twinning is typically not as flexible 
as other digital twin types. 

IV. SENSOR AND ACTUATOR IN DIGITAL TWIN 

Data from the physical system is collected by the digital 
twin and converted into digital data via the sensor and actuator 
[39]. The sensor and actuator are depicted in Fig. 5 and 
collaborate with IoT and digital twins. A sensor is a device that 
converts actual events or qualities into electrical signals [40]. 
This piece of technology converts the contribution that the 
weather makes and uses it to support the structure. As an 
illustration, a thermometer converts the temperature from a real 
sensor into electrical signals for the system. An actuator is a 
device that converts electrical signals into real-world events or 
characteristics. 

 

Fig. 5. General representation of sensor and actuator. 

Every sensor, including electromagnetic, capacitor, 
resistive, and others, has a different operating principle [41]. 
They often perceive the climate's contrasting quality and 
translate it into an electrical sign of corresponding size. A 
latent sensor doesn't require an additional power source to 
function, but a detached sensor does. A working piezoelectric 
sensor transforms strain into an electrical signal [42]. A 
potentiometer is an example of a detachable sensor since its 
resistance varies with location but needs additional power to 
convert it into an electrical signal. 

V. IOT IN DIGITAL TWIN 

Especially, the explosion in IoT sensors is crucial to the 
possibility of digital twins. Additionally, as IoT devices 
develop, advanced twin scenarios can involve less complex and 
modest products, providing additional benefits to businesses 
[43]. Digital twins can be used to predict different outcomes in 
light of varying knowledge. Computerized twins may usually 
enhance an IoT setup for maximum efficiency with additional 
programming and information analysis [44]. They can also 
help designers determine where things should go or how they 
should function before they are ever dispatched. 

IoT is a technological revolution that represents the future 
of computing and communications, and its success is 
dependent on rapid technological advancement in a variety of 
sectors, from wireless sensors to nanotechnology [45]. It can 
essentially turn those items or appliances into „smart' things 
that can transmit and receive data as well as communicate with 
one another. This can help with data collecting, automation, 
and allowing various devices to be managed or monitored from 
a single location, such as a phone or table. Its customization 
makes people feel special and since the primary aim of the 
hospitality industry revolves around providing the ultimate 
guest experience, this is what IoT should be embraced as 
shown in Fig. 6 [46]. While the concept of the IoT has been 
around for a long time, recent breakthroughs in a variety of 
technologies have made it a reality. 

More liable technology: IoT innovation is turning out to be 
progressively open to additional producers on account of the 
accessibility of minimal expense, and high-dependability 
sensors. 

 

Fig. 6. General representation of IoT and its significance. 
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Connectivity: A variety of internet network protocols have 
made it simple to connect sensors to the cloud and other 
"things" for data transfer. 

Platform for Cloud computing: As cloud platforms become 
more widely available, organizations and individuals can gain 
access to the infrastructure they need to scale up without 
having to manage it all. 

Analytics and Machine learning: Organizations can obtain 
experiences quicker and all the more essentially on account of 
improvements in AI and examination, as well as admittance to 
different and huge volumes of information put away on the 
cloud. The development of these connected innovations keeps 
on pushing the outskirts of IoT, and IoT information takes care 
of these advances also. 

Conventional AI: Natural language processing (NLP) has 
been brought to IoT gadgets (like computerized individual 
aides Alexa, Cortana, and Siri) because of advances in brain 
organizations, making them engaging, reasonable, and practical 

for home use. 

VI. AR AND VR IN DIGITAL TWIN 

AR/VR has recently become a big idea in the hospitality 
industry since it allows hotels and other associated businesses 
to improve the actual environment they are offering or to 
enhance the experience of exploring the surrounding area [47]. 
AR is the perfect fusion of the real world and the electronic one 
to create a fake environment. Applications that use AR 
technology are developed for mobile devices or workspaces to 
integrate cutting-edge components into the current world [48]. 
A computer-produced reproduction of an alternate reality or 
environment is known as VR shown in Fig. 7. It is used in 
computer games and 3D movies [49].  

AR shows the client relevant content by using computer 
vision, planning, and depth following. With the use of this 
functionality, cameras may collect, transmit, and interpret data 
to display cutting-edge material that is appropriate for the 
client being viewed [50] [51]. A VR headset screen must be 
placed in front of the client's eyes to remove any participation 
with our current reality in this way [52]. The built-in reality is 
vivid in augmented reality because you can also use visual, 
audible, and haptic excitement. AR and VR are used in 
hospitality management applications for various purposes [53]. 

 

Fig. 7. Virtual reality in hospitality industry. 

VII. DIGITAL TWIN IN HOSPITALITY INDUSTRY 

A Digital twin is a representation of anything virtually [54]. 
This concept is evolving into an element of the dynamic 
process for increasing efficiency. In order to handle an item's 
nearly continuous state, operating condition, or position, digital 
twins use information from sensors that have been installed on 
the actual item [55]. This concept glorifies the replication 
processes of computer assisted design and computer assisted 
engineering. Any component of a physical object or process 
can be replicated using digital twins. The digital twin can 
reflect a new product's engineering drawings and 
measurements as well as all the subcomponents and associated 
lineage in the larger supply chain from the design table to the 
end user [56]. They might also appear in "as maintained" form, 
which would be a physical representation of the machinery on 
the factory floor.  

The simulation depicts how the machinery works, 
engineers maintain it, or even how the consumer interacts with 
the products this machinery produces. Although digital twins 
can take many different forms, they all use and record data that 
simulates the real world. You can experiment with much 
iteration in the digital hotel sector to develop the scenarios that 
are most applicable to your company. New era industry 4.0 is 
the new revolution in hospitality industry to develop the 
simulation system on large scale to serve the society [57]. The 
hospitality industry has a wide range of uses for digital twins, 
which makes them a highly sought-after tool for investigating 
different market potential in this specialized area.  

Real-time animation of the hospitality working process is 
also possible with the 3D plant model, which may be utilized 
to pinpoint the difficulties faced by this industry [58]. The 
primary factors that relate to the client for quality and service 
purposes are as illustrated in Fig. 8. Digital twin enables a 
virtual process to evaluate each step of the hospitality industry 
and provide an explanation of why a hotel and its services 
should be used [59]. The virtual facility gives a brief summary 
of all the features and amenities offered by the hotel as well as 
how the service provider addresses all the criteria in Fig. 7.. 
Over the coming years, it is anticipated that digital twin [60] 
applications will spread widely and no longer be restricted to 
activities or procedures exclusive [61] to the hotel business 
[62]. All types of hotel operations that want to stay competitive 
in their respective industries will use the technology. We can 
observe some instances of hospitality businesses that have 
already seized this chance. KFC Spain has joined MAPAL 
Data [63] Labs as the first business unit in the world to 
collaborate on a ground-breaking Digital Twin [64] project that 
uses cutting-edge digital [65] simulation to maximize labor and 
operational efficiencies [66]. It seems clear that digital twin 
technology will endure. The instrument has endless potential 
and offers numerous commercial advantages. Furthermore, 
although this technology [67] is currently viewed as a "nice-to-
have," it will soon be necessary for companies that want to 
remain competitive and appealing to customers [68]. 
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Fig. 8. Digital Twins for hospitality industry and simulation points. 

VIII. CONCLUSION 

Digital twins play a crucial part in the technological 
advancement that has the potential to build a new foundation 
for the future. The merging of the physical and digital worlds 
makes it possible to make wise judgments at every stage of 
operations and hospitality, which can promote a data-driven 
smart hospitality environment. The use of the digital twin in 
the hospitality sector has drawn a lot of interest as a result of 
the facts mentioned above. In context of this purpose, the 
study's goal is to examine the value and potential applications 
of digital twins in the hospitality sector for the creation of 
cutting-edge digital infrastructure. The study also highlights 
many components that are important for the digital twin. The 
study concludes by summarizing and offering critical advice 
for the implementation of digital twins in the hospitality sector. 

IX. FUTURE WORK AND RECOMMENDATIONS 

The research also examines technologies that benefit from 
and enable digital twinning. In-depth predictions are also 
included in the research for a variety of market areas and use 
cases, such as hotel service and simulations, production 
analytics, and others. A virtual object representation of a 
physical object that is mapped to actual objects in the real 
world, such as machinery, robots, or essentially any linked 

business asset, is what is known as a "digital twin". IoT 
systems and software that are used to build a digital 
representation of the physical asset allow this mapping in the 
digital realm. A physical asset's digital twin can offer 
information about its status, including its physical state and 
disposition. The proposed digital architecture of the Hospitality 
Industry with digital twins is shown in Fig. 9. 

On the other hand, tele-operation allows a digital object to 
be utilized to manipulate and control a real-world asset. This 
technology serves the hospitality industry in many ways such 
as: 

 Future predictions from the digital twin solution: 
Planners can adjust for the following event iteration, 
improve operations, boost efficiency, and resolve any 
difficulties before they occur in a real-world setting by 
using digital twins, which frequently behave as a 
living, breathing model of the venue. 

 Determine market obstacles and chances for digital 
twinning: By precisely recording their physical 
qualities, reproducing their actions, and altering their 
scale, a digital twin technology should be able to 
mimic both basic things and complex object 
relationships. 

 Recognize the function of virtual twinning in product 
development, quality, and guest services: The ability to 
control quality and services is made possible by the 
vitality in digital twins, which will aid the hospitality 
business in the future. It makes the work faster to 
control and give the ability to handle the future 
challenges. 

 Virtual simulations aid in understanding future plans 
and facilitate smooth decision-making with the least 
amount of money and effort: The hospitality industry 
can improve operational decision-making by utilizing 
the digital twin idea. Virtual reality has the 
functionality to help people make decisions more 
quickly in order to correct flaws. 

 

Fig. 9. Proposed architecture of the digital twin and hospitality industry. 
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Abstract—The present research proposes a detective 

approach to analyzing the performance of various algorithms 

used for more accurate detection of Distributed Denial-of-Service 

(DDoS) attacks in cloud computing. From the start, this study 

uses machine learning and deep learning to explore whether 

information security has evolved in recent years. The deployment 

of intrusion detection systems and distributed denial-of-service 

attacks are then discussed. The most common DDoS attack types 

were summarized. In addition, this study reviewed the existing 

approaches and techniques for DDoS attack detection. Various 

pre-processing subsystems as well as attribute-based selection 

techniques for preventing the detection of DDoS were briefly 

described. The proposed Intrusion detection system uses transfer 

learning for detecting DDoS attacks in the Networks. The 

proposed system used for the data set for the Network Intrusion 

Detection System is SDN Dataset which has more features and is 

suitable to use to detect in Network Intrusions. It contains 23 

features that are used to detect Intrusions in the network SDN 

Dataset which consists of training and testing data to detect the 

attacks in the network. The detection and prevention subsystems 

through ML and DL strategies were briefly discussed. The 

proposed deep learning model for DDoS attack detection in cloud 

storage applications is explained. After that, various 

preprocessing strategies employed in the detection are described, 

among them rebalancing data, data cleaning, data splitting, and 

data normalization like min-max normalization. The author 

created a hypermodel that consists the parameters of baseline 

classifiers like Support Vector Machine, K-Nearest Neighbors 

Algorithm, XGboost, and other various machine learning models. 

The proposed model gives very good accuracy compared to other 

machine learning models. 

Keywords—Machine learning; deep learning; support vector 

machine; k-nearest neighbors algorithm 

I. INTRODUCTION 

Intrusion relates to every collection of connected operations 
performed by a malevolent adversary that affects a target 
system. Regarding the detection of DoS and DDoS attacks, 
intrusive activities are usually adaptable and can be categorized 
based on the attacks. 

The primary threat from these four intrusion activities 
involves a DoS and DDoS attack that either consumes 
computer and communication facilities or takes advantage of 
the system's vulnerabilities to make the system accessible for 
authorized users. This leads to a significant loss of resources, 
money, and data.  When numerous systems overwhelm the 
internet connection of a targeted system, which includes one or 
more web servers [1], a Distributed Denial-of-Service (DDoS) 
assault occur. Such an attack usually arises with traffic 

overloading of the targeted system resulting from many 
compromised systems. Distributed Denial of Service attacks 
are different from different kinds of attacks in that can carry 
conduct a damaging attack on Internet-connected resources. 

A. Phases of DDoS Attack 

Two phases are followed in DDoS attacks. The attacker 
seeks to gain access to the network's vulnerable machines first. 
With the compromised hosts of other networks, the attacker or 
master establishes his own network and describes them as 
slaves. The 'intrusion phase' occurs when that occurs. The 
attacker then selects which victim server to target and starts 
delivering packets in that direction. With DoS attacks, which 
start from a single host, DDoS attacks originate from a number 
of dynamic networks that were previously hacked. The 'DDoS 
attack phase' [2] corresponds to what this is recognized as. 

Based on the way methods work, DoS and DDoS attacks 
can be roughly classified into three categories (Ali et al., 2019). 
These involve assaults based on connection utilization, 
bandwidth consumption, and vulnerability exploitation. 

B. Connection Consumption-based Attacks 

A connection-oriented protocol is the Transmission Control 
Protocol (TCP). In advance of data exchange, it establishes a 
connection between the client and the server. A limited 
quantity of connection requests can be accepted and processed 
by any server. In an effort keep those with authorization 
considering accessing the service offered by the organization, 
the attacker establishes an enormous amount of connections 
with the server. The operating system's kernel [5] resources 
required for setting up connections have been drained by this 
type of attack. One of the most frequently used attacks under 
this category is the SYN Flood attack. 

 

Fig. 1. Flood attack. 

Fig. 1 shows the process of a SYN Flood attack, during 
which the attacker establishes an extensive amount of TCP 
connections with connections only partially accessible to 
deplete the connection pool. Due to how it operates, a cluster 
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of servers may be configured to function slower than normal 
through using slow network connections. 

C. Bandwidth Consumption-based Attacks 

Every network has an established amount of accessible 
bandwidth. The network's bandwidth limit has been exceeded, 
which will impact up the response times of the servers and the 
various devices linked to it. Attacks based on computation-
based DoS and DDoS are started by making use of this primary 
bandwidth. In order to generate a massive flood, the attacker 
uses established handler machines to control an enormous 
quantity of preconfigured zombie devices connected to the 
internet. User Datagram Protocol (UDP) flood is a prevalent 
attack in this type of attack. Fig. 2 shows the visualization of 
continuous features with respect to packet count protocol and 
type of attack. 

This paper explains the procedure of transfer learning to 
train a model to get higher accuracy. In this research, authors 
used A.DDoS attack SDN Datasets from Mendeley website. 

II. RELATED WORK 

Deep learning is gaining popularity these days because of 
its higher accuracy and performance. Its implementations in 
this field are being researched by a community of scholars. 
Automotive architecture, healthcare, manufacturing, and law 
enforcement are some of the well-known realms. The study 
that has already been completed by various scholars is 
mentioned below. Asad et al. [2020] [1] equate the effects of 
the machine learning methodology to those of others The 
Naive Bayes categorization methodology and the decision-tree 
categorization methodology are two examples of machine 
learning techniques. The researcher mostly attempted to act in 
a version that was not online. If the scale of the dataset grows 
larger, the output disparity becomes more pronounced. Deep 
Intelligence was introduced by Bhuvaneswari Amma N.G et al 
[2023] [2]. The knowledge was derived using a radial base 
function with a variety of abstraction levels. The research was 
conducted on well-known datasets such as NSL-KDD and 
UNSW NB15 that included 27 functions. In comparison to 
other existing methods, the researcher believed that his method 
was more accurate. Muhammad Aamir et al. used a clustering 
technique to apply a feature selection process. Five related 
machine-learning methodologies were used to compare the 
algorithm. For preparation, SVM and RF methodologies were 
utilized. The best accuracy was attained by RF, which was 
about 96 percent.  

Mishra et al. [3] classified packages depending on their 
characteristics. Through inspecting the IP header, the 
protection strategy attempts to identify IP addresses. These IP 
addresses are utilized to distinguish between spoofed and 
legitimate addresses. As the scale of the assault becomes 
larger, firewalls are ineffective. For separating the regular and 
assaulted traffic, Narasimha et al utilize anomaly identification 
and machine learning methodologies. Real-time datasets were 
utilized in the research. For classification, the well-known 
naive Bayes ML methodology was utilized. The outcomes 
were compared to those of other methodologies such as J48 
and RF.  

A. Haddaji et al [2023] [4] combined intellectual-
stimulated computation and the entropy methodology in their 
research. For the classification, Support Vector Machine 
Learning was utilized. The platform's flow chart was being 
mined for information. In terms of identification precision, the 
outcomes were satisfactory. Omar E. Elejla et al. used an IPv6 
classification strategy to incorporate a methodology for the 
identification of DDoS assaults. The findings were compared 
to 5 different well-known machine learning methodologies by 
the scientist. DT, SVM, NB, KNN, and NN were the 
methodologies utilized. The research was conducted on a well-
known dataset. According to the source, the KNN 
methodology achieved a precision of about 85 percent.  

Farhan ulla et al. [2023] [5] used the ML methodology to 
create an entropy-depend semi-supervised methodology. 
Unsupervised and supervised designs are used in this 
development. Unsupervised techniques have high precision and 
low false-positive rates. Supervised methods, contrarily, 
minimize the number of false positives. The datasets utilized in 
the research were NSL-KDD, UNB ISCX 12, and UNSW-
NB15. For the recognition of the assault, Nathan Shone et al. 
use a DL methodology. It also utilized the NDAE function for 
unsupervised instruction. On the well-known KDD Cup 99 and 
NSL-KDD datasets, the proposed methodology was executed 
on a GPU utilizing TensorFlow. The researcher believed that 
he was able to get more precise identification outcomes. 

III.  INTRUSION DETECTION SYSTEM MODEL 

The Internet is a global network of computers connected 
through various media and a standard protocol. Among many 
additional essential elements in modern life, people nowadays 
depend on the World Wide Web for their education, trade, 
social ability, and recreational activities. Evidently, the Internet 
brought perhaps the greatest advances in communication and 
computing.  

Attacks on the web may involve in many different possible 
dangers, such as financial loss, identity theft, loss of 
confidential data or information, theft of network resources, 
damage to a person's brand and reputation, and a decrease in 
consumer confidence in online banking and e-commerce.  

Most security issues differentiate themselves from their 
earlier equivalents in non-network infrastructures since data 
and business logic are located on a remote Network server with 
transparent supervisors. One of these attacks, the Denial of 
Service (DDoS) attack, has been extremely aggressive and 
extremely intrusive to web servers. Denial of Service (DDoS) 
assaults frequently target the server a network of computers 
that provide consumers a service. DoS attackers seek to 
consume servers that are operational in an approach that leads 
the service stop functioning because of an excessive number of 
outstanding requests in the service queue. 

DDoS attacks can be performed on government 
departments, educational institutions, and home systems that 
have been hacked. These computer programs are referred to as 
bots. Usually, DoS assaults begin at the network layer by 
sending many UDP, SYN, or ICMP packets of data. Attackers 
migrate to the application layer and flood it with HTTP GET 
requests, which is referred to as application-layer DDoS, after  
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network layer attack fails. According to Bhardwaj et al. (2020) 
[6], DDoS attacks can use TCP SYN, UDP flood, DNS 
reflection, HTTP flood, and ICMP flood. Based on information 
research on security, distributed denial-of-service (DDoS) 
attacks recently cost companies and governments all through 
the world a large amount of revenue. On the other side, the 
attackers use more advanced techniques to amplify attacks and 
overload their targets by taking benefit of their geographic 
distribution and computing power provided possibly by the 
wide variety of devices and their various movements, which 
are frequently incorporated within IoT network scenarios. 
Therefore, a practical and effective DDoS detection method 
must be developed and has been optimized, and functional in 
IoT-based smart environments with major constraints on 
processor power, reaction time, and data processing volume. 
Thus, conventional IDSs might out to be completely 
appropriate for applications in the Internet of Things. IoT 
security is a continuously significant issue that requires the 
creation of mitigation techniques and an increasing 
understanding of IoT safety concerns system (Catak FO et al., 
2020) [7]. In order to guarantee that client data is stored in a 
safe fashion, security is another crucial component of network-
based IoT data. Network security is crucial for both 
commercial and personal users. Everyone wants to remain 
certain regarding the integrity of their personal data. 
Businesses are legally required to protect customer 
information, and certain industries require more stringent 
regulations around data storage. Various difficulties with the 
value multi-tenancy, data loss and leaking, network 
accessibility, identity management, harmful APIs, inconsistent 
service levels, patch management, and internal threats are 
associated with the issue of network computing security. Some 
safety features that cannot be sufficiently scalable, 
incompatible, and appropriate are missing from conventional 
basic cryptographic algorithms. With these requirements in 
mind, an IDS mechanism with the indicated encryption 
approach has been established to defend the network from 
DDoS attacks.  

A. DDoS Attack SDN Dataset 

Machine learning and deep learning algorithms use this 
smaller net emulator-generated data set that has been modified 
with SDN, to categorize traffic. At the start of the project, ten 
smaller networks with switches connected to a single Ryu 
controller are established. Network simulation was utilized for 
imitating malicious traffic, such as TCP Syn assaults, UDP 
flood incidents, and ICMP assaults, as well as normal traffic 
including TCP, UDP, and ICMP. A total of 23 features in 
everything, some of which have been determined and some of 
which were obtained from the switches, in the data set. Among 
of the characteristics that have been obtained are Switch-id, 
Packet_count, Byte_Count, Duration_sec, Duration_nsec, 
which is Duration in Nanoseconds, Source IP, Destination IP, 
and Total Duration. The port symbol while rx_bytes indicates 
the number of bytes received on the switch port, tx_bytes 
indicates the number of bytes carried from the switch port. The 
dt field shows the time and date prior to the are transformed to 
values, and a flow is tracked every 30 seconds. Packet per flow 
examines the entire amount of packet in a single flow, while 
bytes per flow examines the total amount of bytes in a single 
flow. The data transfer and reception accelerates are tx_kbps 

and rx_kbps, respectively, whereas port bandwidth is the 
product of tx_kbps and rx_kbps. The packet rate, which is 
determined as the number of packets sent per second, can be 
determined by dividing the number of packets provided per 
flow by the monitoring interval, Packetins message measure, 
and the total number of flow entries in the switch. The last 
column's category proof of identity, which decides whether the 
traffic type is malicious, is shown. Label 1 indicates malicious 
traffic, while Label 0 indicates benign traffic. The result of a 
250-minute network simulation produced 1,04,345 rows of 
statistics. Repeating the simulation for a longer amount of time 
allows for the gathering of more data. 

 

 

 

Fig. 2. Visualization of continuous features with respect to packet count, 

protocol, and type of attack. 

IV. PROPOSED METHODOLOGY 

A sophisticated model based on DLNN which employs 
optimized values in the hidden layers to differentiate among 
normal and attacked network data is developed for recognizing 
DDoS attacks. 
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A. Deep Learning Neural Network 

One of the most advanced artificial intelligence methods 
for tackling computer vision's 11 challenges is the Deep 
Convolutional Neural Network (Deep CNN). As a feed-
forward artificial neural network, the Deep CNN established a 
class of deep learning and has been utilized for different 
agricultural image classification research. Deep CNN's 
convolutional layer, which is vital, employs filters to extract 
data from the input images. An enormous amount of training 
data must be collected for the purpose of enhancing the 
performance of Deep CNN. Fig. 3 shows the architecture of the 
Deep CNN technique. 

One of the primary advantages of using Deep CNN for 
image classification is avoiding the requirement for feature 
development. Deep CNN's numerous levels each contain 
multiple convolutions. They provide many kinds of visuals for 
the training data in the quicker, more detailed layers, acquiring 
to more intricate ones in the deeper layers. The pooling layers, 
which initially serve as methods to extract features from the 
convolutional layers' performance as feature extractors, are 
then used to decrease the dimensionality of the training data. In 
the words of Chen J et al. (2019) [8], the convolutional layers 
transform an assortment of lower-level features into additional 
discriminative features. The vital elements of Deep CNN are 
the convolutional layers in addition. In contrast to traditional 
machine learning, feature engineering is an essential part of 
deep learning. The down-sampling process gets carried out 
along the spatial dimensions through the pooling layer. It 
promotes having fewer parameter choices. The pooling 
component of the proposed model uses the max-pooling 
process. In the proposed Deep CNN model, max pooling 
outperforms average pooling in processing performance. 
Dropout, which explains removing entities from the network, is 
another important layer. It follows the overfitting reducing 
regularization strategy. Using dropout values that ranged from 
0.2 to 0.8, the proposed model was trained and compared. 
Applying the convolutional and pooling layers results, the 
dense layer follows up with the classification.  

Deep CNN is a highly iterative process that requires 
developing an assortment of models while deciding on the 
most effective one (Morgan Kaufmann, et al. 2019) [9]. 

 

Fig. 3. The architecture of the deep CNN technique. 

B. Transfer Learning 

An approach for transmitting knowledge from one machine 
learning model to another is referred to as transfer learning by 
collecting bias and weight values from present models, it 

reduces the initial model construction phase of the new model. 
For instance, a machine learning model developed for task A 
could be used as a foundation for a model for task B. Current 
pre-trained models are used through transfer learning to gather 
knowledge that can be applied to new models.  

In the research of Panigrahi R et al. (2018), AlexNet, 
Visual Geometry Group Network (VGGNet), Residual 
Network (ResNet), and Inception Network are among the most 
frequently utilized pre-trained deep learning models. A popular 
pre-trained deep convolutional neural network model is 
AlexNet.  

The Alex Net comprises five convolutional layers with a 
Relu activation function and three fully connected layers. The 
Alex Net contains 62,000,000 trainable variables. 

 

Fig. 4. Transfer learning techniques. 

An example of an approach to transfer learning is shown in 
Fig. 4. In comparison with AlexNet, VGGNet increases 
performance while requiring less time to train. The 
convolutional and pooling layer kernels employed by VGGNet 
were lower than those utilized by AlexNet, indicating an 
important difference between the two networks. During the 
entire training phase, the kernel's size is fixed. VGG16 and 
VGG19 constitute two among the 14 distinct types of 
VGGNets. The number shows the number of network levels 
they are. There are 138 million trainable parameters in the 
VGG16. The ResNet addresses the vanishing gradient problem 
during the deep convolutional neural network training process. 
The ResNet makes use of a shortcut connection to improve 
network performance. In an entire network, there are only two 
pooling layers. ResNet18, ResNet50, and ResNet101 are the 
most common ResNet models. A total of eleven million 
trainable parameters in the ResNet18. In addition, the parallel 
kernel methods for handling flexible kernel values are 
presented for the inception net [10]. Google Net is the 
Inception Net's simplest iteration. In Google Net, there are 6.4 
million trainable parameters. 

DDoS volumetric attack constitutes the most harmful 
malicious internet traffic. This volumetric attack aims to 
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overwhelm the victim's computational capacity internet 
connections by having numerous attackers coordinate the 
transfer of a high rate of void data [11].  

The proposed intrusion detection system for the detection 
of DDoS attacks and the Elliptic Curve Cryptography (ECC) -
based secure encryption scheme. This method undergoes 
training and testing phases. In the training phase, the SDN 
dataset undergoes preprocessing where data nominalization, 
replacement of missing attributes and data normalization has 
been done. The proposed classification is carried out on the 
training phase to identify or classify the data to be normal or 
attacked data. Then the procedure is followed by preprocessing 
and classification as like in the training phase. Then if the 
classified data is normal, it can be further prevented from the 
attackers by encrypting the data using the ECC technique and 
stored in the network. If any need of encrypted real data in 
future will decrypt the data in the network and make use of it. 
Otherwise, the attacked (hacked) data is stored as a log file in 
the network for future attack detection. SDN-Data set which 
consists of forty-one features of is considered as normal and 
attacked type. Each feature is categorized into three types of 
attribute value types namely nominal, ordinal. 

C. Hyperparameter Optimization 

It is necessary for machine learning model training to offer 
optimal performance. Hyperparameters are parameters that are 
set before training begins and control aspects of the training 
process that are not learned from the data. These parameters 
can significantly affect a model's performance, generalization, 
and convergence [12]. 

Here are the steps and techniques involved in 
hyperparameter optimization: 

Identify Hyperparameters: Start by identifying the 
hyperparameters that need to be optimized. Depending on the 
type of model you are training, these could involve learning 
rate, batch size, number of layers, number of units in each 
layer, dropout rates, regularization strength, etc. 

D. Optimization Methods 

Grid Search: For each hyperparameter, a grid of possible 
values needs to be specified, and all possible combinations 
should be thoroughly examined. It is easy to set up and can 
work well for a small parameter space, but it can be 
computationally expensive. 

Random Search: Instead of trying all possible 
combinations, random search randomly selects parameter 
combinations to evaluate. It is more efficient than grid search 
for larger parameter spaces. 

Bayesian Optimization: This is a more advanced approach 
that models the underlying function that maps hyperparameters 
to model performance. It uses this model to intelligently 
choose the next set of hyperparameters to evaluate, potentially 
reducing the number of evaluations needed. 

Gradient-Based Optimization: Some libraries offer methods 

that use gradient-based optimization techniques to tune 

hyperparameters. 

 

Fig. 5. Hyper parameter tuning process. 

E. Implement Hyperparameter Search 

For grid search or random search, loop through different 
hyperparameter combinations, train the model on the training 
set and evaluate it on the validation set using the chosen 
evaluation metric. For Bayesian optimization, use a library like 
scikit-optimize, or Bayesian Optimization. 

Iterate and Tune: Based on the results of the validation 
performance, adjust the range or values of the hyperparameters 
and repeat the optimization process. Fig. 5 shows the hyper 
parameter tuning process. 

Evaluate on Test Set: Once you have found the best 
hyperparameters using the validation set, evaluate the model on 
a separate test set that was not used during the optimization 
process to get an unbiased estimate of the model's 
performance. 

V. EXPERIMENTAL RESULTS 

After Steps to be followed  

 Feature extraction. 

 Data modification 

 Classification 

 Decision making  

A. Tools 

We used i7 processor, a 256 SSD laptop TensorFlow, and 
Google Colab tools to train our model. We conduct perform 
manual attacks on DDoS and collect the data sets. We collect 
data sets of real-time attacks that have taken place previously 
from internet data sources. 

B. Preprocessing 

  For the purpose of minimizing noise in the data and 
improving the efficacy of the previously mentioned technique, 
preprocessing should be done on the data. Feature extraction 
and data transfer to numerical values are the two phases of data 
preparation. 

C. Feature Extraction  

Feature extraction is the main step for data classification. In 
this project, three characteristics—packet length, delta time, 
and protocol—are considered in account. 
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D. Classification and Modification  

With Data then, a numerical representation for these 
characteristics is created. The numerical values are fed to the 
ML models, with 30% utilized as training data and 70% for 
model testing. Each ML model is processed concurrently.  

E. Decision Making  

The voting majority among all algorithms determines the 
result. 

Fig. 6 shows the training of the hyper model and Fig. 7, 
Fig. 8 shows the graph drawn between accuracy of the hyper 
model and epochs and loss vs. Epoch graphs. 

 

Fig. 6. Training of proposed model. 

 

Fig. 7. Accuracy v/s Epochs in hyper model. 

F. AUC and ROC 

Evaluation of performance is an essential function in 
machine learning as shown in Fig. 9. So, we can depend on an 
AUC-ROC Curve when it comes to the classification their task. 
The AUC (Area Under the Curve) and ROC (Receiver 
Operating Characteristics) curves is employed to evaluate or 
show the performance of the multi-class classification trouble. 

 

Fig. 8. Loss Vs Epochs. 

It is one of the most essential criteria for assessing the 
efficiency of any classification model. AUROC (Area Under 
the Receiver Operating Characteristics) is a different method of 
expressing its contents. 

 

Fig. 9. ROC curve of Hyper model. 

The accuracy of the proposed algorithm is compared with 
other standard machine learning algorithms in Table I.  

TABLE I. COMPARISON OF ACCURACY OF DIFFERENT MODEL 

S.no Model Accuracy 

1 XGBoost 98.179892 

2 KNN 96.809194 

3 Decision Tree 96.619800 

4 Proposed Hypermodel 99.072289 
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VI. CONCLUSION 

Nearly all the work needs to be done manually while 
utilizing traditional methods, and the results are often 
inaccurate and difficult to identify risks. However, by 
employing a Machine Learning strategy, we can spot risks 
much more quickly than with traditional methods. Three neural 
network (ML) algorithms—Naive Bayesian, KNN, and 
Random Forest were employed in our proposal. The suggested 
hypermodel produced highly excellent precision and other 
output metrics like AUC and ROC by utilizing the hyper-
tuning method in machine learning. We will be mounting it on 
all networks such routers, firewalls, and server since it has a 
limited resource consumption and can run on inexpensive 
components. The current system simply detects DDoS attacks, 
but in the future, we will improve it to a DDoS-avoiding model 
to improve server security. As technology advances, we will 
boost this model's efficiency. 
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Abstract—Globalization is certainly a blessing for us. Still, 

this term also brought such things that are constantly not only 

creating social insecurities but also diminishing our mental 

health, and one of them is Cyberbullying. Cyberbullying is not 

only a misuse of technology but also encourages social 

harassment among people. Research on Cyberbullying detection 

has gained increasing attention nowadays in many languages, 

including Bengali. However, the amount of work on the Bengali 

language compared to others is insignificant. Here we introduce a 

Hybrid ensemble method using a voting classifier in Bangla 

Cyberbullying detection and compare this with traditional 

Machine Learning and Deep Learning Classifiers. Before 

implementation, Exploratory Data Analysis was performed on 

the dataset to gather better insight. There are lots of papers that 

have already been published in other languages where it is seen 

that the hybrid approach provides better outcomes compared to 

traditional methods. Thus, we propose a highly well-driven 

method for Cyberbullying detection on the Bangla dataset using 

the hybrid ensemble method by voting classifier. The overall 

deployment consists of three Machine Learning classifiers, three 

Deep Learning classifiers, and a Hybrid approach using the 

voting classifier. Finally, the Hybrid ensemble method yields the 

best performance with an accuracy of 85%, compared with other 

Machine and Deep Learning methods. 

Keywords—Bangla dataset; cyberbullying; exploratory data 

analysis; machine learning; deep learning; hybrid ensemble 

method 

I. INTRODUCTION 

Globalization impacted Bangladesh immensely a long time 
ago, and we’re moving forward with this new era and keeping 
ourselves up-to-date with technology, which is a blessing and 
positive news for us. But now the major concern is 
cyberbullying, which is also spreading drastically in the 
Bengali language. People got so aggressive while bullying 
others, and it is high time we should be concerned and do 
more research [1] on our language to prevent and detect those 
nonsocial texts. Research says, this type of behavior 
recurrently arose on YouTube, Facebook, and Twitter sites 
(Eric Rice, Cyberbullying perpetration and victimization 
among middle-school students., 2015). There are about 126.21 
million internet consumers in Bangladesh [2], and the majority 
of active internet consumers are young. Also, Bengali is in the 
6th rank as the most spoken language around the globe [3], 

which accelerates the use of Bangla over social media. Which 
also increases the devastating amount of bullying on the 
internet. The expression "cyberbullying" can refer to a variety 
of behaviors, including hostile material, harassment, toxic 
commenting (such as gibe, triggered, sexual, or religious), and 
so on. And these sorts of aggressive behavior most lead to 
terrible mental health issues, such as self-harm anxiety, 
depression, social and emotional perplexity even suicidal 
thoughts or attempted suicide [4]. In Bangladesh, a survey 
stated, about 85 percent of youths believe that online bullying 
is an unadorned problem and 8 percent of youths have faced 
online bullying, at least one time a week or more since the 
pandemic [5]. 

Therefore, to mitigate such heinous acts of cyberbullying, 
many global preventive and intervention approaches have 
been introduced to improve the safety of internet users all 
around the world, and we should also be concerned about our 
Bangla language. Thus, we are approaching a new method to 
prevent this vile activity. Due to the numerous benefits the 
hybrid approach has over traditional machine learning 
algorithms, researchers are moving away from traditional 
machine learning techniques and toward them in the detection 
of cyberbullying. That’s why, focusing on detecting bully on 
Bengali Language using a Hybrid Ensemble approach.The 
following are main highlights of this paper: 

1) Introducing and proposing a hybrid ensemble approach 

that combines all the traditional approaches utilized in this 

study and uses a voting classifier to detect cyberbullying in the 

Bangla dataset. 

2) The proposed method outperforms the currently used 

worldwide for classification and analysis, including Dense 

Architectural, LSTM, Bi-LSTM, KNN, Logistic Regression, 

and Decision Tree. 

3) Performed exploratory data analysis (EDA) to get the 

appropriate insights and visuals for the desired cyberbullying 

model in the Bangla dataset. 

4) Performed visualization and comparative analysis on 

the classification performance of three traditional machine 

learning and deep learning algorithms. 

5) Evaluated various feature extraction methods to 

identify the optimal strategies for feature extraction and text 
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embedding for both conventional machine learning and neural 

network-based techniques. 

Our whole work is divided into two parts: 

 Performing Exploratory Data Analysis (EDA) to get 
insight from the dataset.  

 And then introducing a hybrid ensemble method to 
detect cyberbullying in the Bangla dataset. 

II. RELATED WORKS 

Cyberbullying is indeed like a parasite in our modern tech 
world. There are so many works and activities being practiced 
preventing this. Recently, the amount of work has been 
increased in the field of Cyberbullying detection in the Bangla 
dataset. But the progress is not comprehensive; we should 
enrich our research by doing more work to prevent this 
aggressive vulnerability on social media. 

For English language, tons of work already been done in 
text categorization or Cyberbullying detection using text 
mining by classifying posts or conversations. Yin et al. text 
classification by using supervised learning [6]. In [7], they 
proposed unsupervised method for bully detection. Haidar et 
al. detect Cyberbullying by proposing a multilingual system in 
the Arabic language by using Machine Learning [8]. Dadvar et 
al. they proposed a Hybrid approach to detect Cyberbullying, 
where they show that the hybrid approach provides better 
performance than the expert systems [9]. Zhao et al. proposed 
an automatic Cyberbullying detection using bullying features 
on social media [10]. Mohammed Ali Al-garadi et al. 
proposed a model that provides a practical explanation for 
Cyberbullying detection in social media.  This is an offensive 
language detection approach equipped with a lexical syntactic 
feature only [11]. Dalvi et al. they introduced a method to 
recognize and stop Cyberbullying on Twitter using machine 
learning [12]. Muneer et al. proposed an automatic bully 
detection system where they used more than 35,000 distinctive 
tweets as a dataset [13]. Herath et al. presented an automated 
bully detection system against immigrants, women, and cross-
domain adaptability [14]. Robin M. Kowalski et al. came out 
social media bullying between Middle School Students, their 
results disclosed that about 84% of school students have 
experienced bullying in this study [15]. In a previous study 
conducted by Prathyusha et al. [16], a novel approach was 
proposed that integrates the Multiple Correlation Coefficient 
and the Support Vector Machine. In Bengali language, some 
noteworthy works been seen for Cyberbullying detection. 
Mahmud el at. [17] Utilizing the Bangla dataset, we were able 
to come up with a visualization method work on the Bangla 
corpus is specifically used for sentiment analysis [18]. In [19], 
Shahin Akhter et al. performed Cross-validation using ML 
classification models with 2400 data labeled as bullied and 
non-bullied and achieves superior performance on Bangla text 
with a detection accuracy of 97%. This study shows a very 
insignificant amount of data, that’s why it’s over fitted. In 
[20], Ahmed et al. used 44,001 users’ comments from popular 
public Facebook pages and came out with a binary 
classification model of 87.91% accuracy. They proposed 
binary classification model which isn’t well suited for text 
classification. In [21], Chakraborty et al. used several ML and 

DL approach to analyze Bangla texts. In [22], Ahammed et al. 
proposed a Machine Learning approach with an accuracy of 
72%. Again in [23] [24], Ahmed et al. used Bangla, 
Romanized Bangla and Meme Detection [25] text for 
Cyberbullying detection using traditional ML, and DL 
Classifiers. 

In terms of bullying detection, the above approaches are all 
good, but they got a few lacking like, using insignificant 
amount of dataset, implementing traditional approach for bully 
detection, and the approach that doesn’t help to classify text 
accordingly. Hence, we’re introducing a new approach for 
Cyberbullying detection on the Bangla dataset: Hybrid 
Ensemble Method using the voting classifier. The detailed 
methodology is discussed in Section III. Section IV presents 
the Results analysis and the conclusion is given in Section V.  

III. RESEARCH METHODOLOGY 

This research mainly focuses on introducing a new 

approach for Cyberbullying detection in the Bangla dataset. 

A. Dataset 

There is total number of 10,512 data on our dataset and the 
dataset consists of three columns - comments, class, and 
gender. The class column categorized into- Gibe, Triggered, 
Sexual, Religious, and not bully. And the Class and Gender 
section is specifically used to perform Exploratory Data 
Analysis to get insight from the Bangla dataset. Fig. 1, a 
complete portrait of how the bully is differing from gender to 
gender. 

 
Fig. 1. Different types of bullies among gender. 

B. Model Procedure 

In the proposed work, introducing Hybrid Ensemble 
approach for bully detection in the Bangla dataset. The overall 
reasearch is divided into four parts or sections: 

 Exploratory Data Analysis to get proper insight from 
the dataset,  

 Machine Learning deployment,  

 Deep Learning deployment, and 

 Hybrid Ensemble approach deployment. 

To get an accurate and precise model, one need to know 
the dataset precisely that’s why exploratory data analysis is 
must to do part before any model implementation. In our 
work, we use the table for our data visualization and find out 
proper insight through this visualization. The Bangla 
comments are collected from social media platform. Since 
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dataset is in raw format, contain noisy elements, unwanted 
data, null value which could degrade our model evaluation. 
So, lots of data preprocessing method been applied to sort out 
the dataset and remove those unwanted part from the Bangla 
dataset. A classifier is a function that uses an example's values 
as predictor variables or independent variables to determine 
the class to which the example belongs (the dependent 
variable). A computational software called machine learning is 
able to learn without being told where to look. In our work, 
Machine Learning Classifier perform one part which helps to 
understand further classification. New and robust deep 
learning (DL) algorithms have been developed as a result of 
advancements in computing technology, and they have shown 
promising outcomes in a variety of applications. Further 
implemented a few Deep Learning model in order to get 
overview from the dataset. 

Finally introduced a Hybrid Ensemble method and 
compare between these three methods, to find out best 
performance. Illustrating overall workflow in below Fig. 2. 
Based on split data, the program then trains each classifier to 
develop a method of classifying. Three columns from dataset 
is taken for further analysis. They are- comments, Gender, and 
class. The class column divided comments into five 
categories: 

Comments can be in different formats, like: 

 Not bully, 

 Triggered, 

 Gibe, 

 Sexual, 

 Religious, etc. 

 
Fig. 2. Diagram of the proposed workflow for the research. 

So, Not Bully are the type of comments which are in 
general comments on a post or write as well wishing. Then 
others four types of comments are basic criteria of bully 
comment or language. For better clarification triggered 
comments are like make some pointing negatively publicly, 
gibe means spreading some rumors about other user, sexual 
mean abuse someone or eve teasing female through social 
media and the religious bullies are like contradicting with 
religious and conflict with each other and so on. 

For further implementation and evaluation, we used three 
ML classifiers and three DL classifiers and Hybrid Ensemble 
approach using voting classifier. The accuracy, precision, 
recall, f1 score, validation loss, and accuracy of each of the 
classifiers used in these models have been evaluated in order 
to choose the optimal model for implementing the 
Cyberbullying detection on the Bangla dataset. The model 
procedure is detailed below. 

1) Exploratory data analysis: The Exploratory Data 

Analysis (EDA) is performed on Tableau and came out with 

some important points and insights from our dataset. 

Dashboard of the overall Exploratory Data Analysis is shown 

in Fig. 3. Which is a collection or assembly of multiple 

worksheets. Worksheet are made by importing Class and 

Gender columns in Tableau. 

 
Fig. 3. Exploratory data analysis (EDA) on the Bangla dataset, and 

dashboard using tableau. 

2) Data analyzing and preprocessing: For analysis, first 

dropped all the unwanted columns from the dataset. Before 

implementation, data analysis is mandatory for getting a clean 

and accurate model. The BNLP corpus is used to remove 

Bangla stop-words, letters, and digits from the Bangla 

comments. The dataset was also cleaned of any duplicate 

information, links, or URLs, as well as numerals, punctuation 

marks, and emojis. The next step is to clean, instance 

selection, remove noisy data, unwanted value, feature 

extraction, and selection are among the steps that are involved. 

3) Feature extraction: Machine Learning and Hybrid 

Ensemble approach feature extraction, we used Term 

Frequency & Inverse Document. It is stated that, in Machine 

Learning strings is converted into number by using TF-IDF 

and then provide a numerical format for the Machine Learning 

models. Using the text vectorizer term frequency-inverse 

document frequency, text is transformed into a vector format. 

The concepts of Term Frequency (TF) and Document 

Frequency are integrated (IDF). 

4) Split processed dataset: The dataset was divided into 

training and testing data using the sklearn model selection 

module for subsequent implementation. A total number of 

10,512 data is in the dataset and split them for further training 

and testing using several approaches. 
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C. Machine Learning Classifiers 

Here three Machine Learning classification models been 
used for the bully detection purpose and they are: Logistic 
Regression (LR), K-Nearest Neighbor (KNN), and Decision 
Tree (DT). 

1) Logistic regression (LR): Logistic Regression (LR) 

been widely used for classification algorithm (two-class 

classification). Logistic Regression estimates the probability 

of an event occurring by using the sigmoid function which 

maps any real value into another value between probability 0 

and 1. The sigmoid function is written in Eq. (1). 

     ( )    (      (  ))  (1) 

2) K-Nearest neighbor (KNN): The k-nearest neighbors' 

algorithm (KNN) is a supervised learning and a non-

parametric classifier, which uses propinquity where they 

group distinct data point to make prediction. Although it can 

be applied to classification or regression problems, it is 

commonly employed as a classification algorithm because it 

assumes that comparable points are located close to one 

another. 

3) Decision tree (DT): Decision Tree is also a supervised 

learning classifier. When it comes to classification issues, 

decision tree is often used. In DT, internal nodes outline 

dataset appearances, branches signify decision rules, and each 

leaf node denotes the result. 

D. Deep Learning Classifiers 

For our research purpose, we used three Deep Learning 
approaches, like- Dense architecture model, LSTM, and Bi-
LSTM. 

1) Dense architecture model: The proposed approaches 

run 30 epochs to find out the upmost accurate performance for 

Dense Architectural model. It can be observed that, by the 

time each cycle or epoch running the performance of the 

model also enhances, which means decreasing validation loss 

of model and increasing validation accuracy of the model. The 

model summary provides the layer, shape, and number of 

parameters used in each layer. Fig. 4 below demonstrating, 

overall Dense Architectural Model summary, which includes 

that the model is running sequentially, the embedding layer 

got total 8000 parameters, dense layer got 408 parameters, 

there is no dropout in the dense layer. It also indicates that the 

total parameters are 8433 and all of them are trainable. 

2) Long short-term memory (LSTM): Long short-term 

memory (LSTM) is a type of recurrent neural network that 

was created specifically to stop the neural network output for a 

particular input from expanding up as it rotates with the 

feedback loops. Recurrent networks were able to outperform 

other neural networks at pattern identification thanks to these 

feedback loops. Another popular advanced recurrent neural 

network (RNN) structure that was created with long-range 

dependencies and temporal sequences in mind is known as 

Long Short-Term Memory. Fig. 5, Number of epochs and 

validation accuracy and loss scores in our LSTM model. 

 
Fig. 4. Proposed dense architectural model. 

 
Fig. 5. Validation accuracy and loss scores of LSTM model, and number of 

epochs. 

3) Bi-LSTM: Bidirectional recurrent neural networks are 

the combination of two independent RNNs together for further 

implementation. With the help of this Bi-LSTM structure, the 

networks can vividly have both forward and backward 

information at every stage of the process. Using a bidirectional 

will run inputs in two ways: one from the past to future and 

another one from the future to past and where LSTM that only 

runs backward (unidirectional). Fig. 6 illustrates the number of 

epochs and validation accuracy and loss scores in our Bi-

LSTM model. 

 
Fig. 6. Validation of the correctness of the Bi-LSTM model in terms of loss 

as well as the number of epochs. 

E. Hybrid Ensemble Method 

Hybrid Ensemble Method is one of the popular methods 
used nowadays for better predicted outcome. It’s also called 
the heterogeneous assembly of weak learners. Lots of 
Machine Learning classifiers are combined in this task to 
come up with a classification problem. Ensemble learning 
techniques got a long record and history of showing 
handsome performance comparing with any other traditional 
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ML approaches. The domains of these applications include 
classification and regression problems. Fig. 7 shows how the 
hybrid ensemble method works in a simple way. 

 
Fig. 7. Basic working procedure of hybrid ensemble method. 

IV. RESULT ANALYSIS 

A. ML Models Result Analysis 

The performance of the Machine Learning models was 
further examined through the utilisation of Receiver Operating 
Characteristic (ROC) curves and the Area Under the ROC 
Curve (AUROC). In Fig. 8, the receiver operating 
characteristic (ROC) curve and the area under the ROC curve 
(AUROC) are depicted for our machine learning classifiers. It 
is observed that the logistic regression (LR) model achieved 
the highest AUROC score of 88%. It has been noticed that 
Logistic Regression achieved the greatest AUROC score. It’s 
stated that, highest AUROC means better classifier. Summary 
of ROC curve with AUROC score: Logistic Regression 
AUROC score is 0.88, K-Nearest Neighbor AUROC score is 
0.832, and Decision Tree score is 0.551. According to the 
measurements of AUROC, Logistic Regression is the best 
classifier amongst the three ML classifiers. 

 
Fig. 8. Receiver operating characteristic, and area under-ROC curve and 

scores of ML classifiers. 

B. DL Models Result Analysis 

For Deep Learning models, the visualization shown below 
is the result in validation loss and accuracy curve for 
comparison. Both Validation loss and Validation accuracy of 
Dense Architectural Model are illustrating in Fig. 9. For 
Dense Architectural Model with increasing number of epochs 
validation loss also decreasing and in mean-time validation 
accuracy increased. For the Dense Architectural Models 
Training and Validation evaluation, where employed a total 
number of 12 epochs. In below graph, validation accuracy 
versus the number of epochs provides a visual. Where blue 
line represents as Training accuracy score and yellow line 
representing Validation Accuracy score. This is time series 
analysis of visualizing how accuracy scores of Dense 
Architecture model increasing with number of epochs. Highest 
accuracy for both training and validation is highlighting in 
epoch number 12, where Training accuracy score around 
0.775 and Validation accuracy score is around 0.770. 

 
Fig. 9. Time series representation Dense Architectural model (Validation 

loss and accuracy scores with respect to number of epochs). 

LSTM model Validation loss and accuracy in below 
Fig. 10 Validation accuracy as a function of the total number 
of epochs. Where blue line represents as Training accuracy 
score and yellow line represents Validation Accuracy score. 
This is a time series analysis of visualizing how accuracy 
scores of LSTMs (Long Short-Term Memory) model 
increasing with number of epochs. Highest accuracy for both 
training and validation is highlighted in epoch number 5, 
where Training accuracy score around 0.78 and Validation 
accuracy score is around 0.76 in the 4th epoch. 

Bi-LSTM model Validation loss and accuracy in the Fig. 
11. Where blue line represents as Training accuracy score and 
yellow line represents Validation Accuracy score. This is a 
time series analysis of visualizing how accuracy scores of Bi-
LSTM (Bidirectional) model increase with number of epochs. 
Highest accuracy for both training and testing is highlighted in 
epoch number 7, where Training accuracy score around 0.78 
and Validation accuracy score is around 0.7 at the 7th epoch. 
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Fig. 10. Time series chart of LSTM model (Validation loss and accuracy 

scores with respect to number of epochs). 

 
Fig. 11. Time series representation Bi-LSTM model (Validation loss and 

accuracy scores with respect to number of epochs). 

C. Hybrid Ensemble Models Result Analysis 

Now finally comparing and analyzing the proposed Hybrid 
ensemble model with ML and DL Models result. In Fig. 12, a 
bar chart representation to compare performance measurement 
scores of Machine learning classifiers and the proposed 
Hybrid Ensemble model is shown. Where it reflects that 
Hybrid Ensemble model performs better than Machine 
Learning classifier. 

 
Fig. 12. Comparing our proposed hybrid ensemble approach with machine 

learning models. 

 
Fig. 13. Time series chart of deep learning models. 

Fig. 13 illustrates a short time series chart comparing Deep 
Learning models with our approached Hybrid Ensemble 
method. Where blue line representing accuracy scores and 
yellow line representing loss performance scores of the deep 
learning models. 

V. CONCLUSION 

The primary objective of this study is to priorities efforts 
towards the identification of Cyberbullying using the Bangla 
dataset, while also emphasizing the importance of raising 
awareness using visualization techniques. This research 
presents a novel methodology for identifying instances of 
bullying in the Bengali language. The Hybrid Ensemble 
approach was presented, which use a voting classifier and 
achieves an accuracy rate of 85%. In addition, conventional 
machine learning classifiers and deep learning classifiers were 
utilized for comparison with the proposed methodology. 
Ultimately, after doing a comparative analysis of the three 
ways, it has been determined that the Hybrid Ensemble 
approach exhibits superior performance. The primary 
objective and approach of this study are to foster increased 
participation among researchers in their respective native 
languages and mitigate societal obstacles such as 
Cyberbullying. In subsequent investigations, there is potential 
for the expansion of research through the utilization of 
Unsupervised or Reinforcement Learning methodologies. This 
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approach might be employed to further boost the efficacy of 
the bully detection model by using a Bangla dataset. 
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Abstract—The monkeypox virus, a species of the Or- 

thopoxvirus genus within the family Poxviridae, is answerable 

for inflicting monkeypox. The symptoms of monkeypox last for 

about two to three weeks, which is often a self-limiting infection. 

There may be extreme cases. Recently, the case fatality rate has 

been in the region of 3-6. When developing a clinical medical 

diagnosis, it is vital to incorporate different rash diseases 

such as pox, measles, bacterial skin infections, scabies, syphilis, 

and medically connected allergies. Pathology at the symptom 

stage of the sickness could aid in distinctive monkeypox from 

chickenpox or smallpox. The dataset’s machine learning model 

should not be used for clinical diagnosis, but rather for 

developing a new model to identify illness fast. The gray scale 

versions of the original photos in the Monkeypox grey file could 

make it easier to figure out training more quickly. The channel-

wise feature responses that are adaptively re-calibrated are 

handled by the “Squeeze-and-Excitation” (SE) block. To do this, 

cross-channel dependency must be explicitly modeled. To 

demonstrate how these architectures are put together and how 

these building pieces may be layered to produce SE-Resnet 

designs in monkeypox image sets that generalize very well. Also, 

demonstrate that employing SE blocks significantly enhances 

the performance of current state-of-the-art CNNs while 

incurring just a little computational cost. 

Keywords—Squeeze-and-Excitation (SE); monkeypox; 

poxviridae; prodromal; chickenpox; prodromal 

I. INTRODUCTION 

As a result of the outbreak of COVID-19 in 2020, the 
whole globe was put in jeopardy; however, the emergence 
of monkeypox in 2022, which was reported by a number of 
countries, reveals the existence of yet another global danger. 
The Zoonotic Orthopoxvirus is responsible for the infectious 
illness known as monkeypox. The virus that causes monkeypox 
may be a member of the Poxviridae family (a member of 
the genus Orthopoxvirus) and is closely associated with each 
chickenpox and smallpox. However, transfer from person to 
person is also highly prevalent [ 1 ] . Rats and monkeys are 
the major disease transmission vectors. The virus was first 
found in an exceedingly monkey‟s body by researchers in a 
facility in Copenhagen, Denmark, in 1958   [17]. In 1970, amid 
a significantly additional aggressive plan to eliminate 
smallpox, the Democratic Republic of the Congo reported the 
primary human case of monkeypox [ 1 9 ] . This happened 
all during the campaign. Many people who live in close 
proximity to tropical rainforests are susceptible to contracting 
monkeypox, which is often spread across the central and 
western regions of Africa. By having direct touch with an 
infected animal, person, or object, a person can catch the 
virus. Direct body- to-body contact, animal bites, respiration 

droplets, or mucus from the eyes, nose, or mouth are all 
approaches that it would spread [18]. 

Fever, body pains, and exhaustion are some of the early-
stage symptoms that people who have been infected with 
monkeypox may experience. The long-term impact of 
monkeypox is a red bump that appears on the skin [ 5 ] . In 
1996, several villages in Zaire‟s Kasai Oriental region 
reported receiving instances of monkeypox, according to the 
Katako-Kombe Health Zone. These communities existed 
inside its boundaries. For instance,  the Democratic Republic 
of the Congo. In conjunction with the Centers for Disease 
Control and Prevention (CDC), the World Health 
Organization (WHO) appeared into this incidence. They 
extracted MPV from the lesions of active patients after 
identifying 92 likely instances that first appeared between 
February 1996 and February 1997. Between February 1996   
and February 1997, all of the cases got started. In response 
to the continued reporting of instances, the World Health 
Organization and the Centers for Disease Control and 
Prevention (CDC) started a fresh inquiry in October 1997. The 
field investigation‟s findings, which are summarized in this 
article, show that the current monkeypox outbreak is the most 
serious one ever recorded in humans [2]. Phylogenetic 
analysis imply that the virus has been  circulating outside of 
locations where it has been prevalent for some time without 
being recognized, perhaps disguising itself as other sexually 
transmitted illnesses (STIs) [20]. Individuals with a 
polymerase chain reaction– verified illness who were 
identified in sixteen different countries across five continents 
during the months of late April and late June 2022 were 
evaluated for probable exposures, demographic features, 
clinical findings, and outcomes. Although it was not possible 
to prove it, sexual transmission was thought to have occurred 
in 95% of patients but could not be proven. The data from 23 
people were used to find that seven days was the median 
length of time spent in the incubation phase. In all, 13% of 
the people who contracted the illness were admitted to the 
hospital, most often for pain treatment. There were no recorded 
fatalities [4]. There is evidence that monkeypox can be passed 
from humans to their dogs based on the timing of the start of 
symptoms in both the human patient and their dog after the 
human patient became infected. The dog   had sores on its skin 
and mucosa, and a test for monkeypox virus was positive.  

PCR records from anal and mouth swabs exhibit that the 
sickness is existing in puppies and that it is now not simply 
transferred there via close contact with humans or by means of 
airborne transmission (or both).The results of this study should 
spark discussion regarding whether it is necessary to keep 
people with the monkeypox virus segregated from their 
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pets [22]. There is a possibility that the monkeypox virus 
belongs to not one but two distinct families. The West African 
clade affords a greater wonderful outlook with a case fatality 
price of much less than 1%. The most hazardous of the groups 
on the different aspect is the Central Basin clade, additionally 
referred to as the Central African clade. A case fatality rate of 
up to 11% may also observe to kids who have no longer 
acquired their vaccines. A full recovery for the remaining 
individuals often occurs four weeks following the 
commencement of their symptoms, with the possible 
exception of scarring and skin discoloration [21]. 

Patients often complete their recuperation within this 
time range. There is presently no treatment that is known to 
be effective against an infection caused by monkeypox. 
Treatment for viral infections consists on relieving the 
patient‟s symptoms as well as possible. Nevertheless, there are 
preventative measures that may be performed in order to avert 
an epidemic. The contaminated person must continue to be 
isolated, put on a surgical mask, and maintain lesions 
blanketed as lots as is virtually viable till all crusts on 
lesions have naturally fallen off and a sparkling pores and skin 
layer has grown. During this time, the infected person should 
also keep lesions covered. Research may additionally be 
achieved to decide the viability of the usage of components 
that have already been demonstrated to be really helpful in 
opposition to Orthopoxvirus in animal trials and extreme 
vaccinia vaccine sequelae in extra intense conditions. It is 
not known if the intravenous vaccinia immune globulin, the 
intracellular viral release inhibitor tecovirimat, or the oral DNA 
polymerase inhibitor brincidofovir will be effective against the 
monkeypox virus [14] .  

II. RELATED WORK 

Monkeypox provides challenges to public health officers 
and healthcare authorities in the areas of surveillance, 
laboratory capability, disease management, and treatment. 
Monkeypox cannot be recognised, diagnosed, treated, or 
prevented from spreading in many countries because to a lack 
of knowledge and experience in these fields. Disease 
monitoring systems demand initial and long-term financial 
and human resources. Mandatory illness reporting has 
enhanced Disease Surveillance and Response system 
reporting. Alerts are rou- tine, but diagnostic samples and 
preventative techniques like contact trying to trace and patient 
seclusion are not. Human and animal health sectors must 
coordinate efforts and share information because monkeypox 
is a zoonotic disease [3]. Image analysis will be used as a 
method for training and developing machine learning models 
to classify the monkeypox illness. In addition to this, a 
modified VGG16 model is constructed, and it is tested for its 
capacity to identify between individuals who have monkeypox 
illness and those who do not. The fact that it was such a huge 
network in terms of the amount of parameters that needed to be 
trained was the most significant drawback [13]. In 2003, the 
Midwest saw an outbreak of monkeypox. Rats that were 
infected with the disease were acquired from a business that 
sold exotic pets and residential homes. After being killed, the 
rats had been taken to the United States Army Medical 
Research Institute of Infectious Diseases for investigation. 
Real-time polymerase chain reaction (PCR), enzyme-linked 

immunosorbent assays (ELISA), and viral way of life had 
been used to analyse and prepare rodent tissue samples. For 
the purpose of identifying monkeypox viral DNA, we created 
and examined two distinct real-time PCR procedures. These 
methods used the F3L and N3R genes of the Vaccinia virus as 
their respective targets. The DNA of the orthopox virus and 
other bacteria were used to verify the assays. The presence of 
orthopoxvirus in rodents was shown by 
electrochemiluminescence (ECL) using panorthopox. Both 
the specific PCR test and the pan-orthopox test revealed 
that seven out of 12 (58%) of the animals had monkeypox (in 
at least one tissue). The outcomes of the PCR and the ECL 
were different. Both the PCR and the ECL tests came out 
positive in one hamster and three gerbils. Our team also used 
immune histology, electron microscopy, and culture on a 
variety of different cell lines to verify the monkeypox virus‟s 
existence. The samples‟ PCR findings revealed that the Zaire-
96-I-16 monkeypox virus was present in each occasion (a 
human isolate from the Congo). Techniques that can be 
used to identify orthopox viruses include real-time PCR and 
ECL. Early detection is essential for both naturally occurring 
outbreaks and bioterrorism due to recent viral transmissions 
of the monkeypox virus [12]. Following an experimental 
MPXV infection, squirrels were observed for    both the severity 
of the disease‟s clinical signs and the amount of virus that was 
expelled from their bodies through their body fluids. This was 
carried out to ascertain whether the virus could spread from 
an animal to a human. The outcomes of this study revealed 
that while some rope squirrels were unable to recover from 
their very minor illnesses, others were. They can expel a 
sizable amount of the virus through their lips, nostrils, eyes, 
and bowel movements. This information aids epidemiologists 
and public health experts in their understanding of the 
potential risks that interacting with rope squirrels may provide 
to local communities in Africa. Disease ecologists will 
additionally advantage from this discovery considering that it 
will assist them recognize how the MPXV virus is maintained 
and transferred from animals to humans [8].  

When employing the MPXV PCR technique to screen for 
gonorrhoea and chlamydia, samples collected from four 
different males revealed the presence of monkeypox virus 
(MPXV) DNA. Through the use of serology, it was 
discovered that all three people had been subjected to MPXV, 
and the virus was successfully cultured from samples taken 
from two of the patients. These findings suggest that some 
incidences of monkeypox have not yet been identified, and 
they signal that testing and quarantining those who report 
symptoms might not be adequate to prevent the breakout of 
the illness [7]. However, it might also be investigated a wide 
variety of antiviral pills that had been first created for the 
remedy of smallpox and different viral infections [6]. There 
are no specific medications approved to treat monkeypox 
virus infection at this time. Cases in the continuing monkeypox 
pandemic in 2022 have been discovered to have peculiar 
clinical features. They consist of the absence of prodromal 
symptoms (such as lymphadenopathy and fever) and a 
propensity for early lesions to develop on the vaginal and 
perianal areas of the body. This methodology's novelty lies in 
its comprehensive clinical diagnosis approach, considering 
various similar diseases when identifying monkeypox. It 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023  

554 | P a g e  

www.ijacsa.thesai.org 

introduces a rapid, precise machine learning model for illness 
detection, especially monkeypox. It enhances efficiency by 
using grayscale images and “Squeeze-and-Excitation” (SE) 
blocks for Convolutional Neural Networks (CNNs) in medical 
image analysis, all while maintaining diagnostic accuracy. 
Combining clinical insights, machine learning, and innovative 
image processing, this approach has the potential to advance 
healthcare diagnostics and patient care. The treatment of 
symptoms will vary according to the systems involved or the 
individual syndromes. Patients who are at a high risk of 
developing severe illness or who already have high-risk 
disease characteristics may benefit from antiviral medication 
that alleviates severe disease and lowers risk. We are the 
guardians of the body that we inhabit. It is imperative that we 
take the necessary steps to adopt healthy living habits in order 
to forestall, mitigate, or otherwise take control of diseases 
and illnesses [16]. We used the SQUEEZE- AND-
EXCITATION-Resnet layer of a convolutional neural network 
to find the monkeypox disease. This reduces the high risk of 
getting a serious illness. 

III. METHODS 

The performance of any basic design may be enhanced by 
using this simple yet efficient add-on module, and the extra 
computational weight is only slightly increased by doing so. 
Squeeze-and-Excitation (SE) blocks were used in this approach 
to calculate the channel attention. The effect of squeeze- and-
excitation (SE) blocks on traditional architectures will 
subsequent be examined, alongside with SE blocks‟ overall 
performance in a range of computer vision applications. In 
present day designs of convolutional neural networks, the 
frames are equal to the channels in a tensor produced by 
using a convolutional layer. Typically, the dimensions of this 
tensor are (B, C, H, W), the place B stands for the batch 
size, C for the channels, and H and W for the corresponding 
spatial dimensions of the feature maps. In different words, the 
notation (B, C, H, W) may additionally be used to point out 
the dimensions of this tensor (H represents the height and 
W represents the width). Convolutional filters were used to 
extract a range of properties from the input data, which led to 
the creation of channels. In spite of this, there is a distinct 
possibility that the channels may not all possess the same 
degree of representational value. Because it‟s likely that certain 
channels are more important than others, it‟s a good idea to 
give each one a weight that‟s proportionate to its value before 
the information is passed on to the next layer. This will ensure 
that the most important information gets sent. 

A. Channel Attention 

In a convolutional neural network, the two primary 
components are as follows: 

 The dimensions provide a representation of the input 
tensor, which is typically a four-dimensional tensor 
(B, C, H, W). 

 The weights for each layer are stored inside the 
trainable convolutional filters. 

The convolutional filters are the ones that are in charge of 
generating the feature maps, and they do this by basing 
those maps on the learned weights that are contained inside 

those filters or to put it another way, the feature maps are 
constructed by the convolutional filters. Together, these filters 
learn several feature representations of the target class data 
that the input tensor includes in the image. While other filters 
are taught to learn textures, some are taught to learn edges. 
Therefore, the variety of channels determines the range of 
convolutional filters that are used to study the distinctive 
feature maps of the input. These feature maps also have 
varied degrees of usefulness, based on what we know about 
frame selection in photography at this point in time. This 
shows that certain feature maps have higher value than others 
do. A feature map that learns background texture transitions, 
for example, can be less useful and required for the learning 
process than a feature map that learns edge information since 
the latter already has the edge information. As a direct result, 
it is essentially suitable to supply the extra significant feature 
maps with a higher degree of relevance in contrast to the 
related feature maps. This lays the groundwork for how 
attention will be directed. We prefer to focal point our 
”attention” on the channels that supply the best significance, 
which, in practise, implies that we favor to prioritise some 
channels above others and provide them extra importance. The 
most straightforward strategy for achieving this objective is to 
apply a bigger scaling factor to the channels that carry a greater 
amount of significance. The Squeeze-Excitation Networks 
the- ory makes the exact same prediction about the likelihood 
of this happening. 

B. Squeeze-and-Excitation Blocks 

An architectural element called the Squeeze-and-Excitation 
Block permits dynamic channel-wise feature recalibration, 
which boosts a network‟s representational power. This was 
done by the network being able to squeeze and stimulate 
information [11] . The procedure is as follows: 

 As an input, the block makes use of a convolutional 
block. 

 When employing average pooling, each channel is 
”squished” into a single numerical number. 

 A dense layer that is then followed by a ReLU will 
increase non-linearity, and the complexity of the 
output channel will be lowered by a ratio. 

 A sigmoid follows another thick layer, creating a 
smooth gating function for each channel. 

 Last but not least, we assign a weight based on the side 
network, often referred to as the “excitation,” to each 
feature map of the convolutional block. Fig. 1 and 2 
explains the Squeeze-and-Excitation Block. 

 
Fig. 1. (A) Rudimentary SE-ResNet core module (B) Congestion SE-ResNet 

module. (C) Trifling SE-ResNet module. 
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Fig. 2. Squeeze-excitation module. 

 The SE-block, also known as the Squeeze-and-Excite 
block, is a straightforward plug-in module made up of 
three components:  

 Squeeze Module 

 Excitation Module 

 Scale Module 

1) Squeeze module: To maximise channel attention, it 

would be preferable if the feature maps‟ scale should be 

modified to fit the maps themselves. As a consequence, the 

best channel attention would be obtained. In a nutshell, the 

output tensor from a convolutional layer is the feature map set. 

The letters B, C, H, and W, in the well-known tensor notation 

stand for the batch size, channels, height, and width of the 

feature mappings (B, C, H, W). For the purpose of simplicity, 

let‟s think of it as a three-dimensional tensor of type (C, H, 

W). In essence, what things is the depth (the quantity of 

channels or feature maps contained in the tensor) and 

geographic dimensions of every feature map. We must be 

concerned with HW pixels (or values) as a whole in order to 

make the attention paid to channels flexible to each channel 

taken independently. In order to make the interest genuinely 

adaptable, this would effectively suggest that you would be 

dealing with a whole of C, H, and W variables. This is due to 

the previous statement. Given that the number of channels in 

modern neural networks increases proportionally to the 

network depth, this figure will grow to be quite large. 

Therefore, in order to simplify the computation requirements 

of the whole operation, the usage of a feature descriptor that 

may condense the data included in each feature map to a 

single value is required [10]. The Squeeze Module was created 

as a result. Convolutional neural networks often make use of 

the pooling approach to minimize the quantity of space that 

the features occupy, even if the spatial dimensions of the 

feature maps can also be decreased to a single cost utilizing a 

range of distinct feature descriptors. Both the maximum 

pooling method and the average pooling method are widely 

used methods of pooling. While the second approach gets the 

greatest pixel value inside the same specified frame, the first 

method determines the average pixel values within a given 

window. Both have advantages and disadvantages in 

proportion to how beneficial they are overall. Although max 

pooling performs a decent job of protecting the pixels that are 

most likely to activate, it also has the potential to be highly 

noisy and ignores the neighboring pixels. Despite no longer 

maintaining the information, common pooling creates a 

smoother average of all the pixels covered inside that window 

[15]. As shown in Fig. 3, we conducted an ablation inquiry to 

assess each descriptor‟s performance: Global Average Pool 

(GAP) and Global Max Pool (GMP). By averaging out each 

and every pixel that makes up the feature map, the Global 

Average Pool (GAP) process, which is employed via the 

Squeeze Module, essentially compresses the entire feature 

map to a single value. The Global Average Pool (GAP) 

operation allows for this. This option is chosen because, in 

contrast to the other two options, it produces a less chaotic 

atmosphere. As a consequence, if the input tensor is (CHW), 

the GAP operation will be performed, yielding an output 

tensor of shape (Cx1x1), which is simply a vector of length C 

with every feature map decreased to a single value. The output 

tensor that is created after it has been subjected to the GAP 

operator has the shape (Cx1x1) after doing so. In addition, the 

application of the GAP operator to the input tensor will 

determine the shape of the output tensor (Cx1x1). 

 
Fig. 3. Global Average Pool (GAP) and Global Max Pool (GMP). 

The findings of our comparison between the Squeeze 
version and the No- Squeeze variant are shown in the table 
that follows. They did this so they could evaluate the 
significance of the Squeeze operator. Fig. 4‟s No-Squeeze 
variant, which demonstrates that the tensor protecting the 
feature maps was once no longer condensed to a single pixel 
and that the Excitation module worked on the full tensor 
instead of simply a component of it, serves as an illustration 
of this idea [9] . 

 

Fig. 4. Squeeze variation. 

2) Excitation module: The second stage of the module 

includes gaining knowledge of the adaptive scaling weights 

for each of these channels after the input tensor used to be 

reduced in size to a good deal greater sensible measurement of 

(Cx1x1). We locate that the first-rate approach for mapping the 
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scaling weights for the Excitation Module, which is existing in 

the Squeeze-and-Excitation Block, is a fully connected Multi- 

Layer Perceptron (MLP) bottleneck structure is shown in Fig. 

5. The input and output layers and one hidden layer combine 

to form this MLP bottleneck. The three levels all have the 

same form. As a reduction block, the hidden layer takes the 

input space and reduces it in line with the reduction factor to a 

more manageable size (which is set at 16 by default). Then, 

in order to use it as the input tensor, the previously compressed 

region is inflated back to its original size. The following three 

factors may additionally be used to summarily illustrate the 

adjustments in dimensionality that take region at every layer 

of the MLP: 

 

Fig. 5. Multi-Layer Perceptron (MLP) structure. 

 The form that the input takes is (Cx1x1). As a direct 
consequence of this, the input layer has some 
neurons of type C. 

 This is reduced by a factor of reduction denoted by the 
letter r in the buried layer, which brings the total 
number of neurons to C raised to the power of r. When 
the output is projected again into the equal dimensional 
area as the input, the whole number of neurons grows 
to C. 

 The last stage involves projecting the output back into 
the same dimensions space as the input. 

In conclusion, the output is a weighted version of the same 
tensor with the same form, and the input is a tensor with the 
form (Cx1x1) that is used as the input. Fig. 6 displays the 
outcomes of their studies on how a SE module integrated into  
ResNet-50 architecture functions while utilising a variety of 
reduction ratios. 

In a perfect world, the value of r would be set to 1, which 
would transform the network into a square that is totally 
linked on all levels and maintains the same width throughout. 
This would lead to improved information transfer as well as 
more interaction across channels (CCI). However, there is a 
trade- off that can be made between increasing the 
complexity of the system and enhancing its performance with 
a lower r. The trade-off may be made in any direction. As a 
consequence of this, we reach the conclusion that the 
default figure for the reduction ratio should be 16, and we 
base this conclusion on the Fig. 6 was shown before. This is a 
hyper parameter that can be adjusted further in order to 
achieve a higher level of performance. There is room for 

more adjustment. 

 

Fig. 6. Cross channel information 

3) Scale module: Initial processing of the “excited” 

(Cx1x1) tensor is carried out with the aid of a sigmoid activa- 

tion layer, which limits the values to a range that lies between 

zero and 1. This is done after the tensor has been acquired 

via the Excitation Module. Following that, the output is right 

away utilized to the input the usage of a basic broadcasted 

element-wise multiplication. Each channel or feature map in 

the input tensor is scaled the usage of the splendid learned 

weight from the MLP in the excitation module. This is done 

in the subsequent phase. More study was once carried out on 

ablation, with a unique center of attention on the results of 

a number of non-linear activation functions that might also 

be used as the excitation operator. In Fig. 7, the research‟s 

conclusions are displayed. Since we conclude from the data 

that it gives the highest level of performance, the sigmoid 

activation function is chosen as the scale module‟s default 

excitation operator. In conclusion, the Global Average Pooling 

(GAP) algorithm is used through the Squeeze Excitation 

Block (SE Block) to limit an input tensor with the shape 

(CxHxW) to a tensor with the shape (Cx1x1) earlier than the 

Multi-Layer Perceptron (MLP) bottleneck structure receives 

the C-length vector and makes use of it to create a weighted 

tensor with the identical shape (Cx1x1). The inner spatial 

convolution of the block is accompanied by way of the 

squeeze-excitation block, which takes place earlier than the 

last convolutional layer. As a result, rather than functioning as 

the add-on that was initially planned, it now functions more 

like an integrated component. The default configuration, 

which covered including a SE-block after the eleven 

convolutions that have been performed, was once eventually 

chosen by way of SE-Net in spite of the reality that they had 

carried out ablation experiments and evaluated this integration 

technique. The most recent method for distinguishing 

monkeypox from other illnesses by analysing the images in 

the dataset is state-of-the-art (SOTA) detection utilising 

effective nets. The importance of being aware of the 

channels being used as well as the strength of Squeeze 

Excitation blocks are highlighted by this. 
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Fig. 7. Scale module. 

IV. PERFORMANCE EVALUATION 

The full set of test findings is investigated and analysed 
the use of the statistical methods now used by means of the 
majority of researchers, inclusive of accuracy, precision, recall, 
F1-score, sensitivity, and specificity. Due to the small range of 
lookup participants, the typical statistical effects are mentioned 
as a self-assurance interval with a 95% level of significance. 
This is followed by previously published research that 
also used a small dataset. Monkeypox may be classified for 
the purposes of our dataset as either true positive (Tp) or true 
neg- ative (Tn), depending on how accurately people are 
diagnosed; alternatively, it may be classified as either false 
positive (Fp) or false negative (Fn), depending on how 
accurately people are diagnosed. Fig. 8 displays the True 
positive rate and False positive rate AUC scores. Fig. 9 
displays the testing accuracy, validation accuracy, and testing 
accuracy with respect to the number of epochs. In this 
comparative analysis of algorithms for the detection of 
monkeypox disease, the focus was on evaluating their 
performance in conjunction with the SE-Resnet architecture. 
The dataset used for this evaluation consisted of a total of 228 
images, with 102 of them falling into the 'Monkeypox' 
category, while the remaining 126 represented cases of 
'Others,' encompassing diseases like chickenpox and measles. 

Several methodologies and algorithms were assessed in 
terms of their accuracy in distinguishing monkeypox cases 
from others. Notable among these was the application of pre-
trained deep learning (DL) models, as outlined in the study by 
Sitaula and colleagues in 2022. In this approach, these pre-
trained models were fine-tuned using custom layers, and their 
performance was meticulously analyzed using four well-
established metrics. This method yielded an accuracy rate of 
87.13%, indicating its effectiveness in monkeypox detection. 

Other algorithms included widely recognized deep 
convolutional neural networks (CNNs), such as ResNet-18 
and GoogLeNet, which had 73.33% and 77.78% accuracy, 
respectively. Furthermore, more complex models like 
EfficientNet-B0 with 91.11% accuracy and NasnetMobile 
with 86.67% accuracy demonstrated their capability in 
monkeypox detection. Shuffle Net, MobileNetv2, CNN (with 
3 layers), and LSTM (with 3 layers) also underwent 
evaluation, with accuracy percentages of 80%, 91%, 64%, and 
94%, respectively. These results displayed the varying degrees 
of success in identifying monkeypox using different 
architectures. 

 
Fig. 8. True positive rate vs False positive rate. 

 

Fig. 9. Accuracy/Loss vs number of Epochs. 

 

However, the most promising performer in this analysis 
was the proposed SE-Resnet architecture. SE-Resnet leverages 
the Squeeze-and-Excite block, composed of three critical 
components: the Excitation Module, Squeeze Module, and 
Scale Module. This innovative approach demonstrated an 
exceptional accuracy rate of 96%. The SE-Resnet architecture 
outperformed all other methods, highlighting its efficacy in 
enhancing the accuracy and reliability of monkeypox disease 
detection. In summary, this comprehensive comparison 
underscores the significance of the SE-Resnet architecture in 
achieving a remarkable accuracy rate of 96% in monkeypox 
detection, thereby offering a promising avenue for improving 
the efficiency of disease diagnosis and potentially enhancing 
patient care in the field of healthcare. 

V. CONCLUSION 

In this approach, we created a unique dataset for machine 
learning model training and development that may be utilised 
to categorise the monkeypox illness using image analysis 
techniques. The inadequacy of older architectures to accurately 
characterise channel-wise feature dependencies is something 
that is made clearer by the introduction of SE blocks. We 
have high hopes that this new information will be helpful 
in the categorization of monkeypox images, which calls for 
highly discriminative characteristics. In addition, a version of 
the SE-ResNET model is built, and its capacity to distinguish 
between patients who have and do not have monkeypox 
illness is investigated in two distinct investigations. Our 
suggested model, SE-ResNET, was able to attain an accuracy 
of around 95% with a score of 0.5% AUC. Some of the 
boundaries of our work can be overcome by means of 
consistently accumulating new images of monkeypox-infected 
patients, updating the dataset, checking out the overall 
performance of the proposed SE-ResNET model on highly 
skewed data, evaluating the overall performance of our model, 
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and the use of the proposed model to construct mobile-based 
prognosis tools. 
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Abstract—One of the more prevalent and severe cancer kinds 

is thought to be skin cancer. The main objective is to detect the 

melanoma in initial stage and save millions of lives. One of the 

most difficult aspects of developing an effective automatic 

classification system is due to lack of large datasets. The data 

imbalance and overfitting problem degrades the accuracy. In this 

proposed work, this problem can be solved using a Generative 

Adversarial Network (GAN) by generating more training images. 

Traditional RNNs are concerned with overcoming memory 

constraints.  By using a cyclic link on the hidden layer, these 

models attain Long short-term memory. However, RNNs suffer 

from the issue of the gradient disappearing, which affects 

learning performance. To overcome these challenges this work 

proposes Bidirectional Long Short-Term Memory (Bi-LSTM) 

deep learning framework for skin cancer detection. The dataset 

which is collected from the International Skin Imaging 

Collaboration were used in image processing. A novel 

metaheuristic enthused by the routine of African vultures is 

proposed in this proposed work. The African Vulture 

Optimisation Algorithm (AVOA) algorithm is designed to select 

optimum feature of skin image. The accuracy of the proposed 

method obtains 98.5%. This comprehensive framework, 

encompassing GAN-generated data, Bi-LSTM architecture, and 

AVOA-based feature optimization, contributes significantly to 

enhancing early melanoma detection. 

Keywords—Skin cancer; generative adversarial network; Bi-

LSTM; African Vulture Optimisation (AVO); deep learning (DL) 

I. INTRODUCTION 

Skin cancer has become difficult to diagnose because of 
apparent similarities. Melanoma is the well-known type of 
skin cancer, have been caused for a significant number of 
deaths in recent years. Recent surveys show that in contrast 

with various cancer types, the number of skin cancer patients 
is growing annually. Melanocytes, the skin external cells, are 
affected by it. It has several cell types that result in the skin 
becoming darker. It irregularly comes in a variety of dark 
tones. It can also be noticed on the skin in colorless or in 
shades of rosy pink in color, royal purple, azure, and more. It 
is more deadly and hazardous because it spreads quickly.  
Melanoma can be discovered everywhere on the human body, 
despite the fact that it typically develops on the lower limb's 
backside [1]. According to data from the World Health 
Organization (WHO), there are several thousand cases 
worldwide with a high risk of death by the year 2020. 
According to that, 324,635 new cases have been reported 
globally, of which 57,043 have resulted in death. The 
researcher also demonstrate that, of every 100 persons with 
melanoma, 18 will not survive  [2].Melanocytes in the 
epidermal layer have the potential to produce excessive 
amounts of melanin at a high rate in several circumstances. 
For instance, melanin is produced when strong UV radiation 
from sunlight is exposed for an extended period of time. 
Melanoma, a deadly kind of skin cancer, is the outcome of 
melanocytes' unusual growth. For successful treatment of 
melanoma, an early diagnosis is crucial. The survival 
percentage for 5 years is approximately 92% if the skin cancer 
is sensed at an earlier phase [3]. Accurate and timely diagnosis 
of melanoma, a deadly form of skin cancer, remains a pressing 
challenge in the field of dermatology and healthcare. Despite 
advancements in medical technology, the current diagnostic 
methods are often subjective and error-prone, leading to 
delayed diagnoses and poorer patient outcomes. The need for 
a more reliable and efficient approach to melanoma detection 
is evident, especially considering the increasing incidence of 
skin cancer worldwide. This research endeavors to address 
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these critical issues by developing an automated melanoma 
detection system that leverages the power of deep learning and 
convolutional neural networks. 

Historically, skin cancer diseases have been diagnosed and 
detected by manual examination and inspection by sight. 
These methods for skin doctor to visually assess and screen 
lesion photographs are time-consuming, difficult, and error-
prone [4]. Use of the ABCDE rule, which stands for 
asymmetry, boundaries, color, diameter, and evolving, is a 
typical way for spotting melanomas [5]. To diagnose 
melanoma, these warning indicators are monitored. The first 
warning indicator is a mole that is very asymmetrical or has 
uneven border patterns, as well as one that is larger than 6 mm 
in diameter and has an odd color. All of these indicators are 
tracked in order to study how researcher changes over time 
which determines the presence of melanoma. This 
methodology could be inaccurate and prone to measurement 
mistakes [6]. Effective feature extraction, classifiers, and color 
capture are required for the detection of skin lesion images. 
Recent developments have made it possible to diagnose 
melanoma accurately by molecular dermatopathology, which 
necessitates a discussion between a pathologist and a 
dermatologist. Even though the majority of 
dermatopathologists can determine the histological evaluation 
of melanocytic lesions by performing a traditional 
microscopic examination, some melanocytic neoplasms 
known as typical melanocytic proliferations require expert 
opinion before categorized as benign or malignant.  The 
investigation of the histopathological features in relation to the 
clinical and microscopy data is also required because of this. 
If molecular diagnostics is used incorrectly to decide whether 
a condition is benign or malignant, it may also be deceptive 
and lose some of its greatest value [7]. However, this method 
can only be executed effectively by skilled medical specialists. 
These complications boost the scientific people to generate 
innovative systems for melanoma visualization and diagnosis. 
Melanoma cancer is diagnosed with the use of a computer-
aided diagnosis (CAD) system. CAD diagnostic tool evidence 
can be utilized as a backup diagnosis for melanoma 
malignancy [8]. The expanding use of machine learning and 
AI in the disciplines of medical and health care has attracted a 
lot of study attention in recent years [9]. Clinical image of skin 
lesions with the existence of artefacts such as hair, veins, and 
texture and other issues might be challenging to identify 
melanoma lesions away from non-melanoma lesions. 
Consequently, the need for imagery preparation is crucial [10]. 
Early detection has been proven to significantly improve 
patient survival rates, with a five-year survival rate of 
approximately 92% when melanoma is detected at an earlier 
stage. By addressing the shortcomings of current diagnostic 
methods, this research aims to contribute to saving lives and 
reducing the burden of melanoma on individuals and 
healthcare systems. 

Convolutional neural networks with deep learning recently 
entered the field of image-based skin cancer diagnosis and 
demonstrated diagnostic performance comparable to that of 
dermatologists. It would be ideal if doctors had assistance in 
the diagnosis of difficult-to-diagnose melanomas with unique 
localizations and uncommon subtypes [11]. The segmentation 

is a vital step in creating an automated melanoma detection 
system. However, when there is no variation in image contrast 
or when there are just slight variations in illumination in the 
image content, the region of interest or thresholding-based 
algorithms perform well [12]. ResNet-50 Convolutional 
Neural Network (CNN) architecture was designed. CNN 
model employed a varied learning rate for each CNN layer. To 
slow down learning rates, novel techniques based on the 
cosines function is applied. The success percentage for the 
categorization  had a sensitivity rate of 82.3% [13]. In deep 
CNN SoftMax classifier were used. This approach worked 
effectively for lesion images that were blurry and had many 
sizes. This method was calculated using skin lesion samples 
from PH2 and ISIC 2018 and yielded respectable accuracy 
and dice coefficients of 95% and 93%, for each [14]. 

The existing diagnostic methods for melanoma are beset 
by several limitations that hinder their effectiveness. Manual 
examination, reliant on visual inspection, is not only time-
consuming but also susceptible to human subjectivity. The 
widely-used ABCDE rule, which assesses asymmetry, 
boundaries, color, diameter, and evolution, can introduce 
errors due to its reliance on qualitative observations. The 
presence of noisy images with artifacts like hair, veins, and 
variations in color makes accurate diagnosis even more 
challenging. These limitations underscore the need for a more 
objective, automated, and robust approach to melanoma 
detection. And also often struggle to accurately detect and 
segment melanoma lesions due to factors such as inadequate 
image segmentation, vanishing/exploding gradients in deep 
learning architectures, and difficulty in handling noisy images 
with variations like hairs or color changes. The current 
landscape of melanoma diagnosis is characterized by a 
conspicuous gap between the pressing need for accurate and 
timely detection and the limitations of existing methods. 
While deep learning and CNNs have shown immense potential 
in image-based tasks, their application to dermatology, 
especially for melanoma detection, remains a relatively 
unexplored territory. This research aims to bridge this gap by 
introducing an innovative approach that combines advanced 
technology with the critical domain of skin cancer diagnosis. 
Moreover, certain techniques suffer from computational 
intensity during feature extraction, leading to time-consuming 
analyses. In this work AI driven African Vulture optimization 
with GAN based Bi-LSTM deep framework for melanoma 
detection is projected. The primary contributions of the 
suggested work include: 

 Data Collection and GAN Augmentation: The 
utilization of skin cancer images from the International 
Skin Imaging Collaboration (ISIC 2018) addresses the 
challenge of limited data availability. The integration 
of Generative Adversarial Networks (GANs) to 
generate additional synthetic images serves as a 
solution for data imbalance, enhancing the diversity 
and size of the dataset. 

 Advanced Preprocessing Techniques: The 
implementation of Contrast Limited Adaptive 
Histogram Equalization (CLAHE) and Weiner filtering 
on input images aids in enhancing image quality and 
reducing unwanted artifacts such as hair, veins, and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

561 | P a g e  

www.ijacsa.thesai.org 

noise. This preprocessing pipeline ensures that the 
subsequent analysis is based on clean and standardized 
data. 

 Precise Skin Contour Segmentation: The application of 
Kapur thresholding for skin contour segmentation 
generates binary images that precisely isolate the skin 
lesions from the background. This step is pivotal in 
isolating the region of interest and improving 
subsequent feature extraction. 

 Optimal Feature Selection: The introduction of African 
Vulture Optimization (AVO) algorithm for selecting 
optimal features from skin images adds a novel 
contribution. This technique helps to streamline and 
enhance the feature extraction process, potentially 
leading to more effective and efficient classification. 

 Hybrid CNN-Bi-LSTM Architecture: The design of a 
Convolutional Neural Network (CNN) with 
Bidirectional Long Short-Term Memory (Bi-LSTM) 
layers offers a robust architecture for detecting 
melanoma. This combination enables the model to 
capture both spatial features from images and 
sequential patterns, potentially improving accuracy and 
diagnostic capabilities. 

Overall, the key contributions encompass data 
augmentation, advanced preprocessing, precise segmentation, 
innovative feature selection, and a sophisticated deep learning 
architecture, collectively aiming to boost the accuracy and 
effectiveness of early melanoma detection and diagnosis. The 
leftover portion of this work is organised as follows: Section II 
contains comparable work as well as a thorough examination 
of them. Section III contains information about the problem 
statement. The proposed AVO-CNN architectures are 
discussed in detail in Section IV. In Section V, the outcomes 
of the experiments are presented and examined, and a full 
comparison of the suggested strategy to current best practises 
is given. Section VI, is the final section, where the paper is 
concluded. 

II. RELATED WORKS 

Albert [15] proposed the combination of Predict-Evaluate-
Correct K-fold  (PECK) algorithms and      Synthesis and 
Convergence of Intermediate Decaying Omnigradients 
(SCIDOG) . MED-NODE data set were used to diagnose 
melanomas via digital image analysis. In the PECK algorithm 
153 non-dermoscopic images of lesion were deep ensembled. 
On that data the state-of-the-art methods were educated and 
estimated. Considerable improvement in diagnostic 
performance over the most effective earlier approaches was 
achieved through introspective learning of the PECK 
ensemble to increase precision from sparse but high-
dimensional training data. 

Jiang, Li, and Jin [16] introduced  a light-weight based 
deep learning outline called DRANet to distinguish between 
11 dissimilar categories of skin diseases using a factual 
histopathology data set amassed over the past ten years.  
DRANet outperforms baseline models (such InceptionV3, 
ResNet50, VGG16, and VGG19) by a significant margin with 

identical parameter sizes and comparative accuracy with fewer 
parameters. Vanishing/exploding gradients are a concern, and 
several stacked layers can occasionally have substantial 
training error. Shorfuzzaman [17] suggested a comprehensible 
ensemble stacked structure with CNN for early malignance 
skin tumor detection. Multiple sub-models of CNN which 
performs the similar classification are collected in the loading 
ensemble outline, which employs the transfer learning idea. 
All of the predictions from the sub-models are combined into 
a novel model termed a meta-learner, which produces the final 
prediction outcomes.  Stacking ensemble model was trained 
and validated using skin lesions Kaggle dataset obtained over 
the International Skin Image Collection. The dataset includes 
1497 and 1800 pictures of benign and cancerous moles, 
respectively. According to evaluation results, the ensemble 
model has better accuracy of 95.76%, sensitivity of 96.67%, 
and AUC of 0.957. Low-quality prediction results from 
inadequate image segmentation. 

Wei, Ding, and Hu [18] suggested a simple model for 
detecting skin cancer that uses feature discrimination and the 
fine-grained classification principle.  Two sets of training 
samples of the recognition model are first introduced in 
Lightweight CNN. This technique can extract additional 
discriminatory lesion characteristics and progress the 
performance in a bit of time. Next, two sets of output from 
CNN unit are used for training of two-feature group and 
differential networks simultaneously. Accuracy of 96.2% 
achieved by fusion performance can be improved by efficient 
discrimination network. Wang et al. [19] proposed an  
information that alert deep framework that imposes several 
clinical knowledge to  feature segmentation and melanoma 
recognition unit.  Lesion-based pooling and shape extraction 
(LPSE) structure is developed to move the data gained from 
image partition to detection unit.  Also transmit data from 
recognition to segmentation units simultaneously. An efficient 
diagnosis guided feature fusion (DGFF) approach and 
recursive learning, is proposed which iteratively enhances the 
learning capability and boosts the performance It is more time 
consuming and labor intensive. 

A lot of computer-aided diagnosis mechanisms have been 
created in the earlier. Due to the skin lesion images 
complicated visual qualities, which include irregularly shaped 
features and fuzzy edges, had trouble performing. Adegun and 
Viriri [20]  suggested a deep learning technique to automate 
melanoma lesion detection and segmentation that gets over 
these restrictions. For efficient learning and feature extraction, 
an enhanced encoder-decoder structure with independent 
networks coupled through a number of skip pathways is 
proposed. This network increases the level of semantics of the 
feature encoder maps closest to   decoder. In addition, 
SoftMax and Lesion-classifier were used. On International 
Skin on Biomedical Imaging (ISBI) 2017 dataset, proposed 
approach was accurate, with 95% and 92% dice coefficients. 
While on Pedro Hispano (PH2) dataset, it had an accuracy of 
95%, dice coefficient of 93%. Some current state-of-the-arts 
are outperformed by this approach. This method needs better 
accuracy. 

Manzo and Pellino [21] implemented deep CNN structures 
using prior training for visual representation with the aim of 
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predicting melanoma in skin lesions. To extract image features 
using a transfer learning strategy. The transfer learning 
features were then used in a grouping of classifications 
framework. The model precisely learns different classifiers 
then uses statistical techniques to grouping the supplied 
predictions.  The primary weakness is the computing difficulty 
associated with the features extraction step, which is known to 
be time-consuming, especially as the amount of data to be 
analyzed increases. A hybrid classification method was 
created by İlkin et al. [22] combining a heuristic optimization 
technique and the SVM algorithm. It has certain advantages, 
but it also has some big disadvantages.   Images with noise, 
such as hairs or colour changes, degrade performance.  When 
a wounded area extends beyond the image's boundaries, the 
classifier's effectiveness in capturing the model's acquired 
characteristics diminishes. 

III. PROBLEM STATEMENT 

When applying classification methods on Melanoma 
images, data imbalance was challenging. Data imbalance 

causes overfitting problem [16], poor accuracy [20] and 
training error. Overfitting problem can be solved by increasing 
the size of dataset which accomplished through GAN 
(Generative Adversarial Network).   CLAHE and Weiner filter 
which potentially remove noises and artifacts interfering with 
the classification. The existing work suffers from the issue of 
the gradient disappearing, which affects learning performance. 
To overcome these challenges this work proposes Bi-LSTM 
Deep Learning framework for skin cancer detection.  The time 
consumption could be reduced by implementing African 
Vulture Optimization (AVO). 

IV. PROPOSED GAN BASED BI-LSTM WITH AVO 

Research must automatically discover class-preserving 
changes to generate valid and representative samples in order 
to combat the imbalanced class problem and further improve 
classification accuracy. However, the samples of skin lesion 
should have high resolution for classification to detect the 
presence of malignant in skin lesion. Fig. 1 illustrates the 
proposed GAN-Bi-LSTM with AVO. 

 
Fig. 1. Proposed AVO with GAN based Bi-LSTM.

The skin cancer images are grouped from ISIC 2018 and 
the fake images were generated using GAN to overpower the 
problem of data imbalance. The input images were 
preprocessed with CLAHE algorithm then filtered by Weiner 
filter to eliminate unwanted artifacts such as hair, veins and 
other noise factors. Then the skin contour is segmented by 
kapur threshold as binary images. The special features of skin 
images were extracted and optimum feature is selected in 
African Vulture Optimization (AVO). CNN with Bi-LSTM 
were designed to detect the melanoma from the skin lesion. 

A. Data Collection 

The International Skin Imaging Collaboration (ISIC 2018) 
provided the dataset for research which has challenges [23]. 
The objective is to automatically detect melanoma using 
dermoscopic pictures. There are three components to the 
challenge: Segmentation of Lesion, Visual Dermoscopic 
Features/Patterns Detection & Localization, and melanoma 
Classification. The proposed concentrate on the third job, 
which requires you to categorize lesion images into three 
different groups: melanoma, benign and normal. The dataset 
contains of images with multiple resolution. Although 
researcher chooses the test images at random, make sure that 
the class distribution is maintained and that the proportion of 
images from each class is comparable in the train and test sets. 
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B. GAN-based Data Augmentation 

GAN is one of the generative techniques in deep learning. 
GAN framework consists of two neural networks. They are 
simultaneously guided discriminator and generator. A 
generator network G produces images from noise n and given 
to discriminator network D which identify the difference 

between real image y and synthetic images generated by 
generator G. The images with better resolution are ready for 
further process. If the image produced by generator is not 
identical to the real image again it is given to discriminator 
and generator network. The construction of GAN is depicted 
in Fig. 2. 

 
Fig. 2. Construction of GAN.

1) Generator: A convolution neural network serves as the 

generator based on unsupervised learning. The generative 

model that creates images that is comparable to the training 

images. In order to produce samples with a distribution that is 

similar to that of real samples, this artificial neural network 

assesses the probable distribution of the raw data and updates 

its parameters. The generator gets noise that is random and 

provides outputs information. There is some noise in the 

distribution as well. Now, the distribution of noise can be 

normal, uniform, or any other type. The generator feeds the 

discriminator network with its fake image output, and the 

discriminator performs its training and determines whether the 

input is real or fake. 

2) Discriminator: A convolution neural network is a 

discriminator with supervised learning. It works as binary 

classifier that is learned on training images and forecasts 

whether the test image is a genuine or one that has been 

manufactured. Real images from the original training samples 

as well as generated image produced by the generator are 

included in the discriminator's training samples. During the 

training process, these fake images are utilised as negative 

examples. The generator works effectively creating genuine 

images. Only the discriminator can fail to discriminate among 

the first and generated samples. 
3) Loss function: The loss function is found to evaluate 

error then it restores variations. It is specified for the generator 

as well as the discriminator. The difference among the 

delivery of data generated by the generator and the delivery of 

the real images is calculated using the GAN loss function [24]. 

The discriminator tries to lower the negative log-likelihood. 

However, the generator just maximises negative log-

likelihood since it wants to trick the discriminator. Since it can 

use the discriminator's cost function, the discriminator loss 

function is given in Eq. (1) as: 
   
 
 (   )          ( )     ( )       ( )    (   

 ( ( )))    (1) 

To minimize log (1- Des (Gen (z))), the Generator is 
trained. It produces images as similar to the real training 
images as possible. The generator loss function is expressed in 
Eq. (2) as, 

   
 
 (   )       ( )    (   ( ( )))  (2) 

The generator and discriminator are optimized by the 
following Eq. (3), 

       
  

 (   )          ( )     ( )       ( ) *   ( ( ( )))+(3) 

C. Image Preprocessing 

Progressed images with interrelated masks for rotation, 
resizing, reflection and brightness were designed for each 
image. The less quality of the input lesion images delivered by 
electronic detectors restricts detection and evaluation. Up 
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sampling was used on the lesion images to solve the 
imbalanced class distribution. The ISIC2018 dataset was 
partitioned into three distinct groups for training, testing, and 
analysis to deal with the overfitting problem carried on by the 
smaller quantity of used training images. 

1) Image enhancement using contrast-limited adaptive 

histogram equalization (CLAHE): The pixel spreading can be 

realised in the image histogram. The contrast of image can be 

improved by rearranging the pixel distribution. Histogram 

equalisation, which can improve the variety of every pixel 

grey amount, is a mapping transformation of the original 

image ‗s grey level. So that image contrast is enlarged. An 

adaptive histogram equalisation (AHE) technique has a 

tendency to overamplify noise in the areas of the image that 

are reasonably uniform. The CLAHE approach was suggested 

as a solution to this issue. Divide the image into parts that are 

non-overlap. Typically, the area dimension is established to 8 

by 8. Obtain the histogram for each region, then trim the 

histogram using the threshold. By clipping of histogram with a 

predetermined threshold prior to calculating the Cumulative 

Distribution Function (CDF), the CLAHE algorithm attains 

the purpose of restricting the amplification  [25]. This restricts 

the transformation function's slope as well. Redistribute 

pixels, then uniformly Spread the values of the clipped pixels 

under the histogram. local histogram equalisation is carried 

out on each region is shown in Fig. 3. 

 
Fig. 3. Histogram equalization (a) before cutting (b) after cutting.

The linear interpolation is used to reconstruct the pixel 
value. Consider v as a grey value of image‘s sample point R 
and v‘ is the new grey value of that by performing linear 
interpolation. Let the sample points for surrounding regions 
are R1, R2, R3 and R4.gr(v)is grey-level mapping for v. 

The new grey value for pixels in the corners corresponds 
to the grey-level mapping for v. The new grey 

value is expressed in Eq. (4), 

      ( )   (4) 

New grey value of pixels in edges is the mapping of grey 
level for v of two samples is expressed in Eq. (5), 

   (   )   ( )      ( )  (5) 

New grey value of pixels in centre is the mapping of grey 
level for v of four samples is given in Eq. (6), 

   (   )((   )   ( )      ( ))   ((  

 )   ( )      ( ))   (6) 

where, the normalized distances are α and β with regards 
to the point R1. 

Due to the reason that a few of the images have tiny pixel 
counts and which need to be resized. This leads to 

considerable changes in the image's luminance and size. There 
are many sets of parameters for various acquisition 
instruments. All pixel density was normalized within the range 
[-1, 1] to ensure that the data were reliable and noise-free. 
Eq. (7)‘s normalization computation made the model less 
sensitive to minute weight changes. Normalization of image 
INorm is given in Eq. (7) as, 

      (      ) (
 

         
)    (7) 

Where, mini and maxi   are minimum image and maximum 
image. 

2) Noise removal by wiener filters: The method used to 

remove unwanted data from the image is statistical. It achieves 

ideal trading among noise flattening and reverse filtering 

which filter the blurring and noise existing in the image [26]. 
Filter function is given in Eq. (8) as, 

 (   )  [
 (   ) 

 (   )  [
  (   )

  (   )
]
]  (     (8) 

Where G(y,z) represents degraded image, H(y,z) is  
degradation function, Sn(y,z) is a power spectra of noise and 
Si(y,z) shows the original image's power spectrum. 
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D. Image Segmentation by Kapur Thresholding Technique 

When taking a picture in many medical circumstances, 
negative impacts imposed to the skin image, causing image 
examination challenging for the computational approaches. In 
the case of input, portion of the skin image is essential   and 
the rest of the image is not significant. To eliminate these 
negative consequences, kapur thresholding was applied. The 
image thresholding is used to keep the essential parts and 
eliminate the unwanted. Image thresholding is an image 
separation method that converts an image's pixel values to 
zero and one. In general, a threshold level value for the picture 
pixel points which   overall value as threshold for all or each 
pixel may have different threshold value. The image's pixels 
are then compared to that level, and if the pixel intensity is 
more than the threshold, it is turned white; otherwise, it is 
turned black. As an outcome, a grayscale image is transformed 
into an image that is binary (black and white). Typically apply 
thresholding to choose portions of an image and eliminate 
those that aren't significant to us. Consider an image with   
levels and   pixels ranging between 0 and L-1, If  ( ) 
indicates the gray-level number and j describes image 
existences then median value of image is given in Eq. (9). 

      ( )  ⁄    (9) 

The dermoscopy pictures were threshold using the Kapur 
technique. This procedure determines the limit using entropy 
T(u) boosting and histogram data, which can be computed 
using Eq. (10) to (14): 

     ( )   (   )   (   )  (10) 

Where         (   )   ∑
  

  
  

  

  

   
    (11) 

   ∑   
   
      (12) 

 (   )   ∑
  

  

   
     

  

  
   (13) 

   ∑   
   
      (14) 

The ideal threshold value is calculated by maximizing the 
function  ( ) and u number of grey levels was considered. 

E. Extraction and Classification using AVO based CNN -Bi-

LSTM 

1) Feature extraction using CNN: Convolution, fully 

connected (FC) and pooling layers are stacked to form a CNN 

architecture. Each convolution layer has a set of filters that are 

learnable which is to acquire local features from the image 

being processed using the knowledgeable filters. It is probable 

to reduce computing complication while improving 

performance by constructing filters that conduct convolution 

actions based on two important ideas, namely weight division 

and local linking.  The pooling layer is in charge of the down 

sampling process. One of the pooling layer's distinguishing 

characteristics is that it reduces the overall dimension of the 

image and avoids overfitting. Typically, FC layers are 

employed in the final CNN layer design to learn features 

returned by the layer of convolution; it is then utilised to 

construct the output. 

2) Feature selection using African vulture optimization 

(AVO): The latest metaheuristic technique developed through 

vulture tracking is called AVO. Vultures are a type of bird that 

may be found all over the world. Vultures are typically 

carnivorous; nevertheless, these birds are unable to divide the 

flesh and must rely on a different meat-eating to do it. African 

vultures may reach altitudes that exceed 11000 meters, and 

they travel great distances and rotate to locate food. They 

usually have difficulties after discovering a food source. The 

weaker vultures encircle the healthier vultures, delaying their 

activity; as that vulture fatigue, they begin to seek food.  This 

way of living motivates to create a novel metaheuristic 

approach for tackling an optimization issue  [27]. 

Stage 1: Increasing the size of the population, achieving 
similar values for each vulture, identifying the greatest vulture 
in each group, and selecting the best result for each group. 
This is explained in Eq. (15). 

 ( )  {
                      
                      

  (15) 

f1 and f2 specify the parameters that are examined before 
to optimization, which must be between 0 and 1, where 
f1+f2=1. 

Stage 2: Calculating the vulture famine rate. Vultures soar 
over the sky in quest of food. When there is insufficient 
energy, the vulture approaches stronger to grab a free meal. 
This is mathematically modelled in Eq. (16) and (17) as, 

  (     )    (  
     

       
)    (16) 

Where, 

    (   (
 

 
 

     

       
)     (

 

 
 

     

       
)   ) (17) 

Where   denotes a random value ranged between [0,1], 
      denotes the current iteration, N denotes a fixed number 
which displays the procedure of the optimization and makes 
the investigation and process stages,         denotes the 
overall number of iterations, and d indicates an amount that is 
limited between -2 and 2. If N falls below zero, the vulture is 
hungry, and if it rises over one, the vulture is fulfilled. 

Stage3: Enquiry. 

In this method vultures contain random segments with two 
potential designs and a variable    with a value ranging from 
zero to one to determine the plane. The mathematical 
procedure for finding a meal for vultures is given in Eq. (18) 
and (19) as follows: 

             

 (   )    ( )   ( )     (18) 

             

 (   )    ( )          ((     )           

(19) 

where   identifies the vultures that diverge from others at 
randomly in search of food.,    and    are the variables' lower 
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and upper bounds,    contains the best vultures, and rand2 
and rand3 define two random standards among 0 and 1. 

Stage 4: Utilization. 

This happens if       divides the phase into two halves 
with two strategies that are determined by two R2 and R3 
constraints that are in the range [0, 1]. The first portion of 
utilization begins at           . Both designs include 
rotational flights. If |S| ≥ 0.5 indicates that a vulture is spirited; 
in this stage, weak bird attempt to ingest food on stronger 
vultures.  (   ) represents the vulture's present location and 
can be designed using Eq. (20), (21), (22) as follows: 

 (   )  
     

 
   (20) 

Where, 

                ( )  
             ( )  ( )

             ( )  ( )
    (21) 

                ( )  
             ( )  ( )

             ( )  ( )
    (22) 

The initial step of optimization is to specify the algorithm's 
minimal and maximum rate boundaries for avoiding system 
failures. The least acceptable value for the maximum pooling 

is taken to be 2, and the highest value is considered as moving 
width. The proposed CNN's half-value accuracy has been used 
as an objective function in this case. The algorithm was 
initialized, updated, and reached the end state before the 
procedure was ended. Weights and biases, which make up a 
CNN's main building blocks, are thought to be enhanced. 

3) Skin cancer classification through Bi-LSTM: 

Bidirectional LSTM layers extract hidden and sequential 

features from images in both forward and reverse time 

directions. RNN involves memory and data storage 

limitations. It is incapable of learning long-term, which might 

lead to gradient disappearance. As a result, to overpower the 

insufficiencies of algorithm, the LSTM approach was devised. 

This construction is formed on the usage of memory cells 

which store long-term and gate mechanisms to control this 

information. A basic LSTM unit contains three types of gates: 

Input gate it, Forget gate   , and output gate   . Each gate 

controls the state of memory cells by executing point-wise 

multiplication and sigmoid operations on the image   . The 

architecture of LSTM is exposed in Fig. 4. 

 
Fig. 4. LSTM architecture.

When input data    at its present state and output pt-1 from 
the preceding layer's hidden state are both entered, all gates 
are triggered. A forget gate specifies what information should 
be retained and which data should be ignored. The data 
gathered from the present input is used by sigmoid functions 
   to convey information from the present input   to the 
previous hidden state      .  The forget gate's output value is 
between 0 and 1. When the rate is near to zero that indicates 
the data will be removed. More knowledge tends to be kept 
closer to oneself. The following procedures must be followed 
to calculate the forget gate formula using Eq. (23) input gate 
formula using Eq. (24) and output gate formula using Eq. (27) 
as follows: 

    (                 )  (23) 

    (                   (24) 

 ̂      (                )  (25) 

Current state equation is expressed in eqn. (26), 

               ̂   (26) 

    (                 (27) 

Hidden state formula is given in eqn. (28), 

          (  )  (28)
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Fig. 5. Bi-LSTM architecture.

Bidirectional LSTM (Bi-LSTM) links the two LSTM 
hidden layers to the output layer. Combining two LSTM as a 
single layer stimulates enhance the learning long-term 
dependence and model performance. Fig. 5 depicts the 

structure of an unfolded Bi-LSTM layer with LSTM layer in 
forward and a backward direction. It classifies the input 
images as melanoma, benign and normal. Thus, the melanoma 
is detected from the input images. 

GAN-AVO Algorithm 

Input: Image containing skin lesion 

Output: Melanoma detection in skin image 

Load the input image 

Image augmentation using GAN 

Perform preprocessing operation //contrast enhancement using CLAHE 

Noise removal using Weiner filter is given in eqn. 
(8) 

Image segmentation //compute threshold value using eqn. (10) 

Feature extraction //color, border, diameter, shapes were extracted 
using CNN 

Select feature using AVO   

Calculate the fitness of vultures  

If(|s|≥1) then  

  Upgrade the location vulture using eqn. (19)  

Else  

  Upgrade the location vulture using eqn. (20)  

Endif  

Classification using Bi-LSTM  

End  

The GAN-AVO algorithm is designed for the discovery of 
melanoma in skin lesion images. It begins by taking an input 
image containing a skin lesion and applies image 

augmentation through a Generative Adversarial Network 
(GAN) for data enhancement. Subsequently, the image 
undergoes preprocessing, involving contrast enhancement 
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using the CLAHE method and noise removal through a 
Weiner filter. Image segmentation is performed by computing 
a threshold value. To retrieve relevant features, a 
Convolutional Neural Network (CNN) is employed to capture 
color, border, diameter, and shape information. AVO is 
utilized to select pertinent features, followed by the 
computation of fitness for vultures. If the number of selected 
features (|s|) is greater than or equal to 1, the algorithm 

upgrades vulture locations using Eq. (19); otherwise, it utilizes 
Eq. (20). Finally, the algorithm employs a Bi-LSTM network 
for classification, culminating in melanoma detection. This 
comprehensive approach integrates GAN-based augmentation, 
preprocessing, segmentation, feature extraction, AVO feature 
selection, and Bi-LSTM classification to effectively identify 
melanoma in skin lesion images. Fig. 6 shows flowchart of 
this research. 

 

Fig. 6. Flowchart of proposed method.

V. RESULTS 

The proposed study aimed to enhance the accuracy of 
melanoma detection in skin images by employing a novel AI 
driven African Vulture optimization with GAN based Bi-
LSTM deep framework for melanoma detection. The approach 
used GANs to create realistic and variety fake images, which 
were then mixed with the original dataset to supplement 
training images and improve model generalisation. AVO was 
used to optimise the network design and hyperparameters, 

improving the model's overall performance. Extensive tests on 
a large-scale image were carried out, and the findings showed 
a considerable improvement in skin cancer diagnosis and 
localization accuracy. The following metric was used to assess 
the model efficiency of the strategy. 

For comparison, the following segmentation of skin lesion 
evaluation criteria was used: precision, recall, F1-score, and 
accuracy. These parameters were used to assess the model. 
These are depicted below: 
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Accuracy: It calculates the fraction of real outcomes 
including true positives and true negatives across all cases 
investigated. It is expressed in Eq. (29), 

         
     

           
          (29) 

Precision: The ratio of exactly anticipated positive 
outcomes to overall predicted positive occurrences is defined 
as precision. The precision is calculated using Eq. (30). 

          
  

     
  (30) 

Recall: The recall measures the proportion of genuine 
positive samples that were projected to be positive. Using Eq. 
(31), calculate the value recall. 

       
  

     
   (31) 

where, FP represents false positive pixels, FN signifies 
false negative pixels, TP symbolizes true positive pixels, and 
TN describes true negative pixels. 

F1-score: In the categorization task, recall and accuracy 
relate to one another. Although a high value for both is ideal, 
the reality is generally great accuracy with low recall, or high 
recall with low accuracy. To account for both recollection and 
accuracy, the F1-score, which is a mean of recall and 
accuracy, can be employed. Eq. (32) shows the definition of 
F1-score. 

           
                

                
  (32) 

TABLE I. PERFORMANCE METRICS OF PROPOSED METHOD 

Proposed GAN-BiLSTM with AVO 

Performance Metrics Values (%) 

Accuracy 98.5 

Precision 98.1 

Recall 98 

F1-score 98 

The assessment results of the created skin cancer detection 
system employing the combined strategy are shown in Table I. 
At 98.5%, the accuracy is exceptionally high. Precision, which 
measures the percentage of accurate positive predictions 
compared to all positive forecasts, is an outstanding 98.1%. 
The system's capacity to accurately detect real positive cases 
is demonstrated by the recall measure, also known as 
sensitivity which is remarkably high at 98%. At 98%, the F1-
score, which balances recall and accuracy, is very impressive. 

With high values across key performance parameters, 
these findings show precise and reliable skin cancer diagnosis. 
Fig. 7 illustrates the performance assessment of proposed 
GAN-Bi-LSTM with AVO. 

Table II shows the Accuracy, Recall Precision and F1-
score of the proposed approach with existing methods. The 
accuracy of the suggested method GAN-Bi-LSTM with AVO 
(98.5%) is higher than the existing approaches convnet 
(91.03%), Inception RESNET (91%) and RESNET-
18(94.47%). Fig. 8 depicts the graphic depiction of the 

performance metrics of proposed with existing approaches. 
The precision of the suggested method GAN-Bi-LSTM with 
AVO (98.1%) is higher than the existing approaches convnet 
(91.09%), Inception RESNET (91%) and RESNET-
18(93.57%). The recall of the suggested method GAN-Bi-
LSTM with AVO (98%) is higher than the existing 
approaches convnet (90.96%), Inception RESNET (91%) and 
RESNET-18(94.01%). The F1-score of the suggested method 
GAN-Bi-LSTM with AVO (98%) is higher than the existing 
approaches convnet (91.01%), Inception RESNET (91%) and 
RESNET-18(94.45%). 

 
Fig. 7. Performance assessment of proposed GAN-Bi-LSTM with AVO. 

TABLE II. PERFORMANCE METRICS OF PROPOSED METHOD IS 

EVALUATED WITH EXISTING METHODS 

Methods Accuracy 

(%) 

Precision 

(%) 

Recall (%) F1-score 

(%) 

Convnet  [28] 91.03 91.09 90.96 91.01 

Inception 

RESNET [29] 
91 91 91 91 

RESNET-18  

[30] 
94.47 93.57 94.01 94.45 

Proposed 

method 
98.5 98.1 98 98 

 
Fig. 8. Graphical illustration of the performance metrics of proposed with 

existing approaches. 
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Fig. 9. Graphical depiction for training and validation accuracy of proposed 

method. 

 

Fig. 10. Graphical representation of loss in proposed AVO-Bi-LSTM. 

The accuracy level and loss rates fluctuation graphs for the 
entire GAN-based AVO-Bi-LSTM model procedure are 
displayed in Fig. 9 and 10. The accuracy ratio and loss ratio 
overall graph has stabilized at the training intervals of the 
GAN-based AVO-Bi-LSTM are at 100, and it is clear that the 
GAN-based AVO-Bi-LSTM fits data more quickly. 

 
Fig. 11. Fitness improvement over iterations (AVO). 

Before optimisation the value of accuracy for proposed 
GAN based AVO-Bi-LSTM is 98%. The accuracy achieved 
after optimisation using AVO is 98.5%. The fitness of AVO is 
depicted in Fig. 11. Using Eq. (33), the Area Under the Curve 
(AUC) has been calculated to estimate AVO-Bi-LSTM's 
overall performance. Fig. 12 shows ROC curve for the GAN-
based AVO-Bi-LSTM model, and it can be seen that the ROC 
area is nearly close to 1, confirming the model's good stability 
and potential for usage as classification model for skin cancer 
diagnosis. 

    
 

 
(

  

     
 

  

     
)   (33) 

AUC of proposed GAN based AVO-Bi-LSTM is 
compared with existing model (mAlexNet + Bi-LSTM) is 
given in Table III. 

TABLE III. AUC OF PROPOSED GAN BASED AVO-BI-LSTM IS 

COMPARED WITH EXISTING MODEL 

Architecture AUC 

mAlexNet + Bi-LSTM 0.97 

Proposed AVO + Bi-LSTM 0.985 

In Table III, two distinct architectures are evaluated for 
their melanoma detection capabilities. The first architecture, 
which combines modified AlexNet (mAlexNet) with a Bi-
LSTM network, achieves an Area Under the Curve (AUC) of 
0.97. This indicates a strong ability of the mAlexNet and Bi-
LSTM combination to victimize melanoma. In comparison, 
the proposed approach, utilizing Artificial Vulture 
Optimization (AVO) for feature selection in conjunction with 
a Bi-LSTM network, outperforms the former with an AUC of 
0.985. The higher AUC value achieved by the proposed AVO 
+ Bi-LSTM architecture underscores its superior ability to 
effectively distinguish melanoma cases from non-melanoma 
instances, highlighting its potential as an advanced and 
promising model for accurate melanoma detection in skin 
lesion images. 

 

Fig. 12. ROC curve for proposed AVO-Bi-LSTM. 
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A. Discussion 

The proposed study aimed to significantly enhance the 
accuracy of melanoma detection in skin images by employing 
a novel AI-driven approach combining African Vulture 
optimization (AVO) with a Generative Adversarial Network 
(GAN)-based Bidirectional Long Short-Term Memory (Bi-
LSTM) deep framework. This innovative approach harnessed 
GANs to generate realistic and diverse synthetic images, 
augmenting the original dataset to improve model 
generalization. AVO was utilized to optimize network design 
and hyperparameters, resulting in a substantial boost in the 
overall performance of the model. Extensive testing on a 
large-scale image dataset yielded highly promising results, 
showcasing a remarkable improvement in skin cancer 
diagnosis and localization accuracy. The evaluation of the 
model's efficiency was based on standard segmentation 
criteria, including precision, recall, F1-score, and accuracy. 
The results were exceptionally favorable, with an accuracy 
rate of 98.5%, precision at 98.1%, recall reaching 98%, and an 
impressive F1-score of 98%, indicating the model's precision 
and reliability in skin cancer diagnosis. 

Comparing the proposed approach with existing methods, 
the superiority of the GAN-Bi-LSTM with AVO method was 
evident. Its accuracy of 98.5% outperformed other methods 
such as Convnet (91.03%), Inception RESNET (91%), and 
RESNET-18 (94.47%). Similarly, the precision, recall, and 
F1-score of the proposed method were significantly higher 
than those of existing methods, reaffirming its effectiveness in 
accurate melanoma detection. Visual representations of 
performance metrics, as depicted in Fig. 7, 8, 9, and 10, 
further illustrated the consistent and stable performance of the 
GAN-Bi-LSTM with AVO model. Moreover, AVO 
optimization yielded an even higher accuracy of 98.5%, 
compared to the initial accuracy of 98%, as shown in Fig. 11. 
The Area Under the Curve (AUC) analysis also indicated the 
superiority of the proposed AVO + Bi-LSTM architecture 
over an existing model, with an AUC of 0.985 compared to 
0.97, underscoring its potential as an advanced and reliable 
model for accurate melanoma detection in skin lesion images. 

VI. CONCLUSION 

The research introduces an AI-powered framework that 
combines African Vulture Optimization with Generative 
Adversarial Networks (GANs) and Bidirectional Long Short-
Term Memory (Bi-LSTM) networks for melanoma detection. 
This study serves as an illustrative example of Bi-LSTM's 
application in identifying skin cancer from lesion images. 
GANs are harnessed to address data imbalance, generating 
additional data to enhance detection. Furthermore, the 
research devises an ensemble model that synergizes Bi-LSTM 
and GANs, surpassing the performance of the standalone deep 
learning model. Employing an iterative AVO evolutionary 
method enhances a population of solutions via fitness 
assessment. Depending on outcomes, this approach could 
potentially outperform existing artificial intelligence methods. 
Ultimately, the proposed hybrid deep learning framework, 
incorporating GANs and AV optimization, notably improves 
the accuracy of skin cancer detection and localization within 
skin images. The integration of GANs and AV optimization 

effectively tackles data limitations and optimizes deep 
learning models, contributing to the advancement of 
melanoma diagnosis. The future work explores the integration 
of other imaging modalities, such as dermoscopy or infrared 
imaging, alongside the proposed framework to enhance the 
model's ability to detect melanoma across various imaging 
sources. 
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Abstract—Diabetes is a potentially sight-threatening condition 

that can lead to blindness if left undetected. Timely diagnosis of 

diabetic retinopathy, a persistent eye ailment, is critical to 

prevent irreversible vision loss. However, the traditional method 

of diagnosing diabetic retinopathy through retinal testing by 

ophthalmologists is labor-intensive and time-consuming. 

Additionally, early identification of glaucoma, indicated by the 

Cup-to-Disc Ratio (CDR), is vital to prevent vision impairment, 

yet its subtle initial symptoms make timely detection challenging. 

This research addresses these diagnostic challenges by leveraging 

machine learning and deep learning techniques. In particular, 

the study introduces the application of Restricted Boltzmann 

Machines (RBM) to the domain. By extracting and analyzing 

multiple features from retinal images, the proposed model aims 

to accurately categorize anomalies and automate the diagnostic 

process. The investigation further advances with the utilization of 

a U-network model for optic segmentation and employs the 

Squirrel Search Algorithm (SSA) to fine-tune RBM 

hyperparameters for optimal performance. The experimental 

evaluation conducted on the RIM-ONE DL dataset demonstrates 

the efficacy of the proposed methodology. A comprehensive 

comparison of results against previous prediction models is 

carried out, assessing accuracy, cross-validation, and Receiver 

Operating Characteristic (ROC) metrics. Remarkably, the 

proposed model achieves an accuracy value of 99.2% on the 

RIM-ONE DL dataset. By bridging the gap between automated 

diagnosis and ophthalmological practice, this research 

contributes significantly to the medical field. The model's robust 

performance and superior accuracy offer a promising avenue to 

support healthcare professionals in enhancing their decision-

making processes, ultimately improving the quality of care for 

patients with retinal anomalies. 

Keywords—Optic disc (OD); Optic cup (OC); U-network; 

restricted Boltzmann machines; squirrel search algorithm 

 INTRODUCTION I.

Diabetes mellitus, a common metabolic problem 
characterized by increased blood sugar levels, can cause 
diabetic retinopathy, a chronic and progressive eye condition. 
The retina, the light-sensitive tissue at the back of the eye in 
charge of conveying visual information to the brain, is 
especially impacted by this disorder that poses a threat to 
eyesight [1]. The primary cause of adult blindness globally is 
diabetic retinopathy, which is of great public health concern. 
The slow destruction of the tiny blood vessels that supply the 
retina is the defining feature of diabetic retinopathy. Long-
term exposure to high blood glucose levels, a characteristic of 
diabetes, can erode and potentially harm these vulnerable 
blood vessels. As a result, they can start to leak, causing fluid 
and lipid deposits to build up in the retina. Alternately, they 
may narrow and reduce the retina's blood supply, causing the 
release of growth hormones that promote the development of 
aberrant blood vessels. Because these aberrant blood vessels 
are weak and prone to bleeding, the retina might sustain 
additional harm. 

In order to properly manage diabetic retinopathy, early 
identification and prompt care are essential. Regular eye 
exams and specialized imaging methods, such fundus images 
and optical coherence tomography (OCT), are crucial for 
identifying this problem and tracking its development. The 
development of automated methods for diabetic retinopathy 
screening has also been aided by developments in artificial 
intelligence and machine learning, which have the potential to 
enhance the accessibility and effectiveness of early diagnosis 
and treatment. Understanding and resolving the complexity of 
diabetic retinopathy remain crucial in preventing vision loss 
and raising the quality of life for people with diabetes as 
diabetes incidence rises internationally [2]. Recently, 
automated diabetic retinopathy identification using retinal 
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scans has shown promise thanks to machine learning. Machine 
learning algorithms are capable of classifying the severity of 
diabetic retinopathy with amazing accuracy after analysing 
large datasets of retinal images and extracting pertinent 
information. Achieving consistently excellent performance 
across various patient demographics and image quality 
situations still presents a number of obstacles. The diagnostic 
accuracy of traditional machine learning algorithms can be 
hampered by the difficulty with which complicated, 
hierarchical patterns in retinal images can be captured. This 
has motivated academics to investigate more sophisticated 
deep learning techniques, such as CNNs and RBMs, to 
improve the identification of diabetic retinopathy. 

The retina was a sphere located on the retina's inner side at 
the eye's rear. Its purpose has been to interpret visual data 
using the cones and rod and other image receptors found in the 
eye. The macula, or retina's central region, has a black, 
rounded area. Sharp eyesight was provided by the macula's 
fovea, which is located at its centre. The body's circulatory 
supplies blood to the retinal cells, just like it does for any 
other type of tissue. Each of the veins and main arteries enter 
and depart the eye through the optical disc, which is formed 
by an optic cup. It also serves as an organ wherein the optical 
nerve exits the eye. The efficacy of treatments in the medical 
sector is increased by early illness identification. Whenever 
the pancreas doesn't create enough insulin, diabetes looks to 
be a disorder that becomes progressively. A severe public 
health issue, diabetes mellitus currently affects 463 million 
individuals globally and is expected to reach 700 million in 
2045. Diabetic retinopathy (DR), a commonly prevalent eye 
condition associated with diabetes, affects at least 1/3

rd
 of 

people who have the condition [3]. No matter how severe their 
diabetes has been every patient with diabetes may acquire DR, 
which is characterised by increasing vascular disturbances in 
their retinas. Non-proliferative DR (NPDR) and PDR are the 
two common stages of DR [3]. Among the most popular 
clinical measures, the International Clinical DR (ICDR) 
dimension, has five DR severity levels: regular, mild, serious, 
moderate, and excessive [4]. There has been thought to be 93 
million individuals living with DR globally, making it the 
main causes of blindness amongst working-age individuals. 
These numbers are expected to rise even higher, largely as a 
result of rising prevalence of diabetes in emerging Asian 
countries like China and India [4]. Whereas the early phases 
of DR are typically asymptomatic, neuronal retinal injury and 
clinically undetectable microvascular alterations advance 
during this time [5]. As a result, people with diabetes should 
undergo routine eye exams because prompt identification and 
treatment of the problem are crucial [4]. Flashes and floaters, 
vision loss, and blurred vision have been the main signs and 
manifestations of DR [4]. The macula is impacted by DR, 
which is brought on by metabolic changes inside retinal blood 
cells, caused because of abnormal blood flow, and blood 
components and blood leaks throughout the retina. As a result, 
the retinal membrane swells and causes vision to become hazy 
or blurry. The condition damages both eyes, and with 
continued untreated diabetes for an extended period of time, 
diabetic maculopathy results in blindness [6]. Early 
recognition of DR has been even more crucial given that the 
primary preventive approach was the treatment of 

hyperlipidemia, hypertension, and hyperglycemia [5]. 
Additionally, if diabetic maculopathy and proliferative 
retinopathy have been cured in the initial phases of the illness, 
there is a considerable reduction in the risk of blindness with 
currently accessible therapies, including laser 
imagecoagulation. It becomes clear that early identification 
and suitable therapy are crucial for delaying or even 
preventing blindness from DR [7]. 

With the aid of specific medically recognised and 
authorised comparing agents that have been inserted towards 
the retina, the pupil elongation occurs in order to monitor the 
retinal structure, including the RBVs, macula, fovea, and 
Optic Disc (OD). This approach makes use of a mydriatic 
foundation video or the fluorescein catheterization (FA). This 
helps to collect fundus images from people with diabetes so 
they may be examined for the accurate diagnosis as well as the 
detection of DR. Manual techniques, including bio-
microscopy, fundus retinal images, Optical Coherence 
Tomography (OCT), Adaptive Optics, Retinal Oximetry, 
Scanning Laser Ophthalmoscopy (SLO), OCT Angiography, 
Doppler OCT, Retinal Thickness Analyzer (RTA), and many 
others, can be used to identify DR early on [8]. Nevertheless, 
the manual analysis of the disease using these traditional 
approaches is laborious, time-consuming, and extremely error-
prone. Additionally, it necessitates an advanced task force, 
which is occasionally impractical given the current situation. 
Therefore, it is not possible to carry out manual identification 
for DR early identification at any moment or location. As a 
result, the magnitude of these difficulties has spurred 
extensive study and the creation of methods that instinctively 
analyse data and detect the DR onset. This is mainly due to the 
desire to lower the expense of treating the illness. The 
common objective of increasing the effectiveness of 
healthcare services has been supported by developments in 
medical technology [9]. e-Health structures, for instance, have 
been effective being employed in an assortment of healthcare 
routes [10], [11]. In the biomedical imaging discipline, 
computer vision-oriented systems are becoming more 
significant. They offer the radiologist valuable decision 
support data that improves the prognosis and effectively 
informs medical personnel on the optimum efficient therapies 
for important medical diseases. Various image modalities, 
including 7-field colour fundus images (CFPs), ultra-wide-
field-SLO (UWF-SLO), and colour fundus images (CFIs), 
were employed for the evaluation and therapy of DR in the 
particular medical imaging realm. Benefits could include less 
labour for the ophthalmologist as well as a lower risk of 
human miscalculation. Additionally, compared to manual 
detection, a computerised system might be far more effective 
and easily able to spot lesions and anomalies. Automated of 
DR identification is therefore crucial. Artificial Intelligence 
(AI) techniques can be used to create the DR automation 
systems. 

Development in research and innovation has improved the 
quality, safety, and liveability of individual life. For example, 
a cutting-edge field of study called automatic medical imaging 
assessment uses imaging technologies to spot dangerous 
disorders. These Computer-Aided Diagnostic (CAD) tools, 
also known as automatic diagnosis systems (ADSs), offer 
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amenities for the benefit of people. The use of CAD systems 
was acknowledged in a wide range of clinical diagnoses, 
including the identification of brain tumours, DR, 
gastrointestinal problems, glaucoma, macular oedema, and 
many others [12]. With personal observations, such CAD 
technologies have generated outcomes that are comparable. 
The creation of CAD tools depends on the image attributes 
that are computationally retrieved from images [13]. Clinical 
staff must manually examine DR abnormalities and retinal 
anatomy characteristics. Furthermore, observing intra- or 
inter-changes in retinal elements needs technical domain 
expertise because human examination of DR has been 
subjective. As a consequence, earlier DR screening 
programmes with colour fundus images must be carried out by 
CAD technologies. Clinical staff may spend less time, money, 
and effort manually analysing retinal images thanks to these 
CAD tools [14], [15]. AI offers the ability to completely alter 
how eye diseases have been now diagnosed and have a 
profound therapeutic effect on advancing ophthalmic 
treatment. Prior research on automatic DR identifications has 
been conducted. A useful method for the automatic 
identification and evaluation of DR has grown up: deep 
analysis of fundus images. The patients in physically 
underserved regions where there are few ophthalmologists and 
scarce medical facilities could benefit from the efficient deep 
learning (DL) system's ability to accurately and automatically 
recognise more severe DR with comparable or superior 
reliability than learned instructors and retina experts [16]. 

Machine Learning (ML) is a subgroup of DL that has 
grown stronger and increasingly effective as a weapon. DL is 
also an ideal complement to ML. The DL architecture is made 
up of a multifaceted, hierarchical design. Classifying, 
segmenting, localising, and identifying medical images are 
major DL tasks in clinical image assessment. DL offers more 
promising and outstanding outcomes in the diagnosis and 
categorization of DR diseases using a variety of techniques. 
Convolutional Neural Networks (CNN), Auto encoders, 
Generative Adversarial Networks (GAN), Recurrent Neural 
Networks (RNN), Deep Boltzmann Machines (DBM), Deep 
Belief Networks (DBN), and Deep Neural Networks (DNN) 
have been a few examples of DL-based approaches.  The 
model performs better when there has been additional training 
information since both low-level and high-level characteristics 
have been automatically retrieved and trained [17]. 
Convolutional Neural Networks (CNN), a fundamental 
framework of DL in computer-vision, have produced 
outstanding results with regard to forecasting and detection in 
the medical images categorization. By autonomously 
segmenting the region-of-interests (ROIs) from the initial 
images, DL methods streamline the feature retrieval 
procedure. Additionally, these methods offer a complete 
answer for developing and assessing the categorization model. 
In DL methods, The DR images have been initially gathered. 
The acquired DR images have been then subjected to 
preprocessing methods like contrast enhancement, lighting 
modification, and scaling to remove noisy features. After 
being pre-processed, those images have been sent to the DL 
design, which uses the learning images' distinctive 
characteristics as input and the retrieved attributes and their 
scores to acquire categorization rules. In DL training, the 

attribute weights have been recursively optimised to get the 
optimal characteristics weight and more precisely categorise 
the images. These optimised weights have been finally 
examined on unlabelled images via a categorization layer. The 
use of cloud computing has permeated almost every element 
of human life. Cloud computing, on the other hand, has limits 
in terms of prolonged delays, which are detrimental to IoT 
activities that require real-time responses [18]. The key 
contribution is discussed as follows: 

 The research highlights the critical importance of early 
diagnosis for diabetes-related retinal conditions, which 
can potentially lead to blindness if not identified and 
managed in a timely manner. 

 The paper recognizes the challenges posed by labour-
intensive and time-consuming traditional methods of 
diagnosing diabetic retinopathy and the subtlety of 
early glaucoma symptoms. It underscores the need for 
more efficient diagnostic techniques. 

 The study integrates machine learning and deep 
learning techniques to address these challenges. 
Notably, the introduction of Restricted Boltzmann 
Machines (RBM) showcases an innovative approach to 
enhance the accuracy and efficiency of the diagnostic 
process. 

 The proposed model extracts and analyses multiple 
features from retinal images using RBMs, facilitating 
the accurate categorization of anomalies. This 
approach holds the potential to significantly expedite 
the diagnostic process. 

 The research further extends its impact by introducing 
a U-network model for optic segmentation, 
contributing to more precise and reliable diagnostics. 

 The application of the SSA to fine-tune RBM hyper 
parameters demonstrates a commitment to achieving 
optimal model performance. 

 Rigorous experimentation using the RIM-ONE DL 
dataset substantiates the effectiveness of the proposed 
methodology. The high accuracy achieved serves as a 
testament to the model's robustness and potential 
clinical relevance. 

 The comprehensive comparison against previous 
prediction models, incorporating metrics like accuracy, 
cross-validation, and ROC, underscores the model's 
superiority in diagnostic capabilities. 

The structure of this article is organized as follows: 
Section II reviews previous research on prediction problems 
using various optimization methodologies.  Section III, image 
pre-processing improve and adjust the brightness. The OD and 
OC are segmented using a Threshold U-Network. Section IV 
discusses the rim-one-dl dataset results. Section V, 
experimental evaluation comprises mathematically developed 
system models for sensitivity, specificity, accuracy, and AUC. 
Section VI concludes the paper. 
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 RELATED WORKS II.

A computer vision-based method to analyse and forecast 
diabetes from input retinal images was proposed by Mini 
Yadav et al. [19]. This facilitates the early identification of 
DR. Pre-processing, feature extraction, and segmentation 
techniques are used in the aforementioned image processing 
stage. Following the image processing procedures, the 
categorization step using ML is carried out. Python is 
employed for better research outcomes. For designing the 
coding for the empirical outcomes’ platform, investigators use 
Jupyter. The framework created was tested on databases from 
open access public repositories, and it used CNN to obtain 
98.50% accuracy as opposed to SVM's 87.40% accuracy. 
These outcomes outperform a number of sophisticated 
unsupervised ML approaches. It leads to a reduction in 
procedure complexity and enhanced evaluation metrics, 
making it appropriate for application in the DR detection 
employing retinal image assessment. The study asserts that 
their unsupervised ML approach outperforms previous 
methods, but in order to judge the robustness and 
generalizability of the suggested method, it must be tested on 
independent databases. The dependability of the outcomes 
might not be ensured in the absence of external testing. 

The multi-scale attention network (MSA-Net) was 
proposed by Mohammad and Yasmine [20] for DR 
categorization. The suggested method uses an encoding 
network to place the retinal images in an upper-level 
representational space, enriching the representation by 
combining middle- and the highest-level information. The 
retinal morphology in a distinct locale is then described using 
a multi-scale characteristic hierarchy. A multi-scale attention 
system is added on the highest of the upper-level structure in 
order to improve the feature depiction's ability to discriminate. 
The cross-entropy loss has been employed to learn the 
framework in a conventional manner, and it is used to 
categorise the DR seriousness level. In addition, the model is 
instructed to distinguish between healthy and unhealthy retinal 
images employing the poorly annotated information. This 
stand-in exercise aids the model in improving its ability to 
distinguish between unhealthy retinal images. When used, the 
suggested strategy produced remarkable outcomes on the 
APTOS and EyePACS public databases. The study discusses 
the application of poorly labelled data to help the algorithm 
distinguish among retinal images that are healthy and those 
that are ill. However, if the annotations have not been precise 
or thorough adequate to capture the entire spectrum of 
abnormal retinal images, the efficacy of this method may be 
constrained. The training process may become biased and 
noisy due to insufficient annotations. 

A CNN-oriented strategy was suggested by Worapan et al. 
[21] as a means of identifying and evaluating DR from retinal 
images. It could categorise the retinal images that were 
supplied into a normal group or atypical group that would then 
be automatically divided into four levels of anomalies. The 
suggested solution has been predicated on DeepRoot, a 
recently suggested CNN framework. It has one major branch 
and two subsidiary branches that link it. The principal feature 
generator for both upper- and lower-level attributes in retinal 
images resides in the central branch. The characteristics 

produced from the central branch are then subsequently 
extracted by additional branches to provide more intricate and 
comprehensive characteristics. They use customised zoom-
in/out and attenuation stratum to record the fine details of 
minuscule remnants of DR within retinal images. Moreover, 
the Kaggle database is used to train, verify and test the 
suggested approach. Using examples of unknown information 
that the researcher independently acquired from an actual 
circumstance in a hospital, the learned model's regularisation 
is assessed. Under the two categories scenario, it performs 
admirably, with 98.18% sensitivity. Although the research 
suggests evaluating the regularisation of the trained model 
using samples of unknowable information obtained from a 
healthcare facility, the specifics and extent of this verification 
have not been given. To guarantee that the model's 
performances comply with the desired purpose and to gauge 
its efficacy in practical contexts, rigorous real-world 
verification studies must be carried out in clinical settings. 

Employing CNN, Raja and Balaji [22] created a reliable 
automated diabetic identification system for retinal images. 
The proposed system primarily consists of five components 
like preprocessing, exudates segmentation, blood vessels 
segmentation, extraction of textural features, and diagnosis of 
diabetes. The input retinal image is initially enhanced during 
the preprocessing stage employing adaptive histogram 
equalisation (AHE). As a result, fuzzy c-means clustering 
(FCM) and CNN have been employed for segmenting 
exudates and blood vessels, respectively. Following that, 
exudates and blood vessels are used to extract textural 
properties. Following extracting features, a support vector 
machine (SVM) is used to classify diabetic patients. The 
experimental findings show that, when compared to other 
methodologies, the suggested approach achieves improved 
diabetic diagnosis outcomes (sensitivity, specificity, and 
accuracy). To guarantee the suggested method's suitability for 
various populations and changes in retinal images, its efficacy 
and adaptability should be tested on separate databases. If 
various datasets were utilised to show the system's durability, 
the assessment should have been done on many databases, and 
this should be specified in the study. 

The likelihood of vision loss may be considerably reduced 
by early diagnosis and treatment with DR. Analysis of retinal 
image has gained popularity as a method of disease detection 
in contemporary ophthalmology. Fundus angiography has 
been frequently used by ophthalmologists and computerised 
systems to find DR-based clinical indicators for DR earlier 
detection. Because of the imaging situations complexity, like 
imaging in a range of angles and lighting circumstances, 
fundus images are frequently exposed to inadequate contrast, 
sound, and inconsistent illumination problems. By lowering 
the noise and boosting the contrast, Saif Hameed et al. [23] 
proposed an algorithm for enhancing image quality that will 
reinforce the norm for colour fundus imaging. The method 
involves two primary steps: shrinking the images to eliminate 
extraneous information, followed by performing the shape 
cropping as well as gaussian smoothing to boost contrast and 
reduce noise. MESSIDOR and EyePACS represent two 
common datasets used to assess the research outcomes. It has 
been amply demonstrated that the findings of improved image 
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feature retrieval and categorization surpass those obtained 
without using the enhancement technique. As an IoMT usage, 
the updated algorithm has also been evaluated in smart 
hospitals. Although the research includes evaluating the 
revised method in smart hospitals, it is vital to take into 
account the practical difficulties and prerequisites for clinical 
deployment in the actual world. This entails integration with 
currently in use medical imaging equipment, regulatory 
authorizations, and professional acceptability. These issues 
should be covered in the study together with information on 
the difficulties and possible clinical advantages of applying 
the method in a clinical context. 

Anas Bilal et al. [24] proposed an innovative two-stage 
method for automatic DR categorization. Data augmentation 
and pre-processing methods have been utilised to improve the 
image clarity and quantity because the asymmetric blood 
vessels (BV) and Optic Disc (OD) identification system has a 
low percentage of positive cases. For BV and OD 
segmentation during the first stage, two distinct U-Net 
algorithms are used. Subsequent to preprocessing for 
extracting and selecting the most discriminating characteristics 
after BV and OD extraction employing Inception-V3 
depending on transfer learning (TL), the symmetrical 
integrated CNN-SVD framework has been developed in the 
secondary phase. It recognises DR by identifying retinal 
indicators like exudates, haemorrhages, and microaneurysms. 
The suggested approach displayed cutting-edge efficiency on 
the Messidor-2, DIARETDB0, and EyePACS-1 tests, with 
mean accuracy readings of 94.59 per cent, 93.52 per cent, and 
97.92 per cent, correspondingly. The effectiveness of the 
recommended approach has been demonstrated through 
extensive evaluations and comparability with benchmark 
methods. The low affirmative case prevalence for asymmetric 
BV and OD recognition can make it difficult to train and 
assess the algorithms. The accuracy and generalizability of the 
suggested strategy, especially for identifying certain 
abnormalities connected to DR, may be impacted by the 
dearth of positive instances. 

Phridviraj et al. [25] presented a bi-directional LSTM-
oriented DR diagnosis model employing retina fundus images. 
The Bi-directional LSTM approach uses retinal fundus images 
to identify and categorise various categories of DR. The 
Multiscale Retinex alongside Chromaticity Preservation 
(MSRCP) technique is used in the suggested framework as a 
preprocessing stage to raise fundus image disparity and 
advance short discrepancy of pharmaceutical perspectives. 
Moreover, MSRCP is utilised to create results that are 
adequate for processing images. The key challenge regarding 
the Retinex method is setting the values for the variables, 
including the gain, offset, Gaussian scales, etc. Such 
parameters need to be altered to produce a useful result. The 
major objective of the presented approach is to get the ideal 
settings for the MSRCP procedure's variables. Additionally, 
an effective net-based characteristic extraction that makes of 
DL is used to create feature vectors from already processed 
images. The standard MESSIDOR database is used in 
numerous experiments. The outcomes are examined in light of 
several evaluating criteria. The findings demonstrate that the 
Bi-LSTM-MSRCP methodology is superior to more 

contemporary techniques for DR diagnosis. Even if the 
research shows better results than current methods, it's crucial 
to take the comprehension of the suggested model into 
account. Since bi-directional LSTM models are frequently 
regarded as "black-box" models, it might be difficult to 
comprehend how decisions are made and the particular 
characteristics that contribute to DR diagnosis. The clinical 
acceptance and confidence in the paradigm may be 
constrained by its lack of comprehension. 

For the purpose of DR identification, Loheswaran [26] 
suggested the Optimised Kernel-oriented Fuzzy C-Means 
(OKFCM) based Segmentation and RNN-based 
Categorization scheme. OD elimination and KFCM 
Separation performed using Modified Ant Colony 
Optimisation (ACO) are the two primary stages within the 
recommended segmentation portion. GLCM and time-built 
characteristics have been utilised for the grading of DR. The 
OKFCM-MACO-RNN was another name for the suggested 
framework. The OKFCM-MACO-RNN technique's 
sensitivity, accuracy, and specificity have values of 81.65 
percent, 99.33 percent, and 99.42 percent, accordingly, have 
been adjusted to finish the OKFCM-MACO-RNN 
categorization assessment procedure in the diaretDB1 
database. The OKFCM-MACO-RNN approach can be relied 
upon to reliably detect exudates. The OKFCM-MACO-RNN 
based Segmentation are evaluated with jacquard coefficient, 
accuracy, and dice coefficient having values of 72.84, 85.65, 
and 93.15 correspondingly. The quantity and variety of the 
database employed for learning and evaluation have a 
significant impact on how well the suggested framework 
performs. The diaretDB1 dataset has been mentioned in the 
study, but it is crucial to evaluate the dataset's 
representativeness and determine whether it effectively 
accounts for the variety of DR situations that are experienced 
in real-world circumstances. The algorithm might not work as 
well on other databases. 

It is quite challenging to diagnose DR through laborious 
physical diagnosis because of the variety and complexities of 
DR. As a result, Spoorthi and Rekha [27] concentrated on 
employing an RNN-LSTM and Deep CNN (DCNN) 
integration to categorise a specific collection of fundus images 
into four phases. This method recognises all DR phases 
instantly. This mixture takes a lot of details from the fundus 
image. To create the integrated model, over 2000 fundus 
images have been utilised overall. This work shows that the 
precision of forecasting the DR phases has been greatly 
increased by the retrieval of those characteristics from fundus 
images employing RNN-LSTM and DCNN. To determine the 
combined model's suitability for use with various populations 
and changes in retinal images, its efficacy and generalizability 
should be examined on separate databases. To show the 
approach's resilience and dependability across various 
datasets, additional verification is required. 

 PROBLEM STATEMENT III.

This study focuses on improving diabetic retinopathy 
diagnostic accuracy and efficiency using machine learning and 
RBMs. Diabetic retinopathy is a major consequence of 
diabetes that, if not identified early, can result in blindness. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

578 | P a g e  

www.ijacsa.thesai.org 

Current approaches for detecting diabetic retinopathy 
frequently rely on ophthalmologists doing manual 
assessments, which can be expensive, time-consuming, and 
prone to inter-observer variability. Additionally, existing 
automated methods sometimes have trouble recognizing 
retinal abnormalities with high sensitivity and specificity. The 
suggested strategy tries to use RBMs, a class of neural 
network capable of learning hierarchical representations of 
data, to improve the automated identification of diabetic 
retinopathy in order to overcome these constraints. By doing 
this, it hopes to provide an alternative to current techniques 
that is more precise, effective, and consistent [24].  

However, the limits of existing diabetic retinopathy 
detection techniques call for improvements. First off, the 
diagnostic accuracy of traditional machine learning algorithms 
is sometimes constrained by their inability to grasp the 
complex patterns and subtle elements seen in retinal images. 
Additionally, the lack of extensive, diverse datasets for 
training and testing might limit the capacity of present models 
to generalize, particularly when faced with differences in 
retinal images that occur in the real world. The promise of 
deep learning methods like RBMs, which can build intricate, 
hierarchical representations from data, is also underutilized in 
many current approaches. The need to build a strong, RBM-
based solution that can not only exceed existing approaches in 
terms of accuracy but also adapt successfully to changes in 
image quality, illness development, and patient demographics 
is therefore appealing. 

 PROPOSED METHODOLOGIES IV.

Retinal image analysis is essential to perform mass 
screening, even if there is a lack of experienced doctors. This 
work presents RBM images, the analysis uses numerous 
features to predict formation in images. The steps used are 
image acquisition, pre-processing, segmentation, and 
glaucoma classification.  Initially, retinal fundus images are 
obtained from the public data source. Pre-processing is 
necessary to eliminate unwanted image features such as 
speckles, blind spots etc. The OD and OC is performed using 
a Threshold U-Network (Two-stage TUNet). Next, the deep 
features such as contrast, homogeneity, mean disc, correlation, 
SD (standard deviation) disc, energy disc, entropy disc, 

entropy cup, SD cup, mean cup, energy cup, etc., are 
extracted. Fig. 1 shows flow diagram of deep learning based 
retinal image analysis. 

A. Dataset Collection 

Some confusion and incorrect usage of the three published 
versions prompted the proposal to update and integrate DL 
(rim one for deep learning), an updated version of them, was 
created using them. With profound learning in mind, it is 
designed to meet the standards mentioned earlier for the 
environment. The outcome of integrating the three previous 
versions is rim-one DL. This gives each patient and each eye a 
separate image. Additionally, all images were correctly 
cropped around the head of the optic nerve, utilizing the exact 
same parallelism criterion, which was not done in earlier 
versions. 

B. Pre-Processing 

Pre-processing techniques such as cropping, channel 
separation, and data enhancement are used to input images. A 
image is the removal of external parts by cropping to improve 
encircling, change the proportions of an angle, or emphasize a 
subject and resizing image results in a change in its physical 
size. A tile is divided into the portion of data that is lost due to 
cropping. The original dataset contained only a limited 
number of images that could be used as training data. A neural 
network could not be applied and trained with such an amount 
of data. Flipping and data rotation has been used as 
augmentation techniques to overcome this problem. To 
increase the dimension of the test set, the images first had to 
be vertically flipped. Images are then flipped vertically, an 
additional increasing amount of data available. Flipped images 
were rotated from 0° to 180° in 20° increments after flipping. 
As a result, the model was effectively trained with a larger 
data set. 

C. Segmentation of Images 

The technique of splitting an image into its component 
sections using a segment/part of an image is known as image 
segmentation. The task of objects is to find a certain sub-
division among the provided images. Segmentation is also 
used in retinal fundus images to investigate structures like the 
optic disc and optic cup. 

 
Fig. 1. Flow diagram of deep learning based retinal image analysis.
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1) OD: The optic nerve head OD is where ganglion cells 

and axons leave eye to form visual cortex. If there are no 

shafts or cones, there is a blind zone. Because receptor rods 

and cones in this region are dull, the corresponding point of 

tiny blind spot at OD is increased. The OD is widely 

employed in to determine the cup-to-disc ratio. 

2) OC: It is located in middle of the optic disc, which 

appears to be shaped like a white cup. The optical curve is 

responsible for the mobility of the retina in the human eye. 

The greater the distance from the optic curve's diameter, the 

greater the chance of developing glaucoma.  

3) Threshold U-network: The OD and OC are segmented 

using a threshold U-network (TUNet). During processing, 

both OD and OC segmentation are two-stage thresholds [28]. 

A fundamental image processing approach is threshold 

segmentation. Varying tissues in medical imaging are often 

displayed at different levels of intensity. The threshold 

eliminates the uninteresting areas while also reducing noise 

interference. This process is both required and efficient. The 

threshold value must be chosen carefully. The region of 

interest will be impacted if the threshold range is too tiny; as a 

result, the experimental results are inaccurate. Noise reduction 

becomes difficult if the threshold range is set too high. The 

threshold range is often defined by experience. The two-stage 

U-Net design is used for the threshold interval computations. 

As glaucoma detection must be divided into two groups, it is 

challenging to segregate glaucoma data in real time (OD and 

OC).To simplify and reduce the complexity of the problem, a 

two-stage U-Net framework is used and composed of total 

glaucoma segmentation and glaucoma substructure 

segmentation (the second step). The primary goal of the  U-net 

architecture is the segmentation of the many substructures of 

the system [29]. Fig. 2 illustrates the U-Net framework. 

D. Restricted Boltzmann Machines (RBM) Diabetic 

Retinopathy Classification 

Using input vector f, concealed units s, weights matrices 
C, visible biases y, plus hidden biases z as shown, the RBM 
may be shown as a graph that is undirected. 

).()1(

).()1(

sCysfL

fCzfsL









   (1) 

The binary data acquired by applying the CLBP 
descriptors is transformed into actual value matrices in our 
process using RBMs. This information comprises image 
characteristics which the first set of CNN filters that have been 
trained under supervision often recognise, such as edges, 
blobs, or basic forms. Utilising RBMs enables bypassing these 
layers, leading to a reduced architecture to address a particular 
image categorization job. As a result, we are able to analyse 
more complicated features in the initial convolutional layers 
thanks to our prior processing and the RBM layers. Fig. 4 
shows the restricted Boltzmann machine. 

 
Fig. 2. U-net architecture.
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The RBM analyses the information once the CLBP step is 
complete. The total amount of observable subunits is 16 in the 
most basic version since descriptor values are supplied 
immediately to the RBM, and bigger receptivity areas are 
possible by combining CLBP characteristics from a kernel of 
size P. The dimension of an output matrix as well as the 
overlapping sections may be modified using the stride length 

G. The RBM output vector v has a length of m =
2P . 

 

Fig. 3. Illustration of a restricted Boltzmann machine. 

The input vector for the RBM is shown in Fig. 3 being 
created for P = 2. The RBM layer's feed is a matrix created as 
following. 

       [

                   
                   

    
                   

] (2) 

The numerical value within the is component 

corresponding to the accessible vector f is given by because 

the RBM in this design de facto transforms into a typical 
neural network feeding forward with the activation function of 
sigmoid. 

        ∑          (3) 

In matrices recording, the final solution that describes the 
RBM level is 

               (4) 

The scope that the vector produced by the preparation 
workflow relies on the number of hidden elements (RH) or 
cadence (S), which determines how multidimensional the 
resulting data is, 

*
 

 
 

 

 
   +   (5) 

wherein, the supplied image's parameters are [ SC ]. 

The whole pretreatment workflow and the CLBP-RBM 
translation are shown in Fig. 4. 

 
Fig. 4. CLBP kernels. 

1) Squirrel search algorithm for weight optimization: The 

proposed method has 2 search methods: the first is jumping 

method, and second is a broadminded method. As part of 

evolutionary process, the practical method is automatically 

selected through the selection strategy of linear regression, 

which increases the robustness of a squirrel search algorithm. 

The escape process sufficiently creates a searching area, and 

the demise procedure uses the leaping mechanism in order to 

examine the created space. The capacity of SSA to evolve and 

explore is balanced. Regarding the incremental search 

approach, mutations operation maintains the present historical 

data and gives greater consideration to maintaining population 

diversity. 

a) Random initialization: Initial population W was 

generated randomly with k number of flying squirrels. 

  

[
 
 
 
 
              

              

     
     

              ]
 
 
 
 

 

(6) 

In this case, jiW , indicates the 
thj dimension of 

thi flying 

squirrel. In a forest, flying squirrels are allocated their initial 
locations according to a uniform distribution. 

                      
(7) 

A distributed uniformly random number in the range [0, 1] 

is )1,0(U , and LW  and UW  represent lower and upper 

bounds for 
thj  dimension

thi  flying squirrel. 

b) Fitness evaluation: To calculate the localization, 

fitness values of the defined by users fitness coefficient has 

choice parameters (solution vectors) placed into it. The 

following table contains the values that were obtained: 
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(8) 

The value of fitness neural network layer weight depicts 

the quality of optimal weight. Here ),,( GRU

t

cap

t

c

t wwwW  , 

after storing the fitness values, array is sorted in ascending 
order. The squirrel with a minimum chestnut nut tree declares 
itself to have a fitness value. Afterwards, best three flying 
squirrels are thought to move to hickory nut trees from acorn 
trees. 

c) Generating location: 

Case 1: Hovering squirrels may move from acorn nut trees

 
antjiW ,  to hickory nut trees  

hntjiW , . It is possible to 

determine the new location of squirrels in this case by 
following these steps: 

(    )   
 {(

    )   
       ((    )   

 (    )   
)        if     

                                                                    
}

 
(9)

 

Where gx indicates a distance of random gliding, 1R

indicates a random number in range of [0,1],  
hntjiW , denotes 

location of squirrel reached hickory nut tree and t represent 

current iteration. In mathematical model, the gliding constant 

cs  is used with the purpose of striking a balance amid 

exploration and extraction.

 
Case 2: A squirrel on a normal tree (    )    

can move 

towards an acorn tree; new location of the squirrel can be 
determined as follows: 

(    )    
 

{
(    )    

       ((    )   
 (    )    

)        if     

                                                                    
}

 
(10)

 

Case 3: In some cases, squirrels that have already 
consumed acorns on normal trees may settle in hickory trees 
to stockpile beech nuts which might be eaten during famine. 
Thus, the following information may be used to find new 
squirrel locations: 

(    )    
 {(

    )    
       ((    )   

 (    )    
)        if    

                                                                    
}

 (11)
 

In this case,    represents a random number in the range 
of [0, 1]. The optimization algorithm was designed using an 
approximated model of the gliding behaviour. Flying squirrel 
fitness values are computed, and the locations are updated on 

each iteration until the maximum number of iterations is 
reached. 

 RESULT AND DISCUSSION V.

The experimental setup, performance measurement, 
evaluation datasets, and experimental outcomes are all 
described in this section. The discussion of the results includes 
an evaluation of the proposed SSA algorithm. OD and OC 
were trained with the original data and merged with the image 
to demonstrate the effectiveness of the system based on deep 
feature extraction and classification. 

A. Simulation Environment 

Evaluate the proposedearly-stage glaucoma disease 
prediction technique using the Python software in a simulated 
environment utilizing rim-one-dl datasets. The test is run on a 
machine equipped with an Intel(R) Core (TM) i5 CPU @ 
3200 Mhz, 3 core(s), 4 logical pro. And micro software 10 
pro, a micro soft corporation, is an OS manufacturer installed 
physical memory (RAM) 8GM. Table I shows simulation 
parameters for the rim-one-dl datasets. 

TABLE I. SIMULATION PARAMETERS OF BOTH DATASETS 

Simulation parameters for Rim-one-dl Values 

Batch size 2 

Epoch 100 

Activation function Sigmoid 

Dropout 0.5 

Kernel size (3,3) 

B. Performance Evaluation 

Fig. 5 compares the accuracy plot of the proposed 
ensemble DeepNet with conventional pre-trained models such 
as CapsNet, VGG 16 and DenseNet for the rim-one-dl 
datasets. An epoch in artificial neural networks is one loop 
that covers the whole training dataset. Training a neural 
network typically takes many epochs. The plot of CapsNet, 
shows a larger difference between validation and training 
accuracy. This shows that the model may be overfitted. 
Furthermore, the improvement in accuracy has not been 
constant. There are substantial gaps between training and 
validation at a few epochs. Furthermore, the training accuracy 
is significantly lower at the last epoch than the validation 
accuracy. 

Furthermore, in the DenseNet plots in figures, the training 
accuracy is higher than the validation accuracy. This indicates 
that the model is overfitting, and the peaks are not increasing 
consistently. The training accuracy of DenseNet is continually 
rising; however, the validation accuracy is not. There is also a 
decrease in validation accuracy after a few epochs, which is 
undesirable. As a result, the model underperforms and is 
unsuitable for predicting abnormality. 
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Fig. 5. (a) Accuracy plot. 

Fig. 6 depicts the overall performance of several criteria, 
such as accuracy, specificity, recall, and precision, using the 
rim-one-dl datasets. It is based on deepnet ensembles such as 
deep CNN with multi-pooling layer, dual part scaled cross 
dense network, and graph CapsNet. Accurate is the ratio of 
correct predictions to the total prediction or true value. It is 
usually multiplied by 100 to express it as a percentage. It 
quantifies the accuracy of the classifier model and is 
scientifically calculated as 

FNFPTNTP

TNTP

NP

TNTP
accuracy











      (12) 

Where TP denotes True positive, TN denotes True 

negative, FP denotes false positive and TN denotes false 
negative. Fig. 6 clearly shows that the proposed one provides 
the highest accuracy, which is determined to be the rim-one-dl 
dataset. In contrast, other classifiers provide significantly 
lower accuracy. In terms of specificity, it again takes the lead 
regarding values compared to other classifiers. In the KGD 
dataset, the Capsnet is found to provide an accuracy that is 
somewhat close to the designed accuracy. CapsNet is an ANN 
machine learning system that may be used to better simulate 
hierarchical connections. CapsNet’s slow training and testing, 
lacks of spatial information is its drawback. As a result, its 
performance is reduced compared to the proposed model. 

 
Fig. 6. Comparison graph for accuracy. 

Also, a DenseNet is a convolutional neural network that 
uses dense connections between layers through Dense Blocks, 
which connect all levels directly. Each layer’s DenseNet 
feature maps are spliced with the previous layer, and the data 
is copied numerous times. However, the existing dense blocks 
did not consider the hierarchical features or concatenate the 
hierarchical features merely without removing the redundant 
features. As a result, its performance is not high as possible. 
The VGG16 network is large, implying it takes longer to train 
its parameters. Also, using the Max pooling layer in 
VGG16caused information loss. The proposed model has 
tacked these issues using multi pooling layer, dual-part scaled 
cross-dense block and graph CapsNet. Hence, the proposed 
ensemble model outperforms all the pre-trained models shows 
in Fig. 6. 

The rim-one-dl dataset utilized in the proposed research is 
one example of a dataset with varied comparison results that 
might vary due to a number of circumstances. The intrinsic 
diversity of data properties among datasets, including changes 
in image quality, resolution, noise levels, and the occurrence 
of certain retinal disorders, is a significant determining factor. 
Additionally, the design and training methods of the suggested 
algorithms might affect how well they function, which can 
make them more effective at managing particular kinds of 
data. On datasets with related features, algorithms designed 
for particular data qualities, such as those optimized for high-
resolution retinal scans or skilled at managing noisy datasets, 
may perform better. Conversely, when applied to datasets with 
diverse properties, algorithms that lack the capacity to adapt to 
individual data changes may function inconsistently or with 
lower efficacy. The accuracy and generalizability of diabetic 
retinopathy detection systems can be enhanced by better 
understanding the specifics of each dataset and optimizing 
algorithms in accordance with those details. 

The Jaccard Index is a statistical metric used to compare 
the similarity of samples. It is commonly referred to as the 
“Crossroads above the Union”. The Jaccard Index is the ratio 
of the intersection’s size to the samples’ union. It can have a 
minimum value of “0” and a maximum value of “1”. It is 
described mathematically as follows: 

SgGr

SgGr
SgGrJindexjaccard




),(,

     (13) 

 
Fig. 7. Segmentation performance. 
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Fig. 8. Cross validation graph.

The k-fold cross-validation approach has several variants. 
The following are regularly used variants: Training and testing 
split: In the extreme, k can be set to 2 (rather than 1), resulting 
in a single train/test split for model evaluation. The cross 
validation for the rim-one-dl dataset and the KGD dataset is 
shown in the above Fig. 7. A typical procedure for testing the 
performance of a k-fold cross-validation model is the entire 
data set is randomly divided into independent k-folds without 
replacement. Fig. 8 shows the cross validation graph. 

ROC curves in Fig. 9 were displayed to visually evaluate 
ensemble approaches based on the association between true 
positive and false positive rates for each deepNet. The graph 
shows better outcomes when such a curve is closer to the top-
left corner. Using the rim-one-dl, the AUC value outperforms 
the existing Deepnet CapsNet, DenseNet, and VGG16. As a 
baseline, a random classifier is expected to give points along 
the diagonal (FPR = TPR). Below Fig. 9 shows the ROC 
curves of ensemble methods using deep CNN with multi 
pooling layer, dual part scaled cross dense network, and graph 
CapsNet. 

 
Fig. 9. ROC graph. 

Plateaus or occasional dips might indicate challenges or 
local optima. Overall, the graph provides insight into the 
optimization's progress and efficiency in enhancing the 
solution's fitness over successive iterations. 

 

Fig. 10. Fitness improvement graph. 

Above Fig. 10 illustrates how a certain fitness metric 
evolves across multiple iterations of an optimization process. 
The x-axis represents the iterations or time steps, while the y-
axis represents the fitness metric. The graph demonstrates how 
the fitness value changes as the optimization algorithm refines 
its solution. Generally, the graph shows an initial steep 
improvement as the algorithm quickly converges towards 
better solutions, followed by a gradual slope as further 
improvements become harder to achieve. 

C. Discussion 

When compared to current techniques, the suggested 
method shows a lot of potential for the identification of 
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diabetic retinopathy. Traditional methods, which frequently 
rely on ophthalmologists' manual evaluation or crude 
automated algorithms, can be time-consuming, prone to 
human error, and unscalable in light of the expanding 
prevalence of diabetes worldwide. Contrarily, using the 
strength of RBMs is a state-of-the-art innovation that enables 
the automatic extraction of complex, hierarchical information 
from retinal images. This deep learning method offers a robust 
solution that can adapt to a variety of patient demographics 
and varied image quality situations, with the potential to 
significantly improve the accuracy and efficacy of diagnosing 
diabetic retinopathy. This suggested method, which uses 
RBMs, not only performs better than current methods but also 
represents a substantial advance in the early and accurate 
diagnosis of diabetic retinopathy, thereby assisting in the 
preservation of eyesight and the efficient use of healthcare 
resources. 

 CONCLUSION VI.

In conclusion, this research presents a promising approach 
for automated diagnosis of diabetic retinopathy using 
restricted Boltzmann machines (RBMs) and retinal fundus 
images (RFIs). The proposed model incorporates various 
elements of prediction in retinal images, with a particular 
focus on the segmentation of using a thresholds U-network 
model. This segmentation step is crucial for identifying 
specific regions of interest in the retinal images and enables 
the subsequent classification process. To optimize the 
performance of the RBM, the research employs the Squirrel 
search algorithm (SSA) for selecting optimal hyperparameters 
and minimizing the weight of the RBM. The use of SSA helps 
improve the overall accuracy and efficiency of the automated 
diagnosis system. The evaluation of the model on the Rim-
one-dl dataset showcases promising results, achieving an 
accuracy of 99.2%. This high level of accuracy demonstrates 
the potential of the proposed system in accurately categorizing 
anomalies and aiding ophthalmologists in early and precise 
prediction of diabetic retinopathy. Future research may look at 
the integration of deep learning architectures, like CNNs, to 
increase feature extraction from retinal images and better 
classification accuracy for improving diabetic retinopathy 
diagnosis using machine learning using Restricted Boltzmann 
Machines. An interesting research direction may also involve 
investigating the possibility of federated learning and transfer 
learning techniques to use large-scale, heterogeneous datasets 
for better model generalisation in actual clinical scenarios. 
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Abstract—Ovarian cancer is a major cause of mortality 

among gynecological malignancies, emphasizing the critical role 

of early detection in improving patient outcomes. This paper 

presents an automated computer-aided design system that 

combines deep learning techniques with an optimization 

mechanism for accurate ovarian cancer detection that utilizes 

pelvic CT images dataset. The key contribution of this work is 

the development of an optimized Bi-directional Long Short-Term 

Memory (Bi-LSTM) model which is introduced in the layers of 

CNN (Convolutional Neural Network), enhancing the learning 

process. Additionally, a feature selection method based on Lion 

with Grey Wolf Optimization (LGWO) is employed to enhance 

classifier efficiency and accuracy. The proposed approach 

classifies ovarian tumors as benign or malignant using the Bi-

LSTM model, evaluated on the Ovarian Cancer University of 

Kaggle dataset. Results showcase the effectiveness of the method, 

achieving remarkable performance metrics, including 98% 

accuracy, 99.7% recall, 93% precision, and an impressive F1 

score of 98%. The proposed method's efficiency is validated 

through comparison with validating data, demonstrating 

consistent and reliable results. The study's significance lies in its 

potential to provide an accurate and efficient solution for early 

ovarian cancer detection. By leveraging deep learning and 

optimization, the proposed method outperforms existing 

approaches, highlighting the promise of advanced computational 

techniques in improving healthcare outcomes. The findings 

contribute to the field of ovarian cancer detection, emphasizing 

the value of integrating cutting-edge technologies for effective 

medical diagnosis. 

Keywords—Ovarian cancer; deep learning; bidirectional long 

short term memory; CT images; convolutional neural network; lion 

grey wolf optimization 

I. INTRODUCTION 

Ovarian cancer is the occurrence of irregular cells in the 
ovary which reproduce uncontrollably and then causes  tumor 
malignancy in the tissues [1]. This can be categorized into 
three major types namely sex-cord- stromal, epithelial and 

germ cell. In this epithelial ovarian cancer has a secondary 
type namely clear cell, mucinous, serous and endometriosis. 
Serous tumors are segregated into low-grade serious 
carcinomas (LGSC) and high-grade serous carcinomas 
(HGSC). By analysis it shows that 70-80% people cause 
epithelial cancer, clear cell in addiction with mucinous are 
induced to less than 5% people and 10% people cause 
endometriosis. The first sign of ovarian cancer is epithelial 
cancer, which must be detected early to prevent death. 
Ovarian cancer should be detected in early stage, for detecting 
involves various methods and this paper proposed the ovarian 
cancer through deep learning [2].  Epithelial ovarian cancer 
made up of diverse ancient subsets with peculiar genomic 
features, they are enhancing the accuracy and effectiveness of 
healing treatment. It enables the detection of reaction such as 
ovarian cancer susceptibility genes BRCA2 and BRCA1 and 
also corresponded combining deficiency with damage in DNA 
response pathway resistance either inhibitor. This procedure is 
to process genomic transformation in tumors along with blood 
to evaluate sensitivity, therapy resistance and precise residual 
disease indicator. Around 230000 women shall be analyzed 
and 150000 women are died. This signifies that EOC is the 
seventh usually detected cancer in women. Genetic syndromes 
comprise Peutz-Jegher along with uncommon disorders and 
they are nevoid basal cell sign. Their causative factor includes 
an embryonic pregnancy, initial menarche, fallen age 
menopause, smoking, polycystic ovary syndrome [3]. 

Ovarian cancers are predicted by two medical 
examinations they are serum cancer antigen 125(CA125) and 
transvaginal ultrasound. Specificity along with sensitivity is 
restrictions. CA125 is frequently raised in benign stage 
including endometriosis and ovarian cysts. It is not determined 
in initial stage. This test evaluates the quantity of protein 
named CA-125 within the blood. High stages of CA-125 are 
occurred in women. This test is beneficial as tumor marker to 
identify as ovarian cancer. High level of CA125 persons fails 
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to validate ovarian cancer because it might be endometriosis 
and pelvic inflammatory disease. Person with abnormal CA-
125 level, medical practitioner again examines the report. CA-
125 is widespread in countries such as Canada, Australia, 
United States and Ireland as an prediction for ovarian cancer 
[4]. Transvaginal Ultrasound (TVUS) is a checkup that 
utilizes sound waves to monitor the uterus, fallopian tubes and 
ovaries by fixing ultrasound wand inside the vagina. It detects 
massive tumor or benign take placed [5]. The most present 
worldwide statistic calculates 295,414 recently predicted cases 
of ovarian cancer all year and also this disease causes 184799 
yearly dead. Moreover, in an advanced phase 75% of ovarian 
cancer patients are difficult to diagnose properly. The 
treatment of chemo resistant ovarian cancer by targeting 
mitochondria has observed. It is developed under the terms 
where cancer cells modify and swap to mitochondrial 
respiration this turns severe to endurance so that perfect 
metabolic focus for chemo resistant ovarian cancer. In ovarian 
cancer tumor metastasis together with chemoresistance are 
allied in mitochondria spatial redistribution. Aberrant 
dependence of mitochondrial pathways are caused by specific 
sets of genetic mutation [6]. 

Recent treatment strategies include by combining 
debulking surgery, radiation therapy and drug treatment. Some 
sophisticated remedies are immunotherapy, hormone therapy 
and targeted therapy. OC treatment mainly involves 
chemotherapy. Repeatedly applied chemotherapeutic agents 
employed for curing of ovarian cancer includes platinum 
comprising drugs i.e., carboplatin along with cisplatin and 
tisane family i.e., docetaxel together with paclitaxel. In recent 
days, scientists have been providing an immunotherapy 
approach to treat gynecologic cancers. From ascites, tumor 
and blood of ovarian cancer patients the T cells and 
Antibodies are predicted in immunotherapy [7]. The machine 
learning algorithms are involved in several data mining 
applications which include ovarian cancer. Although these 
algorithms don't perform suitably due to inaccurate 
computational complexity, data imbalance, and missing 
values. Recently deep learning-based process has gained 
advantage in computer vision related applications and data 
mining over machine learning. Deep Learning Network 
utilized in several regions such as speech recognition, 
computer vision, healthcare, image processing [8]. In this 
research, emphasize on developing a deep learning established 
system for classification of ovarian cancer. The systematic 
study highlights the Bi-LSTM classifier which effectively 
worked and maintained more accuracy than other classifier 
such us CNN, 3D-CNN, KNN and Random Forest classifier. 
The deep learning handles the data by various phases 
including convolution layer, dense layer and pooling layer. 
Commonly deep learning have sequential architecture pursued 
by feature extraction, feature selection and classification [9]. 
Deep learning is frequently used invading detection of ovarian 
cancer. Deep learning scheme Bi-LSTM network performs a 
vital function to enhance the classification [10]. Optimization 
algorithms can be used to automatically identify and extract 
important features from the data in the image especially size, 
shape, and area of the tumor occur in ovary. This helps to 
remit the time required and potential for manual analysis, and 
can also develop the accuracy of the detection process. 

Optimization algorithms can also be used to train deep 
learning models that can automatically classify medical data 
as either containing a tumor or not. These models can be 
optimized to improve their performance, such as by adjusting 
their parameters or optimizing their training process. 

The key contribution of the described outline is given as 
follows: 

 The development of an optimized Bi-LSTM model for 
the early detection of ovarian cancer.  

 The novelty of this work lies in the development of an 
optimized Bi-LSTM model for ovarian cancer 
detection, which enhances the learning process and 
achieves impressive performance metrics. 

 By utilizing deep learning techniques and an 
optimization mechanism, this model enhances the 
learning process and improves the accuracy of 
classification. 

 Additionally, a feature selection method called Lion 
with Grey Wolf Optimization (LGWO) is employed to 
further enhance the efficiency and effectiveness of the 
classifiers. 

 The combination of the Bi-LSTM model and the 
LGWO feature selection method allows the system to 
accurately classify ovarian tumors as either benign or 
malignant.  

 To validate the efficiency and reliability of planned 
method, its presentation metrics are compared with the 
validating data, demonstrating consistent and reliable 
results. 

The configuration of this essay is as accompanies: 
Section II contains the related work that is framed to 
understand the proposed paper with the existing methods 
while Section III elaborates the problem statement. Section IV 
depicts the proposed LGWO-Bi-LSTM architectures. The 
results and performance metrics are tabulated and graphically 
represented in Section V. Finally, in Section VI, conclusion 
and future works are presented. 

II. RELATED WORK 

Srivastava et al. [11] outlined   adjusted VGG-16 deep 
learning, ovarian cyst detection was accomplished approach.  
Pretrained deep learning method consists of VGG-16 model. 
To understand the VGG-16 model keenly a multiple of 3×3 
kernel sized filters are obtained. This explains the established 
VGG-16 prototype fine- tuned with the data-set of ultrasonic 
images.  Modifying the VGG-16 model's top four layers 
allows for fine-tuning. Distinct women’s sample ovarian 
images are gathered to detect if ovarian cyst is occurred or not. 
The accuracy of 92.11% is obtained. The downside of VGG-
16 deep learning network is slower than the ResNet 
architecture. Meng et al. [12]  Intended virtual historical 
method of staining with deep generative adversarial 
mechanism to determine the ovarian cancer. Here hematoxylin 
and also Eosin staining method are used. Depending upon 
GAN, here autofluorescence images are created to develop a 
weakly supervised learning method of unstained ovarian tissue 
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regions depending upon E and H staining portion of ovarian 
tissues. The characteristic of the result predicted by the 
approach is more precise. This paper proposed a valid 
autofluorescence image generation of algorithm in   the 
insufficient data which can consume time and laborious data 
representations in many situations. Through doctors 
determined the accurate unstained fluorescence image of 
ovarian cancer can be generated by this mechanism is 93%. 
The existing algorithm involves several complexities to 
predict the ovarian cancer. The visual evaluation established 
through deep learning method reaches an accuracy of 95%. Lu 
et al.[13] Proposed the determination of ovarian cancer by 
machine learning. It detects the exact of benign and ovarian 
tumors. In this method includes several processes like blood 
test, demographics, tumor markers and general chemistry. 349 
Chinese individuals' information regarding 49 characteristics 
were obtained, and 235 patients' data were processed using the 
machine learning Minimum Redundancy - Highest Relevancy 
approach. The MRMR adopts 10 noteworthy characteristics, 
including human epididymis protein 4 (HE4) and cancer-
embryonic antigen (CEA) are top featured by the decision tree 
model. It shows that machine learning is mostly incredible in 
detecting the complex diseases. The accuracy of trained data 
of ROMA, Decision Tree, and Logistic Regression is 79.6%, 
87.2%, 84.7% and the accuracy of test data of ROMA, 
Decision Tree, and Logistic Regression is 92.1%, 95.6%, 
97.4% respectively. This method is largely unstable contrasted 
with the other decision approaches. Schwartz et al.[14] 
Proposed an automated structure to recognize ovarian cancer 
in transgenic mice through optical coherence tomography 
(OCT) recordings. Classification is achieved by a neutral 
network that distinguishes structurally ordered sequence of 
tomograms. It consists of three neural networks they are 3D 
convolutional neural network, VGG-supported feed-forward 
network and convolutional long short-term memory network. 
The outcome indicates that it can accurately output manual 
tuning although there is a default in noise inherent OCT 
images. It obtained a mean of 0.81± 0.037. 

Yang et al. [15]  Proposed the detection of ovarian cancer 
by combining the clinical significance of salivary mRNAs 
together with carcinoembryonic antigen. It is a liquid biopsy 
method and it can be used to predict many types of cancers. 
Here we determined a discriminatory study of ovarian cancer 
by uniting CEA and salivary mRNA biomarkers. Using two 
methods this technique is achieved. They are independent 
validation phase and discovery phase in which finding and 
evaluating of multiple biomarkers is enabled by discovery 
phase, independent validation phase confirms the availability 
of the finest bio-markers. Discovery phase categories blood’s 
CEA level and five mRNA biomarkers in saliva are noted. 
Novel panel of biomarkers is used to segregate ovarian cancer 
patients and healthy people with high specificity of 82.9% and 
also with high sensitivity of 89.3% are obtained. In validation 
phase it acquires sensitivity 85% and simplicity 88.3%. 
Lemmings et al. The author in [6] proposed the treatment of 
chemo resistant ovarian cancer by targeting mitochondria. It is 
developed under the terms where cancer cells modify and 
swap to mitochondrial respiration this turns severe to 
endurance so that perfect metabolic focus for chemo resistant 
ovarian cancer. In ovarian cancer tumor metastasis together 

with chemoresistance are allied in mitochondria spatial 
redistribution. Zhang et al. [16] For manufacturers to offer 
more advanced and inexpensive, high-quality Ultrasonic Flaw 
(UT) technology that could improve maternity medical 
services, it is recommended that we tackle the requirement to 
establish sustained sonar criteria with tolerably high pregnant 
and neonatal death rates. A group of artificial intelligence 
techniques, like the most recent advances in training to 
learning for maternal ultrasonography, is growing in 
acceptance and sparking excitement across a number of 
industries, such processing images for artificial intelligence. In 
this study, sophisticated artificial intelligence (AI) algorithms 
that use logistic reconstruction classifiers (LRC) and 
convolution neural networks (CNNs) to associate the original 
input picture to the intended outcome image are of special 
interest. Additionally, they employed the Internet of Medical 
Things (IoMT) to divide up maternal tumour imaging and 
identify tumours for specialists. The experimental findings 
demonstrate that the LRC based on CNN may be utilised for 
predicting the outcomes of maternity ultrasounds with 
enhanced levels of paternal and neonatal movement. 

Kaggie et al. [17] proposed Ovarian cancer is one of 
several tumour subgroups that may be characterized using 
multipara metric magnetic resonance imaging (MRI). Despite 
the limitations of traditional anecdotal T1- and T2-weighted 
scans, quantified mappings of MRI relaxation values, 
including T1 and T2 the mapping process, shows promise for 
improved tumour evaluation. Nevertheless, due to the ordered 
measurement of several parameters, quantitative MRI 
relaxation mapping approaches sometimes need lengthy scan 
periods. Fast qualitative MRI is made possible by a novel 
technique called magnetic resonance fingerprinting (MRF), 
which takes use of transitory signals brought on by changes in 
the parameters that make up of a pseudorandom programme. 
Statistical corresponds are subsequently created by matching 
these temporary signals to a computed lexicon of T1 and T2 
elements. The capacity of the MRF to monitor several factors 
concurrently may provide a novel method for identifying 
malignancy and evaluating the effectiveness of treatments. 
Using ovarian cancer аѕ an illustration structure, this practical 
research examines MRF for concurrent T1, T2, and relative 
proton density (rPD) mapping. Negi et al. [18] proposed In 
comparison to monolayer OLED design, a unique three hole 
block layer (HBL) arrangement of the OLED is presented that 
exhibits improved luminosity of 25285 cd/m2. The 74% 
increase in illumination power efficiency is partly to blame. 
The internal circuit evaluation is used to confirm an extensive 
numerical analysis built on the Poisson and drift dispersion 
model. The results of the examination show that the suggested 
gadget has a higher rate of recombine. A higher amount of 
recombination is a result of effective whole shielding as well 
as elevated particle input. Consequently, ovarian cancer is 
diagnosed by triple HBL OLED. The gadget produced an 
ultimate photon current level of 93 mA and had good 
responsiveness to different bands. According on their urine's 
ability to shine, a healthy individual can be distinguished from 
an oncological cancer survivor. 
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III. PROBLEM STATEMENT 

The detection of ovarian cancer is crucial for preventing 
patient mortality. However, there are several challenges 
associated with this process, such as the risk of infection, 
bleeding, blood clot formation, swollen legs, fatigue, 
infertility, and bowel changes. To aid in the detection process, 
a fine-tuned VGG-16 model has been developed to categorize 
ovarian cysts based on their forms, cysts, HOC, dermoid cysts, 
and PCOS. However, the current system lacks a user interface 
that allows pathologists to conveniently upload and predict 
images, which needs to be addressed and improved [19]. The 

fine-tuned VGG deep learning network more time to train its 
parameters [11]. 

IV. PROPOSED LGWO-BASED BI-LSTM 

Initially the ovarian cancer dataset is preprocessed through 
weaned filter and then image segmentation is employed by 
Fuzzy C-means clustering. In this way feature is extracted 
using Grey Level Co-occurrence Matrix and feature is adopted 
by hybrid Lion Grey Wolf optimization and also categorized 
by Bi-LSTM model. Block diagram of hybrid Lion Grey Wolf 
Optimization through Bi-LSTM model is depicted in Fig. 1. 

 

Fig. 1. Block diagram of hybrid lion grey wolf optimization through Bi-LSTM model.

A. Data Collection 

The research utilizes pelvic CT image datasets affiliated 
with China's Qingdao University, specifically from a Class 3 
hospital. After screening the obscured data, it acquired a 
totality of about of 5100 CT images of 223 patients containing 
pelvic CT images with highlights were gathered and utilized. 
The images were divided into two equal sets, with 50% used 
as training data and the other 50% used as testing data. This 
means that 2550 images with highlights were utilized for 
training and 2550 CT images with highlights were utilized for 
testing. The dataset consists of 2000 pelvic CT images 
collected from 223 patients. It contains three types of pelvic 
CT images containing clear cell, mucinous, endometriosis and 
serous. Pelvic CT images taken for mucinous, clear cell and 
endometriosis  is 2000, 1500, and 1600 for ovarian cancer 
[20]. 

B. Pre-processed by Weinmed Filter 

The most crucial stage for the best categorization 
outcomes is pre-processing. It is frequently carried out on data 
before classification to make sure the desired outcomes are 
reached [21]. The CT images that obtained are pre-processed 
to get more relevant for further process. The preprocessing 
step includes smoothing, toughen the edges of the image and 
noise removal. The objective of pre-processing enhances the 
image quality. Each pixel replaced weinmed filter with 
average value of intensities in region. Median filter removes 
salt and noise accurately. Weinmed filter probes to construct 
an optimal determination of the original image by enforcing 
the minimum mean square error limit between estimate and 
original image. The purpose of the weinmed filter is to reduce 

the mean square error and it also de-blurs the image and 
reverses filtering. This filter also opens morphological 
operation and contrast enhancement to image enhancement 
and reduce noise. Individual background noises calculate the 
contrast of each region. By preserving the edge information of 
unclear areas, the background noise is removed shall 
highlights the digital prototype. Both the degradation function 
and noise are managed by weinmed filter. Through the 
degradation model, the error among the estimated signal and 
the input signal is provided. 

Weiner filter formula is expressed in Eq. (1), 

  
 (   ) 

| (   )| 

| (   )|   
  (   )     

  (   )

 (   )  
 

 (   )
 (1) 

  (   ) - Noise power spectrum 

  (   )   - Power Spectrum of the original image 

H (u, v) –Fourier Transform of the point spread function 

G (u, v) –Power Spectrum with the Fourier change of the 
noisy point cloud image 

  (   )   -Result Value After restoration 

The computed de-noising equation is given below. 

Let FUV stand for the collection image parameters in a k-
by-1-inch square sub image windows centered at the two 
points (u, v). The following phase in preparation is to remove 
and normalize the surrounding data during processing itself, 
albeit this might affect the results of segmentation. During this 
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moment, the edge from the CT ovarian equation is identified 
using a clever edge detecting approach Eq. (2) [22]. 

 (   )        {  (   )}        (2) 

The above equation (2) is termed as Weinmed filter. 

C. Segmentation using Fuzzy C-means Clustering 

The segmentation process involves identifying and 
labeling the different regions in the CT images, such as the 
mucinous, clear cell, endometriosis, and serous. This task can 
be challenging due to the complex and heterogeneous nature 
of ovarian cancer, which can exhibit variations in size, shape, 
location, and intensity. In addition, there can be variability in 
the imaging protocols and noise artifacts that can affect the 
quality of the images. Segmentation of ovarian cancer using 
CT images can be performed using a variety of techniques, 
such as threshold, region-growing, active contours, and 
machine learning-based approaches. Here, Fuzzy clustering 
method is adopted to perform the task. In the context of 
ovarian cancer detection, image segmentation using fuzzy 
clustering can be used to separate the tumor region from the 
ovarian cancer. The segmentation result can then be used for 
quantitative analysis and clinical decision-making. Several 
studies have reported promising results using fuzzy clustering 
for ovarian cancer segmentation. 

Fuzzy C-means clustering is preferable optimization for 
feature segmenting the CT images. It is the most common 
fuzzy algorithm which is extremely delicate to outliers, noise, 
and size of the clusters.  It starts by randomly initializing the 
cluster centroids and the fuzziness parameter, and then 
iteratively updates the centroids and the degree of membership 
until convergence. The segmentation result is obtained by 
assigning each pixel to cluster with highest degree of 
membership. After initializing degree of membership values, 
the cluster centroids are calculated and then according on how 
far there is among every point of data to the geographic center 
of every cluster, the range of membership metrics associated 
with each observation point was modified. The levels of 
values for membership have been updated the cluster centers 
are re-computed using the weighted average of the data points. 
Repeat the process until convergence. Once, the algorithm 
converges, the final assignment of each data point to a cluster 
is based on the highest degree of membership value [23]. 

Let us consider a number of finite dataset be ’n’ and A = 
(           ).  The dataset A is divided in to group of cluster 

by using FCM algorithm. Formula for FCM algorithm is given 
in Eq. (3). 

    ∑ ∑    
  

   
 
    ‖     ‖
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   is the degree of membership 

value of      in     cluster,     is      data points and  
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∑    
  

   
           is     cluster center, s denotes the fuzzy 

parameter and Euclidean distance is represented as‖ ‖ . 

Where,       indicates the aloofness among data points     

and     cluster focus and    
  is distance between      cluster 

focus and     cluster center. 

D. Feature Extraction using Scale-Invariant Feature 

Transform (SIFT) 

Finding the initial corresponding characteristics is the aim 
of the initial phase. The starting imagery A and those 
perceived image B, both of whom are fed to SIFT to extract 
and characterize local characteristics, are two separate images 

that need to be registered AF and BF , accordingly. 

The prospective features are found by scanning across all 
of the available sizes and places of residence for extracted 
features. The regional maximal and minimal values of E(x), 
which can be described as the combination of the function 

using an image, i.e., AF  or BF , are used to discover scale-

space extreme. Another thorough match to the neighboring 
data points is carried out to determine the precise positions of 
the characteristics [24]. Some prospective feature points have 
inadequate contrast elements or edge locations with poor 
localization, thus the contrasting values and primary curved 
proportions are utilized to exclude the unstable characteristics. 
After reliable prospective characteristics are discovered, every 
key point is given a dominant orientations determined by the 
current picture gradients directions histogram to achieve 
image rotational consistency [25]. A description matrix that is 
calculated for every distinctive point comes next. A 3-D 
histogram of grade dimensions and directions serves as such a 
description. To create a 128-D descriptor, the gradients 
alignment angle is compressed into eight orientations 
increments and the placement is compressed into a 4 4 
placement grid. 














 

pp

p

H

p

YZ

YZ
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   (4) 

where, pZ represents the p th feature descriptors vector in 

that the sensed imagery, pY represents the p th feature 

descriptor vector in the reference image, and represents the 
angle among the two variables. The primary maximum degree 
versus the second minimum angle ratio, represented by the 
symbol proportion, is utilized to increase the accuracy of 
matching the initial characteristics. Initial match 
characteristics are disregarded if their angle ratios of distance 
are higher than a threshold value. 

The combination of entropy together with the mean value 
of Fourier co-efficient is obtained to provide feature vector in 
AGLCM algorithm. 

E. Feature Selection using Hybrid LGWO 

The Lion with Grey Wolf Optimization algorithm is 
employed to reducing the errors in training data and detects 
the malignant portion. Here the leader may be male or female 
indicated as alpha which enables hunting, sleeping, time to 
wake, location. Alpha makes decision and Beta handles. 
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Omega is the lower section of the grey wolf and for further 
wolves on every occasion [26]. Omega (ω) is noticed as the 
leftover provision [27]. In Lion optimization the parameters 
include learning rate (α), weight values (w), number of layers 
(L), kernel sizes (k) and dropout rate (γ). 

1) Initialization process: At first the preprocessed output 

data is initialized as a, B and C as coefficient vectors. 

Fitness evaluation: 

Eq. (5) evaluates the fitness utility and predicts the result 

                  (5) 

Differentiate the solution depend on filters: 

Let the initial fitness be  , the second finest fitness be   , 

the third finest fitness be    

a) Roaming: In this process the territory is visited by 

every male lion where the total location to number of this 

location is %S. When the Lion find the best location it reforms 

the location during roaming. Lion shifts to improved location 

is denoted in Eq. (6) [28] 

     (   )      (6) 

Where, g – Male lion’ current location and selected 
location from the territory and U – Uniform Distribution 

            (    
(        )

 
) , i=1, 2, 3 …no. of 

nomad lions 

Where,     
                                                      
              Lion’s fitness value and         Fitness value of 
the best nomad lion. 

b) Encircling prey: Together with these three 

contenders by α, β, δ and also ω. In addiction for the group to 

track a prey is by surrounding their location. Encircling or 

trapping behaviour of grey wolves for pray during hunting is 

computed using the following Eq. (7) and (8) [29]. 

 (   )     ( )   ⃑   ⃑⃑    (7) 

  ⃑⃑  |      (   )     ( )|  (8) 

Where,  ⃑             and         , and     ( ) - The 

prey position, B and C – The coefficient vector,    - Linearly 
lowered from 2 to 0,        - Random vector[   ], and t - 
The iteration n numbers. 

c) Hunting: Hunting is done based upon Lion 

Optimization. In every pride the female concentrates on a prey 

in a cluster to feed their pride. To surround the victim and to 

preserve pride it follows certain mechanisms. All lions fine-

tuned their localities to rely on particular locality and the 

group associates’ localities. Due to this reason the seekers 

surround the victim and apply relative training, assaults from 

locality conflict. For this the seekers are classified into three 

subdivisions. In the centroid of seekers, a prey is engaged. 

During hunting the hunters are chooses in sequence, a false 

victim is assaulted by decided seekers in order with the crowd 

which decides lion to belong it. If a searcher enhances its 

fitness a false victim escape from searcher and new locality of 

prey is detected in Eq. (9) [30]. 

   
       (   )     (   ) (9) 

Hunter represents the present locality seeker who hit to 
victim and PI denotes the objective seekers increasing rate in 
Eq. (10). 

   {
    ((     )  )    (     )    

    (  (     ))    (     )    
} (10) 

The new localities of centroid seekers are given bin 
Eq. (11) 

   {
    (   )    (     )    

    (   )    (     )    
} (11) 

The above equation produces an arbitrary value from b to c 
which is upper and lower limits, respectively. 

Understanding and improving the effectiveness of the 
suggested model depends on research into how the HLGWO's 
characteristics affect the identification of ovarian cancer. 
These parameters include a wide range of factors, including 
population size, convergence standards, crossover and 
mutation rates, and trade-offs between exploitation and 
exploration. It is feasible to fine-tune the HLGWO algorithm 
to increase its efficiency and efficacy in optimizing the deep 
learning model for ovarian cancer diagnosis by carefully 
modifying and analyzing these parameters. The model's 
convergence rate and solution quality can be considerably 
impacted by striking the correct balance between exploration 
and exploitation. Additionally, preventing premature 
convergence and finding the most illuminating characteristics 
for precise identification may be achieved by optimizing 
parameters like mutation rates and crossover rates. To further 
improve HLGWO's potential as a diagnostic tool for ovarian 
cancer, it is crucial to refine and adapt the model for practical 
clinical applications. This requires understanding how these 
parameter adjustments influence the model's sensitivity, 
specificity, and overall accuracy. 

F. Classification using Bi-LSTM 

Classifications of RNN include Bi-LSTM it is enabled for 
processing of natural language like text classification. The 
context is captured as it is a powerful model and words 
depend on sequence [31]. In ovarian cancer classification, Bi-
LSTM networks can be used to predict sequences of MRI or 
CT scans to classify ovarian cancer as benign or malignant. 
The input sequence can consist of images from different 
angles, slices, and time points and the network can learn to 
recognize patterns and features that are indicative of specific 
ovarian cancer types. Bi-LSTM model is represented in Fig. 2. 
In addition, Bi-LSTM networks can also be concatenated with 
other DL techniques, such as CNNs, to enhance the accuracy 
of the classification. Convolution neural networks are 
commonly used to extract data from medical images, while 
Bi-LSTM networks can learn the temporal dependencies 
between these features. Overall, Bi-LSTM networks are a 
promising tool for brain tumor classification because they can 
model the complex relationships and patterns in sequential 
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data, thus improving the accuracy of classification by utilizing 
backward hidden states, which contributes to the enhancement 
of LSTM network learning [32]. 

Four gates in LSTM neural network are represented in 
Eq. (12) to (15). 

    (              )  (12) 

       (              )  (13) 

    (              )  (14) 

    (              )  (15) 

where, Ef, Eg, Ei, Eo represents the weight matrices of the 
preceding short-term state ht-1. Mf, Mg, Mi, Mo represents 
the weight matrices of the present input state xt, and cd, ce, cf, 

and co are the bias terms. Where, pt-1 represents the previous 
long-term state. 

The present long-term state of the network gt can be 
evaluated by using Eq. (16), and    can be evaluated using 
Eq. (17). 

                    (16) 

                (  )   (17) 

The classification architecture is depicted in below by 
given Fig. 2. Similar to this, the LSTM layer gains knowledge 
of the dependencies among various time steps in sequence 
data. 

 

Fig. 2. Bi-LSTM classification of architecture. 

Algorithm 1: LGWO- Bi-LSTM mechanism 

INPUT: CT images from Kaggle dataset 

OUTPUT: Classifying the type of ovarian cancer (clear cell, mucinous, serous and endometriosis) 

Load input image data 

   C={                //Image acquisition 

Pre-processing of images  

 Toughen the edges of the image //Weiner filter 

 Removes the salt and noise effectively //Median filter 

Segmentation of images  

 Choose the initial cluster and membership matrix //Fuzzy C-means Clustering 

 Calculate new cluster and new membership matrix 

 If    (Difference in cluster center) 

 < threshold 

 Stop 

 Else 

              >threshold 

 Repeat 

Feature Extraction  

Feature Selection //LGWO 

Calculate roaming using the fitness of Lion  

Calculate encircling using the fitness of Grey Wolf  

Calculate hunting using the fitness of Lion  

Classification //Bi-LSTM 
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Fig. 3. Flow diagram of HLGWO -BI-LSTM model. 

The above Fig. 3 elaborates the overall work flow of the 
entire proposed model. Main steps involved in detecting and 
classifying the ovarian cancer shown in flow with algorithmic 
conditions. This flow chart helps for quick understanding of 
the presented research. 

V. RESULT AND DISCUSSION 

This study provides a detailed explanation of the 
experimental results obtained from the proposed method, 
using numerical terms to quantify the outcomes. The 
validation process was conducted on the CT images. The 
Kaggle dataset comprising 223 patient’s datasets containing 
5100 CT images were separated 50% as testing along with 
training data. The proposed system's evaluation was compared 
with three classification methods: ML-CNN, HOG-ANN, and 
UBOC. Performance evaluation of the Bi-LSTM classifier and 
LGW optimization algorithm is carried out using four metrics 
such as accuracy, F1 score, precision, recall. Entire 
experimental process is implemented by using MATLAB 
software in windows 10 platform. 

A. Evaluation of Performance Metrics 

The experiment assessed the models using four evaluation 
metrics: accuracy, F1-score, precision, and recall. These 
parameters are specifically defined in Eq. (18) to (21). 

         
     

           
   (18) 

       
  

     
   (19) 

          
  

     
  (20) 

        
                  

                
   (21) 

In above equations,     refers to the no. of data finely 
classified as positive out of all the data that were actually 
positive.    Refers to the no. of data finely classified as 
negative out of all the data that were actually negative.    is 
the number of data that were mistakenly classified as negative 
by the model even though they were actually positive in the 
dataset.    is the number of data that were mistakenly 
classified as positive by the model even though they were 
actually negative in the dataset, Recall is defined as the ratio 
of the no. of data classified as positive by the model to the 
actual no. of data that were positive in the dataset. Precision is 
the ratio between no. of data that were correctly classified as 
positive by the model and the total no. of data defines positive. 
Finally, F1-score is the harmonic mean of recall and precision, 
as explained in [33]. 

TABLE I. EXPERIMENTAL RESULT ANALYSIS FOR DIFFERENT 

PARAMETERS WITH OTHER METRICS 

Method Accuracy Recall Precision F1-score 

ML-CNN[34] 96.5 96 98 97 

CNN-DenseNet[35] 94.73 98.9 91 95 

AlexNet[36] 84.45 90 75 87 

Proposed Bi-LSTM-

LGWO 

98 99.7 93 98 

 
Fig. 4. Performance evaluation of various methods of classification. 

In Table I, the performance evaluation of the proposed 
system is tabulated. The proposed Bi-LSTM-FFO shows 
higher accuracy when compared with other classifiers. 
Average of Precision and recall of the existing methods is 
higher than the proposed method.  Mean value of precision 
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and recall gives a significant measure of classification called 
F1-score; the graphical identification of performance analysis 
is shown in Fig. 4. 

TABLE II. COMPARED RESULT IN TERMS OF SENSITIVITY AND 

SPECIFICITY 

Method Specificity Sensitivity 

ML-CNN[34] 89.7 90.57 

CNN-DenseNet[35] 96.94 95 

AlexNet[36] 95 72 

Proposed Bi-LSTM-LGWO 96.4 98 

 
Fig. 5. Comparison of sensitivity and specificity for existing and proposed 

methods. 

Comparison of the proposed model performance results 
with the existing methods is mentioned in Table II. For clear 
understanding comparative analysis of sensitivity and 
specificity are graphically represented in Fig. 5. 

 
Fig. 6. ROC comparison. 

Fig. 6 displays the ROC curve for different models used in 
ovarian cancer detection. The x-axis represents the FPR, and 
the y-axis represents the TPR. The proposed Bi-LSTM-
LGWO model achieves the highest TPR of 0.7, outperforming 

ML-CNN, CNN-DenseNet, and AlexNet, which have TPR 
values of 0.4 and 0.3. 

 
Fig. 7. Fitness improvement. 

Fig. 7 shows optimization, fitness improvement refers to 
the enhancement of the objective function's value or 
performance metric being optimized. This can be achieved by 
applying various optimization techniques, such as 
evolutionary algorithms, gradient descent, or simulated 
annealing, to iteratively search for better solutions. 

B. Discussion 

The findings of the suggested Bi-LSTM-LGWO model are 
highly encouraging, with a great sensitivity of 99.7% and an 
amazing accuracy of 98%. These results indicate that the 
model performs very well in detecting ovarian cancer 
properly, which is essential for early diagnosis and 
management. However, it's important to recognize that the 
suggested task has certain limits. First off, as larger and more 
diverse datasets are frequently needed for reliable 
performance, this may have an impact on how generalizable 
the model is. Second, the Bi-LSTM-LGWO model's 
computational complexity could make it impractical to use in 
real-time clinical situations. Future research should focus on 
overcoming these constraints by enlarging the dataset and 
streamlining the model. The model's credibility and suitability 
for use in clinical practice would also be further increased by 
investigating new performance indicators and carrying out 
external validation on various datasets. 

VI. CONCLUSION 

The suggested method is more effective than current 
classifiers and provides a better level of accuracy, making it a 
potential direction for further study.  With accuracy of 98%, 
recall of 99.7%, precision of 93%, and F1-measure of 98%, 
the provided model exceeds the existing model. In comparison 
to the MNN-CNN method, the adopted classifier in the 
suggested model is more effective. In this approach Bi-LSTM 
model was employed for classification. The suggested 
methodology makes a significant addition to the field of 
ovarian cancer identification and classification overall. The 
suggested approach will then be examined by running tests on 
data sets from various sources and industries. Exploring 
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various topologies, optimization methods, and hyper 
parameters can improve the Bi-LSTM classifier and LGWO 
optimization algorithm's performance. In future proposed 
methods, performance should be validated through larger-
scale clinical trials and collaborations with healthcare 
professionals to assess its reliability and effectiveness in 
practical medical settings. 
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Abstract—A key element of contemporary computer vision, 

image fusion tries to improve the quality and interpretability of 

images by combining complimentary data from several image 

sources or modalities. This paper offers a unique method for 

multi-modal image fusion, combining the benefits of Deep 

Convolutional Neural Networks (CNNs) and Non-Negative 

Matrix Factorization (NMF), by using current developments in 

deep learning and matrix factorization techniques. Deep CNNs 

have shown to be remarkably effective in extracting features 

from images, capturing complex patterns and discriminative 

data. A group of deep CNNs are trained using this suggested 

technique on a varied dataset of multi-modal images. With the 

help of these networks, which extract and encode pertinent 

characteristics from several modalities, information-rich 

representations may then be combined. Concatenating, the 

features that were derived from the CNNs throughout the fusion 

process results in a fused feature representation that perfectly 

expresses the input modalities. The main novelty is the two-stage 

integration of NMF: first, breaking down the fused feature 

representation into non-negative basis vectors and coefficients, 

and then, using NMF to further extract important patterns from 

the fused feature maps. The non-negativity requirement in NMF 

guarantees the preservation of the natural structures and 

characteristics present in the source images, resulting in fused 

images that are both aesthetically pleasing and semantically 

intelligible. Visual examination of the merged images 

demonstrates the method's capacity to successfully extract 

important information from several modalities. The better 

performance and robustness of the suggested approach, which 

has an accuracy of roughly 99.12%, are highlighted by 

comparison with existing fusion approaches. 

Keywords—Image fusion; deep convolution network; non-
negative matrix factorization; multi-modal images; vector space 
model 

I. INTRODUCTION  

Image fusion has a wide range of uses in both commercial 
and non-industrial sectors, including security. Due to technical 
or optical imaging limitations, only a portion of the 
information may be recorded in an image using a certain type 
of detector or firing configuration. For example, reflecting 

illumination data that has intensity in a constrained range and 
falls within a predetermined depth-of-field is a classic 
example of insufficient data. By combining complimentary 
data gathered from many source images that were taken with 
various sensors or optical settings, image fusion aims to create 
a synthesized image  [1]. Following visual assignments, 
including video monitoring, scene comprehension, target 
acknowledgment, etc., benefit from a single fusion image with 
greater environment representations and better perception of 
sight. It is challenging to efficiently and rapidly explore image 
on image-sharing systems due to the enormous volume of 
images submitted to services like Flickr and Picasa. This issue 
can be resolved using gathering images summarization. The 
goal of the image collection overview is to portray a huge, 
multi-modal library using only a small subset of the images 
and labels. The small subset shows the different elements of 
the initial collection, such as the attribute of interest and scene 
category. Image collection summarization may be employed 
for a variety of multimedia projects, such as automatic album 
building, search outcome optimization, etc. [2]. 

Different kinds of medical images serve an essential part in 
clinical diagnosis in contemporary medicine and are quite 
helpful in identifying disorders. Doctors typically need to 
integrate numerous different kinds of medical images from the 
same location in order to gather sufficient data for an 
appropriate evaluation, which frequently causes significant 
difficulty. When a doctor simply uses his or her own theories 
and conceptions to analyze a variety of medical visuals, the 
evaluation's objectivity is compromised and it's possible that 
some of the image's data is overlooked. Techniques for image 
fusion offer a practical solution to these problems. The 
collected healthcare images from various modes contain 
supplementary as well as duplication of data as the range of 
medical imaging technologies grows [3]. Other research has 
used a combination of verbal and graphic data to create image 
representations [4].  To create the visual short, the investigator 
developed an overview challenge that involved locating subset 
image examples using a homogeneous and heterogeneous 
message transmission technique. The image summary 
challenge was transformed into a hyper-graph division issue 
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through research, which took into account both visual and 
textual aspects. It suggested a max-margin assistance vector 
machine-based technique to extract visual ideas from 
multimodal dataset [5]. 

An imaging equipment, such as a digital single-lens reflex 
the device, frequently finds it challenging in the field of 
electronic imaging to take an image in which all the objects 
are sharply focused [6]. Only subjects in the depth-of-field 
(DOF) of an optically lens will usually look crisp in a shot at a 
given focal length; subjects outside the DOF will most likely 
to be blurry. Multi-focus image fusion, which combines many 
images of the same subject captured at various focal lengths to 
create an all-in-focus appearance, is a common approach. 
Additionally, a significant area within the field of image 
fusion is multi-focus fusion of images [7]. Many techniques 
for merging multi-focus images may be used, regardless of 
alterations, for additional image fusion applications like 
visible-infrared image fusion and multi-modal healthcare 
image synthesis. Investigating multi-focus image fusion has 
dual significance from this perspective, making it an explosive 
subject in the image computing field. Several image fusion 
techniques have been developed in recent years, and these 
techniques may be loosely divided into two distinct groups: 
transformation area techniques and spatially domain technique 
[8]. Data fusion and mining include integrating and analysing 
many data sources to draw out insightful conclusions and 
patterns. To get a complete picture of the data landscape, it 
aggregates data from multiple heterogeneous sources, 
including databases, sensors and social media. When data 
from many sources are combined, conflicts are resolved, and a 
single dataset is produced that more accurately depicts the 
underlying phenomenon [9]. Then, using data mining 
techniques, relevant relationships, trends, and patterns are 
identified from the pooled data. Using techniques from 
machine learning as well as statistical methodologies, 
anomalies, hidden trends, and predictions or suggestions are 
found in this process. Data fusion and mining are widely used 
in a variety of industries, such as health care, banking, 
marketing, and cybersecurity, and they allow companies to 
make data-driven decisions that improve productivity, 
efficiency, and decision-making [10]. 

To generate the multi-modal overview successively, 
Camargo and Gonzlez i [11] used convex non-negative matrix 
factorization (convex NMF) to visual modalities expressed as 
BoW and textual modalities expressed as vector space model 
(VSM). However, they did consider the sequential association 
between the images and labels. The characteristics of the 
literary topic were first taken into account. Next, images were 
used as inspiration for the visual concept. The sequential 
method, however, limits the dissemination of information 
from various data. They primarily relied on the textual aspects 
of visual summaries, ignoring the visual aspects of the literary 
issue and the diverse interactions between the two mediums. 
As a result, older summary techniques are unable to generate 
outcomes that exactly match the initial collection. Early 
spatial domain approaches frequently employed block-based 
fusion. Depending on the subject of the images, blocks of 
various sizes can be created adaptively from the images. The 
concept of block-based techniques is shared by a different 

class of spatial domain techniques that rely on image 
segmentation. However, the effectiveness of the classification 
has a big influence on how effectively these tactics work 
together. Many unique gradient-based, pixel-based spatial 
domain approaches have been created recently that can 
produce state-of-the-art multi-focus image fusion results. 
These approaches usually use rather complex fusion strategies 
(which can be thought of as rules in a broad sense) to their 
computation findings from activity degree analysis in order to 
boost the fusion efficacy. 

The key contributions of the Multi-Modal Image Fusion 
using Deep Convolutional Neural Networks (CNNs) and Non-
Negative Matrix Factorization (NMF) approach are: 

 By concatenating the features obtained from the CNNs 
during the fusion process, a fused feature 
representation is produced that accurately captures the 
essence of the input modalities, improving image 
quality and interpretability.  

 Deep CNNs are used to extract features from multi-
modal images, showcasing their exceptional ability to 
capture intricate patterns and discriminative data, 
which are crucial for producing informative fused 
images. 

 The integration of NMF in two stages is the primary 
innovation. In order to improve the fusion process, 
two steps must be taken: first, the fused feature 
representation must be broken down into non-negative 
basis vectors and coefficients; and second, NMF must 
be utilized to extract important patterns from the fused 
feature maps. 

 The non-negativity condition in NMF makes sure that 
the fused images retain the organic shapes and traits 
that are present in the source images, resulting in fused 
images that are both aesthetically pleasing and 
semantically significant. 

This article's remainder is organized as follows: In Section 
II, a summary of related research is provided. Section III 
presents the problem statement. The suggested approach's 
methodology and architecture are explained in Section IV of 
the article. The findings and subsequent discussion are 
covered in Section V. The conclusion is covered in Section VI. 

II. RELATED WORK 

Although multi-model neuroimaging and gene 
identification technologies have advanced, attempts to 
integrate the two in order to investigate the virulence traits of 
schizophrenia (SZ) have been unsuccessful. Researchers 
suggest a unique approach known as grouping dense of joint 
non-negative matrices factorization on orthogonal domain to 
address this problem. The approach combines data from three 
models, single nucleotide polymorphism, and functional 
magnetic resonance imaging to identify risk genes, aberrant 
brain areas, and SZ-related epigenetic elements.  For the 
purpose of eliminating unnecessary characteristics from the 
row of correlation matrix structures, researchers actively place 
diagonal constraints on the foundation matrix. Because data 
from genome-scanning provide extensive group information, 
researchers use three coefficients vectors that are densely 
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packed to enhance the features discovered. Our approach is 
tested using both the made-up and actual Mind Clinical 
Imaging Consortium (MCIC) datasets. Simulation results 
demonstrate that our approach outperforms rival tactics. 
GJNMFO identifies a set of risk genes, epigenetic variables, 
and aberrant brain functioning regions through the use of 
MCIC data in the study. These findings have significant 
economic and ecological ramifications, which science has 
proven [12]. 

For ground-based cloud recognition, deep neural networks 
have recently attracted a lot of attention. The entire focus of 
these techniques, however, is on extrapolating global features 
from visual input, which results in approximations for ground 
structures that are erroneous. The multi-evidence and multi-
modal fusion network (MMFN), which is described in this 
article, is a unique technique for ground-based cloud 
identification that can increase cloud knowledge by fusing 
various signals in an integrated framework. By utilizing the 
attentive network and the main system, MMFN specifically 
uses a number of data points, such as global and local visual 
characteristics, from ground-based clouds images. Local 
visual qualities are gathered using the attention maps of the 
attentive system, which are constructed using fine-tuned 
salient aspects of convolutional stimulating structures. The 
multi-modal networking in MMFN is now studying the multi-
modal properties of ground-based clouds. Researchers 
developed two fusion stages in MMFN to combine multi-
modal features with local and global visual properties in order 
to fully fuse the multi-modal and multi-evidence visual 
qualities. The first multi-modal ground-based cloud database, 
or MGCD, is also made possible by study. It includes both the 
ground-based cloud images themselves as well as the multi-
modal data that goes with each cloud image. When measured 
against state-of-the-art techniques, the MMFN obtains an 
identification performance of 88.63% on MGCD, proving its 
suitability for ground-based cloud recognition. The current 
study forbids the use extra factors, such as cloud basal height, 
for cloud characterization [13]. 

To achieve human-robot collaboration (HRC) in 
manufacturing processes, multimodal robot management must 
be intuitive and trustworthy. In earlier works, multimodal 
robotic control strategies were established. The technologies 
make it possible for human employees to control robots 
naturally without having to write brand-specific programming. 
However, because characteristics are not depicted consistently 
across multiple paradigms, the bulk of multimodal controlling 
robots’ approaches are unreliable. In order to solve this 
problem, the research on reliable multimodal HRC production 
systems suggests a multimodal fusion architecture that makes 
use of deep learning.  The proposed design consists of three 
modalities: verbal authority, hand gesture, and body motion. 
Three single-modal systems' characteristics are first trained to 
be retrieved, after which the characteristics are combined to 
swap representations. Tests show that the proposed 
multimodal fusion paradigm performs superior to the three 
unimodal models. The paper emphasizes the potential for 
applying the suggested multimodal fusion architecture to 
produce dependable HRC systems. The architectural concept 
paradigm wasn't made clear enough [14]. 

Radar electronic surveillance has new difficulties as a 
result of the emergence of cognitive wireless and electronic 
warfare; recognizing the signal generated by radar is a crucial 
component of this work. Research suggests a new radar signal 
recognition technique that uses non-negative matrix 
factorization network (NMFN) and ensemble learning. This 
system is capable of reliably recognizing radar signals under 
low signal-to-noise ratio conditions. Research investigates a 
method for extracting features based on a convolutional neural 
network at the beginning, which uses transfer learning as a 
way to address the issue of small sizes of samples. In order to 
extract characteristics and eliminate redundant data, 
research also suggests a non-negative matrix factorization 
system. In the third step, research create a feature fusion 
method utilizing stacked autoencoders (SAE), which can 
collect key feature expressions and condense feature 
dimensions. Last but not least, researcher suggests the 
improved artificial bee colony algorithm (IABC) as an 
ensemble learning technique that can increase the recognition 
rate. According to the simulation outcomes, recognition rates 
are 94.23% at 4 dB and 99.82% at 6 dB [15]. 

Dynamic MRI was used as a technique to record the 
body's various organs successive anatomy as they change over 
time. Nevertheless, due to mechanical and physiological 
limitations, its uses are restricted by shorter acquisition times. 
It has been demonstrated that dynamic MRI has spatio-
temporal heterogeneity in its frequency spectrum (k-space). 
Lowering the number of k-space examples can greatly shorten 
the acquisition duration, yet at the expense of introducing 
artefacts into the associated image realm. To speed up the 
whole acquisition procedure, Shashidhar and Subha [16] 
created a cascaded Convolutional Long Short-Term Memory 
(ConvLSTM) framework for T2-weighted dynamic MRI 
patterns restoration from significantly under-sampled k-space 
information. Particularly, a Cartesian inadequate sampling 
mask could be used to under-sample completely sampled 
information obtained from the ADNI dataset. The aliasing 
artefacts caused by inadequate sampling are then eliminated 
using the ConvLSTM framework that has been suggested. In 
order to rebuild the imagery effectively and more accurately 
than CNN-based restoration, the ConvLSTM framework also 
learns the imagery's temporal and spatial connections. The 
utilization of medical databases presents ethical issues about 
data protection and informed approval, like the ADNI 
database. It is crucial to confirm that the research complies 
with ethical standards and has gotten the necessary rights and 
authorization for the use of the data. 

III. PROBLEM STATEMENT 

The requirement for efficient multi-modal image fusion to 
improve image quality and interpretability across many 
applications is the issue this research attempts to solve. 
Integrating data from several sources while preserving the 
accuracy of the original data are difficult. Complex patterns 
and distinguishing traits are frequently difficult to capture 
using traditional techniques. The work suggests a remedy that 
combines the capacities of CNNs and NMF to address this. 
Utilizing CNNs' feature extraction abilities, the idea is to 
produce a fused feature representation that is then improved 
by NMF to uncover useful patterns. Since.the non-negativity 
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requirement in NMF, the fused images are coherent and 
meaningful since their inherent structures are preserved. The 
suggested approach's capacity to maintain crucial diagnostic 
data and improve fusion quality is assessed by quantitative 
metrics and visual evaluations, demonstrating its potential to 
help precise decision-making and analysis in areas like 
medical imaging [17]. 

IV. PROPOSED FRAMEWORK 

There are multiple steps in the suggested methodology for 
Deep Convolutional Neural Networks (CNNs) to fuse 
multimodal images. The process for Multi-Modal Image 
Fusion using Deep Convolutional Neural Networks and Non-
Negative Matrix Factorization is depicted in Fig. 1. The input 
images are first preprocessed by converting them to a standard 
scale and using the proper transformations to improve image 
details. Then, using a sizable dataset of aligned multi-modal 
images and a fusion-specific loss function, CNN architecture 
is created, consisting of shared and modality-specific 
convolutional layers. From each modality, high-level feature 
maps are retrieved using the trained CNN. NMF is used to 
decompose extracted feature maps into non-negative basis 
vectors and coefficients in the setting of non-negative matrix 
factorization (NMF) feature extraction.  The most 
discriminative basis vectors capturing the essential features of 
each modality are selected, and fusion weights are learned or 
fusion rules are applied to combine them. The fused basis 
vectors are multiplied with the corresponding coefficients to 
reconstruct the fused feature maps, which are then aggregated 
to generate the final fused image. Post-processing techniques 
like denoising or sharpening can be applied for further 
enhancement. This methodology is primarily used for multi-
modal image fusion, where images from different modalities, 
such as infrared and visible, are combined to provide a 
comprehensive understanding of a scene. On the other hand, 
non-multi-modal image fusion is utilized in feature fusion 
scenarios where features from the same modality but captured 
under different conditions, such as exposure or focus, are 
fused to create a more comprehensive feature representation. 

A. Data Collection  

MRI brain images of 1000 datasets including healthy and 
unhealthy are used in the research. Among these 50% of 
images are used as training data and 50% of images are used 
as testing data. The collected brain cancer images were 
existing on the Kaggle depository website [18]. The datasets 
are distributed in Table I. 

B. Data Preprocessing  

Magnetic Resonance Imaging (MRI) imageries were 
impacted by unrelated and erratic noisy data, such as Gaussian 
noise and Speckle sound, which reduced the analysis value of 
those sample imageries. Speckle sounds have a significant 
impact on the contrast resolution of MRI brain imaging. 
Therefore, the original Hannmean filter is used to reduce noise 
in MRI brain images. A Hannmean filter is a filter that 
combines the Hanning window and Mean filters. The 
established Hannmean filter is used to minimize the noise in 
an image as well as any spatial intensity derivatives that may 
be present. In order to exchange each pixel's value with its 
surrounding neighbours' mean image values and ignore the 

unreliable pixel value of their image background, the 
Hannmean filter is used. Noises are produced in MRI brain 
scans by the device's inhomogeneity dis a magnetic region 
afforded by temperature, the malfunction of the scanner, and 
the patient's movement throughout the scanning process. Both 
noiseless methods and image resolution were used to get a 
crisp MRI brain image [19]. 

 

Fig. 1. Proposed framework. 

TABLE I. THE COLLECTED DATASETS 

 Training data Testing data 

Unhealthy 250 250 

Healthy 250 250 

Overall data 500 500 

C. Feature Extraction using CNN 

Deep CNNs are remarkably good at capturing hierarchical 
representations and complicated patterns. In order to begin the 
feature extraction process, a series of deep CNNs are trained 
on a variety of datasets made up of multi-modal images. These 
networks learn to recognize distinguishing elements that are 
pertinent to each input modality since they are designed to the 
specifics of the input modalities. CNNs extract features that 
capture detailed textures, forms, and structures unique to each 
modality by utilizing both low-level and high-level filters. The 
cross-modal linkages are preserved while modality-specific 
subtleties are captured in the learnt features. Concatenating the 
retrieved features from the different CNNs results in the 
formation of the fused feature representation, this completely 
embodies the essence of the multi-modal inputs. The basis for 
further processing, such as the usage of NMF to hone and 
extract more abstract patterns, is this fused feature 
representation. The suggested framework improves the fusion 
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process by utilizing CNNs' advantages in extracting valuable 
features, thereby assisting in the creation of high-quality fused 
images that capture the complimentary information available 
in the multi-modal data. 

The suggested medical image fusion architecture contains 
three primary phases, which are depicted in Fig. 2. To begin, it 
creates the same-size weight map (m) for source images X and 
Y of arbitrary size using Siamese network architecture. The 
produced weight map X is then subjected to Gaussian gradient 
deconstruction to produce the matching multi-scale sub-
decomposed image Gm, which is used to establish the fusion 
operation in the coefficient calculation merger procedure. The 
top layer and the remaining layers of the sub-decomposed 

image are represented by the symbols 𝐺𝑀,𝑖=𝑁
𝑖,𝑠  𝑎𝑛𝑑 𝐺𝑀,0≤1≤𝑁

𝑖,𝑠
 

[20]. The contrast gradient is used to break down the source 
images X and Y. For the following coefficient fusion 
technique, the multi-scale sub-decomposed images 𝑄𝑥𝑎𝑚𝑑 𝑄𝑦 

are acquired. The top layers of the sub-decomposed images 

𝑄𝑥𝑎𝑚𝑑 𝑄𝑦 are 𝑄𝑋,𝑖=𝑁
𝑖,𝑠  𝑎𝑛𝑑 𝑄𝑌,𝑖=𝑁

𝑖,𝑠
 correspondingly. In order to 

denote the other layers of the sub-decomposed 
images𝑄𝑥𝑎𝑚𝑑 𝑄𝑦, accordingly, research adopts the notation 

𝑄𝑋,𝑖=𝑁
𝑖,𝑠  𝑎𝑛𝑑 𝑄𝑌0≤1≤𝑁

𝑖,𝑠
. Finally, distinct thresholds are 

established, one for the top level and the other for the layers 
that make up sub-decomposed image 𝐹𝑞. 

 

Fig. 2. Multi-modal fusion based deep convolution network. 

The Fig. 2 represents a Multi-Modal Image Fusion based 
Deep Convolution Network, a powerful technique that 
combines information from different image modalities to 
generate a fused image with improved quality and 
interpretability. The network consists of input layers for each 
modality, followed by convolutional layers that extract 
relevant features from the images. Pooling layers down 
sample the feature maps, while fusion layers combines the 
extracted features from different modalities to create a 
comprehensive representation. Fully connected layers further 
transform and abstract the fused features, leading to an output 
layer that generates the final fused image. This architecture 
allows the network to leverage the strengths of each modality 
and enhance the understanding of the scene, making it a 
valuable tool in various applications [21]. 

The suggested technique uses CNN to accomplish an 
estimation of the ideal pixel level of activity and distributed 
weight by obtaining a weighted map of pixel activity details 
from numerous source images. In this study, Siamese 
networks are used to increase the effectiveness of CNN 
instruction. The Siamese system has two divisions. There are 
three convolutional layers and one max-pooling layer on each 

branch. Convolutional neural networks comprise the top two 
layers. The input image's non-negative matrix 
factorization feature extraction is done on the first layer. There 
are more feature maps in the second layer. The top 
convolutional layer extracts the characteristics of the output 
map. In the proposed methodology, a max-pooling layer is 
included as the third layer in the network architecture. This 
layer serves to further reduce the number of parameters and 
remove unnecessary samples from the feature map. By down 
sampling the input feature map, the max-pooling layer retains 
the most significant information while discarding less relevant 
details, effectively reducing the computational complexity. 
Following the max-pooling layer, a fourth layer is introduced 
as a convolution layer. This layer extracts more intricate and 
detailed information from the pooled feature map, capturing 
finer patterns and features. To minimize the training 
complexity and memory usage, a lightweight network 
structure is employed for this convolutional layer [22]. 

Specifically, the feature maps from each branch are 
concatenated together in the network's final stage. 
Concatenation gives a more thorough representation by 
allowing the integration of knowledge gained from several 
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branches. The concatenated feature maps are then immediately 
coupled to a two-dimensional vector using a completely 
connected layer. The next bi-directional SoftMax layer uses 
this vector as its input. The two-dimensional vector is 
categorized based on probability values by the bi-directional 
SoftMax layer, which also forecasts the probability 
distribution of several qualities. This forecast is essential for 
estimating the probability that various attributes will appear in 
the input data. In order to predict attributes, the network 
outputs a probabilistic classification by mapping the two-
dimensional vector to the SoftMax layer. Overall, to extract 
and express complicated information from the input data, this 
technology combines max-pooling, convolutional layers, and 
concatenation of feature maps. Accurate attribute prediction 
based on learned representations is made possible by the fully 
connected layer, the bi-directional SoftMax layer, and the 
probability-based categorization. This method is appropriate 
for a variety of applications requiring attribute prediction or 
classification since it minimizes the number of parameters, 
optimizes training complexity, and increases memory 
efficiency [23]. 

This study uses a SoftMax classifier to determine the 
categorization probability using Eq. (1) in order to achieve 
categorization in the DCNN network: 

𝑓(𝑟𝑢) =
𝑒𝑟𝑢

∑ 𝑒𝑟𝑢𝑛
𝑣=1

   (1) 

The mapping between each element of one (𝑟𝑢)will be 
approximately 1 and the rest will be closest to 0, normalizing 
all input matrices if one pi is greater than every other 
component r. The SoftMax loss curve is found as Eq. (2) when 
the number of batches is set to 128: 

𝐵 = ∑ −𝑙𝑜𝑔𝑓(𝑟𝑢)𝑠𝑖𝑧𝑒
𝑢=0   (2) 

Stochastic gradient descent is utilized to minimize the loss 
function with the SoftMax loss value serving as the 
optimization objective. The acceleration loss and weight decay 
are established as the initial parameter values, respectively. 
Consequently, the weights are updated using Eq. (3): 

𝑠𝑢+1 = 𝑠𝑢 + 𝑡𝑢 + 1  (3) 

In Eq. (3) the dynamic factor is defined as 𝑡𝑢 and the 
weight is denoted as 𝑠𝑢 at u

th
 iteration.  

D. NMF for Multi Modal Image Fusion 

By permitting the breakdown of fused feature 
representations into non-negative basis vectors and 
coefficients, NMF plays a crucial role in the field of Multi-
Modal Image Fusion. This decomposition technique perfectly 
reflects the properties of image data, where pixel values are 
always positive. NMF makes it easier to create a fused image 
while maintaining the underlying natural structures and 
attributes existing in the input modalities by imposing this 
non-negativity requirement. The basis vectors, which depict 
fundamental patterns shared by all modalities, identify crucial 
characteristics that are similar to all inputs. By permitting the 
breakdown of fused feature representations into non-negative 
basis vectors and coefficients, NMF plays a crucial role in the 
field of Multi-Modal Image Fusion. This decomposition 
technique perfectly reflects the properties of image data, 

where pixel values are always positive. NMF makes it easier 
to create a fused image while maintaining the underlying 
natural structures and attributes existing in the input 
modalities by imposing this non-negativity requirement. The 
basis vectors, which depict fundamental patterns shared by all 
modalities, identify crucial characteristics that are similar to 
all inputs. 

Non-negative matrix factorization (NMF) is a powerful 
technique for multi modal fusion that aims to decompose a 
given data matrix into two non-negative matrices: a basis 
matrix and a coefficient matrix. In the context of feature 
extraction, NMF allows the extraction of meaningful and 
interpretable features by representing the input data as a linear 
combination of basis vectors. The basis matrix captures the 
fundamental components or patterns present in the data, while 
the coefficient matrix indicates the contribution of each basis 
vector to reconstruct the original data [24]. NMF assures that 
the extracted features are additive and non-competitive by 
applying non-negativity restrictions. This can be helpful for a 
variety of applications, including text mining, audio analysis, 
and image processing. The resulting basis vectors give the 
input data a condensed representation by emphasizing the key 
traits and bringing down the dimensionality, making it easier 
to perform further analysis or classification tasks. Overall, 
NMF-based feature extraction provides a practical method for 
identifying latent characteristics in data, enhancing the 
representation, comprehension, and use of complicated 
datasets [25]. 

For the assessment of non-negative matrices, the non-
negative matrix factorization is used. 𝐴 ∈ 𝑈𝐺×𝑈

+  and 𝐵 ∈ 𝑈𝑈×𝐽
+  

in which the two-matrix multiplication is similar to non-
negative matrix 𝐶 ∈ 𝑈𝐺×𝑈

+  could be computed using the Eq. 
(4): 

𝐶 = 𝐴𝐵 + 𝐹    (4) 

Where 𝐹 ∈ 𝑈𝐺×𝑗 is an error matrix. The cost function 

connecting C and AB is minimized to predict the matrix of A 
and B as: 

𝐴 = arg min𝐴 𝑌 (𝐶|𝐴𝐵)  𝑓𝑜𝑟 𝑓𝑖𝑥𝑒𝑑 𝐵 (5) 

𝐵 = arg min𝐵 𝑌 (𝐶|𝐴𝐵)  𝑓𝑜𝑟 𝑓𝑖𝑥𝑒𝑑 𝐴 (6) 

In Eqs. (5) and (6) the space between the two matrices of 
K and L is defined as V(K|L).  

The magnitude spectrogram of the signals is frequently 
used as the input matrix I in various applications of non-
negative matrix factorization (NMF) for acoustic signals. In 
this instance, the frequency content of the acoustic wave over 
time is represented by the matrix I. Two non-negative 
matrices, A and B, are created by factorizing the matrix V. The 
spectrum features are represented by the matrix A, where each 
column vector represents a particular frequency structure or 
spectral component. The matrix B, on the other hand, reflects 
the temporal activations of acoustical events. Each row vector 
in this matrix represents the temporal envelope of a particular 
event. Research has been able to roughly reconstitute the 
magnitude spectrogram by multiplying matrices A and B. 
Consider a musical signal made up of three musical events to 
demonstrate this idea. Each column vector in matrix A would 
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be able to represent a different spectral pattern or frequency 
structure connected to the occurrences. The temporal 
envelopes of the various musical events would be represented 
by the row vectors of the matrix B, which would show how 
their amplitudes changed over time.  

A conversion phase is used during the image testing and 
fusion process on the entirely linked layer to allow processing 
of sources of any size. The fully connected layer is converted 
into two identical convolutional layers with the same kernel 
size. Afterwards, the network may process any size images X 
and Y together in order to create a dense prediction map I. 
Each forecast Is on the map has a two-dimensional vector with 
values ranging from 0 to 1. To make the weights assigned to 
corresponding image blocks simpler, if one dimension of a 
prediction is larger than the other, it is normalized to 1 while 
the other dimension is set to 0.  This ensures that the weight of 
every image block is decreased with an output dimension 
value of 1. In their related image blocks, two close forecasts in 
S have overlapped areas. The mean value of the overlapping 
image blocks is obtained by adding the weights of the images 
in these overlapped sections. With the help of this method, the 
network can be fed images of any size, both X and Y, and a 
weight map W of the same size is produced. This makes sure 
that each image block's weight is reduced with an output 
dimension value of 1. The linked image blocks of the two 
close forecasts in I have overlap sections. The weights of the 
images in these overlapped portions are added to determine 
the mean value of the overlapping image blocks. Using this 
method, the system can produce a weight map W that is the 
same size as an image and accept images of any size, X and Y 
[19]. 

V. RESULT AND DISCUSSION  

Accuracy, Recall, Precision, F1-score, False Detection 
rate, Sensitivity, and Specificity are a few of the metrics used 
to verify the effectiveness of the projected model. True 
positive (tp), false negative (fn), false positive (fp), and true 
negative (tn) values are the fundamental variables that need to 
be computed.  

A. Accuracy 

It gauges how precisely the system paradigm functions. In 
general, it refers to the ratio of correctly observed 
measurements to all data. The accuracy is presented in Eq. (7) 
as, 

npnp

np

fftt

tt
Accuracy






  (7) 

B. Precision 

The number of right positive estimates multiplied by the 
total number of positive guesses is used to measure precision. 
It is the percentage of precisely fused multi-modal medical 
images. Using Eq. (8), the precision is calculated as, 
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C. Recall 

Recall is defined as the ratio of true positives and false 
negatives to correct positive forecasts. It indicates the 
percentage of predictions that were accurate. multiple-modal 
image fusion. Eq. (9) is used to represent recall: 
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D. Sensitivity 

It is a measure of the proportion of correctly foretold true 
positives. Eq. (10) is used to calculate sensitivity as,  
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E. Specificity 

The degree gauges how many precisely identifiable true 
negatives there are. Eq. (11) is used to calculate the specificity 
value as, 

np

n

tf

t
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  (11) 

TABLE II. COMPARISON OF PERFORMANCE METRICS 

Methods 

Accuracy 
(%) 

 

Precision 
(%) 

Recall 
(%) 

F1-Score 
(%) 

Wavelet 
Transform 

98.34 93.12 94.36 98.33 

Fuzzy 
Logic 

97.55 96.77 95.76 97.52 

PCA 98.11 98.14 97.87 96.85 

Proposed 
CNN-NMF 

99.12 98.56 98.33 98.25 

 

Fig. 3. Comparison of existing and proposed methods. 
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The Table II displays the accuracy, precision, recall, and 
F1-score performance evaluation of several image fusion 
techniques. The suggested CNN-NMF fusion strategy stands 
out among the tested techniques with the best accuracy of 
99.12%, illustrating its capacity to successfully integrate 
multi-modal data. Additionally, this approach achieves 
impressive accuracy, recall, and F1-score values of 98.56%, 
98.33%, and 98.25%, demonstrating its competence in 
accurately recognizing positive cases and minimizing false 
positives and negatives. The proposed CNN-NMF approach 
outperforms competing techniques like Wavelet Transform, 
Fuzzy Logic, and PCA, but it also has the potential to improve 
multi-modal image fusion tasks by capturing intricate patterns 
and preserving the integrity of the original data. It is depicted 
in Fig. 3. 

TABLE III. MEDICAL IMAGE FUSION COMPARISON 

Method
s 

Tsallis 
entrop

y 

Gradient
-based 
quality 

Informatio
n ratio 

Mutual 
informatio

n 

Processin
g Time 

MST-
SR 

64% 39% 36% 97% 15.05 

NSCT-
PC 

71% 44% 40% 90% 3.77 

ASR 66% 35% 39% 68% 6.15 

CNN-
LIU 

62% 62% 28% 87% 14.58 

Propose
d 

98% 45% 41% 92% 12.86 

For the fused model with trainable and non-trainable 
weights, Fig. 4 and 5 displays the training accuracy and loss. 
Fig. 4 and 5 can be compared, and it is obvious that the model 
with trainable weights exhibits a faster improvement in 
accuracy and loss than the model with non-trainable weights. 
However, both networks achieve a point of convergence after 
around 40 epochs, with a training accuracy of about 98.07% 
and a loss of 0.0496. The fused model achieves a remarkable 
accuracy of 99.58% for the test dataset. These results show 
that both models eventually perform at a similar level in terms 
of accuracy and loss, however the model with trainable 
weights shows faster early development 

A comparison of various methodologies based on various 
evaluation indicators and processing time is presented in Table 
III and Fig. 6. The NSCT-PC, CNN-LIU, ASR, MST-SR, and 
proposed algorithms are the ones that were tested.  The 
Proposed technique receives the best score of 98% for Tsallis 
entropy, demonstrating its efficacy in maintaining information 
during the fusion process. While MST-SR, ASR, and CNN-
LIU score lower with 64%, 66%, and 62% correspondingly, 
NSCT-PC comes in second with 71%. CNN-LIU receives the 
greatest score for gradient-based quality (62%), demonstrating 
its capacity to catch fine gradients in the fused image. The 
Proposed technique and ASR score 45% and 35%, 
respectively, whereas NSCT-PC scores 44%. The Proposed 
method achieves a 41% information ratio, showing a balanced 
preservation and utilisation of information. Following with 
40% is NSCT-PC, followed by ASR with 39% and CNN-LIU 
with 28%. The Proposed technique receives a 92% for mutual 
information, demonstrating a high degree of mutual 
dependence between the input images in the fused result. 

Following with 90% is NSCT-PC, and CNN-LIU comes in at 
87%. The scores for MST-SR and ASR are lower, at 97% and 
68%, respectively. In terms of processing speed, NSCT-PC 
performs the best with a time of 3.77. The Proposed approach 
achieves 12.86, whereas ASR comes in second with 6.15. The 
processing times for MST-SR and CNN-LIU are 15.05 and 
14.58, respectively. The Proposed method achieves 
competitive scores for gradient-based quality and stands out in 
terms of Tsallis entropy, information ratio, and mutual 
information. A promising method for multi-modal image 
fusion, it surpasses competing techniques in most assessment 
measures despite taking a little longer to process data than 
NSCT-PC. 

 

Fig. 4. Training accuracy. 

 

Fig. 5. Training loss. 

F. Discussion  

The proposed research offers a novel method for multi-
modal image fusion within the context of modern computer 
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vision that makes use of both Deep CNNs and NMF's 
advantages. Deep CNNs have been shown to be adept at 
extracting minute details and identifying subtle patterns in 
images, making them an invaluable tool for working with 
multi-modal data. The paper suggests using these deep CNNs 
in a two-stage fusion process. First, the neural networks are 
trained to extract significant features from various modalities, 
and then the features that were extracted are concatenated to 
provide a thorough fused picture of the input data. This 
method stands out due to the creative ways in which NMF is 
applied in two different phases: first, to break down the fused 
representations of features into non-negative basic vector and 
coefficients, and subsequently, to further extract significant 
patterns from the resulting fused feature maps. The inherent 
non-negativity requirement in NMF guarantees the 
preservation of organic structures and inherent qualities in the 
source images, producing fused images that are visually 
beautiful and semantically comprehensible. The method excels 
at extracting critical information from many modalities, as 
shown by a visual analysis of the fused images. Its amazing 
accuracy also stands out as a noteworthy accomplishment, 
beating other fusion techniques and demonstrating its better 
performance and resilience. As a result of the partnership 
between deep CNNs and NMF, this work offers an appealing 
method for multi-modal picture fusion that yields a reliable 
and highly precise fusion technique. The suggested method 
successfully collects and combines data from several 
modalities, producing combined images that are not only 
aesthetically pleasing but also semantically relevant. This is 
made possible by successfully merging both cutting-edge deep 
learning methods with matrix factorization techniques. This 
multi-modal fusion invention is poised to make major strides 
in a number of sectors that depend on picture processing and 
interpretation and where it is crucial to accurately extract 
complementing information from many sources. 

 

Fig. 6. Objective evaluation comparison. 

VI. CONCLUSION 

In this research, a unique and efficient multi-modal image 
fusion approach that makes use of Deep CNNs and NMF is 
provided. The suggested method tackles the fundamental 
problem of improving image quality and interpretability 
through fusion by taking use of current developments in deep 
learning and matrix factorization techniques. Deep CNNs have 
been shown to be effective in extracting features from a 
variety of input modalities, underscoring its importance in this 
situation by capturing complex patterns and discriminative 
data necessary for successful fusion. The approach creates 
information-rich representations that are then smoothly 
merged via the fusion process by training a series of deep 
CNNs on a variety of datasets. By allowing the extraction of 
crucial patterns from fused feature representations while 
conserving the inherent structures of the source images, the 
dual-stage integration of NMF represents a singular invention. 
This preservation, which is grounded in NMF's non-negativity 
condition, produces fused images that are both aesthetically 
cohesive and semantically understandable. The visual proof of 
information effectively collected from many modalities 
supports the approach's potential even more. This study's 
overall findings represent a substantial improvement in multi-
modal image fusion, with potential applications in industries 
that need precise data integration and image enhancement. 
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Abstract—Image encryption is a crucial aspect that helps to 

maintain the images' confidentiality and security in diverse 

applications. Ongoing research is focused on improving the 

efficiency and effectiveness of encryption. Image encryption has 

many practical applications in today's digital world, such as 

securing confidential images transmitted over networks, 

protecting sensitive personal information stored in images, and 

ensuring the privacy of medical images. The suggested work 

represents a breakthrough in image encryption by proposing a 

model that leverages the power of DNA, RSA, and chaos. This 

model has three phases: key generation, confusion, and diffusion. 

The key generation phase employs a hash function and 

hyperchaotic technique to generate a strong key. During the 

confusion phase, the positions of pixels are rearranged, either at 

the image level or within blocks, using the Duffing chaotic map. 

Once the scrambling level is determined, each pixel undergoes 

two successive scrambling steps, with Henon and Arnold's 

chaotic map to change its location. During the diffusion phase, 

the encryption model employs a two- approach to ensure 

maximum security. Firstly, it utilizes dynamic DNA 

cryptography for non-adjacent bits, followed by robust RSA 

cryptography. The experimental results indicate that the model 

possesses a strong security level randomness and can withstand 

different attacks. 

Keywords—Cryptography; image encryption; hash function; 

chaotic map; DNA encoding; DNA operations; RSA algorithm 

I. INTRODUCTION 

In today's digital era, digital images are widely used for 
personal, professional, or commercial purposes. Therefore, 
these images require protection from unauthorized access. 
Image encryption and information hiding are the two basic 
approaches for securing digital images. Image encryption 
prevents hackers from recognizing the images by employing 
complex mathematical operations to transform image data into 
an unreadable form. Therefore, the hacker's attempts are 
wasted. There is a need to design and implement an algorithm 
characterized by its security and efficiency to succeed in 
withdrawing the different attacks. There are two phases in 
image encryption: diffusion and scrambling. The pixel 
positions are altered during the scrambling phase, whereas the 
pixel values are changed during the diffusion phase. 

Various methods are employed during the confusion phase. 
Some of these works used the Arnold transform [1-3], Zigzag 
transformation [4,5], Fisher-Yates [6], and Josephus traversal 

[7]. Other works implemented scrambling over two steps, such 
as L-shape and Arnold transforms as in [8], new filling curve 
design and Josephus traversal [9]. 

In terms of diffusion, S. Wang. et al. [10] suggested using 
the DNA sequence in the diffusion phase. Four sequences were 
derived from a 4D chaotic system and utilized to select the 
rules for encoding, computing, and decoding. They utilized 
higher dimensional chaos to offer a large key space. J. Yu et al. 
[11] began with the diffusion phase. They encoded the three 
matrices of RGB image using DNA sequence where a chaotic 
system chooses the rule. A new operation, known as DNA 
triploid mutation, was introduced to achieve cryptographic 
translation of DNA bases. Finally, they permuted the image 
using row-column permutation. C. Zou et al. [12] utilized two 
types of DNA strands: long and short. The image was 
permuted using two short DNA strands, while the long DNA 
strand was used in the diffusion stage. If the DNA sequence 
follows the property of the Watson-Crick base pairing, the 
XOR operation of DNA is performed; otherwise, the DNA 
addition operation is used. 

B. Jasra and A. Moon [13] split the color image into three 
planes and encoded each plane using a DNA sequence based 
on the chosen row-level. A substitution algorithm relies on 
elliptic curves to accomplish effective encryption and 
authentication. J. Wang et al. [1] suggested a new type of 
chaos; Logistic-Sine self-embedding. They proved this type's 
chaotic features and adopted a 0-1 test to find the chaos's 
presence in the time series. They encrypted the plain image 
using a Logistic-Sine self-embedding chaotic system. 
Similarly, X. Li [14] introduced another chaotic sequence, 
which was 5D, and they showed that the 5D chaotic did not 
have a prominent Lyapunov exponent yet possessed several 
good characteristics. The 5D chaotic sequence was utilized to 
choose the DNA encoding, computing, and decoding. 

The encryption model presented in [15] depended on a 
fused magic cube produced by fusing two magic cubes. The 
cipher image's pixels value was obtained from the plain 
image's pixels value by employing the fuse magic cube. J. 
Zheng and Q. Zeng [16] constructed an S-box using the 
obtained key from the Logistic map, generating a 16 x 16 
matrix ranging from 0 to 255 with no repeated values. The 
image was diffused by traversing the scrambled image in order 
according to the generated keys. 
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A technique for encrypting color images was introduced in 
[17], which employs 3D chaos, RSA, DNA, and LSB. The 
image is initially encrypted using a DNA method and Lorenz 
chaotic map. The secret key is then encrypted employing RSA 
and hidden within a cipher image using LSB. In another 
approach proposed by M. Liu and G. Ye [18], image 
encryption is achieved by utilizing dynamic DNA alongside a 
hyperchaotic system. The dynamic DNA coding selects DNA 
rules in a randomized manner, guided by the employed chaotic 
map. This study also incorporates RSA to protect the secret 
key's confidentiality during transmission and management. U. 
Mir et al. [19] introduced an encryption method for color 
images using RSA and chaos in the domain of Hartley. The 
image is first ciphered utilizing RSA and then transformed 
from the time to frequency domain using a Hartley domain. 

K. Jiao et al. [20] introduced an encryption approach 
combining RSA and a generalized Arnold chaotic map. The 
RSA algorithm obtains the map parameters, generating the 
keystream for a diffusion operation on the plaintext image. The 
confusion operation is then employed to conceal the image data 
and produce the cipher image. Babu M et al. [21] used chaotic 
Maps, RSA, and DNA sequences to encrypt images. This paper 
divided the plain image into several blocks. Secondly, different 
encryption schemes were utilized on each block, such as 
Secure Force, DNA Sequence, Arnold Map, and RSA 
encryption. Thirdly, a discrete cosine transformation algorithm 
was applied to the merged blocks, after which an XOR 
operation was conducted with a randomly generated key to 
produce the encrypted image. 

This paper aims to enhance image encryption security by 
minimizing pixel correlation, maximizing randomness and 
unpredictability, and withstanding various types of attacks. The 
proposed encryption approach has three phases: key 
generation, confusion, and diffusion. The integration of 
different chaotic maps leads to a substantial expansion of the 
key space and makes encryption impervious to brute-force 
attacks. A robust key generation process achieves cryptosystem 
robustness against various attacks. Chaos and hash functions, 
SHA and MD5, produce the encryption key. The advantages of 
the SHA function are its irreversibility and a one-time pad key, 
while the chaos is characterized by randomness and 
unpredicted ability. The final encryption key is obtained by 
applying these hash functions to the user-specified key and the 
plaintext image. The encryption security approach is 
strengthened by utilizing the plaintext image and the user key. 

Scrambling a pixel's locations can be done over the whole 
image or the divided blocks of the whole image, depending on 
the Duffing chaotic map. Moreover, two levels of confusion 
are implemented using Arnold and Henon's chaotic maps. The 
scrambling phase achieves high randomness between the pixels 
and decreases the correlation between the pixels to the 
minimum compared to the previous research, as illustrated by 
the results of the suggested method. The final phase is 
diffusion, implemented over two steps: DNA and RSA. In the 
DNA algorithm, the pair of bits to be replaced with the DNA 
sequence is not successive as customary in state-of-the-art 
research. The proposed algorithm incorporates dynamic DNA 
to select various rules for each pixel and DNA computations to 
improve its efficiency. The encoding, computation, and 

decoding rules are determined using a 4D hyperchaotic 
sequence. 

The second diffusion level is to implement the RSA 
algorithm, which is different from the state-of-the-art research 
where most of the paper used RSA along with DNA utilized 
RSA outputs as the initial values of chaotic sequences. Despite 
using multiple steps and various types of chaotic maps, we 
tried to keep the algorithm's runtime comparable to previous 
research. We conducted experimental testing and analysis to 
demonstrate the proposed approach's superiority and 
feasibility, showcasing its resilience against multiple attacks 
such as differential, plaintext, brute-force, occlusion, and noise 
attacks. Moreover, the correlation is lower than in the most 
recent research. 

The paper's structure is as follows: the second section 
provides an overview of chaos and DNA cryptography. The 
third section outlines the suggested approach for image 
encryption/decryption, followed by the fourth section 
thoroughly explores the results, conducts in-depth analysis, and 
compares them with similar research. Lastly, the fifth section 
introduces the paper's conclusion. 

II. BACKGROUND 

A. Chaotic 

Chaotic systems are characterized by unique features 
appropriate in encryption, like sensitivity to initial conditions, 
irregular behavior, and unpredictability. Therefore, using the 
chaotic sequence in the encryption system can give a high-
security degree and robustness against attacks. Our suggested 
algorithm employs various types of chaotic systems at different 
stages to increase the key space and enhance security. 

The 1D logistic map [22] generates chaotic dynamics in a 
discrete-time system. The Logistic chaotic map provides high 
speed, low arithmetic operations, and low computational 
overhead. It is a nonlinear recursive function defined by Eq. 
(1). 

                 (1) 

Where r is a parameter that determines the map behavior. x0 

should be ϵ[0,1]and r has to be within interval 0<r≤4 to 

produce the chaotic behavior. 

The Henon Chaotic Map [19] refers to a discrete-time 
dynamical map in 2D. Eq. (2) and (3) define the equations of 
the Henon map: 

            
       (2) 

           (3) 

To attain chaotic behavior in the Henon Chaotic Map, the 
control parameters a and b need to be assigned the values (1.4, 
0.3). 

The Arnold Chaotic Map [23] is often employed to 
scramble and alter pixel locations. It is described in Eq. (4) and 
(5). 

                     (4) 

                     (5) 
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The "mod m" operation ensures that the coordinates do not 
exceed the image size. 

Quantum Chaotic Map [24] is a classical dynamical system 
that is described to develop the function for solving computing 
of the quantum. It is used to generate many random numbers. 
The quantum map mathematical expression is given in Eq. (6)-
(8). 

            |  |        (6) 

                            
         

    
     

(7) 

                           
                (8) 

Where x ϵ [0,1], y ϵ [0, 0.1], z ϵ [0, 0.2], r ϵ [0,4], β ϵ [6, ∞) 
,  and    are complex conjugates of x and z. 

Duffing Chaotic [23] produces chaotic dynamics in a 
discrete-time system. The Eq. (9) and (10) represent this map. 
It can be utilized to design damped oscillators. 

           (9) 

                    
   (10) 

Its control parameters, a and b, should be 2.75 and 0.2 to 
maintain chaotic behaviour in the Duffing Chaotic system. 

B. DNA 

Images are encrypted using nucleic acid bases via a DNA 
encryption system, which subsequently carries out several 
additional DNA operations. The four nucleic acid bases 
identified by the Watson-Crick basic pairing principles are C 
(Cytosine), A (Adenine), T (Thymine) and G (Guanine). Every 
two bases complement each other; A is the complement of T 
and likely C and G. These four bases can be represented in 
binary using the numbers 00, 01, 10, and 11. There are 24 
possible combinations for the DNA bases represented in 
binary. However, only eight satisfy the Watson-Crick 
complementary rule. Table I lists these eight coding principles. 
An illustration of the encoding process is as follows: Suppose a 
pixel value of 90 is represented in binary as 01011010. This 
number is then encoded as the AATT sequence if rule 4 is 
applied. There are a different number of operations according 
to the binary system. The operations used in this paper are 
addition, subtraction, multiplication, XNOR, XOR, right rotate 
and left rotate [10]. 

TABLE I. THE RULES OF DNA 

Rule 1 2 3 4 5 6 7 8 

A 00 00 01 01 10 10 11 11 

T 11 11 10 10 01 01 00 00 

 C 01 10 00 11 00 11 01 10 

G 10 01 11 00 11 00 10 01 

III.  PROPOSED CRYPTOSYSTEM APPROACH 

This section will showcase the construction of our 
suggested algorithm, which comprises three phases: key 
generation, confusion, and diffusion. The complete layout of 
our suggested algorithm is introduced in Fig. 1, and each phase 
will be elaborated in further detail in the preceding subsections. 
Our suggested approach is applicable to both grayscale and 
color images. For a color image with a size of MxNx3, the 
three colors are separated into three matrices with an M x N 
size, and each matrix is processed as a plain image. 

A. Key Generation 

The immunity of the cryptosystem to various attacks is 
based on producing a solid key. The suggested algorithm 
employs the hash functions and chaotic sequence to generate 
the encryption key. The hash function has the advantage of its 
irreversibility and is a one-time pad key, while the chaos is 
characterized by randomness and unpredictability. 

We chose to use MD5 and SHA-256 as the hash functions. 
The MD5 is faster than the SHA-256, but the SHA-256 is more 
complex than MD5. A hash value    is generated based on 
combining the original image and a random user-specified key. 
Generating the key from the original image enables the system 
to withstand chosen/known-plaintext attacks. The final key 
value,     consists of 32 bits decimal. 

The final key is used to generate the second input of DNA 
operation using the hyperchaotic map, Eq. (11)-(14). To 
enhance the approach's resistance to brute force attacks, we 
opted for the hyperchaotic map, which offers a large key space. 
The hyperchaotic initial values are calculated according to Eq. 
(15)-(18) and utilizing the final key,    . The matrix M x N 
constitutes the representation of the second input, possessing 
identical dimensions to those of the original image. 

 

Fig. 1. The proposed image encryption approach's block diagram. 
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                            (11) 

                      (12) 

                      (13) 

                        (14) 

   
                                

   
  (15) 

   
                                   

   
 (16) 

    
                                      

   
   (17) 

    
                                      

   
     (18) 

Where   is XOR between the generated hash value and the 
initial secret key. 

B. Confusion Stage 

This stage aims to change the pixel locations. Two 
alternatives were presented to achieve this goal: either process 
each pixel across the entire image or partition the image into 
blocks and rearrange the position of pixels within each block. 
The option number is calculated by Eq. (19), where y is 
determined from Duffing chaos in Eq. (9) and (10). Eq. (20)-
(23) are utilized to compute the Duffing map's initial values 
and control parameters. 

                           (19) 

    
                           

  
  (20) 

    
                                       

  
     (21) 

   
                          

  
  (22) 

   
                           

   
  (23) 

If the option number is one, we will change the pixel 
locations on the image's level depending on two chaotic 
systems: Arnold and Henon maps. The first step is to convert 
the original location, i and j, of each pixel to    and    locations 
using Henon, as shown in Eq. (24) and (25). The final 
locations,    and    , are generated using Arnold chaotic using 

the generated locations from the previous step, as illustrated in 
Eq. (26) and (27). 

             |        |           (24) 

                           (25) 

                        (26) 

                         (27) 

The other alternative is to modify the pixel location at the 
block level. The initial step involves partitioning the image into 
four blocks and shuffling their positions. Then, the pixel 
location within the block is rearranged by applying the same 
procedures as in the first method. 

C. Diffusion Stage 

The confusion stage alone did not meet the encryption 
security requirements, necessitating the addition of a diffusion 
stage. The diffusion stage effectively conceals the original 
image information and increases attack resistance. In our 
proposed system, this stage consists of two steps, DNA and 
RSA, to offer more security to the cryptosystem. 

1) DNA: In the DNA step, the encryption algorithm 

converts each pixel into its corresponding binary 

representation. Then, every pair of bits is substituted with a 

DNA sequence of four bases based on one of the eight DNA 

encoding rules shown in Table I. The DNA rule choice is 

made dynamically and calculated from Eq. (28), depending on 

the quantum map. The generated key is employed to obtain 

the quantum sequence's initial values, as shown in Eq. (29)-

(31). The number of the generated quantum sequences equals 

the number of pixels to confuse the attacker, which rule is 

chosen and makes the cryptographic system unpredictable. 

Unlike the previous research, we did not replace the adjacent 

bits in each pixel; instead, we constitute a pair from the bit i 

and bit i+2, not i+1. 

          |  |     (28) 

   
                                               

   
 (29) 

   
                                                           

   
(30) 

   
                                                           

   
(    

               |  |   (32) 

An illustration of the encoding process is as follows: 
Suppose a pixel value of 90 is represented in binary as 
01011010. This number is then encoded using rule 4 as the 
GCCG sequence, not AATT. Here, the first A is determined 
using the first and third bit, which gives pair 11, equivalent to 
A according to rule 4. 

After the encoding step, we apply a DNA operation on the 
encoded DNA sequence and the generated input from the 
previous stage to obtain another DNA sequence. The DNA 
operation,    , is selected based on the quantum sequence, as 
shown in Eq. (32). Finally, we perform the DNA decoding, 
which is the encoding reverse. The DNA sequence is converted 
to its equivalent binary using the rules in Table I. The rule is 
selected according to the quantum sequence shown in Eq. (28). 
The corresponding binary bits are reordered in odd and even 
positions, not as successive bits. For example, if the sequence 
is ATCG and the used rule is 8, the binary equivalent is 
11001001, then it is reordered to 10101001. Finally, the 
decimal equivalent of the binary number is produced to use as 
the input of the RSA step. 

2) RSA: The RSA step involves generating random prime 

numbers p and q using a Logistic chaotic map. The public and 

private keys are then calculated based on the result generated 

from the Logistic chaotic map, as shown in Algorithm (1). 

Afterwards, image encryption is achieved using the public 
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key, and decryption using the private key is illustrated in 

Algorithm (2). 

Algorithm (1) Public and private key generation 

 

Input: The prime numbers (p, q) 

Output: Public key (PU), Private key (PR) 

x=q*p 

⏀(x)=(q-1)*(p-1) 

Choose e in condition that 1<e<⏀(x) and gcd(⏀(x),e)=1 

d ≡ e-1 (mod(⏀(x)) 

PU= {x,e} 

PR={x,d} 

Algorithm (2) Encryption/Decryption of the image 

 

Input: Public key (PU), Private key (PR) 

Output: Cipher image (C), Plain image(P) 

C=Pe mod x 

P=Cd mod x 
 

D. Image Decryption 

In the decryption phase, the encrypted image is converted 
back to its initial form, and the decrypted image reproduces the 
original image. This process follows a pattern inverse to that of 
encryption. The encrypted image first undergoes the diffusion 
phase, utilizing RSA followed by DNA techniques. Next, it 
enters the confusion phase, where Arnold and Henon chaotic 
maps are used, and the key generated from chaotic and hash 
functions, MD5 and SHA-256, is applied. The final output of 
this process is the original image. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

The effectiveness and robustness of the suggested 
algorithm through various security tests are demonstrated in 
this section. Using MATLAB R2021a, the algorithm was 
simulated on a computer with an Intel(R) Core (TM) i5-6200U 
CPU @ 2.3GHz 2.4GHz and 8 GB of memory. There are 
different colors and grey images with different sizes utilized 
for testing. The grey images used in testing are Male 1024 
x1024, Lena 512x512, Barbara 512x512, Lake 512x512, 
Cameraman 256x256, and Kitten 256x256. The color images 
are Shreveport 1024x1024, Lena 512x512, Baboon 512x512, 
Lena 256x256, and Couple 256x256. Most of the images used 
in the study were sourced from the USC-SIPI database. 
Illustrations depicting the plaintext, cipher, and decrypted 
images are presented in Fig. 2 and Fig. 3 (a, c, and e). The right 
keys can be utilized to restore all images during the decryption 
tests. Any change in the secret keys, even if slight, leads to 
incorrect image decrypting, as will be proved in the following 
subsections. According to [25], there are four categories to 
estimate the proposed algorithm's performance. 

 The visual perception evaluation 

This category aims to generate an uncorrelated cipher 
image from the plain image. The performance metrics included 
in this category are PSNR, MSE, Correlation, Entropy, and 
Histogram analysis. Another test carried out within this 
category is the similarity test using the SSIM performance, 
which is adopted to evaluate the matching degree between the 
plaintext and cipher images. 

 The high-performance evaluation 

The goal of this category is to evaluate the diffusion 
characteristics. The tests to accomplish this goal are NPCR and 
UACI. 

 The processing time. 

 The strength of the cryptosystem evaluation 

The cryptosystem strength is measured through key space, 
key sensitivity, and attack resistance. 

A. The Visual Perception Evaluation 

1) Histogram analysis: The distribution of tones inside an 

image, made up of pixels with various grey values, is 

essential. The histogram, which can adequately depict the 

amount of each pixel value, represents the tonal distribution of 

an image. An image's histogram gives statistical information 

that can be used to assess how strong an encryption system 

stands up to statistical attacks. Any plain image's histogram is 

covered by an angled or curved bar. There is much 

information in this bar. Hackers can use this bar to further 

their harmful goals. The cipher's task is to modify the pixel 

intensity values to produce a histogram with a uniform bar 

above it. Any information leaking in the image is greatly 

discouraged by the histogram's uniformity of the bar. 

Additionally, it intimidates hackers and prevents them from 
succeeding with histogram attacks. Fig. 2 and 3(b,d) introduces 
the plain and encrypted images histogram. Apparently, the 
pixel distribution in cipher images is relatively uniform across 
all channels, but plain images have several peaks. 

2) PSNR and MSE: Several measures are used to evaluate 

image quality, including PSNR and MSE, which quantify the 

level of difference between the original and cipher images. 

Equations (33-34) provide the mathematical expressions for 

PSNR and MSE. 

               
  

   
  (33) 

     
 

     
∑ ∑ |             |  

   
 
        (34) 

The maximum pixel value, represented by 8 bits, is denoted 
by p = 255. The plaintext and cipher images are denoted by 
O(i,j) and C(i,j). The higher MSE and lower PSNR values 
determine the method's efficiency and security. Table II 
presents the PSNR and MSE values for grayscale and color 
image channels. As elaborated in Table II, the suggested 
algorithm achieves low PSNR and high MSE values, indicating 
its strong security and efficiency. Moreover, Table III 
compares the suggested algorithm's performance with previous 
research, pointing to its better performance relative to other 
techniques concerning both PSNR and MSE. 

3) SSIM: SSIM is a test used to indicate how much the 

cipher image is similar to the plaintext image depending on 

the amount of structural information modification of the 

plaintext image. The SSIM is obtained as indicated in Eq. 

(35). A decrease in the similarity index indicates a decrease in 
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the match between the original and encrypted images and an 

increase in the degree of changed structural information. 

The calculated values of the SSIM index are introduced in 
Table II. Table III shows that lower SSIM values close to zero 
indicate the lower similarity of the suggested algorithm. 
Moreover, the suggested algorithm gives better results than the 
other research, meaning the proposed algorithm offers less 
similarity to the other research, as indicated in Table III. 

{

           
                        

(  
   

     )   
   

      

          

          

 (35) 

Where the    and    are the original and cipher images 

mean.   
  and   

  are the plaintext and cipher image variance. 
The original and cipher images covariance is denoted by    . 
L is set to 255, while   and    are set to 0.01 and 0.03, 
respectively. 

     

     

    
 

     

 
 

 
 

 

     

(a) (b) (c) (d) (e) 

Fig. 2. The results of grayscale images (a) plain image (b) plain image histogram (c) cipher image (d)) cipher image histogram (e) decrypted image.
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(a) (b) (c) (d) (e) 

Fig. 3. The results of color images (a) plain image (b) plain image histogram (c) cipher image (d)) cipher image histogram (e) decrypted image.
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TABLE II. THE MSE, PSNR, MAE, AND SSIM PERFORMANCE 

Image Color MSE PSNR SSIM 

Male 1024 x1024 Grey 10475 7.9293 0.0001 

Barbara512 x 512 Grey 8589.41 8.7912 0.0002 

Lake 512 x 512 Grey 10893.21 7.7592 -0.0004 

Kitten 256 x256 Grey 9685.53 8.2696 0.0005 

Cameraman256 x 

256 
Grey 11675.60 7.4580 -1.3E-05 

Shreveport 1024 x 

1024 

R 6463.01 10.0265 0.0005 

G 6151.77 10.2408 -0.0002 

B 9052.82 8.5630 -0.0001 

Baboon 512 x 512 

R 8627.04 8.7722 0.00097 

G 7902.03 9.1534 0.0006 

B 9950.34 8.1524 0.0003 

Lena 256 x 256 

R 10666.34 7.8506 -0.0006 

G 9048.21 8.5652 -0.0004 

B 7025.62 9.6640 0.0030 

Couple 256 x 256 

R 14092.71 6.6409 -0.0007 

G 15923.85 6.1103 -4.40354E-05 

B 16261.35 6.0192 0.0002 

4) Correlation analysis: Correlation analysis is a measure 

of how closely two variables are related. In plaintext images, 

adjacent pixels tend to be highly correlated, which can be 

utilized to attack the image. If the neighboring pixels 

correlation is excessively high, it makes it easier for attackers 

to predict the next pixel value. By breaking the correlation 

between pixels, statistical attacks can be prevented. As the 

correlation between pixels approaches zero, it becomes 

progressively more challenging for a potential attacker to 

deduce any insights into the original plaintext image. The 

correlation values mathematical formulas in three directions 

are computed by Eq. (36). In Table IV, the correlation 

coefficients between the original and cipher images are 

depicted for all three directions. As depicted in the table, the 

original image coefficients are near one, meaning a solid 

correlation between pixels. 

{
  
 

  
      

         

√        
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 (36) 

Where the pixel total number is denoted by N, the values of 
the neighboring pair are x and y. The variance, mean, and 
covariance are V(x), E(x), and Cov(x,y), respectively. 

The correlation values within the encrypted images 
approach zero, indicating a minimal correlation among pixels. 
Moreover, Table V shows that the correlation values for the 
proposed algorithm outperform the previous methods, which 
satisfies our objective of minimizing the correlation. In Fig. 4, 
the correlation distribution among adjacent pixels is depicted 
for the three directions of the 512 x 512 color Lena image. The 
figure shows the equal cipher image distribution, meaning the 
correlation between pixels is low. Moreover, scrambling over 
pixels on the block's level gives better results than scrambling 
pixels on the image's level, as introduced in Table VI. 

TABLE III. COMPARISON OF MSE, PSNR, AND SSIM 

Image Ref. MSE PSNR SSIM 

Grey Lena 

512 

Ours 9236.99 8.4755 -0.000208231 

[26] 7797.7 9.2111 0.0350 

 R G B R G B R G B 

Color Lena 

512 x 152 

 

Ours 10492.31 9218.75 7207.19 7.9221 8.4841 9.5531 0.0008 0.0005 0.0003 

[26] 10,637 7.8625 0.0331 

[17] 8828.6 8.6719 0.0200 

TABLE IV. CORRELATION COEFFICIENTS 

Image 
 Plaintext Image Encrypted Image 

 V H D V H D 

Male 

G
re

y 

0.9813 0.9774 0.9671 -0.0002 -0.0003 -0.0008 

Barbara 0.9589 0.8954 0.8830 0.0021 -0.0002 -0.0004 

Lake 0.9679 0.9545 0.9395 -0.0001 -0.00056 0.0012 

Kitten 0.9228 0.9505 0.8840 -0.00095 -0.0031 -5.6E-05 

Cameraman 0.9549 0.9196 0.8962 -0.0015 0.0033 -0.0078 

Shreveport R 0.8231 0.8295 0.7621 -0.00086 -1.34999E-05 0.00046 
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G 0.8207 0.8245 0.7621 0.0006 -0.0002 0.0004 

B 0.8617 0.8646 0.8188 -0.00057 0.00086 0.0002 

Baboon 

R 0.8595 0.9105 0.8474 -0.0001 -0.0003 0.0001 

G 0.7755 0.8594 0.7434 0.0004 0.00075 0.0037 

B 0.8697 0.8953 0.8296 0.0007 -0.0006 -0.0013 

Couple 

R 0.9562 0.9493 0.9176 0.00099 0.0005 0.0084 

G 0.9534 0.9308 0.9002 -0.0058 -9.03962E-05 0.0023 

B 0.9442 0.9178 0.8880 -0.0004 -0.0053 -0.0001 

TABLE V. COMPARISON OF CORRELATION COEFFICIENTS 

  V H D 

Grey Lena 

512 x 512 

Ours 0.0001 -0.0004 0.0014 

[26] −0.0113 −0.0215 0.0089 

 [18] 0.0014 -0.0011 s0.0043 

  R G B R G B R G B 

Color Lena 

512 x 512 

Ours -0.0009 0.0006 0.00002 -0.00007 0.0007 0.0014 
0.0002 

 
0.0006 0.0029 

[26] −0.0027 0.0007 −0.0104 

[17] 0.0197 -0.0043 0.0032 

Color Lena 

256 

 

 

 

Ours 0.0004 0.0003 -0.0048 0.0004 0.0036 0.0033 0.0004 0.0012 -0.0006 

[11] 0.0098 0.0000 -0.0004 -0.0044 -0.0013 -0.0061 -0.0013 0.0042 -0.0093 

[28] 0.0019 0.0020 -0.0025 

[27] 0.003 -0.004 -0.0008 0.0003 0.001 -0.0009 0.0008 0.002 0.002 

[29] 0.0063 -0.0023 0.0087 -0.0015 0.0035 0.0053 0.0043 -0.0081 0.0011 

[19] −0.0002 −0.0051 0.0016 0.0019 0.0024 0.0007 0.0008 0.0018 −0.0019 

 

   

(a) (b) (c) 

  
 

(d) (e) (f) 

Fig. 4. Distribution of correlation values between original and cipher images in different directions for 512 x 512 color Lena image (a) original image's horizontal 

correlation (b) original image's vertical correlation (c) original image's diagonal correlation (d) cipher image's horizontal correlation (e) cipher image's vertical 

correlation (f) cipher image's diagonal correlation. 
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TABLE VI. COMPARISON BETWEEN THE SCRAMBLING ON THE IMAGE'S LEVEL AND THE BLOCK'S LEVEL 

  V H D 

R G B R G B R G B 

Grey Lena 

512 x 512 

Block 0.0001 -0.0004 0.0014 

Pixel 0.0014 0.0015 -0.0024 

Color Lena 

512 x 512 

Block -0.0009 0.0006 0.00002 -0.00007 0.0007 0.0014 
0.0002 

 
0.00055 0.0029 

Pixel 0.0015 -0.0024 -0.0009 -0.0009 -0.0009 -0.0013 0.00198 0.0022 -0.0006 

Color Lena 

256 

Block 0.0004 0.0003 -0.0048 0.0004 0.0036 0.0033 0.00036 0.0012 -0.0006 

Pixel -0.008 0.0051 -0.0063 -0.0100 0.0021 -0.00085 -0.0002 -0.0038 -0.0024 

5) Entropy: Entropy is a metric that indicates an image's 

level of randomness and unpredictability. The entropy can be 

calculated as given in Eq. (37). 

          ∑                 
    
    (37) 

Where the probability of x is P(x). 

An entropy value of approximately eight is considered the 
ideal value for a cipher image [30]. Table VII presents the 
entropy value of the suggested algorithm, while Table VIII 
compares it with the recent work. The comparison reveals that 
the proposed method gives a better or similar result than the 
recent work, which satisfies our goal of maximizing the 
randomness and unpredictability of the image. 

TABLE VII. THE ENTROPY, NPCR, AND UACI VALUES FOR THE 

SUGGESTED ALGORITHM 

Image Color Entropy NPCR UACI 

Male Grey 7.99985 99.60 33.58 

Barbara Grey 7.99936 99.60 33.52 

Lake Grey 7.99936 99.60 33.56 

Kitten Grey 7.99752 99.62 33.48 

Cameraman Grey 7.99785 99.60 33.48 

Shreveport 

R 7.99983 99.61 33.48 

G 7.99984 99.61 33.52 

B 7.99983 99.60 33.48 

Baboon 

R 7.99926 99.62 33.60 

G 7.99922 99.61 33.62 

B 7.99933 99.60 33.63 

Couple 

R 7.99715 99.62 33.57 

G 7.99744 99.58 33.56 

B 7.99741 99.60 33.59 

B. The High-Performance Evaluation 

In a differential attack, an attacker aims to uncover the 
differences between encrypted images produced from two 
slightly varied versions of the original image. The attacker 
looks for non-random areas in the encrypted images and then 
looks for changes in these areas that would conclude the key 

used in image encryption. In slight alterations to the original 
image, the encryption procedure produces two cipher images: 
one for the original image and a second for the modified 
version. If a single-bit change in the original image causes the 
encrypted images to differ by at least 50%, then the differential 
attack cannot decrypt the cipher images. Two performance 
metrics are utilized, UACI and NPCR, to estimate the 
algorithm's resistance to differential attacks. The mathematical 
expressions for these two metrics are in Eq. (38) and (39). 

      
∑          

     
        (38) 

      
∑ |                |   

          
 (39) 

Where         and         are two encrypted images of 
the same original image, but only one pixel value is changed. 
D(x,y) is calculated as follows: 

        {
                  

                  
 

Table VII showcases the NPCR and UACI values obtained 
through the proposed algorithm, whereas Table VIII provides a 
comparative evaluation of its performance against state-of-the-
art methods. The NPCR and UACI values, approaching 
99.6094% and 33.4635%, respectively, are considered close to 
the ideal benchmarks. The two metric values achieved by the 
suggested algorithm are in close proximity to the ideal values, 
demonstrating the suggested method's robustness against 
differential attacks. 

C. The Processing Time 

Time evaluation is necessary in assessing the efficacy of 
cryptographic systems, with efficient systems expected to 
exhibit minimal encryption processes. To assess the time 
efficiency of our suggested algorithm, we conducted time 
measurements for each encryption step of the Kitten image, as 
shown in Fig. 5. The most consumable time is the key 
generation stage, as introduced in Fig. 5. Table IX displays a 
comparison of the encryption time consumed by the suggested 
approach with that of other approaches. The results show that 
our suggested method gives better time encryption for Lena 
with size 512. However, in the case of Lena's image with size 
256, the results are higher than the two works as these works 
did not treat each color channel as a separate matrix as in our 
case. 
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TABLE VIII. THE ENTROPY, NPCR, AND UACI COMPARISON WITH PREVIOUS WORK 

  Entropy NPCR UACI 

Grey Lena 

512 x 512 

Ours 7.9992 99.61 33.67 

[26] 7.9993 99.61 33.701 

[18] 7.9994 99.61 33.47 

  R G B R G B R G B 

Color Lena 

512 x 512 

Ours 7.9993 7.9992 7.9994 99.60 99.59 99.60 33.63 33.52 33.53 

[13] 7.9924 99.61 33.78 

[26] 7.9994 99.63 33.03 

[17] ------- 99.62 30.45 

Color Lena 256 

Ours 7.9971 7.9973 7.9976 99.64 99.63 99.66 33.69 33.49 33.49 

[11] 7.9968 7.9973 7.9974 99.60 99.61 99.61 33.53 33.38 33.67 

[10] 7.9974 7.9975 7.9973 99.63 99.62 99.62 33.51 33.32 33.46 

[27] 7.9892 7.9902 7.9896 99.61 32.95 

[29] 7.9973 7.9973 7.9973 99.61 99.60 99.60 33.48 33.46 33.36 

[19] 7.9956 7.9954 7.9962 100 100 100 33.45 33.43 33.56 

TABLE IX. COMPARISON OF ENCRYPTION TIME 

 Our [27] [29] [19] [11] [26] [17] 

Lena 256 2.318 4.455 0.375 0.282    

Lena 512 6.968 14.966 ------- ------ 12.117 2.0179 80.05 

 

Fig. 5. The execution time of each stage in the encryption approach for the 

Kitten image. 

D. The Strength of the Cryptosystem Evaluation 

1) Key space analysis: There are different types of attacks 

to obtain the original image. One type of attack that hackers 

can use is Brute force, where they try to decrypt the cipher 

image by employing all possible keys until the correct one is 

found. A key space with a large size can be a good defense 

against brute-force attacks, which refers to the entire set of 

keys used for image encryption. The researchers have 

determined that a minimum key space of 2100 [31] is required 

to resist brute-force attacks. The image cryptosystem's secret 

key was generated using 24 parameters from different chaotic 

maps in the suggested method—additionally, the hash 

function used 256 bits. 

Following the IEEE 754 floating-point standard (double), 
the substantial precision amounts to 53 bits, necessitating 15 
decimal digits for representation. Consequently, the key space 
of the proposed system stands at 10

437
, demonstrating 

resilience against brute-force attacks by surpassing the 
threshold of 2

100
. 

2) Key sensitivity: A cryptosystem is considered effective 

if it is extremely sensitive to keys. Key sensitivity means any 

minor change in key value results in a significant change in 

output. There are two ways to test key sensitivity. The first is 

by making a faint change in the key value; the result should be 

two different encrypted images. The other way is that the 

slight change in key-value results in not retrieving the original 

image correctly from the encrypted one. In this paper, we test 

the key sensitivity in two ways. In the first test, we changed 

the key slightly and then encrypted the plain image to get 

another cipher image using two different keys. We change the 

initial value of x and y in the hyperchaotic used to generate the 

final key by adding to each value 10
-14

. The results illustrated 

in Fig. 6 show the robustness of the suggested algorithm 

regarding the slight change in key as parts c and e show the 

difference between the cipher image generated from the valid 

key and the cipher image produced from the modified keys. 

The alternative approach for conducting the key sensitivity 
test encompasses encrypting the original image with the 
accurate key and decrypting the resulting cipher image using 
an altered key. Fig. 7 illustrates the distinction between the 
decrypted image derived from the correct key and the 
decrypted image obtained from the two adjusted keys. The 
difference between the two images proves the suggested 
algorithm's high sensitivity against a minor key change. Based 
on the two test results, the suggested method can resist brute-
force and statistical attacks. 
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(a) (b) (c) (d) (e) 

Fig. 6. Testing key sensitivity in encryption stage (a) image ciphered by the original key (b) image ciphered by the first modified key 1(x0+10-14) (c) difference 

between a and b (d) image ciphered by the second modified key 2(y0+10-14) (e) difference between c and d. 

  
 

(a) (b) (c) 

Fig. 7. Testing key sensitivity test in decryption (a) original image (b) decrypted image utilizing the first modified key (x0+10-14) (c) decrypted image utilizing the 

second modified key (y0+10-14).

3) Classical attacks: Classical attacks include four attack 

types: chosen-plaintext, known-plaintext, chosen-ciphertext 

and ciphertext-only attack. The most harmful attacks are 

chosen and known plaintext attacks. In these two attacks, the 

attacker has access to plaintext and encrypted images and tries 

to deduce the keys. If the cryptographic system can withstand 

these attacks, it would be immune to the other two types. 

The cryptographic system would be immune to the known 
and chosen plaintext attacks if it is sensitive to the key change, 
which is proved in subsection 2 of section D. Moreover, the 
suggested system is a one-time pad system that utilizes the 
SHA-256 function to produce the key. Another test in 
measuring the immunity to the attacks of known and chosen 
plaintext is to use all black and all-white images as the original, 
as shown in Fig. 8( a) and (d). The corresponding cipher 
images for these two images and their histogram are displayed 
in Fig. 8 (b-c) and (e-f). The entropy and correlation values of 
the black and white images are depicted in Table X. From the 
results, the suggested algorithm shows strong immunity to the 
attacks of chosen and known plaintext attacks. 

4) Image processing attacks resistance: During 

transmission, the cipher image may be exposed to several 

disruptions, and some attacks on cipher images will result in 

data loss. The decryption of a corrupted cipher image may 

thus lead to distorted or even unnoticeable results. The most 

famous image processing attacks are data and noise loss 

attacks. Minimizing the impact of data and noise loss attacks 

on the restored image is crucial for achieving an efficient 

image encryption algorithm. 

The effectiveness of the proposed algorithm in 
withstanding noise attacks was assessed by introducing various 
levels of salt and pepper noise (0.5, 0.05, and 0.005) and then 
calculating the PSNR values between the original images and 
their decrypted counterparts. The results, presented in 
Table XI, affirm that the proposed algorithm effectively resists 
salt and pepper attacks. 

   

(a) (b) (c) 

   
(d) (e) (f) 

Fig. 8. Classical attack test(a-c) black image, its cipher, and its cipher 

histogram (d-f) white image, its cipher, and its cipher histogram. 

TABLE X. THE ENTROPY AND CORRELATION OF THE WHITE AND BLACK 

IMAGES 

image Entropy 
Correlation 

V H D 

White 
plain -0.000000 - - - 

cipher 7.9993 -0.00005 -0.0034 -0.00199 

Black 
plain 0.0012 - - - 

cipher 7.99938 0.00088 0.0011 -0.0033 

Furthermore, the algorithm's ability to withstand occlusion 
attacks was assessed by applying varying masks to the cipher 
images (1/16, 1/8, and 1/4). The decrypted images resulting 
from this masking process are displayed in Table XI, 
showcasing the algorithm's robustness against cropping attacks. 
Despite occlusion attempts, the algorithm demonstrates its 
capability to recover a portion of the image's information. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

619 | P a g e  

www.ijacsa.thesai.org 

TABLE XI. THE PSNR VALUE OF THE PLAINTEXT IMAGES AND THEIR 

DECRYPTED IMAGES AFTER APPLYING NOISE AND DATA LOSS ATTACKS 

Attack Parameters 
PSNR 

R G B 

Salt and pepper 

0.005 27.3081 27.8380 27.8922 

0.05 20.3436 20.8994 21.9327 

0.5 10.8365 11.5345 12.5723 

Cropping 

1/16 19.1520 20.9261 21.9408 

1/8 16.3463 17.9376 18.8688 

1/4 13.4978 14.8659 15.8419 

V. CONCLUSION 

The suggested technique in this paper employs DNA, RSA, 
and chaotic maps to produce an extremely robust and secure 
image encryption method. The approach encompasses three 
phases: key generation, confusion, and diffusion. The hash 
function and hyperchaotic are used to generate a robust key as 
the hash function is a one-time pad and chaotic produces 
unpredictable and random numbers. The suggested algorithm 
uses the original image and a user-defined key to generate the 
encryption key, thereby preventing the chosen/known-plaintext 
attack. In the confusion phase, there are two options to change 
the pixel's locations, either changing the location on the 
image's level or the block's level based on the Duffing map. 
After that, each pixel is subjected to two consecutive confusion 
steps: Henon and Arnold map. In the diffusion phase, the 
confusion phase output undergoes two successive diffusion 
steps: DNA followed by RSA cryptography. Using two steps in 
each phase maximizes the security and unpredictability of the 
suggested approach. Moreover, the suggested approach can 
withstand different attacks. Various security tests demonstrate 
the approach's effectiveness in withstanding attacks and 
achieving low correlation between neighboring pixels. 

In future research, we will explore multi-model image 
encryption by combining color, texture, and depth data. 
Additionally, we aim to integrate machine learning techniques 
to optimize encryption parameters and enhance security. 
Another priority is reducing encryption time. 
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Abstract—Due to diverse backdrops, scale fluctuations, and a 

lack of annotated training data, the identification and recognition 

of objects in remote sensing images present major problems. In 

order to overcome these difficulties, this work suggests a novel 

hybrid technique that blends GAN and CNN. The suggested 

approach expands the small labelled dataset by synthesising 

realistic training examples using the generative abilities of GANs. 

The samples generated capture the various variances and 

backgrounds found in remote sensing photos, improving the 

object identification and recognition model's capacity to 

generalise. Additionally, CNNs, which are recognised for their 

outstanding feature extraction skills, are incorporated into the 

hybrid approach, enabling precise and reliable object 

identification and recognition. The model's CNN component is 

developed using both real and synthetic data, effectively 

combining the advantages of both fields. Several experiments are 

conducted on a large dataset of satellite photos to evaluate the 

performance of the proposed method. The results demonstrate 

that the hybrid model, with accuracy 97.32%, outperforms 

traditional approaches and pure CNN-based approaches in terms 

of dependability and resilience. The model may be efficiently 

generalised to unknown remote sensing images thanks to the 

GAN-generated samples, which bridge the gap among synthetic 

and actual data. The hybrid methodology used in this study 

demonstrates the possibility of merging GANs and CNNs for item 

detection and recognition using deep learning in remote sensing 

images.  

Keywords—Object detection; Generative Adversarial Networks 

(GAN); Convolutional Neural Networks (CNN); deep learning; 

remote sensing; satellite images; hybrid model 

I. INTRODUCTION 

Remote sensing images captured by satellites and aerial 
platforms provide a wealth of valuable information about the 
Earth's surface. Analysing these images for object detection 
and recognition tasks is of utmost importance in various 
domains such as environmental monitoring, urban planning, 
and disaster management [1]. Deep learning algorithms have 

the potential to significantly increase the precision and 
effectiveness of item recognition and detection in this field 
when applied to remote sensing photos. Conventional methods 
to identifying and recognising objects in remote sensing 
photos frequently depend on rule-based algorithms and hand-
crafted features, which have difficulties capturing the intricate 
and varied aspects of the data. The identification and 
classification of objects based upon their visual patterns and 
properties is made possible by deep learning techniques, 
which excel at autonomously learning hierarchical 
representations straight from the data [2]. 

In recent years, deep learning-based approaches have 
gained traction in remote sensing applications, leveraging the 
power of CNNs to learn discriminative features from large-
scale remote sensing datasets. These models can effectively 
detect and recognize various objects, such as buildings, roads, 
vehicles, vegetation, and water bodies, in remote sensing 
images. By learning from a vast amount of data, CNNs can 
capture intricate spatial and spectral information, enabling 
accurate and robust object detection and recognition [3]. The 
advantages of deep learning in remote sensing imagery 
include its ability to handle complex scenes with diverse 
backgrounds, variations in lighting conditions, and different 
sensor characteristics. Additionally, deep learning models can 
learn from a wide range of remote sensing data sources, 
including optical imagery images and 
multispectral/hyperspectral data, making them versatile for 
different remote sensing applications [4]. By employing deep 
learning techniques, one can anticipate significant 
improvements in object detection and recognition performance 
in remote sensing images. The automated and efficient nature 
of deep learning models will enable faster analysis of large-
scale datasets, leading to timely and accurate decision-making 
in various domains [5].  

Additionally, the adaptability of deep learning approaches 
allows for transfer learning, where models trained on one 
remote sensing dataset can be fine-tuned on another dataset, 
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reducing the need for extensive annotation efforts. The 
effectiveness of the deep learning-based object identification 
and recognition system will be assessed throughout this 
research using benchmark satellite imagery datasets, 
comparing it with current state-of-the-art techniques [6]. One 
will consider metrics such as detection precision, recall, and 
computational efficiency to assess the accuracy and efficiency 
of our proposed approach. By advancing the state-of-the-art in 
deep learning-based object detection and recognition in 
remote sensing images, this research has the potential to 
greatly enhance our understanding of the Earth's surface and 
enable informed decision-making in a wide range of 
applications. The accurate identification and classification of 
objects in remote sensing images contribute to improved land 
cover mapping, infrastructure monitoring, disaster response, 
and environmental assessments, ultimately leading to more 
effective and sustainable management of our planet's 
resources [7]. 

A fundamental aspect of a computer vision job, object 
detection has a wide range of uses in automation, autonomous 
vehicles, and surveillance. By extracting discriminative 
characteristics from big datasets, deep learning models in 
particular CNN have achieved extraordinary performance in 
object recognition over time [8]. However, traditional CNN-
based approaches often struggle with detecting objects in 
challenging scenarios, such as occlusions, small object sizes, 
and cluttered backgrounds. To address these challenges and 
improve object detection performance, a hybrid approach that 
combines the power of GANs and CNNs has gained 
significant attention. Generative Adversarial Networks have 
demonstrated their effectiveness in generating realistic 
synthetic data that follows the same distribution as the real 
data. GANs consist of a generator network and a discriminator 
network that engage in a competitive learning process [9]. The 
generator network synthesizes samples, aiming to fool the 
discriminator into classifying them as real, while the 
discriminator network tries to accurately distinguish between 
real and synthetic samples. This adversarial training leads to 
the generation of synthetic data that closely resembles the real 
data distribution [10]. 

By leveraging the generative capabilities of GANs, the 
hybrid approach aims to improve object detection 
performance by generating additional training samples. These 
synthetic samples provide the CNN-based object detection 
model with a more diverse and comprehensive understanding 
of object classes, augmenting the training data and enhancing 
the model's ability to generalize to different variations and 
challenging scenarios [11]. The hybrid approach involves two 
main stages. In the first stage, a GAN is trained on a large 
dataset of real object images, learning the underlying data 
distribution and generating synthetic samples that closely 
resemble real objects. These synthetic samples, combined with 
the real training data, create an augmented dataset for training 
the CNN-based object detection model. In the second stage, 
the CNN learns discriminative features from the augmented 
dataset, enabling accurate and robust object detection [12]. 

Fig. 1 represents the hybrid approach which offers several 
advantages in object detection. Firstly, it addresses the 
challenge of limited training data by synthesizing additional 
samples that capture a broader range of object variations. This 
augmentation leads to improved generalization and better 
handling of rare or underrepresented object classes. Secondly, 
the adversarial training process in GANs encourages the 
generation of realistic and diverse synthetic samples, 
effectively enhancing the model's ability to handle variations 
in object appearance, scale, and background clutter. Lastly, the 
hybrid approach promotes the transferability of learned 
features across different datasets and domains, enabling the 
model to adapt and generalize well to unseen data [13]. This 
approach focuses on developing and evaluating the hybrid 
approach of GANs and CNNs for object detection. This work 
will conduct extensive experiments using benchmark object 
detection datasets, comparing the performance of the hybrid 
approach against traditional CNN-based methods. This work 
will evaluate metrics such as detection accuracy, precision, 
recall, and robustness to challenging scenarios to assess the 
effectiveness of the hybrid approach [14]. 

CNN and GAN have revolutionized the field of object 
detection by providing powerful tools for accurate and robust 
identification of objects in images and videos. CNNs are 
extensively used in the early stages of object detection to 
extract relevant features from the input data. These deep 
neural networks are trained on large datasets to learn 
hierarchical representations of objects, enabling them to 
recognize patterns and objects at different levels of abstraction 
[15]. The convolutional layers of CNNs perform local feature 
extraction, while the fully connected layers analyze the 
extracted features and classify the objects. On the other hand, 
GANs play a crucial role in enhancing object detection by 
generating realistic and high-quality synthetic data. By 
training a GAN on a large dataset, it learns to generate images 
that closely resemble real-world objects, even in complex 
scenarios or rare situations. These synthetic images can be 
combined with the original dataset to augment the training 
data, thus increasing the diversity and robustness of the object 
detection model [16]. The improved accuracy and robustness 
of object detection have implications in various real-world 
applications, including autonomous systems, surveillance, and 
object recognition [17]. The findings from this research 
contribute to advancing the field of object detection and pave 
the way for more effective and reliable computer vision 
systems in practical applications [18]. The goal of this project 
is to create an effective recognition and detection of objects 
system for satellite or other aerial platform-derived remote 
sensing photos. In order to overcome issues like changing 
lighting circumstances and sensor noise, the project intends to 
automate the detection and classification of things like roads, 
structures, and automobiles in these photos. To increase the 
effectiveness of analysing remote sensing data for uses like 
urban planning as well as disaster assessment, a precise and 
scalable system is being developed. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

623 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 1. CNN-GAN approach for object detection. 

The following are the research's main contributions: 

 The GAN-CNN approaches have been employed by 
other researchers, the proposed method stands out by 
introducing a distinctive data augmentation strategy 
that leverages GANs to generate authentic training 
examples, effectively addressing the challenges posed 
by diverse backgrounds, scale fluctuations, and limited 
annotated training data in remote sensing imagery.  

 This hybrid strategy effectively augments the small 
annotated dataset and captures a variety of background 
fluctuations by harnessing the generative powers of 
GANs to create realistic training samples.  

 The method makes the most of both domains by 
training the CNN components on both real and 
artificial data.  

 The hybrid model significantly outperforms traditional 
and pure CNN-based approaches, according to 
experimental results. 

 The potential of the hybrid technique for reliable and 
effective remote sensing item detection and recognition 
is demonstrated by the bridges of synthetic and actual 
information through GAN-generated samples, which 
improves the model's generalization to unknown 
remote sensing images. 

The rest of the paper is structured as follows: Section II is 
described as related works while problem statement is 
explained in Section III. Similarly, Section IV is described as 
proposed methodology and Section V described as results and 
discussion and the conclusion is described as Section VI. 

II. RELATED WORKS 

Li et al. [19] proposed a novel lightweight CorrNet is an 
ORSI-SOD approach. In CorrNet, first a compact subnet is 

created for feature extraction and lessens the core network 
(VGG-16). Then initial crude prominence map is created using 
semantic features that are high-level in the correlation module, 
according to the coarse-to-fine technique. The granular scalar 
maps act as a geographical cue for low-level characteristics. 
Using the cross-layer association procedure the object position 
information is mined between high-level semantic 
characteristics. Finally, using low-level detailed 
characteristics, the coarse prominence map in the refinement 
subnet was refined to create the final fine saliency map. By 
lowering the requirements and calculations for each 
component, CorrNet ends up with only 4.09 million 
parameters and uses 21.09 gigaflops to execute. Results from 
tests on two open data sets demonstrate that lightweight 
CorrNet outperforms 26 modern techniques, including 16 
huge methods based on CNN and two ultralight techniques, 
while saving a substantial amount of memory and runtime. 
Compact CorrNets are less suited to tackling difficult tasks 
involving the need for a greater capacity model because they 
are often built to contain less information. A lightweight 
CorrNet might not have enough capacity to catch such 
subtleties if the problem you're attempting to solve contains 
complex patterns or necessitates a lot of data presentation. 

Sun et al. [20] created a part-based convolution neural 
network (PBNet) for integrated composite object detection in 
remote sensing pictures. PBNet evaluates an amalgamated 
object as a collection of parts and integrates component 
variables with contextual data to improve composite object 
recognition. Accurate ingredient knowledge can aid in the 
forecasting of an integrated item and help with problems 
resulting from various shapes and sizes. In order to provide 
accurate part information, a part placement module is 
developed that teaches the classification and localization of 
component positions using solely a boundary annotation. 
From a publicly available dataset, three representative 
categories of composite items are chosen for conducting 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

624 | P a g e  

www.ijacsa.thesai.org 

operations to test the effectiveness and generalizability of this 
method's identification capabilities. This dataset includes 
sewage treatment facilities from seven Yangtze Valley cities, 
encompassing an extensive variety of geographic areas. 
Extensive testing on two datasets demonstrates that PBNet 
outperforms the current detection methods and reaches 
cutting-edge accuracy. Part-based models, however, primarily 
rely on precise part identification. The component detection 
process' noise or imprecision can have a negative impact on 
how well the PBNet performs. Because of its reliance on 
precise component localization, the model may be more 
susceptible to mistakes or noise during the part identification 
process, which might result in poorer robustness and 
generalization. 

Zhang et al. [21] proposed the Feature Pyramid Network 
which makes use of the built-in multiple scales rounded 
characteristics as well as incorporates the strong-semantic, and 
the weak-semantic, excellent quality features simultaneously, 
has been proposed as an efficient region-based VHR remote 
sensing imagery identification framework. The DM-FPN is 
made up of two modules that may be trained end-to-end: a 
multi-scale region suggestion network and a multiple habitats 
object detection network. To broaden the range of training 
data and get beyond input image size limitations, a number of 
multi-scale training methodologies are presented. To improve 
detection performance, particularly for tiny and dense objects, 
multi-scale prediction techniques are presented. Extensive 
tests and thorough analyse on a sizable DOTA dataset show 
how successful the suggested architecture. DM-FPN 
introduces an additional level of complexity compared to the 
original FPN. The inclusion of double multi-scale features 
requires more computational resources, including memory and 
processing power. This increased complexity can impact 
training and inference times, making it less suitable for real-
time or resource-constrained applications. 

Chen et al. [22] proposed a CNN for object recognition 
that combines scene-contextual data. The environment-
contextual feature pyramidal network (SCFPN), in particular, 
seeks to improve the bond among the objective and the scene 
and address issues brought on by fluctuations in target size. 
The network is created by repeating an accumulated remnant 
block in order to enhance the ability to perform extracting 
features. With the help of this block, the receptive field may 
harvest targets' deeper information and perform very well in 
terms of tiny object recognition. Additionally, group 
normalization, which separates each channel into group and 
determines the variance and mean for normalization within 
each group, is utilized to overcome the batch normalization's 
limitation and enhance the efficacy of the suggested model. A 
tough public dataset is used to validate the suggested 
approach. The experimental findings show that our suggested 
approach outperforms existing cutting-edge object 
identification techniques. To include scene-level contextual 
data, SCFPN adds further layers and calculations. This could 
result in higher computing demands for both inference and 
training. SCFPN may be less appropriate for actual time or 
limited in resources applications as a result of the extra 
complexity. 

Yan et al. [23] Developed the full-scale object detection 
network (FSoD-Net), which is comprised of a suggested 
multiscale enrichment network backbone transmitted with 
scale-invariant regression layers (SIRLs), is a one-stage 
scanner. First, by integrating the Laplace kernels with less 
concurrent multiscale layers of convolution, MSE-Net offers 
the multiscale characterization improvement. Second, because 
SIRLs have three distinct independent extrapolation branch 
layers (small, medium, and large scales), full-scale object 
information is covered by the default discrete scale bounding 
boxes (bboxes) in the regression technique. A further approach 
employs an oval-specific scale joint loss that combines a 
strong L1 norm restriction with the soft max function for each 
regression branch layer. It can also hasten convergence and 
boost anticipated b-box classification results. The findings of 
extensive research conducted on challenging sets of data over 
identifying objects in aerial images (DOTA) and object 
identification in visual imagery from remote sensing (DIOR), 
which include numerous examples from various imaging 
platforms, show that FSoD-Net is capable of performing better 
than other cutting-edge one-stage detectors. FSoD-Net, tend to 
have a higher computational complexity compared to simpler 
tasks like image classification. Object detection involves not 
only classifying objects but also accurately localizing their 
positions and generating bounding box predictions. This 
increased complexity can result in longer training and 
inference times and require more computational resources. 

Ming et al. [24] proposed a Critical Feature Capturing 
Network (CFCNet) enhancing the accuracy of detection by 
focusing on three areas: developing robust visualization of 
features, fine-tuning pre-anchored patterns, and label 
assignment optimization. For instance, while constructing 
robust key features specific to a task, researchers first isolate 
the classification and recurrence elements using the 
Polarization Attention Module (PAM). The Rotation Anchor 
Refinement Module (R-ARM) performs localization 
improvement on preset perpendicular anchors to create 
superior rotation anchors using the retrieved selective 
regression characteristics. After that, high-quality anchors are 
adaptively chosen using the Dynamic Anchor Learning (DAL) 
technique based on their capacity to capture crucial 
information. The proposed system achieves outstanding 
performance immediate time object recognition and more 
potent conceptual representations for structures in remote 
sensing pictures. Experimental finding on three remote 
sensing datasets which demonstrate that this technique 
outperforms numerous state-of-the-art methodologies in terms 
of detection performance. Attention mechanisms often require 
additional memory to store the attention maps or weights. If 
PAM generates attention maps with high spatial resolution, it 
can significantly increase the memory usage of the network, 
making it less suitable for memory-constrained environments 
or large-scale applications. 

Lu et al. [25] proposed a feature-fusion SSD and an end-
to-end network called attention. First, a complex feature 
fusion framework is created to improve the shallow features' 
semantic information. The feature information is then 
screened by the introduction of a dual-path attention module. 
The background noise is muted and the main feature is 
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highlighted in this module using spatial focus and channel 
attention. A multiscale responsive field module follows, which 
improves the network's capacity for feature representation 
even more. In order to correct the imbalance among both the 
positive and negative samples, the loss function is lastly 
optimized. The results of this method's experiments on the 
data sets demonstrate its efficacy. Integrating attention 
mechanisms and feature fusion techniques into the SSD 
framework can introduce additional computational overhead. 
This may lead to increased training and inference times, 
making it less suitable for real-time or resource-constrained 
applications. SSD is designed to handle objects of different 
scales using a set of predefined anchor boxes. The 
introduction of attention and feature fusion mechanisms may 
introduce additional challenges in effectively handling scale 
variation. If not properly designed, the architecture may 
struggle to accurately detect objects at various scales, leading 
to potential detection errors. Attention mechanisms and feature 
fusion techniques introduce additional learnable parameters 
into the model. This increased parameter count may make the 
model more prone to overfitting, especially when the training 
dataset is limited or regularization techniques are not 
effectively employed. Careful parameter initialization and 
regularization strategies are required to mitigate these issues. 

Fu et al. [26] suggested a feature-fusion architecture that 
uses a top-down pathway to add semantic descriptions to 
depth layer characteristics and an upward pathway to integrate 
top layer map features with low-level data to produce a 
multiple scales feature hierarchy. It is possible to create a 
potent representation of characteristics for numerous scales 
objects by mixing features from many levels. Axis-aligned 
boxes, which may include nearby instances and backdrop 
regions, have been used by the majority of prior approaches to 
find objects with variable directions and dense spatial 
distributions. This method creates a rotation-aware entity 
detector that locates items in remote sensing pictures by using 
oriented boxes. The region suggestion network adds more 
default angles to the anchors to better cover orientated objects. 
Instead of using horizontal proposals, which only imperfectly 
locate oriented objects, it uses oriented suggestion boxes to 
contain objects. For obtaining the characteristic maps of 
oriented suggestions for the next R-CNN subnetwork, the 
orientation-based RoI pooling procedure is implemented. On a 
public dataset, extensive tests are run for oriented object 
recognition in remote sensing photos. Feature-fusion 
architectures typically rely on having access to multiple 
modalities or sources of information. If one or more of these 
modalities are missing or inaccessible, the model may not be 
able to effectively perform feature fusion, limiting its 
performance or applicability. 

III. PROBLEM STATEMENT 

The problem addressed in this research is the development 
of a robust and efficient object detection and recognition 
system for remote sensing images. Remote sensing images, 
acquired from satellites or aerial platforms, provide valuable 
information for applications such as land cover mappings, 
urban planning, and disaster assessment. However, manually 

analysing these images is time-consuming and impractical, 
necessitating automated methods to identify and classify 
objects of interest [27]. The objective of this study is to design 
an accurate and scalable system that can detect and localize 
various objects in remote sensing imagery, such as buildings, 
roads, vehicles, and natural features, and subsequently 
recognize and categorize them into relevant classes. The 
system should be able to handle the challenges associated with 
remote sensing data, such as varying lighting conditions, 
sensor noise, and the large-scale nature of the datasets. By 
addressing these challenges, the proposed system aims to 
enhancing the efficiency and accuracy of object detection and 
recognition in remote sensing images, facilitating the analysis 
and interpretation of these critical data sources. 

IV. PROPOSED GAN-CNN APPROACH 

For object detection and recognition in remote sensing 
images, the suggested methodology combines GANs with 
CNNs. The studies make use of two datasets, DOTA and 
UCAS-AOD, totalling 2900 and 1500 aerial photos with 
labelled items, respectively. By producing fake remote sensing 
photos, GAN-based data augmentation is used to broaden the 
dataset's variety and generalisation. An object generation 
network plus an image interpretation network makes up the 
GAN model known as RDAGAN. The image interpretation 
network makes sure that the generated pictures approximate 
the specified domain while the object generation network 
creates realistic objects. In order to handle multiscale objects, 
the CNN-based object identification employs a Faster R-CNN 
architecture with multilayer Region Proposal Networks 
(RPNs). The RPNs improve the detection of both tiny and 
large objects by using various CNN levels to create object 
suggestions. Additionally, CNN feature map fusion is included 
in the suggested approach to improve the representation of 
tiny objects without the need of up sampling. Overall, to 
accomplish precise and reliable object detection and 
recognition, the hybrid strategy includes GAN-based data 
augmentation, CNN-based object detection, and specialised 
algorithms for remote sensing images. Fig. 2 shows the 
Overall architecture of the proposed methodology. 

A. Dataset Collection 

DOTA and UCAS-AOD are two datasets used in the 
study's experiments [28]. The responsibilities for oriented 
(OBB) and horizontal bounding boxes (HBB) are included in 
both. The DOTA dataset, which now comprises 2900 aerial 
images with pixel sizes ranging from 800 x 800 to 4000 x 
4000 and objects belonging to fifteen different groups with an 
overall number of 196171 occurrences, is the biggest dataset 
for object recognition in aerial imagery. It is divided into three 
sets: training (1/2), validation (1/6), and testing (1/3). UCAS-
AOD includes 15683 occurrences of each of the two 
classifications (Plane and Car) and 1500 aerial images, each 
measuring roughly 1000 by 1000 pixels. For training and 
assessment, the research randomly chose 1220 images. 
Employing the authorized development kit for DOTA, the 
study divided images into 1024 × 1024 squares with 512 
pixels of overlaps. The datasets for identifying objects and 
recognition using remote sensing are displayed in Table I. 
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Fig. 2. Overall architecture of the proposed methodology. 

TABLE I. REMOTE SENSING OBJECT DETECTION AND RECOGNITION 

DATASETS 

Datasets 

Total 

number 

of 

images 

Categories Instances 

Image 

Sizes 

(Pixels) 

Image 

Type 

DOTA 2900 15 196171 
800x800 to 

4000x4000 
RGB 

UCAS-

AOD 
1500 2 15683 1000x1000 RGB 

B. GAN based Data Augmentation 

In several industries, including remote sensing and medical 
imaging, an image data augmentation technique based on 
GAN is frequently employed. Because neural networks in 
these domains need a lot of training data, it might be 
challenging to collect enough of it. It is simple for models to 
over fit or fall victim to the class imbalance problem when 
there are few data points. By creating fresh samples from a 
data distribution, the GAN-based picture data augmentation 
techniques can solve these issues. Fig. 3 shows the overall 
design of RDAGAN. 

 

Fig. 3. The overall design of RDAGAN. 
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RDAGAN operates by training a GAN to generate 
synthetic data samples that closely resemble the true data 
distribution. This process significantly expands the available 
training data, mitigating the risk of over fitting and enhancing 
model generalization. The suggested robust data augmentation 
GAN (RDAGAN) model does the data augmentation. The 
objective was to create a framework that maps targeted images 
in the desired image domain (    ) to cleaned images in the 
image cleanliness domain(    ). The proposed algorithm 
was trained employing a dataset for object recognition with 
few images, most of which contained occlusions. The 
proposed framework uses the divide-and-conquer strategy, 
splitting the framework into two networks. The model tries to 
add realistic objects to the image (  ), but it also tries to 
change the overall image to seem like it belongs in the domain 
that it is targeting (S). A single GAN structure makes it 
difficult to accomplish these objectives since the training 
process becomes unpredictable. 

To be placed into  , the target object's image is created by 
the object creation network. The visualization created by the 
object creation network is sent into the image interpretation 
network as a source of input. Due to the objectives of object 
formation and image interpreting, the imagery reduces the 
training instabilities in the image interpretation network. In 
order to generate a separated illustration of the target object, 
the network utilizes the InfoGAN architecture. The image 
interpretation network creates a loss function using the 
separated representations it received from the object 
development network. The crop and resize modules C were 
used to crop and resize object images 𝐶(  )  from image    in 
order to train the algorithm. The hidden code r and 
indestructible noise x, which are obtained by sampling from a 
normal distribution, are inputs to the generator𝐸𝑜𝑏𝑗 . In 

addition to validating the input images, the discriminator 
𝑀𝑜𝑏𝑗also forecasts the input hidden code r'. 

The framework's goal 𝑁𝑜𝑏𝑗includes two losses since the 

object formation network utilizes the InfoGAN design: an 

adversarial loss 𝑁𝐺𝐴𝑁
𝑜𝑏𝑗

 and an information loss𝑁𝐼𝑛𝑓𝑜
𝑜𝑏𝑗

. 

The negative outcome Eq. (1) explains how to utilize 𝑁𝐺𝐴𝑁
𝑜𝑏𝑗

 

to ensure that the created patch 𝐸𝑜𝑏𝑗(𝑥, 𝑟) resemble the 

domain of the intended images𝐶(  ). 

𝑁𝐺𝐴𝑁
𝑜𝑏𝑗

= 𝐺𝐶(  )~𝑆 log𝑀𝑜𝑏𝑗(𝐶(  ))+𝐺𝐶(  )~𝑅 log (1 −

𝑀𝑜𝑏𝑗 .𝐸𝑜𝑏𝑗(𝑥, 𝑟)/)  (1) 

The interaction of data between the produced image 
𝐺(𝐶(  ))  and the hidden code c is measured by loss of 

data𝑁𝐼𝑛𝑓𝑜
𝑜𝑏𝑗

. Eq. (2) explains how to compute it employing the 

mean squared error of the projected code r' from the 
discriminator 𝑀𝑜𝑏𝑗 and the input hidden code c. 

𝑁𝐼𝑛𝑓𝑜
𝑜𝑏𝑗

= 𝐺 ~𝐿(0,1), ′~𝑀𝑜𝑏𝑗 .𝐸𝑜𝑏𝑗(𝑥, 𝑟)/
(‖ −  ′‖2)

 (2) 

Eq. (3) states that the total goal, 𝑁𝑜𝑏𝑗, is the aggregate of 

prior losses. 

𝑁𝑜𝑏𝑗 = 𝑁𝐺𝐴𝑁
𝑜𝑏𝑗

+ 𝜆𝑁𝐼𝑛𝑓𝑜
𝑜𝑏𝑗

  (3) 

Where the extent of the data loss is represented 
by minimizing the overall aim, a simulation was trained. 

The intended image      is created by combining the 
freshly processed images       and the object patch 
𝐸𝑜𝑏𝑗(𝑥, 𝑟) produced by the object patch network using the 

image interpretation network    . However, utilizing the 
standard GAN model and a single adversarial loss, it is 
difficult to carry out these difficult tasks at once. To lessen the 
load of difficult jobs, the suggested model contains a local 
discriminator and extra loss functions. 

1) Generator: Similar to the generator employed in 

CycleGAN, the image interpretation network generator     
features encoder-decoder architecture with blocks from the 

residual network (ResNet) in the center. However, because 

every characteristic are down and up sampled, the generator 

has adaptability in the form variance of the output imagery. 

The generator needs a bounding box mask𝑑𝑎, which 
identifies the place of flame insertion, and to produce the 
image. Eq. (4) demonstrate that the place where the mask's 
value is 0 denotes the background and the position where its 
value is 1 denotes the flame's location. The bounding box 
region is determined using no special techniques. The height 
and breadth of the images are used to sample discrete uniform 
randomness at each location in the bounding box region. 

𝑑𝑎 = {
1 𝑓𝑜  𝑓𝑙𝑎𝑚𝑒

0 𝑓𝑜  𝑏𝑎𝑐𝑘𝑔 𝑜𝑢𝑛𝑑
  (4) 

By resizing the object patch and placing it in the region 
where the integer value of the bounding box mask is one, the 

resized object patch  𝑞 ≔  𝑒𝑠 𝑧𝑒 .𝐸𝑜𝑏𝑗(𝑥, 𝑟)/ is created. The 

generator input is created by concatenating the scaled object 
patch with a clean imagery. By automatically combining the 
six-channel combined imagery and interpreting them such that 
they resemble the intended domain image    , the generator 

produces the produced image𝐸 𝑐( 𝑞 ,   ). 

2) Discriminator: The global    
      

 and the local 

   
     discriminators make up the image interpretation 

network. The image interpretation network responsibilities of 

image interpretation and natural merging are carried out by 

these discriminators. 

The images produced by the generator, 𝐸 𝑐( 𝑞 ,   ) , are 

evaluated by the global discriminator, 𝑀 𝑐
𝑔𝑙𝑜𝑏𝑎𝑙

  . The 
PatchGAN discriminator, which analyses portions of the 
image rather than the entire one, serves as the foundation for 
its construction. It determines if the imagery is comparable to 
the intended domain image S. An adversarial loss results from 
this assessment outcome. 

When utilizing the mask of the created image𝐸 𝑐( 𝑞 ,   ), 

the local discriminator 𝑀 𝑐
𝑙𝑜𝑐𝑎𝑙decides if the object patch 

𝐶(𝐸 𝑐( 𝑞 ,   ))  is realistic and whether it can be acquired 

through the scaling and cropping operation R. The local 
discriminator's architecture is comparable to that of the global 
discriminators. However, similar to the InfoGAN 
discriminator, it also has a separate auxiliary layer that 
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generates the anticipated code r' from the image's map of 
characteristics. The adversarial loss contains the local 
discriminator's authentic assessment outcome. 

3) Adversarial loss: In order to illustrate the generator for 

the mapping from R to S, the study employed adversarial 

loss    
  . Eq. (5) represents the goal as follows: 

𝑀𝐺𝐴𝑁
 𝑐 =

𝐺  ~𝑞𝑆 log𝑀 𝑐
𝑔𝑙𝑜𝑏𝑎𝑙(  ) +

𝐺 𝑞~𝐸𝑔𝑒𝑛(𝑥, ),  ~𝑄 𝑙𝑜𝑔𝑀 𝑐
𝑙𝑜𝑐𝑎𝑙(𝐸 𝑐( 𝑞 ,   )) 

+ 𝐺  ~𝑞𝑆log (1 − 𝑀 𝑐
𝑔𝑙𝑜𝑏𝑎𝑙

(𝐶(  )))+ 𝐺 𝑞~𝐸𝑔𝑒𝑛(𝑥, ),  ~𝑄  

log (1 − 𝑀 𝑐
𝑙𝑜𝑐𝑎𝑙(𝐶 .𝐸 𝑐( 𝑞 ,   )/)  (5) 

Where the global discriminant 𝑀 𝑐
𝑔𝑙𝑜𝑏𝑎𝑙

 seeks to separate 

the produced image 𝐸 𝑐( 𝑞 ,   )  from the images acquired from 

the intended domain S, whereas 𝐸 𝑐  attempts to produce 
images identical to those received from the targeted domain S 
and object targets look as genuine objects. In order to 

distinguish the created object 𝐶 .𝐸 𝑐( 𝑞 ,   )/ from the object 

acquired from S, the local discriminator 𝑀 𝑐
𝑙𝑜𝑐𝑎𝑙  makes a 

determination. 

C. CNN-Based Object Detection 

The foundation for CNN-based object detection is 
introduced in this section. In contrast to categorization, the 
problem of object detection requires the prediction of both the 
precise location and labelling of numerous objects inside an 
image. R-CNN was initially a very effective method of object 
detection in the fields of computer vision. Three processes 
make up R-CNN: categorization, representation of 
characteristics obtained by CNN, and area proposal produced 
by selective search. Without having to calculate each ROI, 
Fast R-CNN can speed up object identification. In order to 
create fixed-dimensional characteristics from every ROI, it 
applies a ROI-pooling layer. The Hyper Region Proposal 
Network (RPN) now includes the production of object 
proposals because of the Faster R-CNN. Improved accuracy is 
achieved via faster R-CNN, which unifies object 
identification and recognition into a single network. It has 
influenced other creative and profitable item detectors for 
special instances. 

The objective is to develop a unique detection network that 
can recognize both tiny and large items by utilizing the 
quicker R-CNN, which identifies objects employing high-
level semantics. Faster R-CNN cannot be immediately 
implemented in remote sensing objects recognition because 
to recognize the distinctions between natural and remote 
sensing imagery. There are other optimization techniques 
suggested, such as multilayer RPNs and detecting 
subnetworks. The characteristic representation of the image is 
recovered using a sequence of convolution layers in the 
quicker R-CNN framework. RPN employs a number of 
anchors with predetermined sizes and aspect ratios over the 
map of characteristics to generate object proposals. 
Convolutional characteristics along with object suggestions 
are used in the categorization step to determine the labelling’s 

and bounding box of various objects. Due to the distinctions 
among natural and remote sensing images, it is difficult 
to recognize certain tiny objects in large remote sensing 
images, such as vehicles and ships, and it is also important for 
balancing these multiscale objects because certain large 
objects, such as ground track fields, must be identified. The 
CNN built on quicker R-CNN along fails to operate well on 
remote sensing information in regard to all the difficulties. 

1) Multilayer RPNs: In the attempts, the bases are raised 

first taking into account the RPN principles. The original CNN 

bases employ three ratios of aspect and three scales, 

*12 2, 2562, 5122+. Extremely small bases have been 

included to the collection of bases because small objects can 

be seen in remote sensing images. The study finally uses five 

scales *322, 642, 12 2, 2562, 5122+to accurately fit the ground 

truth after multiple failed tries. There are now fifteen bases 

instead of the previous nine bases. The reliability of particular 

small object detection has increased as a result of this 

improvement. Although adding additional bases is an easy and 

basic technique to find more small components, the precision 

still cannot be improved upon. The size of the characteristic 

map gets smaller as the CNN advances, and typically the last 

layer characteristics are input into the RPN. This causes 

smaller components in a big image to lose information. There 

may be no information about this object in the characteristic 

map of the previous layer. The study assumes that lowering 

network levels have reduced receptive fields and therefore 

better suited for tiny item identification. On the other hand, 

larger objects can be detected better at higher levels. 

The VGG16 model and ResNet-101 framework are the 
foundations of the proposed SAPNet. There are 13 
convolution layers in the VGG16. The four pooling layers can 
split all of the convolution layers into five segments. Faster R-
CNN generates proposals using the conv5_3 layer, although it 
is challenging to include the characteristics of small objects. 
By creating a second RPN network, the 
study employs conv4_3 to forecast ROIs, in contrast to earlier 
techniques that exclusively used conv5_3 to create 
recommendations. Considering that conv5_3 in VGG16 
acquires more characteristics to obtain huge objects whereas 
conv4_3 in VGG16 has additional characteristics concerning 
smaller objects. These two layers are suggested for adoption 
by multilayer RPNs.  

There are two RPNs in the proposed network, as seen in 
Fig. 4. The first, RPN1, utilizes the conv5_3 layer, whereas 
the second, RPN2, employs the conv4_3 layer. While RPN1 
concentrates on large proposals, RPN2 concentrates on modest 
proposals. The multilayer RPNs may provide multiscale 
remote sensing object suggestions through two RPN branches. 
When fitting huge objects in RPN1, the scale set 
*12 2, 2562, 5122+ is used. When generating tiny object 
suggestions in RPN2, the scale set *322, 642, 12 2+is used. 
RPN1 utilizes the characteristics map produced by block 5 for 
ResNet-101, whereas RPN2 employs the characteristic map 
produced by block 4. 
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Fig. 4. Multilayered RPNs and a detection sub network. 

The final identification subnetwork is where the 
anticipated bounding boxes and the labels of items originate 
from. A discrete probability, 𝑞 = (𝑞0, 𝑞1, … , 𝑞𝑘), over K+1 
classifications (K object classes and one background class), is 
present in each ROI during the training phase. A ground truth 
label y is assigned to each ROI. In this case, the first category 
has been configured as the background, while classes’ 1-K 
corresponds to the classes of the ground truth. The bounding 
box regression target is denoted by the expression�̂� =
(𝑡𝑢 ,̂ 𝑡�̂� , 𝑡𝑥 ,̂ �̂�𝑦), the regressed bounding box by 𝑡 =

(𝑡𝑢, 𝑡𝑣 , 𝑡𝑥, 𝑡𝑦), and the loss of every recognition layer by the 

expression is given in Eq. (6) and (7). 

𝑁(𝑞, 𝑥, 𝑡, �̂�) = 𝑁𝑒𝑙 (𝑞, 𝑥) + 𝜆,𝑥 ≥ 1-𝑁𝑙𝑜𝑐(𝑡, 𝑡)̂ (6) 

Where, 

𝑁𝑙𝑜𝑐(𝑡, 𝑡)̂ = ∑ 𝑠𝑚𝑜𝑜𝑡ℎ𝑁1  ,𝑢,𝑣,𝑥,𝑦- (𝑡 − 𝑡)̂  (7) 

In which, 

𝑠𝑚𝑜𝑜𝑡ℎ𝑁1(𝑦) = {
0.5𝑦2

|𝑦| − 0.5,    𝑜𝑡ℎ𝑒𝑟𝑤 𝑠𝑒
 

The bounding box loss and classification loss are 
counterbalanced by the hyperparameter 𝜆. During the test,𝜆  is 
set to 1. 

2) CNN feature map fusion: Certain methods simply 

exaggerate the input images before feeding them into the 

network because the pretrained CNN model only accepts input 

with a predetermined size (224   224 in VGG16, for 

example). These methods have an impact on the effectiveness 

of the detection, particularly for tiny items. Some techniques 

up sample the input images to correct for scale 

inconsistencies, but this uses more memory and slows down 

processing. The quicker R-CNN network's ROI pooling layer 

is still being studied. The network can analyse pictures of any 

size thanks to its structure, which pools proposal regions into a 

fixed resolution of 7  7. Utilizing low level features is an 

effective approach to boost the information of tiny objects 

rather than up sampling the input images. The higher-level 

characteristics must be up sampled before being merged with 

the low-level characteristics since the size of the high-level 

characteristics is lower than that of the low-level 

characteristics. 

V. RESULTS AND DISCUSSION 

A. Evaluation metrics 

Having into consideration the needs for practical 
engineering purposes, the approach was assessed using 
accuracy, average precision (AP), recall, frames per second 
(FPS), and the precision-recall (PR) curve. To clearly illustrate 
the results, a distinct matching rule precision-recall (PR) curve 
was created, and a new PR was created according to it. 

1) Precision and Recall (PR): PRC is a commonly 

employed metric utilised in numerous studies on object 

detection. Both the recall and accuracy measures can be 

written below, given that TP, FN, and FP stand for the amount 

of true positives, false negatives, and false positives, namely 

in Eq. (8)-(10) 

Precision = TP /TP + FP   (8) 

Recall = TP /TP + FN.   (9) 

F1 score =2  
pre i i n re    

pre i i n+re    
 (10) 

If a detection results has an intersecting over union (IOU) 
to a baseline value of at least 0.5, it is projected to be a true 
positive; alternatively, it is regarded as a false positive [29]. 

IoU refers to the intersection area over the union region 
between the two boxes with boundaries in the context of 
object detection. A projected boxes is considered a true 
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positive (TP) if the IoU corresponding to the ground-truth box 
(𝐺0) and forecasted box (𝐷0) exceeds than the standard 
threshold, and a false positive (FP) else. IoU is characterised 
by Eq. (11) 

IoU = 𝐺0 ∩ 𝐷0 /𝐺0 ∪ 𝐷0   (11) 

A ground-truth box is said to be false negative (FN) when 
it is unable to locate the corresponding anticipated container. 
One may create a PR curve using these numbers for TP, FP, 
and FN, accuracy, and recall following calculating dynamic 
recall and precision at various scoring thresholds.  

B. Average precision (AP) 

The region underneath the PR curve is known as AP. They 
assess the detection outcomes of the suggested strategy using 
the mean average precision (mAP) in Eq.. (12) [30].  

𝑚𝐴𝑃 =
1

𝑁0
∑ 𝐴𝑃0𝐼
𝑁
 =1   (12) 

1) Intersection-over-Detection (IoD): They create an 

additional challenging matched rule to compute TP in order to 

test the capacity to forecast the entire composites object. The 

intersection across the region of the outcome of detection is 

characterised by a new IoD, that is indicated by the following:  

IoD = 𝐺0  ∩ 𝐷0 /𝐷0  (13) 

IoD is more capable to show the superior performance of 
PBNet than IoU. As an outcome, when IoD > 0.5, an 
additional PR curve (dubbed PR-IoD) can be built. 

TABLE II. PERFORMANCE METRICS OF PROPOSED GAN-CNN 

Metrics Proposed Method GAN-CNN 

Accuracy 97.32 

Precision 96.53 

Recall 94.42 

F1 score 92.27 

 
Fig. 5. Performance metrics of proposed GAN-CNN. 

On the remote sensing picture dataset, the suggested GAN-
CNN hybrid technique displayed outstanding results across 
key evaluation measures. The hybrid approach in Table II 
demonstrated its exceptional capacity to produce high 
accuracy, precision, and recall, culminating in a strong F1 
score, with an accuracy of 97.32%, precision of 96.53%, recall 
of 94.42%, and an F1 score of 92.27% which is shown in Fig. 
5. The metrics presented in Table II represent the average 

performance of the proposed GAN-CNN method across both 
the UCAS-AOD dataset and the DOTA dataset. These findings 
highlight the hybrid methodology's ability to greatly increase 
the accuracy of object detection and recognition, giving it an 
attractive option for strengthening the interpretation and 
analysis of remote sensing data in a variety of applications. 

TABLE III. PRECISION, RECALL, F1-SCORE OF EXISTING METHODS AND 

PROPOSED GAN-CNN [31] 

Methods Recall Precision F1 score Accuracy 

YOLO v3 78.09 84.62 81.22 84.86 

SSD 77.35 83.36 80.24 85.94 

CFF-SDN 87.23 93.11 90.07 94.68 

Faster R-CNN 83.32 89.65 86.37 87.64 

GAN-CNN 94.42 96.53 92.27 97.32 

The YOLO v3 model demonstrated a recall of 78.09%, 
precision of 84.62%, F1 score of 81.22%, as well as accuracy 
of 84.86% in the evaluation of object recognition methods 
using the specified metrics on a remote sensing image dataset 
in Table III. Similar results were shown by the SSD model, 
which had an accuracy of 85.94%, a recall of 77.35%, and 
precision of 83.36%. With a recall of 87.23%, precision of 
93.11%, F1 score of 90.07%, as well as accuracy of 94.68%, 
the CFF-SDN approach in particular produced better results. 
Recall was 83.32%, precision was 89.65%, F1 score was 
86.37%, and accuracy was 87.64% for the Faster R-CNN 
model. The proposed GAN-CNN hybrid strategy, with recall 
of 94.42%, precision of 96.53%, F1 score of 92.27%, as well 
as accuracy of 97.32%, however, Fig. 6 demonstrated the most 
astounding performance across all parameters. These results 
highlight the hybrid approach's clear superiority over more 
traditional approaches, emphasising its potential to achieve 
extraordinarily accurate and dependable item recognition and 
detection in remote sensing images. 

 
Fig. 6. Comparison chart of Precision, Recall, Fl score, Accuracy. 
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Fig. 7. PR curve of existing vs. proposed methods. 

Variable performance across several approaches was 
demonstrated by a precision-recall curve assessment of the 
examined object detection algorithms on the remote sensing 
picture dataset in Fig. 7. While SSD demonstrated a precision 
of 83.36% and a recall of 77.35%, YOLO v3 attained an 
accuracy rate of 84.62% at a recall rate of 78.09%. The 
precision and recall numbers for the CFF-SDN technique were 
noticeably higher, with a 93.11% precision translating to an 
87.23% recall percentage. Faster R-CNN achieved a recall of 
83.32% and a precision rate that was 89.65%. With a precision 
of 96.53% and a phenomenal recall of 94.42%, the proposed 
GAN-CNN hybrid technique stood out as having the highest 
precision and recall rates. These trade-offs between high 
precision and recall, which are crucial for successful 
recognition and detection of objects activities in remote 
sensing images, offer insightful information about how well 
the models perform across various thresholds. 

YOLO v3 scored a mAP of 82.73 among the investigated 
object detection techniques on the remote sensor image dataset 
in Table IV. SSD came in second with an overall rating of 
81.53. With a mAP of 87.81, faster R-CNN displayed 
excellent performance. Notably, CFF-SDN fared better than 
the other approaches, obtaining a noteworthy mAP of 91.51. 
The maximum mAP of 94.32 was demonstrated by the 
suggested GAN-CNN hybrid strategy, outperforming all other 
approaches in Fig. 8. These findings emphasise the efficacy of 
the hybrid strategy and demonstrate its potential to greatly 
outperform both conventional single-model CNN methods and 
other cutting-edge methods in item recognition and detection 
in remote sensing images. 

TABLE IV. MAP VALUES OF DIFFERENT METHODS 

Methods mAP 

YOLO v3 82.73 

SSD 81.53 

CFF-SDN 91.51 

Faster R-CNN 87.81 

GAN-CNN 94.32 

 

Fig. 8. Mean AP Curve for Different Methods. 

VI. CONCLUSION 

The authors propose a novel hybrid GAN-CNN approach 
for object detection and recognition in remote sensing images, 
aiming to address the challenges of diverse backgrounds, scale 
fluctuations, and limited annotated training data. Their method 
stands out through a data augmentation strategy that leverages 
GANs to generate realistic training examples capturing remote 
sensing photo variations, effectively expanding the labeled 
dataset. Notably, they integrate both real and synthetic data 
into their CNN component, combining the strengths of both 
domains. Their approach achieves superior performance, with 
an accuracy of 97.32%, surpassing traditional and pure CNN-
based methods, while also showcasing the ability to generalize 
to unknown remote sensing images, bridging the gap between 
synthetic and actual data and demonstrating the potential of 
merging GANs and CNNs for remote sensing object detection 
and recognition. The evaluation's findings show how this 
hybrid approach can improve efficiency in comparison to 
more conventional CNN-based techniques. The hybrid 
technique solves issues particular to remote sensing images, 
including a lack of data annotations, unbalanced class 
distributions, and complicated backdrops, by introducing 
GANs into the learning pipeline. The GAN element creates 
artificial examples that accurately reflect the geographic 
distribution of targeted objects, enhancing the variety of the 
information and enhancing the generalisation abilities of the 
CNN component. Researchers found increased object 
detection precision, higher identification rates, and greater 
adaptability to difficult backdrops through empirical 
assessments. The combined methodology demonstrated its 
supremacy in remote sensing recognition and detection of 
objects tests by outperforming state-of-the-art techniques. The 
combined technique lowers the dependency on large-scale 
labelled datasets, which are frequently difficult to get in the 
satellite imagery area, by producing artificial data using 
GANs. This characteristic makes the technique realistic and 
adaptable to real-world circumstances by enabling more 
effective inference and training. Although the hybrid strategy 
has produced encouraging results, more study is needed in 
several areas. The accuracy and realistic nature of samples 
produced might be improved by adjusting the GAN design 
and investigating various GAN versions. Exploring various 
CNN designs, hyper parameters, and training methods would 
also offer insightful information for enhancing the efficiency 
of the hybrid technique. New opportunities for effective and 
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precise analysis of remote sensing imagery are made possible 
by its capacity to handle issues unique to remote sensing data, 
enhance performance, and lessen the reliance on data with 
annotations. The use of accurate item identification and 
recognition in decision-making processes is crucial in many 
programmes, such as urban planning, agriculture, 
environmental monitoring, and disaster management. 
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Abstract—Predicting underwriting risk has become a major 

challenge due to the imbalanced datasets in the field. A real-

world imbalanced dataset is used in this work with 12 variables 

in 30144 cases, where most of the cases were classified as 

"accepting the insurance request", while a small percentage 

classified as "refusing insurance". This work developed 55 

machine learning (ML) models to predict whether or not to 

renew policies. The models were developed using the original 

dataset and four data-level approaches resampling techniques: 

random oversampling, SMOTE, random undersampling, and 

hybrid methods with 11 ML algorithms to address the issue of 

imbalanced data (11 ML× (4 resampling techniques + 

unbalanced datasets) = 55 ML models).  Seven classifier 

efficiency measures were used to evaluate these 55 models that 

were developed using 11 ML algorithms: logistic regression (LR), 

random forest (RF), artificial neural network (ANN), multilayer 

perceptron (MLP), support vector machine (SVM), naive Bayes 

(NB), decision tree (DT), XGBoost, k-nearest neighbors (KNN), 

stochastic gradient boosting (SGB), and AdaBoost. The seven 

classifier efficiency measures namely are accuracy, sensitivity, 

specificity, AUC, precision, F1-measure, and kappa. CRISP-DM 

methodology is utilisied to ensure that studies are conducted in a 

rigorous and systematic manner. Additionally, RapidMiner 

software was used to apply the algorithms and analyze the data, 

which highlighted the potential of ML to improve the accuracy of 

risk assessment in insurance underwriting. The results showed 

that all ML classifiers became more effective when using 

resampling strategies; where Hybrid resampling methods 

improved the performance of machine learning models on 

imbalanced data with an accuracy of 0.9967 and kappa statistics 

of 0.992 for the RF classifier. 

Keywords—Risk assessment; machine learning; imbalanced 

data; rapid miner; CRISP-DM methodology 

I. INTRODUCTION 

Insurance underwriting is a critical process that assesses 
and selects risks. In exchange for a premium payment, an 
insurance company agrees to compensate the insured for 
financial losses under the terms of a contract between the 
person or organization and the insurer. Insurance is a vital risk 
management tool that protects individuals and businesses from 
unforeseen occurrences that could cause financial losses. Car 
insurance is one of the most important types of insurance, as it 
protects owners and drivers financially from a variety of 
dangers and uncertainties [1]. 

Risk assessment in the insurance sector is a critical process 
for evaluating the likelihood and severity of potential losses or 
damages for a specific policyholder. In auto insurance, risk 
assessment considers several factors that may increase the 
likelihood of an accident, such as the driver's age, driving 
record, vehicle type, and location. Risk assessment is essential 
in the world of auto insurance for accurately pricing policies 
and ensuring financial viability [2]. 

The global usage-based auto insurance market is projected 
to grow from $57.86 billion in 2023 to $174.33 billion by 
2030, at a compound annual growth rate (CAGR) of 17.1%. 
This growth is being driven by the increasing adoption of 
usage-based insurance (UBI) programs by consumers, as well 
as the growing availability of telematics devices that can 
collect the data needed to calculate UBI premiums. The total 
direct written premium for private passenger auto insurance in 
the United States was $247.1 billion in 2020, which 
underscores the significant size of the car insurance industry 
and the importance of risk assessment in ensuring that 
insurance companies can cover losses and remain financially 
stable [3] [4]. 

Machine learning (ML) has been used to improve the 
accuracy and effectiveness of risk assessment in auto 
insurance. ML algorithms are trained on large amounts of data 
to identify patterns and trends that would be difficult to find 
using traditional methods. This information can then be used to 
make more accurate predictions about the likelihood of an 
accident occurring, which can help insurers to price their 
policies more accurately and make better underwriting 
decisions [5]. 

Imbalance learning is a long-standing challenge in machine 
learning. In the context of auto insurance risk assessment, the 
majority class would be the group that reflects the majority of 
risks. The minority class, on the other hand, would be the 
group that makes up less of the total, such as policyholders 
who are denied insurance renewal. This category may have 
very little data. As a result, the data distribution across dataset 
classifications is often inconsistent in real-world settings. To 
improve the reliability of risk assessment, it is necessary to 
correct erroneous data. Data imbalances can be addressed using 
resampling techniques [6]. 

RapidMiner Studio is a data science platform that provides 
a graphical user interface for designing and deploying ML 
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models. It enables users to preprocess data, build ML models, 
and apply reshaping techniques for unbalanced data. 
RapidMiner supports a wide range of ML algorithms and 
provides tools for evaluating model performance and selecting 
the best model. It is an important tool for handling ML 
algorithms and applying reshaping techniques for unbalanced 
data because it provides a user-friendly interface for 
implementing these techniques without the need for advanced 
programming skills [7] [8]. 

The motivation for this paper is the need for accurate risk 
assessment in auto insurance. Risk assessment is critical for 
accurately pricing policies and ensuring the financial viability 
of insurance companies. However, traditional risk assessment 
methods are often inaccurate due to imbalanced datasets, which 
makes it difficult to predict the risk of underwriting a new 
policy. Machine learning (ML) techniques have been proposed 
to improve accuracy, but they are also susceptible to data 
imbalance problems. 

This paper proposes a new approach to address the 
challenge of imbalanced data in auto insurance datasets by 
using resampling techniques to create a more balanced dataset. 
This could lead to more accurate risk predictions and better 
pricing decisions for insurance companies. Additionally, the 
proposed approach could help reduce the risk of losses and 
automate the risk assessment process, thereby improving 
underwriting efficiency. 

The paper is divided into five sections. Section I introduces 
the topic, followed by Section II, which reviews the related 
work. Section III discusses the methodology, which separately 
describes the phases of the proposed model. Section IV, 
Results and Discussion presents the final steps of the 
methodology and its results. Section V presents the conclusion, 
and discusses the future research directions. 

II. RELATED WORK 

In this section, the current work will review previous 
research efforts in risk assessment, claim prediction, and the 
use of machine learning algorithms and resampling methods. In 
the study of [9], the authors investigated the use of data mining 
tools and methods to develop models for analyzing risk levels 
for the Ethiopian Insurance Corporation (EIC). The study 
found that a decision tree model achieved an accuracy rate of 
0.75 in classifying 3100 policies, while a neural network model 
achieved an accuracy rate of 58. And in [10] , they investigated 
the use of telematics data to predict accident claims. They 
compared the effectiveness of XGBoost and LR methods. LR 
was found to be a suitable model for this task because it is 
interpretable and has good predictive performance with 
accuracy rate of 0.8397. XGBoost requires more effort to 
interpret and requires several model-tuning strategies to match 
the predictive performance of logistic regression. And in [11] , 
the authors aimed to classify participants in the insurance 
renewal process to help companies reduce the claim ratio by 
being more selective in approving them. The proposed method 
involved classifying insurance participants' data using 3,803 
datasets with four attributes and five algorithms to find 
significant features when generating the model. The study 
found that the decision tree (DT) algorithm was the most 
accurate, with an accuracy rate of 0.9540. The DT algorithm 

also showed that the most significant feature in defining 
prospective company assessment was the average age. And in 
[12], the authors used bootstrapping for resampling to evaluate 
two classifiers, RF and SVM, using four metrics: Accuracy, 
Precision, Recall, and F-measure. The experimental results 
showed that the two classifiers scored an overall accuracy of 
0.9836 and 0.9817, respectively. 

And in [13], the authors investigated the use of machine 
learning techniques by auto insurance companies to analyse 
large amounts of insurance-related data and forecast claim 
incidence. They applied a variety of machine learning 
techniques, including LR, XGBoost, RF, DT, NB, and K-NN. 
They also applied the random over-sampling technique to 
address the problem of unbalanced data. The results of the 
study showed that the RF model outperformed all other 
approaches with an accuracy of 0.8677. And in [14], they 
developed 32 machine learning models using various data-level 
approaches to address this challenge. The study found that the 
AdaBoost classifier with oversampling and the hybrid method 
had the most accurate predictions. The study concluded that the 
AdaBoost classifier, using oversampling or the hybrid process, 
can generate more accurate models for analyzing imbalanced 
data in the insurance industry than other models. 

III. METHODOLOGY AND PROPOSED MODEL 

CRISP-DM (Cross Industry Standard Process for Data 
Mining) methodology is adopted to develop the proposed 
model called AIRA-ML (Auto Insurance Risk Assessment-
machine learning) shown in Fig. 1 for predicting risk 
assessment in car insurance. This methodology is used to 
ensure that the model is developed correctly and that it meets 
the needs of the business [15]. AIRA-ML consists of six 
phases: Business Understanding, Data Understanding, Data 
Preparation, Modeling, Evaluation, and Deployment [15]that 
will be explain in this sections and the following two sections  
in details: 

A. Business Understanding 

This phase focuses on understanding business needs, which 
is then used to create an accurate predictive model using 
machine learning techniques. This phase consists of the 
following two sub phases: 

1) Determine business objective: Classify customers using 

historical data such as insured data, vehicle data, and claims 

data for a deeper understanding of the data due to its different 

sources as shown in Table I. The Remark column in Table I 

provides additional insights such as relationships between 

independent variables were determined by preliminary 

examination and expert opinions to identify the dependent 

variable. 

2) Determine machine learning goals: ML techniques in 

auto insurance can provide valuable information but face 

challenges like risk assessment using unbalanced data. Thus, 

this work aims to illustrate the effects of imbalanced data and 

select the most effective resampling technique. 
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Fig. 1. Imbalanced data in the dataset. 

TABLE I. SUMMARY OF THE ATTRIBUTES USED WITH THEIR 

DESCRIPTION 

No. 
Factors 

Group 

Features  

Name 
Description Remark 

1 

In
su

re
d

 d
at

a 

Age Age of Policyholder 
In

d
ep

en
d

en
t 

 
2 Location Address 

3 Job Class of business 

4 Hstatus Health status 

5 Qualification 
Educational 

Qualification 

6 

V
eh

ic
le

 d
at

a 

Make Make of vehicle 

7 Model Model of vehicle 

8 Body Body type of vehicle 

9 Cc Horsepower or CC 

10 Vage Age of vehicle 

11 Use 
Sub class of business 
(based on the purpose of 

use of vehicle) 

12 Availparts 
Availability of spare 

parts 

13 Mileage Mileage 

14 

C
la

im
 d

at
a Premium Premium (averaged) 

15 Tclaimc Total claim cost 

16 Insurance Val Insurance Value 

17 Category  
The level of probability 
of risk 

18 

D
ec

is
io

n
 

Decision 
The decision to accept 
or refuse a policy 

D
ep

en
d

en
t 

B. Data Understanding 

This phase focuses attention on finding, gathering, and 
analyzing the data sets that are used in AIRA-ML model 
phases. This phase is composed of four main tasks: 

1) Collect initial data: a real-life data from an Egyptian 

car insurance company's policy and claims database were used, 

as well as manual formats for collecting vehicle and owner 

information during underwriting and claim requests. 

2) Describe the data: The features in the dataset are 18, as 

shown in Table I, and 30144 records for insurance policy 

renewal that construct the used dataset, where insurance 

policy for 23561 client were renewed and 6583 were refused 

as shown in Fig. 2. This figure shows an imbalanced dataset 

problem that this work will address. 

 

Fig. 2. AIRA-ML model. 

3) Explore data: It is possible to infer remark column to 

explains that relationships between the independent variables 

and determine the dependent variable through preliminary 

examination and expert opinions. The insurance policies were 

classified into one of three possible categories risk (low, 

medium, or high) based on an annual assessment made by the 

insurance company. 17 features were used to classify the 

policies, including "accept the insurance request" and "refusal 

of insurance" as illustrated in Table I. 

4) Verify data quality: This process plays a crucial role in 

enhancing the quality and integrity of the data, through 

checking out data completeness and correctness to enable 

more effective data-driven decision-making and insights 

extraction for the AIRA-ML model. 

C. Data Preparation 

Data preparation involves cleaning, transformation, feature 
engineering, integration, reduction,and splitting the organizing 
raw data for ML algorithm, which form training of 
classification model [8] [16].  These processes were conducted 
through a data science platform offering tools called 
RapidMiner that will be also used throughout all phases of 
AIRA-ML model. 
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1) Data cleaning: Data cleaning is a critical process that 

was performed on identifying and correcting or removing 

errors, inconsistencies, and inaccuracies within a dataset. By 

eliminating duplicate entries, handling missing values, 

correcting formatting issues, and dealing with outliers. In 

order to ensure that the dataset is accurate, reliable, and ready 

for further analysis. 

2) Data transformation: The data transformation is 

performed on the feature that captures whether a car is used 

privately or commercially, which determines a specific feature. 

To facilitate analysis, the "Nominal to Numerical" operator is 

employed to convert categorical feature into numerical values. 

For example, in Table I, "private" is denoted as (1) and 

"commercial" as (0) for car usage. This conversion is applied 

to all categorical features in the analysis and in integral sub-

process step within the AIRA-ML model, as depicted in Fig. 3. 

This ensures that the knowledge obtained from this 

transformation can be effectively utilized across the 

categorical features. 

3) Data integration: This step "Join" combines data from 

different sources, as in the Factors Group in Table I, collecting 

vehicle and owner information during underwriting and claim 

requests. As shown in Fig. 3. 

4) Data reduction: The "Select Attributes" selects only 

the most relevant features for analyzing relationships between 

the independent variables and determining the dependent 

variable through preliminary examination and expert opinions, 

as shown in Table I, and this can be determined through the 

RapidMiner as shown in Fig. 3. 

5) Data splitting: The "Split Data" divides datasets into 

training and testing sets in the AIRA-ML model, splitting the 

data into 30% for testing and 70% for training [14], improving 

model performance and accuracy by ensuring data format and 

relevant features. This comprehensive tool helps organize raw 

data for machine learning training model as illustrated in Fig. 

3[8]. 

D. Modeling 

1) Imbalanced data and a data-level approach: Learning 

from imbalanced data is a challenging problem in machine 

learning, as real-life datasets often have imbalanced class 

distributions where a minority class has fewer samples than 

the majority class. As illustrated in Fig 2. This leads to biased 

results in standard machine learning algorithms. Minority 

classes may have more critical information and higher value, 

making it crucial to distinguish them. To overcome the bias, 

various techniques have been proposed in the field of 

imbalanced learning [16] [17]. 

Unbalanced data has a big impact on classification 
algorithm performance [8]. So this paper discusses resampling 
techniques like Random OverSampler, Random 

UnderSampler, and SMOTE to address data imbalance and 
improve machine learning algorithms' performance. The 
authors compare these techniques and suggest improvements in 
classification algorithm performance. 

a) Data level methods: The data-level approach involves 

oversampling and undersampling techniques to maintain 

balance between classes before classification [18]. And this is 

what it was applied for in the AIRA-ML model, as shown in 

Fig 1, and the implementation is illustrated in Fig. 3. 

 Under-Sampling Methods 

Under-sampling, also known as random under-sampling, is 
a technique to address unbalanced data by removing cases from 
the majority class of the training dataset [18]. 

 Over-sampling methods 

Random Over-Sampling is a bootstrap-based technique for 
binary classification in imbalanced classes. It creates synthetic 
samples using conditional density estimation, working with 
continuous and categorical data. The technique maintains 
constant sample diversity without creating new samples [19]. 

SMOTE (Synthetic Minority Oversampling Technique) is a 
method of oversampling that creates fresh minority samples by 
mixing two minorities with one of their K nearest neighbours 
[6]. 

 Hybrid methods 

Hybrid methods are a mixture of over-sampling and under-
sampling methods at the data level. Hybrid sampling combines 
oversampling and undersampling to increase minority class 
numbers while decreasing majority class numbers. 

2) Implementing the data-level methods 

a) RUS (Random Under Sampling): RUS was 

implemented by simply choosing a random sample from the 

acceptance class ("majority class") that corresponds to the 

number of samples from the rejection class ("minority class"). 

Random undersampling of the majority class was 

accomplished as illustrated in Fig. 3. 

b) ROS (Random Over Sampling): To implement ROS, 

a procedure that produces an equal number of replicants of the 

minority class as samples of the majority class was developed. 

The bootstrapping operator in step resampling Techniques, as 

shown in Fig. 3. By doing several resamples of the original 

dataset using random oversampling of the rejection class with 

replacement, this operator generates a bootstrapped sample 

from the original dataset. 

c) The ROS/RUS (Random Over Sampling / Random 

Under Sampling): The aforementioned approach is modified 

in the ROS/RUS, where a sample size of the acceptance class 

and rejection class is selected in the step with resampling 

techniques as illustrated in Fig. 3. 
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Fig. 3. The Process performed in RapidMiner with AIRA-Ml Model. 

d) SMOTE (Synthetic Minority Oversampling 

Technique): The SMOTE technique was used on the dataset 

until the ratio of minority samples to majority samples is equal 

as illustrated in Fig. 3. 

3) Modeling techniques: In the AIRA-ML model, 11 

machine learning classifiers are used, as previously stated in 

Fig. 1. The AIRA-ML model incorporates 10-fold cross-

validation to ensure fair comparisons by selecting machine 

learning parameters for each model. RapidMiner parameter 

optimization feature is employed to determine the ideal values 

for the chosen parameters, resulting in optimal outcomes 

across various machine learning models. The 10-fold cross-

validation method is utilized by dividing the data into two 

groups: approximately 30% for test data and 70% for training 

data. Models are developed using the training data and 

evaluated using the test data. 

IV. RESULTS AND DISCUSSION 

A. Evaluation 

Evaluation techniques calculate the effectiveness of 
classifiers in selecting the best applied model. Accuracy alone 
may not solve classification problems due to bias in majority 
class results, especially in imbalanced data [13] [16]. 
Consequently, Confusion Matrix evaluation criteria are used 
for measuring accuracy, sensitivity, specificity, precision, 
recall, AUC stands for "Area Under the Receiver Operating 
Characteristic Curve". It is a metric used to evaluate the 
performance of a binary classifier, and F-Measure, are utilized, 
beside Kappa Statistics to accurate more precise insurance 
policy renewal acceptance/ rejection. 

1) Confusion matrix: A confusion Matrix is employed in 

binary classification problems to ensure accurate predictions 

of class outputs and facilitate the comparison between 

predicted and actual classes [16]. The matrix, as shown in 

Table II, displays the proportions of correctly classified 

samples (TP) and incorrectly classified samples (FP/FN). In 

other words, TP signifies renewal acceptance, while TN 

indicates rejection. 

TABLE II. CONFUSION MATRIX 

 Predicted Positive Predicted Negative 

Actual Positive True positive (TP) False negative(FN) 

Actual Positive False positive (FP) True negative (TN) 

Accuracy is the fraction of predictions rate for insurance 
state are correct which is calculated in ―(1)‖, Sensitivity is the 
true positive ratio of positively classified cases that are actually 
positive for rejected insurance policies. Which is calculated 
using ―(2)‖ Specificity is true negative rate of negatively 
classified cases that are actually negative for accepted 
insurance policies which is calculated using ―(3)‖ [13] [20].  

Accuracy= (TP+TN)/ (TP+FP+TN+FN) (1) 

Sensitivity=TP/(TP+FN) (2) 

Specificity=TN/(FP+TN) (3) 

The   metric ―(4)‖ is the percentage of the relevant 
outcomes that assess the reliability of the classification and 
determine the appropriateness of acceptance or rejection 
decision. A recall ―(5)‖ is a measurement of how many positive 
instances were correctly identified as positive, especially for 
imbalanced datasets [13] [20]. 

Precision =TP/(TP+FP) (4) 

Recall =TP/ (TP + FN)  (5) 

The F-measure also known as the F1 score ―(6)‖ is a 
measure of a model's performance that takes into account the 
averaging of precision and recall. 

F-measure= (2* Precision* Recall) / (Precision+Recall) (6) 

2) Kappa statistics: Kappa statistics play a valuable role 

in assessing prediction success for both class acceptance and 

rejection, considering factors beyond accuracy. This is 

particularly important when dealing with datasets that exhibit 

significant imbalance class. Kappa ―(7)‖ takes into account the 

agreement between model predictions and actual labels, 

providing a measure of agreement that goes beyond accuracy 

alone [13]. 
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K=(Pr(a)-Pr(e))/(1-Pr(e)) (7) 

Where: 

Pr(a) represents the observed agreement between the raters, 
which is the proportion of cases where the raters agree. 

Pr(e) represents the expected agreement between the raters 
by chance. 

Results of 11 machine learning classifiers on unbalanced 
data without any resampling models applied are shown in Fig. 
4. The result highlights the highest accuracy rate in the 
classifiers with DT achieving an accuracy of 0.9015, because 
of machine learning techniques often ignore the minority class 
(rejection class) and allocate most cases to the majority class 
(acceptance class). Moreover, a direct proportion relationship 
can be seen between accuracy and specificity, whenever 
accuracy is high, the specificity of 0.949 is high as well due to 
the model consistently predicting the majority class, but 
reduced sensitivity to 0.6333. Precision is low at 0.8768 
because the model frequently predicts the minority class 
incorrectly. The F-measure is also low at 0.1482 due to the 
combination of low precision and recall of 0.6333. Among the 
classifiers, kappa is low at 0.3267 because the model is not 
very good at predicting the minority class, and AUC is 
misleading because it is high and the model is not very good at 
predicting the minority class. On the other hand, the MPL 
classifier had the lowest performance measures (accuracy = 
0.6888, sensitivity = 0.0825, specificity = 0.92121, AUC = 
0.5021, precision = 0.7294, F1-measure = 0.14823, and kappa 
= 0.0871). 

 

Fig. 4. Classifiers metrics for imbalanced data. 

Fig. 5 shows the results of machine learning algorithms on 
imbalanced data that has been resampled using random 
oversampling. The accuracy results are not significantly 
improved, with the SVM classifier achieving an accuracy of 
0.8736. This is understandable given that most models predict 
with poorer accuracy on balanced data, as they consider all 
classes at the same time. Accuracy is a simple metric to 
understand, but it overlooks several important factors that must 
be considered when evaluating a classifier's output. Therefore, 
we used additional metrics. Additionally, it is noteworthy that 
the sensitivity for all models with imbalanced data is lower 
than the sensitivity for balanced data created by random 
oversampling. This is because random oversampling does not 
address the class imbalance problem in a principled way. It 
simply increases the number of minority class samples lead to 
overfitting. The specificity for the SVM classifier is 0.8601, 

with a high F-measure of 0.9366. This is due to the 
combination of high precision 0.9662 and recall 0.9087. The 
kappa is low 0.4514 because the model is not very good at 
predicting the minority class. The AUC is also not very good 0. 
8841. The KNN classifier has the lowest performance 
measures. The accuracy is 0.5563, the sensitivity is 0.4594, the 
specificity is 0.5934, the AUC is 0.5261, the precision is 
0.7444, the F-measure is 0.5681, and the kappa is 0. 112. 

Overall, the results show that random oversampling is not 
an effective way to address the class imbalance problem in 
machine learning. Other principled approaches, such as 
SMOTE or hybrid method, are applied to improve the 
performance of imbalanced data. 

 

Fig. 5. Classifiers metrics using the ROS method. 

The results of machine learning algorithms on imbalanced 
data that has been resampled using random undersampling are 
shown in Fig. 6.  The high precision for many classifiers, such 
as random forest (RF) 0.9823 and Artificial Neural Network 
ANN 0.9505, is because the model frequently predicts the 
minority class correctly. The F-measure is also high for RF 
0.9669 due to the combination of high precision and recall 
0.9521, the kappa is high with comparison with Fig. 4 and 
Fig.  5. Moreover, such as ANN 0.4514, the model is very 
good at predicting the minority class. The AUC is 0.8391, and 
accuracy is 0.8713, specificity is 0.799. On the other hand, the 
KNN classifier has the lowest performance measures. With 
accuracy of 0.5001, sensitivity of 0.6913, specificity of 0.4268, 
AUC of 0.5591, precision is 0.7833, F1-measure of 0.7344, 
and kappa of 0.254. 

Additionally, Random undersampling is a technique that 
reduces the number of majority class samples in a dataset. This 
can help to improve the performance of machine learning 
models on imbalanced data, as it reduces the bias towards the 
majority class. However, the results show that random 
undersampling can be an effective way to address the class 
imbalance problem in machine learning. 

The best performance with SMOTE is DT classifier as 
shown in Fig. 7 With an accuracy of 0.8575, sensitivity of 
0.9521, specificity of 0.8212, AUC of 0.9521, precision of 
0.8871, F1-measure of 0.9184, and a kappa of 0.483, while the 
lowest performance at SMOTE is the KNN classifier with an 
accuracy of 0.5844, sensitivity of 0.4159, specificity of 0.6490, 
AUC of 0.4159, precision of 0.5321, F1-measure of 0.4668, 
and kappa of 0. 225. The result of the SMOTE resampling 
method has shown the improvement for sensitivity and 
specificity of the model. For example, the ANN classifier of 
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the SMOTE results has significantly improved with a 
sensitivity of 0.9087 and a specificity of 0.8212; in comparison 
with the ANN classifier without SMOTE, which has a 
sensitivity of 0.6333, and a specificity of 0.8823 as shown in 
Fig. 4. The SMOTE resampling method is also improving the 
performance of other classifiers, such as the DT classifier and 
the KNN classifier. Overall, the results show that the SMOTE 
resampling method is an effective way to improve the 
performance of machine learning models on imbalanced data, 
which leads to a more accurate and reliable model. 

The hybrid resampling methods are more effective than 
random oversampling or undersampling alone. This is because 
they are able to create a more balanced dataset without 
overfitting the models. 

 

Fig. 6. Classifiers metrics using the RUS method. 

The results are shown in Fig. 8. The random forest (RF) 
classifier with hybrid resampling has the best performance, 
with an accuracy of 0.9967, an AUC of 0.994, a precision of 
0.9977, an F-measure of 0.9975, and a kappa of 0.992. This 
means that the RF classifier is very accurate in predicting 
whether accept or reject the renewal of the policies. It also has 
the smallest gap between sensitivity of 0.9977 and specificity 
of 0.9959, which is an important performance indicator while 

the MLP classifier has the lowest performance, with an 
accuracy of 0.5242, a sensitivity of 0.5029, a specificity of 
0.5323, an AUC of 0.5171, a precision of 0.7388, an F-
measure of 0.5984, and a kappa of 0.0497. 

Table III compare the purposed model (AIRA-ML model) 
with earlier studies that used other model and resampling 
technique. The data was preprocessed in both its balanced and 
unbalanced states to improve the accuracy of training result 
and the effectiveness of machine learning algorithms. 

 

Fig. 7. Classifiers metrics using the SMOTE method. 

 

Fig. 8. Classifiers metrics using the hybrid method. 
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Finally, the hybrid approach performs is much better than 
the results of the earlier research. This approach, which is very 
accurate with predicting the decision of policies renewal at the 
same time as an essential performance indicator, that has the 
smallest gap between sensitivity and specificity. AUC, F1-
score, and Kappa statistics are used as other Performance 
Measures to ensure that the model is effective as a trustworthy 
instrument for risk assessment and insurance policies activities 
in the insurance industry. 

B. Deployment 

The deployment of the model is beyond the scope of this 
work and is the responsibility of the insurance company. The 
purpose of the model is to increase knowledge of the data, and 
the knowledge gained will need to be organized and presented 
in a way that the customer can use it. The research in this paper 
was conducted primarily for academic purposes, but the results 
can be used by the financial sector to apply machine learning 
technology to improve their business practices and gain a 
competitive edge. 

However, the research has identified a task that needs more 
consideration in future work. Proper handling and concern for 
information are strongly recommended in data mining 
research. 

V. CONCLUSION AND FUTURE WORK 

The insurance industry faces a significant challenge in 
predicting risk assessment in insurance policies. Thus, this 
paper proposes an accurate predictive model using machine 
learning (ML) and resampling techniques to assist insurance 
companies in making better pricing decisions. The results 
demonstrate that ML can be used to create an accurate 
predictive model for auto insurance risk, which can improve 
insurance acceptance and pricing decisions. Additionally, the 
results demonstrate that ML can be effective in addressing data 
imbalance problems in the auto insurance sector. The hybrid 
resampling technique outperformed all other resampling 
techniques, achieving an accuracy of 99.6% for the random 
forest (RF) classifier. This suggests that the hybrid resampling 
method is a promising approach for dealing with class 
imbalance problems in ML. 

Further research is required to compare the efficiency 
measures using various datasets from various fields to prove 
the prediction efficiency of a random forest classifier with 
resampling methods to solve the imbalanced data problem. 
And future work may be done in the following directions: 
Using hybrid resampling techniques to improve comparison 
and performance with machine learning classifiers, apply this 
methodology to other sectors of insurance or any other sector 
with the same problem, which has an imbalance of data. 
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Abstract—Full truckload (FTL) shipment is one of the largest 

trucking modes. It is an essential part of the transportation 

industry, where the carriers are required to move FTL 

transportation demands (orders) at a minimal cost between pairs 

of locations using a certain number of trucks available at the 

depots. The drivers who pick up and deliver these orders must 

return to their home depots within a given time. In practice, 

satisfying those orders within a given time frame (e.g., one day) 

could be impossible while adhering to all operational constraints. 

As a result, the investigated problem is distinguished by the 

selective aspect, in which only a subset of transportation 

demands is serviced. Furthermore, travel times between nodes 

can be uncertain and vary depending on various possible 

scenarios. The robustness subsequently consists of identifying a 

feasible solution in all scenarios. Therefore, this study introduces 

an MILP-based lexicographic approach to solve a robust 

selective full truckload vehicle routing problem (RSFTVRP). We 

demonstrated the proposed method’s efficiency through 

experimental results on newly generated instances for the 

considered problem. 

Keywords—Vehicle routing problem; full truckload; robust 

optimization; MILP-based lexicographic approach; uncertain 

travel time 

I. INTRODUCTION 

The vehicle routing problem (VRP) is one of the various 
investigated combinatorial optimization problems [1]. Its 
tendency is due to its concrete application in the logistics and 
transportation domains. These fields play an essential role in 
the modern market economy by assuring the movement of 
goods from factories to customers. The FTVRP is a variation 
of the VRP that has previously garnered limited scientific 
interest. This problem has a significant application to the 
truckload industry, where the carriers must service FTL 
transportation demands (known in the literature as orders or 
commodities) at a minimal cost between pairs of locations 
utilizing an available fleet of trucks. They are given a network 
of sites with FTL orders to be shipped between some pairs of 
locations. These orders must be shipped using a certain number 
of trucks available at the depots. The drivers who pick up and 
deliver these orders must return to their home depots 
(domiciles) within a given time. The problem is determining 
the least-cost truck routes so that every order is picked up at its 
source and shipped to its destination. A typical truck would 
leave the depot, pick up a commodity, deliver the commodity, 
travel empty, pick up another commodity, deliver the 
commodity, and so on. Finally, after picking up and delivering 
some orders, the truck returns to its domicile. Moreover, each 
order must be picked between certain hours only. In other 

words, every pickup must only be made between a specific 
pickup time window. Once the order is picked up, it must then 
be delivered to its destination. Depending on the specific 
problem, the delivery can be made at any time or within a 
specified delivery time window only. If a driver reaches a 
pickup location early, he usually has to wait until the open 
time. In some instances, the driver may be paid based on a 
certain hourly rate for staying. The integration of the time 
constraints in the FTL transportation problem gives rise to the 
FTVRP with time windows (FTVRPTW). Furthermore, 
trucking companies can service their clients through numerous 
depots, with each client assigned preferentially to one depot 
(multi-depot FTVRP, FTMDVRP).  

On the one hand, meeting all of the aforementioned 
attributes may prevent the trucks from honoring all orders. 
Therefore, the selective feature of the problem is introduced by 
relaxing the requirement of servicing all transportation 
demands within a limited time (selective FTVRP, SFTVRP). 
The goal may be the maximization of the collected total profit, 
in which a profit is associated with each order, the 
minimization of the whole travelling costs, in which the 
assignment covers as many feasible orders as possible, or the 
optimization of a combination of both. 

On the other hand, travel between a pair of locations might 
be made via multiple paths. However, the optimal one with the 
shortest travel time will usually be traversed. In practice, the 
travel time is uncertain and dependent on specific 
circumstances (peak traffic hours, weather conditions, 
accidents, and so on). As a result, this paper investigates a 
robust selective full truckload multi-depot vehicle routing 
problem with time windows (RSFTMDVRPTW) under 
uncertainty in transportation time as a set of discrete scenarios. 
Each one illustrates an eventual situation that could occur 
throughout the shipping period. In each scenario, we consider 
that a fixed number of edges connecting locations are 
perturbed, and the travel times along those edges differ from 
the ideal ones. In this study, we formulate the 
RSFTMDVRPTW as a mixed-integer linear programming 
(MILP) model under uncertainty and the multi-objective facet, 
which addresses two functions: an economic component to be 
maximized and a component related to the worst observation of 
the total travel time over all scenarios to be minimized. These 
two objectives are conflicting in that increasing profit 
necessitates servicing more commodities, resulting in a longer 
transit time.  

Many papers in the literature have been devoted to 
introducing, formulating, and solving FTVRP variants. Among 
them, the SFTVRP was solved using mathematical models, 
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exact solvers, meta-heuristics, and hybrid methods. The 
novelty of the problem under consideration is that the SFTVRP 
is treated in a robust backhaul trucking context while 
considering two objectives. As a result, combining the robust 
and selective aspects helps to bring the model closer to reality. 

The remainder of this study is organized as follows: Section 
II describes some of the related works. Section III then 
formulates the RSFTMDVRPTW, while Section IV describes 
our MILP-based lexicographic approach. Section V presents 
the experimental findings. Finally, Section VI concludes the 
paper and suggests some future research directions. 

II. RELATED WORKS 

Over the last two decades, many researchers have studied 
various FTVRP variants by adding constraints to the 
fundamental problem to better match real-world applications. 
Different approaches are used to solve these variants. 
Interested readers are referred to [2] for a detailed review of 
FTVRPs. To position our study in relation to the literature, we 
classified the various contributions of selective FTVRP 
(SFTVRP) variants based on whether the routes primarily 
contain the FTL shipment, transportation demand selection, 
multiple depots, time window constraints (TWs), and 
uncertainty. Table I outlines the most critical SFTVRP-related 
works and the current study features. 

Ball et al. [3] were the first to introduce the multi-depot 
SFTVRP (SFTMDPDP). The problem consists of constructing 
routes for private vehicles and subcontracting chemical product 
commodities to common carriers with the goal of decreasing 
total cost while meeting a maximum time limit on truck routes. 
For resolving the FTMDPDP, three heuristics are proposed: a 
greedy insertion strategy (GI) and two algorithms based on the 
route-first, cluster-second (RF-CS) technique. Wang and 
Regan [4] investigated an SFTVRP with time windows 
(SFTPDPTW) considering only loading TWs, in which the 
objective is to minimize the empty travelling cost while serving 
the maximum number of orders within their time constraints. 
They devised an iterative strategy for resolving the problem by 
employing the window-partition-based (WPB) algorithm. 
Miori [5] proposed a TS algorithm for solving a similar 
SFTVRPT without TWs and with the same later goal. Li and 
Lu [6] presented a hybrid GA based on improved savings for 
an SFTVRP with split orders and the objective of maximizing 
the total profit. Liu et al. [7] developed a memetic algorithm to 
solve an SFTVRP in collaborative transportation. Another 
SFTVRPT in the collaborative logistics context was presented 
in [8]. The authors formulated the problem as an MILP model 
with the objective function of minimizing the total cost. They 
proposed a branch-and-cut-and-price-based heuristic to solve 
the model. Wang et al. [9] considered an SFTVRP with 
heterogeneous fleet application in the petrochemical industry 
that involves rich features, including multiple loading 
locations, optional orders, and loading dock capacity 

limitations. They presented an MILP mathematical model for 
the problem, which is solved using the commercial solver 
Gurobi. 

Yang et al. [10], Tjokroamidjojo et al. [11], and 
Zolfagharinia and Haughton [12] used some rolling horizon 
approaches (variants of re-optimization or heuristics) to deploy 
dynamic SFTVRP variants. A fraction of orders to be carried in 
a given day become known only a short time before service is 
needed, truck movements are added to the system as the day 
advances, and orders must periodically be reassigned. Li et al. 
[13] addressed a dynamic SFTVRP in a collaborative context 
in which the carrier can dynamically select its collaborative 
requests based on the surplus of its transport capacity in the 
collaborative process. The authors proposed a mixed integer 
programming (MIP) model for the problem, aiming to 
maximize the carrier’s total profits after outsourcing requests. 
The model is solved through CPLEX software. Annouch and 
Bellabdaoui [14] proposed an adaptive GA to solve the open 
FTMDVRPTW with split delivery (FTOVRPTWSD) in the 
liquefied petroleum gas (LPG) distribution industry. The 
FTVRP variant addressed in this study is not selective, and the 
robustness aspect is not considered. 

In our previous studies, we investigated a mono-objective 
variant of the selective FTMDVRPTW (SFTMDVRPTW) in 
an empty return context. The objective is to maximize the total 
profit of selective routes. The resolution of this problem is 
based on the development of mathematical models, exact 
solvers, meta-heuristics, and hybrid methods. We described a 
mathematical formulation of the SFTMDVRPTW as an MILP 
model [15]. Numerical results on small and medium-size 
instances are presented using the CPLEX solver. To solve 
larger instances, we developed, adapted, and applied some 
heuristic methods: an ant colony system (ACS) [16], a genetic 
algorithm (GA) [17-18], and a reactive tabu search (RTS) [19]. 

To the best of our knowledge, while uncertainty is present 
and relevant, it is rarely addressed for SFTVRP variants. 
Hammami et al. [20] investigated an SFTVRP with uncertain 
clearing prices. They developed an exact non-enumerative 
algorithm to obtain optimal solutions for small instances and a 
two-phase hybrid heuristic to solve larger instances. 

The main contributions of this paper can be summarized as 
follows: 

 Formulate the RSFTMDVRPTW as an MILP model 
under uncertainty and the multi-objective facet, which 
addresses two conflicting functions: an economic 
component to be maximized and a component related to 
the worst observation of total operation time to be 
minimized. 

 Introduce a MILP-based lexicographic method for 
solving the RSFTMDVRPTW. 
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TABLE I. POSITION OF OUR STUDY IN RELATION TO THE FTVRP LITERATURE 

 
Note: Het: Heterogeneous Fleet; MD: Multi-Depot; Cap: Capacitated; SD: Split delivery; S: Selective; D: Dynamic; U: uncertainty; TT: Travel time; #Veh: Number of vehicles; #Ord: Number of served orders; EMV: 

Empty vehicle movements; E: exact; H: heuristic; SSBM: Single solution-based metaheuristic; PBM: Population based metaheuristic; RHA: Rolling horizon planning approach; RF-CS: Route-first, cluster-second.  

III. A MATHEMATICAL FORMULATION OF THE 

RSFTMDVRPTW 

A. Problematic 

This study addresses a variant of the full truck vehicle 
routing problem under uncertainty in transportation time 
(RSFTMDVRPTW). The position of the problem is as follows. 
Assume a set of n orders to be served by a fixed fleet of m 
trucks. Each truck k is characterized by a starting point   , an 

ending point   , an earliest service start date   
    and a latest 

service end date   
   . Each order                is 

characterized by a collection point    (origin) and a delivery 
point    (destination), a profit    (determined on the basis of 
the distance between origin and destination), a loading time 

window    
      

      and an unloading time window 

   
      

    . The travel time for each arc       
{        }  {(       )}  {        }  {       }  is 

described by a set of    scenarios    
 

 (            , where 

each scenario reflects a potential time requirement for a truck 
traversing arc      . 

The problem consists of selecting a subset of orders to be 
served and assigning them to trucks, thus finding an optimal 
sequence of orders assigned to each truck while maximizing 
total profit, minimizing the worst observation of the total travel 
time over all scenarios and respecting availability and time 
window constraints. Fig. 1 depicts a solution representation for 
an RSFTMDVRPTW instance with two trucks and 14 orders. 

B. A discrete Scenario-based MILP Model 

In this section, we propose an MILP model of the 
RSFTMDVRPTW, in which a set of discrete scenarios 
represents the uncertain travel times. The distribution of the 
uncertainty parameters is assumed to be unknown. As a result, 
all scenarios are generated uniformly. Table II defines all data 
and variable notations. Next, the objectives and constraints are 
introduced and explained. 

Year TW Het MDCap SD S D type Method

• RF-CS

• Greedy insertion

Min. EMV

Max. #Ord

E • Re-optimization

H • RHA

E • Re-optimization

H • RHA

2010 x Min. cost  Academic PBM Memetic Algorithm

Min. cost  

Max. #Ord

Min. #Veh

2014 x x x Max. profit Service transportation PBM Hybrid Genetic Algorithm

2014 x x x x Max. profit Service transportation H  RHA

2015 x x x Max. profit Service transportation E CPLEX

2017 x x x x Max. profit Academic PBM Ant Colony System

E • Branch-and-Cut

H • Hybrid heuristic

2021 x x x x Min. cost Service transportation E Gurobi

E • CPLEX

PBM • Genetic Algorithm

2021 x Min. cost Academic E Branch-and-cut-and-price

Max. profit

Min. worst TT
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Fig. 1. An illustration of the RSFTMDVRPTW. 

TABLE II. DECISION VARIABLES AND PARAMETERS OF THE MILP 

MODEL OF THE RSFTMDVRPTW 

Notation Meaning 

  Number of trucks  

   Departure depot of truck k 

  
    Earliest service start time of truck k 

   Arrival depot of truck k 

  
    Latest service end time of truck k  

  Number of commodities 

{       } Set of commodities 

   Collection point (origin) of the commodity    

    Delivery point (destination) of the commodity    

   profit associated with commodity    

  
    Earliest time to load the commodity    

    
    Latest time to load the commodity    

  
    Earliest time to unload the commodity    

    
    

Latest time to perform the unloading of the commodity 

   

   Number of scenarios 

  Set of possible scenarios 

  
 
 

Travel time between collection and delivery points of 

the commodity    under scenario     

   
 

 

Empty travel time from the collection point of 

commodity    to the delivery point of commodity    

under scenario     

   
  

 
Empty travel time from departure depot    to the 

collection point of commodity    under scenario     

      
  

 

Empty travel cost from the delivery point of 

commodity    to the arrival depot    under scenario 

     

  A big number 

Decision variables 

   
  

Binary decision variable that indicates whether the 

truck 𝑘 visits commodity    immediately after 

commodity    

    
  

 
Start time of the loading of commodity    on truck k 

under scenario     

    
  

 
Start time of the unloading of commodity    from 

truck k under scenario     

    
  

 
Amount of time to wait before the loading of 

commodity    of truck k under scenario      

    
  

 
Departure time of service of truck k from its starting 

depot    under scenario    

      
  

 
Arrival time of truck k at its finishing depot    under 

scenario     

The MILP model of the RSFTMDVRPTW is given as 
follows: 
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The problem represents a bi-objective optimization 
problem. The first objective function (1) seeks to maximize the 
total profit obtained from the selected commodities and the 
second objective function (2) aims to minimize the worst total 
operation time of all trucks over all considered scenarios. 

Constraints (3) ensure that for all scenarios, the total 
operation time (empty travel time (first term), full travel time 
(second, third, and fourth terms), and waiting time before 
loading and unloading commodities (fifth term)) needed by all 
trucks does not exceed        . Constraints (4) and (5) imply 
that each collection and delivery location can be visited at most 
once. Constraint (6) guarantee that each truck must begin its 
journey from its starting depot. Constraints (7) ensure the 
conservation of flow; once a truck has packed an order, it must 
unload it at the corresponding delivery location. Constraint (8) 
guarantee that each truck finishes its route at the arrival depot. 
Constraints (9) and (10) ensure that each truck cannot return to 
its departure depot and cannot visit any point after its arrival 
depot. Inequalities (11)-(21) are used to compute the truck start 
time, the start time of the loading/unloading of commodities, 
and the time to wait at loading points in all scenarios. The time 
window constraints are respected using Inequalities (11)-(14). 
Constraints (15) require, at a commodity level, that the 
unloading time be greater than the sum of the loading time and 
the time from the commodity’s collection location to its 
delivery location. Constraints (16) and (17) impose that loading 
a commodity onto a truck can only start after the truck has left 
its departure depot. Constraints (18) and (19) ensure that a 
truck can only pick up the next commodity after unloading the 
previous one, and displacement occurs. Constraints (20) and 
(21) guarantee that a truck can only unload a commodity if it 
can arrive at the arrival depot before the latest service end time. 
Finally, constraints (22)-(26) specify the appropriate values for 
decision variables. 

IV. MILP-BASED LEXICOGRAPHIC APPROACH FOR THE 

RSFTMDVRPTW 

Multi-objective optimization (MOO) problems involve 
optimizing more than one objective function simultaneously, 
which is usually in conflict, so improving one leads to 
worsening another. The lexicographic approach is a widely 
used solution method for MOO [21]. Fig. 2 depicts a general 
example of the lexicographic method in which the decision 
maker begins by ranking the objective functions in order of 
importance and then solves sequentially mono-objective 
problems starting with the most critical function and 
progressing to the least critical function. The lexicographic 
approach, similar to other methods (epsilon constraint, 
weighted sum, and so on), does not require any parameter 
configurations. Moreover, once the decision maker has 
prioritized one objective function over the other, it can provide 
a Pareto-optimal solution for the MOO problem. 
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Fig. 2. Principles of the lexicographic optimization approach. 

In this study, we use a lexicographic method based on the 
MILP formulation already defined. The selective aspect 
facilitates the ranking of the objective functions. This ranking 
was chosen on the grounds that maximizing the profit can 
reflect a higher quality of service, as well as on the grounds 
that beginning with the minimization of total travel time will 
generate a solution where no delivery commodity is assigned to 
trucks, where each route of a truck 𝑘 will be the shortest path 
from departure point    to end depot    to obtain the lowest 
travel time. Therefore, we maximize the first objective    (the 
collected profit) first and then minimize the second objective    
(the total travel time) based on the obtained solution for   . As 
a result, the original MILP model is transformed into two 
sequential models      and      as follows: 

          
         

                  Subject to                      

          
         

                       {
                   

     
  

V. COMPUTATIONAL EXPERIMENTS 

The computational experiments were performed using the 
AMPL programming language with CPLEX solver (version 
12.7) on a laptop computer Intel Pentium Core i7- 4790 with 
3.6 GHz and 16 GB of RAM memory. 

The experiments are conducted across adapted 
SFTMDVRPTW instances proposed by EL Bouyahyiouy and 
Bellabdaoui [17], which are generated based on three classes 
       of Solomon’s VRPTW benchmark instances [22]. 
‘ ’ means that the points are clustered, ‘ ’ indicates that the 
points are random, and ‘  ’ denotes that the points are both 
clustered and random. 

In this study, the tests were restricted to the   problem 
class since it is most relevant to the FTVRP variant and the 
most difficult to solve. We used eight different instances from 
the datasets of El Bouyahyiouy and Bellabdaoui [17] with two 
different types of time windows (                and 
                ). We have adapted these instances to 
the RSFTMDVRPTW by adding a number of scenarios. A 
fixed number of arbitrary edges is selected in each scenario, 
and their travelling times are perturbed. Therefore, 96 new 
instances are generated and solved with the MILP-based 
lexicographic method. 

Each instance is labelled as              , where: 

   is the instance ID. 

   gives the number of orders,   {     }. 

   gives the number of trucks,   {   }. 

    denotes the number of scenarios, 

     {         }. 

   denotes the uncertainty level,   {       } . The 
travel time on each perturbed edge for each scenario 
varies on the interval                                
            , where        denotes the Euclidean 
distance between any two points (shortest time) 

   denotes the number of perturbed edges for every 
scenario, representing     or     of the total edges 
for each instance. 

Table III summarizes the results performed on the 96 
generated instances.         denotes the worst observation of 
the total travel time over all scenarios, and CPU represents the 
running time for CPLEX. For each instance, CPLEX is run for 
two-hour-time limits. 

Table III shows the following observations: 

 The proposed MILP-based lexicographic method 
performs well in all instances with 20 commodities 
where the CPLEX solver can provide optimal solutions 
in a relatively short time. When the number of 
commodities is increased to 50, CPLEX is unable to 
solve some instances optimally within 2 hours. 

 As expected, the CPU time is significantly impacted by 
the number of commodities, the width of the time 
windows, and, in particular, the selective aspect (i.e., 
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the number of unselected commodities in the obtained 
optimal solution). In all cases, as the number of 
unselected orders grows, the trucks cannot select some 
orders, resulting in increased CPU time. 

 Furthermore, the number of scenarios and the 
uncertainty level directly affect the CPU time. As the 
values of these two parameters grow, so does the 
difficulty of resolving the instances.  

 If the uncertainty level is set to 100, the travel time will 
likely be doubled. Utilizing many scenarios can 
diminish the uncertainty of travel time, resulting in 
more conservative estimates of the total worst-case 
travel time for all assumed scenarios. 

 When comparing two different instances, a larger 
number of perturbed edges does not always imply a 
lower profit because those edges are selected randomly 
(e.g.,                    and 
                   have optimal profits of 5852 
and 5841, respectively). 

The robust aspect can significantly increase the problem’s 
complexity, impacting the CPU time required to obtain a 
Pareto-optimal solution. Furthermore, the reported solutions 
are still worse than or equal to the non-robust solutions 
computed employing just the ideal scenario [17]. However, the 
feasibility of the obtained solution, over all scenarios, is the 
main advantage of robust optimization. 

TABLE III. RESULTS OF THE PROPOSED MILP-BASED LEXICOGRAPHIC METHOD ON THE 92 GENERATED INSTANCES 

Instance 𝑷𝒓𝒐𝒇𝒊𝒕 𝑻𝑻𝒘𝒐𝒓𝒔𝒕. CPU (s) Instance 𝑷𝒓𝒐𝒇𝒊𝒕 𝑻𝑻𝒘𝒐𝒓𝒔𝒕. CPU (s) 

                 2760 740 99.88                  5942* 2175* 5726.6 

                 2743 783 152.52                  5925 2218 6277.47 

                  2710 867 175.88                   5892 2302 6981,85 

                  2750 920 206.91                   5932 2355 6984,030 

                 2760 814 229.75                  5939 2249 6425.61 

                 2730 858 292.39                  5780 2293 6535.11 

                  2740 907 306.93                   5734 2342 7200 

                  2650 959 378.85                   5816 2394 6896.57 

                  2710 823 490.02                   5822* 2258 7200 

                  2760 863 557.05                   5759 2298 6615.23 

                   2740 922 621.41                    5841 2357 6841.13 

                   2740 952 687.18                    5852 2387 6558.90 

                 1769 735 19.5                  5717 2180 6874.16 

                 1757 778 72.14                  5700* 2223 6926.8 

                  1753 862 95.5                   5667* 2307 6950.16 

                  1747 915 126.53                   5707* 2360 6981.19 

                 1744 809 149.37                  5717* 2254 7200 

                 1714 853 212.01                  5687* 2298 7200 

                  1749 902 226.55                   5697* 2347 6236.75 

                  1759 954 298.47                   5607* 2399 7200 

                  1759 818 409.64                   5667* 2263 7147.10 

                  1755 858 476.67                   5717* 2303 7200 

                   1739 917 541.03                    5697 2362 7155.41 

                   1724 947 606.8                    5667 2392 7182.44 

                 3020 1220 17.7                  6008* 3372* 5500.5 

                 3020 1263 70.34                  5991 3415 5553.14 

                  3020 1347 93.7                   5958 3499 5576.5 

                  3020 1400 124.73                   5998 3552 5607.53 

                 3020 1294 147.57                  6008 3446 5630.37 

                 3020 1338 210.21                  5978 3490 5693.01 

                  3020 1387 224.75                   5988 3539 5707.55 

                  3020 1439 296.67                   5898 3591 5779.47 

                  3020 1303 407.84                   5958 3455 5890.64 

                  3020 1343 474.87                   6008 3495 5957.67 

                   3020 1402 539.23                    5988 3554 6022.03 

                   2970 1432 605                    5988 3584 6087.8 

                 2819 1219 15.9                  5840 3530 5099.16 

                 2802 1262 68.54                  5820* 3354* 6702.54 
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                  2769 1346 91.9                   5780* 3438* 6649.9 

                  2809 1399 122.93                   5830* 3491 6856.93 

                 2819 1293 128.77                  5770* 3385 6779.77 

                 2809 1337 215.41                  5740* 3429 7200 

                  2749 1386 310.95                   5700* 3311 7200 

                  2799 1438 332.87                   5700* 3478 6928.87 

                  2789 1302 424.04                   5720* 3394 7165.04 

                  2809 1342 500.07                   5710* 3434 6877.07 

                   2759 1401 520.43                    5720* 3576 7189.43 

                   2789 1431 560.2                    5700* 3523 7190.23 

* Indicates a feasible solution 

VI. CONCLUSIONS AND FUTURE RESEARCH 

In this work, we have studied an essential variant of the full 
truck vehicle routing problem under uncertainty in 
transportation time, notably a robust selective full truckload 
multi-depot vehicle routing problem with time windows 
(RSFTMDVRPTW), in which a set of discrete scenarios 
represents uncertain travel times. We have proposed a discrete 
scenario-based MILP model for the RSFTMDVRPTW under 
the multi-objective facet, which addresses two conflicting 
functions: an economic component to be maximized and a 
component related to the worst observation of total operation 
time to be minimized. To solve the RSFTMDVRPTW, we 
have used an MILP-based lexicographic method, which 
maximizes the collected profit first and then minimizes the 
worst observation of total travel time based on the obtained 
solution for the first objective. 

The considered approach was solved using CPLEX 12.6 
and tested on 96 newly generated instances of up to 50 orders 
and five trucks adapted from the literature. The encouraging 
results demonstrate that the proposed lexicographic method 
provides a plausible Pareto-optimal solution for all instances 
with 20 commodities within an acceptable computing time. 
However, when the number of commodities is increased to 50, 
CPLEX cannot solve some instances optimally within 2 hours. 
Indeed, we remarked that the selective aspect, the values of the 
number of scenarios, and the uncertainty level strongly impact 
the proposed lexicographic method. Furthermore, the reported 
solutions are still worse than or equal to the nonrobust 
solutions computed employing only the ideal scenario. 
However, the feasibility of the solution over all scenarios is the 
main advantage of robust optimization. 

As the problem is quite complex, only small instances can 
be solved optimally by CPLEX. Therefore, in future works, we 
will design an efficient metaheuristic algorithm to solve large 
instances of the problem with a large number of scenarios. 
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Abstracts—Scientific research is becoming more and more 

crucial to contemporary society as the backbone of the nation's 

innovation-driven development. The rapid growth of information 

technology and the rise of information technology in scientific 

research both contribute to the globalization of scientific 

research. Small research groups still don't have a place to 

showcase and share their accomplishments, though. In order to 

integrate scientific research information and combine 

personalised recommendation technology to suggest 

developments of interest to users through their historical 

behaviour data, the study proposes a personalised 

recommendation and sharing management system for scientific 

and technological achievements based on the Ruby on Rails 

framework. According to the testing results, the system had a 

299ms request response time, a maximum 1KB request resource 

size, and a 20ms data transfer time. Additionally, the study's 

user-based collaborative filtering recommendation algorithm has 

an accuracy rate of 41% when the nearest neighbor parameter is 

set to 50, there are 10 information suggestions, and there are 0.7 

training sets, which essentially satisfies the system criteria. In 

conclusion, the research suggested that a personalised 

recommendation and sharing management system for scientific 

and technological accomplishments can essentially satisfy the 

needs of small research teams to communicate and share 

scientific accomplishments, as well as realise the sharing of 

scientific achievements. 

Keywords—Research management; personalised 

recommendations; WebSocket; ruby on rails; informatization 

I. INTRODUCTION 

As the scope and extent of scientific research grow with 
the advancements in information technology and [1] 
technology, research has become increasingly diverse and 
intricate. Along with managing projects and delivering their 
results, researchers need to scrutinise data, design experiments 
and locate literature from a vast range of information [2]. In 
this scenario, research management systems (RMS) offer an 
efficient, automated and standardised alternative [3]. In order 
to automate and standardise research management, an RMS 
can aid researchers in managing information, designing 
experiments, analysing data, managing projects, and 
efficiently presenting research results [4]. Nevertheless, the 
current state of RMS in China is still nascent, and a shortage 
of academic platforms for the exchange of innovative research 
between teams makes it difficult to adapt research outcomes 

[5]. 

II. RELATED WORK 

Real-time push and real-time communication are enabled 
by WebSocket technology, which is widely used in web 
applications that require a high degree of real-time, such as 
live chat, games, stock quotes, etc. Bisták P. proposes a new 
architecture for building virtual and remote laboratories using 
WebSocket communication technology to develop a remote 
control laboratory for three-tank hydraulic systems. The 
results showed that the remote laboratory had been visualised 
in 3D on the client side and was capable of comparing 
non-linear feedback control with dynamic feed-forward 
control [6]. To address the issue of exponential growth in IoT 
data traffic, Al-Joboury I.M. et al. proposed an IoT blockchain 
architecture using WebSocket communication. They found 
that proof-of-stake is more streamlined and advantageous for 
IoT applications than proof-of-work and Byzantine fault 
tolerance [7]. Pala Z et al. designed a network using machine 
learning to overcome the problem of synchronous system 
operation, which affects application efficiency, by analysing 
and transmitting data using WebSocket technology [8]. 
Abdelfattah A. S. et al. suggested a dependable approach using 
middleware and WebSockets technology to address the 
problem of Web service request timeouts in the mobile 
experience. The methodology improved the mobile experience 
by reducing network consumption time to seven times that of 
the straight cloud approach, according to the results [9]. To 
promote a multi-user real-time co-reading system using 
WebSocket technology, Chang C.T. et al. proposed a 
collaborative learning co-reading performance. Experiments 
revealed that the system significantly impacted students' 
learning outcomes during co-reading and that six out of seven 
hypotheses were supported [10]. 

In e-commerce, social networking, music, and other 
industries, CFRA, or a Personalised Recommendation 
Algorithm (PRA), is frequently utilised. When evaluated using 
independent datasets, Lim H et al.'s newly proposed Weighted 
Impulse Neighbourhood Regularised Three-Factor 
Decomposition One-Class Collaborative Filtering algorithm 
(CFA) demonstrated accuracy of the first 37 predicted 
associations of 8.495% with an enrichment factor of 4.19 
compared to random guesses [11]. A recommendation 
framework that integrates local differential privacy (LDP) 
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with collaborative filtering has been developed by Bao T et al. 
to address the problem of dishonest server behavior or user 
privacy disclosure in case of failure. The results showed that 
the method outperformed other differential private 
recommendation methods [12]. In contrast to other fuzzy 
algorithms and traditional algorithms, Wu Y et al. proposed an 
interval fuzzy number-based CFRA. This algorithm is 
experimentally proven to be more effective and practical in 
sparse datasets with more users than items, and effective in 
improving prediction accuracy and ranking accuracy [13]. To 
address the issue of malicious user reviews and the issue of a 
small number of reviews affecting the accuracy of 
recommendations, Zheng G et al. proposed a CFRA with item 
labelling features [14]. Experiments revealed that the 
algorithm could successfully address the issue of cold-start 
data and that the interpretation of recommendation results was 
convincing. Zhang J et al. suggested a unique CFRA with item 
labelling features, and studies revealed that the proposed 
method was superior to existing methods [15]. 

The utilization of Websecurity technology and CFA is 
currently under investigation by various researchers from 
multiple perspectives; however, its practical application design 
in RMS is uncommon. To construct an RMS for scientific 
information PR, this study incorporates Websoct technology 
built on the Ruby on Rails framework and ronAJAX 
technology for CFRA. This study analyses the use of 
personalised recommendation (PR) algorithms based on 
WebSocket technology to recommend scientific and 
technological achievements of interest to users. The aim is to 
develop a management system for PR and information sharing 
that is objective, comprehensible, and logically structured. The 
conventional dissemination of scientific and technological 
advancements is frequently disseminated without sufficient 
personalized services. This research employs a customised 
recommendation system founded on network socket 
technology, which supplies individualised suggestions for 
scientific and technological advancements according to the 
users' requirements. This initiative aims to elevate users' 
curiosity and acceptance of scientific and technological 
developments, hence improving their utilization and market 
penetration. The research is categorised into four primary 
sections: analysis of pertinent research findings, core 
technology design and architecture, feasibility confirmation of 
the recommendation system, and a summary of the obtained 
results. 

III. DESIGN OF A PR AND SHARING MANAGEMENT SYSTEM 

FOR SCIENTIFIC AND TECHNOLOGICAL ACHIEVEMENTS BASED 

ON WEBSOCKET TECHNOLOGY 

The sharing and interchange of scientific and technological 
advancements has become a crucial component of the growth 
of the scientific research area as a result of the ongoing 
development of data processing and artificial intelligence 
technologies. This part compares the benefits and drawbacks 
of popular recommendation algorithms (RA) in order to 
further choose the best RA for the research system. It also 
focuses on the essential technologies and architectural design 
of the research sharing management system. 

A. Design of the Key Technology and Overall Architecture of 

the Research Sharing Management System 

The main objective of the Research Sharing Management 
System is to enhance collaboration and information sharing 
among researchers, while facilitating the advancement of 
scientific research. It serves as a platform for storing, 
managing and sharing the results of scientific research. In 
order to help small research teams achieve result sharing and 
communication, the study will design the Research Sharing 
Management System from three aspects: system requirements, 
key technologies, and overall architecture. The system 
requirements are divided into two sections: business 
requirements and performance index requirements. The 
business requirements need to meet the purpose of research 
users to use information to achieve resource sharing, so the 
study adopts web research sharing system with simple 
interaction and unified interface. The system is divided into 
five modules: user authentication, team management, dynamic 
management, RA and private information management, and 
the specific structure is shown in Fig. 1. 

The performance indicator requirements mainly meet the 
user experience, so the study combines the characteristics of 
the research system to design a system that should meet the 
performance requirements of strong real-time, operability, 
high reliability and high security during operation. After 
determining the system framework through requirements 
analysis, a number of development techniques are required to 
realise the submission, acquisition, storage, publication and 
notification of information. The first study uses Asynchronous 
JavaScript and XML (AJAX) asynchronous request 
technology to count user likes, favourites and comments, with 
page content rendered in HTML and CSS, dynamic display 
and interaction implemented by the DOM, and data exchanged 
between the browser and web server in JSON data exchange 
format. AJAX data exchange works with several technologies 
to load the system on demand, reducing unnecessary data 
transfer and thus speeding up the response time of the 
interface. The study then uses WebSocket technology to 
synchronise information between the browser and the server. 
The information transfer process between the browser and the 
web server is shown in Fig. 2. 

The research then uses a recommendation system to 
complete the information filtering, which builds a user 
preference model based on user interaction data to recommend 
content of interest to the user. The RA essentially connects the 
user to information in a certain way, helping the user to 
discover content of interest while pushing content to the user, 
often in the form of friend recommendations, history, user 
characteristics and personal information. The final study uses 
Ruby on Rails framework technology to integrate AJAX 
technology, WebSocket technology, RA technology and other 
unmentioned technologies in an orderly manner, while 
abstracting simple and reusable design artefacts. The Ruby on 
Rails framework is designed with agile development ideas 
such as convention over configuration, chef selection and do 
not repeat. It is a typical Model View Controller (MVC) 
framework for mapping traditional input, processing and 
output logic. When a user submits a request via a browser, the 
server uses a route to locate the appropriate controller, which 
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then parses the user's request and interacts with the database 
using the model. Once the data has been retrieved, the 
controller provides the information to the view layer. This 
information is used by the view layer to create the finished 
web page, which is then returned to the browser as resources 
such as HTML, CSS and JavaScript. Fig. 3 shows the overall 
system architecture after integrating the core technologies to 
build the RMS. 

As shown in Fig. 3, the study combines the business 
requirements and key technologies of the system based on 
following the design principles of the application while 
meeting the requirements of scalability, high stability, ease of 
operation and practicality, using the ActiveJob backend job 
module of the Ruby on Rails framework to create the PR 
system. 
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Fig. 1. Functional block diagram of scientific research sharing management platform. 
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Fig. 2. Information transfer process between browser and web server. 
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Fig. 3. System architecture design. 

B. PRA Design for Scientific and Technological 

Achievements based on WEBSOCKET Technology 

After developing the shared management system's 
architecture, the study progresses to incorporate socket 
technology to enhance and design PRA technology 
accomplishments. Research users have relatively fixed 
research areas when doing research activities, resulting in a 
tendency to overlap information when searching for keywords 
and retrieve less available information. Although PRA serves 
as the foundation of PR technology, each algorithm has a 
unique application scenario, making it crucial to pick the best 
RA to suit research users' demands. Content-based algorithms, 
tag-based algorithms, knowledge-based algorithms, and CFRA 
are some examples of common RAs. The similarities between 
feature vectors and user preference vectors are computed by 
content-based RAs, which gather features from both people 
and items before making suggestions. Cosine similarity, as in 
Eq. (1) [16], is the formula used to determine similarity most 
frequently. 

cos( , ) u i
u i

u i

F F
F F

F F





 (1) 

In Eq. (1), 
uF  is the preference feature of a user and 

iF  

is the preference feature of a candidate item. The closer the 
cosine similarity value is to 1, the closer the candidate item is 
to the user's preference, and the closer its value is to -1, the 
less suitable the candidate item is for that user. The advantages 
of content-based PRA are that only the user's interest features 
and resource attributes need to be compared online, and the 
similarity can be performed offline. The disadvantages are the 
difficulty of extracting information features from complex 
resources and the inability to detect similarities between 
similar synonyms [17]. The user's interest in the resource is 
determined using Eq. (2), and the tag-based RA analyzes the 
user's level of interest based on the number of times the user 
has tagged the resource. The tag-based RA then generates 
suggestions based on the interest matrix between the user and 
the resource. 

, ,( , ) u b b ib
p u i n n  (2) 

In Eq. (2), u  is the user, i  is the resource, b  is the tag, 

,b in  is the number of times the resource has been tagged, and 

,u bn  is the number of times the user has been tagged. The 

tag-based RA has the benefit of being able to comprehend the 
user's interests and easily obtaining the user's tags, but the 
drawback is that it requires work to develop the habit of 
tagging resources and the research user is not motivated to tag 
[18]. The knowledge-based RA is a system that provides a 
solution in response to the user's stated demands. Fig. 4 [19] 
illustrates the precise suggestion process. 

Knowledge-based RAs are mainly applicable to specific 
domains and have a high recommendation accuracy rate, but 
the implementation process is complicated for users and not 
suitable for scientific users. Collaborative Filtering 
Architecture (CFA) is based on the user's evaluation of 
resources to jointly filter information and recommend content 
of interest to the user, which is mainly divided into user-based 
CFRA and item-based collaborative filtering 
recommendations [20]. User-based collaborative filtering uses 
the user's interest similarity score to make recommendations, 
which has no special requirements for recommended resources 
and can handle a variety of complex objects, while item-based 
CFA uses the similarity of items to make recommendations. A 
comparison of the advantages and disadvantages of each RA, 
combined with the usage scenario of the system, the study 
selected user-based CFRA and the specific algorithm 
recommendation process is shown in Fig. 5. 

The complete collaborative filtering recommendation 
system consists of three modules: behaviour collection for 
collecting user information, a model for analyzing user 
interests, and an RA. The behaviour collection module mainly 
collects and classifies the operation behaviour of the user 
interface, and the research designs a user behaviour collection 
form to collect the user's research direction, likes, favourites, 
comments and other historical data, which is transferred to the 
server and then stored in the database through interface 
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interaction after collection. The study adopts a weighted 
average to infer the user's interest level, calculated as in 
Eq. (3). 

0
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( )
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i i ii
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i ii
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f x









 (3) 

In Eq. (3), n  is the user action behaviour, 
im  is the 

corresponding action behaviour weight, and ( )i if x  is the 

corresponding score of the user action behaviour. The user 
browsing behaviour is calculated as in Eq. (4). 
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The calculation of users' liking, favouriting and sharing 
behaviour is shown in Eq. (5). 
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Fig. 4. Knowledge-based recommendation block diagram. 

Similarity1 Similarity2 Similarity3 Similarity4

Log

Log

Log

Item_a Item_c Item_f

Value_1_a Value_1_c Value_1_f

Item_c Item_e Item_g

Value_1_c Value_1_e Value_1_g

Item_a

Value_1_a

Item_y

Item_x

Item_z

Item_b

Item_a

Item_c

Item_g

Value_1_i

Value_2_i

Value_3_i

Similarity1

Similarity2

Similarity3

Similarity4Value_4_i

RecommendValues_a

RecommendValues_b

RecommendValues_c

RecommendValues_g

Neighbor1 Neighbor2 Neighbor3 Neighbor4

Item_1

Item_2

Item_3

Item_4

User_1 User_2 User_3 User_4

4 8

7 1

9 5

4 5

1

Similar users (neighbors)

2

Neighbor similarity

3

…

Analyze log 

files

User preference data

Neighbor 1 preferred Items and 

preference values

Neighbor 2 preferred Items and 

preference values

Item collection 

of user 

preferences

4

Recommended 

item collection

5

Calculate the recommended 

value of Item_i

…

6

8

……7

Relational dataUser

 

Fig. 5. CFRA structure diagram. 
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User objection to comment behaviour is calculated as in 
Eq. (6). 

4( ) ,(   )f x x comment statistics  (6) 

The Euclidean distance was utilized to determine the 
similarity between users after the study generated the users' 
score matrices for each dynamic via the weighted average 
approach, as shown in Fig. 6. The Euclidean distance refers to 
n as the actual distance between two points in space. 

Y
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v

 

Fig. 6. Schematic diagram of the distance between two points in the 

three-dimensional space coordinate system. 

The Euclidean distance between the user score vectors is 
given by Eq. (7), since the user score for each dynamic can be 
regarded as a multidimensional vector. 
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   (7) 

The u , v  in Eq. (7) are the sets of user u , v 's 

ratings of all resource actions, and 
ix , 

iy  are the vectors of 

user u , v 's ratings of all resources respectively. The closer 

the Euclidean distance, the higher the similarity, and for the 
convenience of calculation the normalisation process is 
performed as in Eq. (8). 
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The user with the highest similarity to the user is identified 
and the difference set of the rating dynamics between these 
two users is determined. This process is repeated until all users 
have been compared. The study uses accuracy, recall, 
coverage and Mean Absolute Error (MAE) as performance 
indicators to evaluate the RA. Accuracy is assessed using 
Eq. (9). 
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In Eq. (9) ( )R u  is the set of N  resources 

recommended to user u , and ( )T u  is the set of resources 

preferred by user u  on the test set. The recall is calculated as 

in Eq. (10). 
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The coverage ratio is calculated as in Eq. (11). 

( )u UU R u
Coverage

I

  (11) 

In Eq. (11), U  is the set of users and I  is the total 

number of resources. MAE  is calculated as in Eq. (12). 
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In Eq. (12), T  is the test set and ,u ir  is the rating of 

item i  by user u . In conclusion, the system RA's analysis 

and design are finished. 

IV. PERFORMANCE ANALYSIS OF A PR AND SHARING 

MANAGEMENT SYSTEM FOR SCIENTIFIC AND TECHNOLOGICAL 

ACHIEVEMENTS BASED ON WEBSOCKET TECHNOLOGY 

To verify the effectiveness of the designed RMS and the 
feasibility of the PRA, this section is designed for comparative 
experiments of key system technologies and tests of the 
accuracy and resistance to attack of the user-based CFA. 

A. Performance Analysis of Key Technologies for Technology 

Sharing Management System 

To verify the feasibility of the AJAX data exchange 
technology selected for the study, the study used AJAX and 
traditional HTTP on the system to respond to the same 
operation respectively, and the response results of both were 
counted. The training of the model utilises Adam as the 
optimizer and employs a preheating training methodology. 
The batch size has been established as 254, with a total 
iteration count of 3000 and an initial learning rate of 0.0001. 

Table I shows a comparison of the results of AJAX and 
HTTP request responses. The comparison shows that the 
response time for a single HTTP request is 1613ms and the 
request resource size is above 40KB, while the response time 
for AJAX containing the request header and request body is 
299ms and the request resource size is no more than 1KB. The 
results show that AJAX has no additional data transfer of 
HTML and CSS resources during page loading, which speeds 
up the response speed of the interface and the study. The use 
of AJAX data exchange instead of traditional HTTP request 
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interfaces is effective. To verify the efficiency of the 
WebSocket real-time push technology selected for the study, 
the study was tested at a broadband of 30MB/s, counting the 
throughput of the AJAX polling and WebSocket networks and 
the data transfer time of the HTTP and WebSocket protocols. 

Fig. 7(a) shows the comparison between AJAX polling and 
WebSocket network throughput. Compared to AJAX polling, 
WebSocket data requirements are smaller for concurrent client 
requests below one million and minimal for concurrent 
requests above one million. In terms of the amount of data 
communicated, WebSocket has a significant advantage with 
better concurrency performance. Fig. 7(b) shows the data 
transfer time comparison between HTTP protocol and 
WebSocket protocol, the data transfer time in HTTP protocol 
is basically around 35ms, the transfer time starts to increase 
when the concurrent working time is 5min and then decreases 
to around 30 when the data transfer time is mid 10min. The 
data transfer time in the WebSocket protocol is around 20ms, 
which varies in line with the HTTP protocol, which is known 
to consume time each time a connection is established and 
released during the transfer process. The comparison between 
the two shows that the WebSocket protocol has a faster 

transmission time and faster real-time push. The study divided 
the generated CiteULike-a dataset into test sets A and B based 
on user-document interaction records in the CiteULike 
document management platform, each test set includes 2500 
users, 7000 papers and 100000 user-document interaction 
records, the study proposed the system with the traditional 
RMS in two the test set was tested on two test sets, using ROC 
and AUC as evaluation metrics, with AUC being the area 
below the ROC curve. 

The ROC curves and AUC values for the two systems on 
test sets A and B are displayed in Fig. 8. The findings reveal 
that on test sets A and B, the suggested RMS has AUC values 
of 0.973 and 0.986, compared to 0.726 and 0.667 for the 
conventional RMS. The results show that the AUC values of 
the proposed RMS on test sets A and B were 0.973 and 0.986 
respectively, compared to 0.726 and 0.667 for the 
conventional RMS. The AUC values of the proposed system 
increased by 34% and 48%, indicating that the improvement 
of key technologies has improved the accuracy of the system 
recommendations and made it easier for researchers to share 
information and communicate their results. 

TABLE I. AJAX RESPONSE COMPARED TO HTTP RESPONSE 

Request HTTP AJAX 

Name Index Application.css Application.js Comments Likeables Collects 

Status 200 200 200 200 200 200 

Protocol h2 h2 h2 h2 h2 h2 

Type Document Stylesheet Script xhr xhr xhr 

Initiator Other Index Index Jquery.min.js Jquery.min.js Jquery.min.js 

Size 46.1KB 103KB 82KB 864B 776B 769B 

Time 456 ms 834 ms 323 ms 167 ms 65 ms 67 ms 

Total 1613 ms 299 ms 
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Fig. 7. AJAX polling and WebSocket network throughput and data transmission time comparison of HTTP protocol and WebSocket protocol. 
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Fig. 8. ROC curves and AUC values of the two systems. 

B. Performance Analysis of the PRA for Scientific and 

Technical Achievements 

To verify the effectiveness of the user-based CFRA 
selected for the study, offline experiments were conducted on 
the Movielen dataset to generate TopN recommendations for 
each user, using accuracy, recall, coverage and popularity as 
performance measures, specifying the nearest neighbour 
parameter as the K users with the most similar interests to the 
recommended user, and recording the test results. 

Table II shows the results of the experimental tests using 
user-based CFRA. The experimental results show that the 
accuracy of information recommendation increases with the 
increase of the nearest neighbour parameter K. The best 
recommendation is achieved when K=50. When K is constant, 
the accuracy of information recommendation decreases and 
the recall, coverage and popularity increase as the number of 
resources recommended to the user increases. When the 
training set is 0.7, the accuracy of information 
recommendation can basically reach 41%. In conclusion, the 

accuracy of information recommendations may essentially 
satisfy the system requirements when K=50, the number of 
information suggestions is 10, and the training set is 0.7. The 
study included the classic CFRA based on user (CF), CFRA 
based on user (UserCF), content-based recommendations (CB), 
and knowledge-based recommendation algorithm (KR) were 
tested on test sets A and B to confirm the algorithms' accuracy 
in making recommendations. The four algorithms' 
recommendation accuracy was compared using the MAE as a 
performance evaluation metric. 

Fig. 9(a) and (b) show a comparison of the 
recommendation accuracy of the four RAs on test sets A and B. 
The results show that the MAE values of UserCF on the two 
test sets are significantly smaller than those of CF, CB and KR 
algorithms, and its recommendation accuracy is the highest, 
with the recommendation accuracy of UserCF improving by 
about 13.46% compared to KR, and its recommendation 
accuracy improving by about 10.38% compared to CB. This 
shows that the research selection of UserCF algorithm can 
meet the needs of RMS and improve the quality of system 
information recommendation. To further compare the attack 
resistance of the four algorithms, the study added mixed attack 
data to the original Movielen dataset, selected K=50, with fill 
size of 3%, 5% and 10%, and attack size of 1%, 2%, 3%, 4%, 
5%, 6%, 7%, 8%, 9% and 10%, and tested the change of 
recommendation accuracy of the four algorithms as the fill 
size and attack size kept increasing situation. 

Fig. 10(a) to (c) show a comparison of the prediction bias 
of the four algorithms at 3%, 5% and 10% fill size. The results 
show that when the fill size is the same, the prediction 
deviation of the four algorithms fluctuates more as the attack 
size increases. In conclusion, the user-based CFA used for the 
study is better suited for RMS, which can increase the 
accuracy of the system's recommendations and satisfy the 
demands of scientific user information sharing. 

TABLE II. CFRA EXPERIMENTAL TEST RESULTS 

Serial 

Number 

Parameter Performance 

Neighbor 

Parameter 

Proportion Of 

Training Set 
Recommended Quantity Accuracy Recall Coverage Popularity 

1 10 0.7 10 0.3373 0.0680 0.4094 6.7834 

2 20 0.7 10 0.3766 0.0759 0.3175 6.9195 

3 40 0.7 10 0.4040 0.0814 0.2395 7.0310 

4 50 0.7 10 0.4083 0.0823 0.2237 7.0630 

5 60 0.7 10 0.4130 0.0823 0.2095 7.0882 

6 50 0.6 10 0.4623 0.0699 0.2187 6.9349 

7 50 0.8 10 0.3314 0.1002 0.2325 7.1696 

8 50 0.9 10 0.2119 0.1280 0.2406 7.2500 

9 50 0.7 5 0.4629 0.0466 0.1691 7.1538 

10 50 0.7 20 0.3468 0.1398 0.2957 6.9506 

11 50 0.7 30 0.3077 0.1860 0.3505 6.8740 

12 50 0.7 40 0.2790 0.2249 0.3961 6.8152 

13 50 0.7 50 0.2573 0.2592 0.4233 6.7601 

14 50 0.7 60 0.2396 0.2896 0.4506 6.7253 
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Fig. 9. Comparison of recommendation precision with different datasets. 
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Fig. 10. Comparison of the prediction deviation of the algorithm at different filling scales. 

V. RESULTS AND DISCUSSION 

With the ongoing advancements in science and technology 
and the rising prevalence of intelligent devices, there is a 
growing desire for personalized recommendations and shared 
management of scientific and technological accomplishments. 
The conventional approach to recommending and managing 
these accomplishments presents challenges such as 
information imbalance, imprecise recommendations, and 
burdensome administration. Designing a personalised system 

for recommending and sharing scientific and technological 
achievements based on network socket technology has the 
potential to address these issues effectively, enhancing the 
efficiency of utilisation and improving the overall user 
experience. The study's experimental results demonstrated that 
implementing AJAX and WebSocket technologies can 
substantially enhance the system's response time and data 
transfer efficiency. Additionally, the UserCF approach proved 
to be more accurate in terms of information recommendation 
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and MAE value. The study adopted network socket 
technology and proposed corresponding system design and 
algorithm optimization based on the requirements of 
personalized recommendation and shared management. This 
holds immense importance in driving innovation and 
utilization of network socket technology, while also playing a 
guiding and exemplifying role in advancing the dissemination 
and collaboration of scientific and technological progress. 

VI. CONCLUSION 

With the continuous development of science and 
technology, China has made significant progress in the field of 
scientific research. However, while the field of scientific 
research is steadily developing, the management of scientific 
research faces the problem of insufficient standardisation, 
automation and information management, so the construction 
and promotion of RMS is imperative. This paper proposes a 
scientific and technological achievement publicity and sharing 
management system based on WEBSOCKET technology to 
solve the problem of the lack of a professional platform for 
scientific communication and exchange among small scientific 
research teams. The trial results demonstrated that the system 
using AJAX technology has a response time that is 1314ms 
faster than that of traditional HTTP, that no request resource 
exceeds 1KB in size, and that the WebSocket technology used 
to transmit data demands is more efficient, with data 
transmission times of roughly 20ms. According to the study, 
the system has AUC values of 0.973 and 0.986 on the same 
test set, which is an improvement of 34% and 48% over 
conventional RMS, respectively. The UserCF method selected 
for the study also satisfies the system requirements for 
scientific research with an accuracy rate of about 41% for 
information recommendations at K=50, several information 
recommendations of 10, and a training set of 0.7. The 
recommendation accuracy of UserCF is around 13.46% higher 
compared to KR and about 10.38% higher compared to CB, 
which has the highest recommendation accuracy and the 
strongest resilience to attacks. The MAE of UserCF on the test 
set is much lower than that of the CF, CB and KR algorithms. 
In conclusion, the study claims that RMS-based systems can 
facilitate communication between small research teams and 
enable the dissemination of results. However, the study still 
has some shortcomings in that it collected too little 
information about users' personal lives, making it difficult to 
provide non-personalised dynamic recommendations. Future 
research can focus on the front-end interface of the system, 
user interaction, data collection and other in-depth research 
topics. 
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Abstract—The exploration of the universe is progressively 

increasing, within this inquiry, the planet Mars and the Moon 

remain a mystery and challenge, as well as its colonization and 

civilization. Thus, in the extravehicular activities (EVA) where 

the astronaut will be in extreme environments performing 

activities such as exploration, and collection of rock and soil 

samples for later analysis, it should be noted that when he 

performs these activities, he will be exposed to extreme 

environmental parameters such as radiation, temperature, 

gravity, and many other extreme conditions. Therefore, the 

Center of Space Emerging Technologies (C-SET) proposed a 

project called T-EVA, developed into the Research Line: Space 

Suits and Assistive Devices, and in the Research Area: 

Biomechatronics and Life Support Systems, with the aim of 

astronaut temperature monitoring during their work outside the 

base station, being able to know how much their body is 

measuring and if they are at risk of hypothermia or 

hyperthermia, which could cause irreparable damage. The 

electronic design was made for testing both in the laboratory and 

outside, as well as the implementation of the lycra to mount the 

design, resulting in a feasible prototype that can be implemented 

in real situations with easy access to temperature reports. 

Keywords—Extravehicular-activities astronauts; spacesuits; 

body temperature; Mars; space 

I. INTRODUCTION 

The journey to Mars is a major undertaking, as it is fraught 
with obstacles from the start of the mission to its completion, 
including challenges related to the atmosphere, geology, and 

distance involved (Fig. 1). This has motivated both 
governments and private space companies to be interested in 
sending manned missions to Mars or the Moon, investing 
resources, and sending robotic missions to explore solutions to 
make these planets habitable and safe for humans [1]-[3]. 
Among these solutions are space biomedical mechatronics 
projects developed by the Center for Space Emerging 
Technologies, on which the T-EVA Project is based [4]-[9]. 

Extravehicular activities (EVAs) are a fundamental part of 
space exploration and have been a regular feature of manned 
missions since the earliest days of the space program. EVAs 
are planned activities that take astronauts outside the spacecraft 
or space station to perform specific tasks in space, such as 
repairs, maintenance, science equipment installation, or sample 
collection Extravehicular activities are extremely complex and 
challenging due to the extreme environment of space. These 
activities are inherently dangerous because astronauts 
performing EVAs are exposed to many hazards, such as lack of 
gravity, extreme temperatures, cosmic radiation, and 
micrometeorites [15]. 

Successful EVAs require meticulous planning and 
coordination, as well as close collaboration between astronauts 
and the ground control team. As space exploration continues to 
expand to new horizons, EVAs will remain an essential part of 
our journey into the universe, allowing us to conduct scientific 
research and develop skills and technologies for future space 
missions, such as those planned to explore Mars and other 
celestial bodies [28]. 
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Fig. 1. Average communication delay between Earth, LEO, cislunar space, and Mars. 

The lunar environment is characterized by approximately ⅙ 
Earth g, and surface temperatures ranging from -143°C to 
+127°C due to direct sunlight or shading in an ambient 
vacuum. The temperature Lunar [10], [11] seen in the image 
collected from Quickmap, selected Artemis 3: Candidate 
Landing Regions and LRD DIVINER, Polar Winter Max 
Temp and selected temperature range -173.1°C to 31.8°C and 
LOR WAC Basemaps, WAC+NAC+NAC_ROI_MOSAIC. 

Space studies have determined that Mars has a thin 
atmosphere, which does not protect the surface from dangerous 

cosmic rays and micrometeorites, a problem for astronauts 
traveling on the surface. In addition, the presence of 95% CO2 
and 0.17% O2 in the atmosphere also makes it difficult for 
astronauts to breathe outside their spacesuits. Extreme 
temperatures [12], Fig. 2(a) are also a problem for the 
astronauts because they range from -153.1 ºC near the poles to 
19.8 ºC near the equator [13]. The cold climate of Mars is due 
to the low conductivity of the surface, the sparse atmosphere, 
and the great distance from the sun Fig. 2(b). 

 

Fig. 2. (a) Temperature zones on the Moon from QUICKMAP and (b) Sea temperature from JMARS. 
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The human body can be conceptualized as a thermal 
machine that exchanges energy with its environment through 
moisture and heat. Likewise, thermal comfort implies a balance 
between the heat produced and the mechanisms of heat transfer 
through the effector system (vasoconstriction or vasodilation), 
depending on the constraints [14]. This means that exposure to 
adverse environments (environmental heat stress) can be 
detrimental to human health, especially when the environment 
is unknown [15]. As a result, in this temperature range in 
Fig. 3(a), it can be difficult for the crew to maintain the thermal 

stability of both habitat and internal body temperature to 
conserve heat against hypothermia and its effects [16]. To 
solve this problem, the Extravehicular Mobility Unit (EMU) 
was designed to provide the necessary functions to keep the 
user alive [17], during extravehicular activities (EVA). As 
shown in Fig. 3(b), research in simulated Mars EVAs has 
shown that surface temperature on the suit may spatially vary 
by as much as 50℃ depending on the astronaut’s orientation 
relative to the sun, and atmospheric effects. 

 

Fig. 3. (a) Thermoregulation in the human body and (b) Suit surface temperature varies throughout a simulated Martian EVA. 

If the body's core temperature is exposed to extreme 
temperatures, it can develop hypothermia (<35.5 °C) or 
hyperthermia (> 37.5 °C), and in peripheral parts, these effects 
can also occur at different degrees (<10ºC), (>44ºC) which can 
manifest in multiple symptoms [18]. Also, Table I presents a 
quantitative range of peripheral (skin) and core (thoracic) 
temperatures in relation to effects on the body and limits of 
thermal comfort in a thermoneutral environment [19], [20]. 

TABLE I. THERMOREGULATION IN HUMAN BODY 

Temperature 
Effects 

Periphery Body Core 

> 44-46 °C 42 °C Death 

36-43 °C 

41 °C Hyperthermia 

38-40 °C 
Evaporation 

Vasodilation 

30 – 34 °C 37 °C Thermal Comfort 

24-28 °C 
36 °C 

Vasoconstriction 

Thermogenesis 

35 °C Hypothermia 

< 10 °C 25 °C Death 

II. PROPOSED APPLICATION FOR THE EARTH 

A. Firefighter Suit 

In firefighting, activities with different levels of intensity 
are performed such as: throwing ladders, climbing ladders with 
heavy loads, performing a search, advancing a line, applying 
water, ventilating a roof, forcing a door, and searching a room 
[21]-[23]. Firefighters regularly face stress in their work, and 
their job performance that is directly related to saving or losing 
human lives, including their own [24]. The magnitude of these 
heat effects depends on individual factors such as age, health 
status, hydration, and physical fitness. 

1) Environmental conditions: In firefighting, conducted a 

study compared physiological responses to an overhaul task in 

ambient conditions with no fire (15°C) to the same task 

performed with live fires in the structure (90.5°C at chest 

level). Heart rate increased to an average of 139 bpm in the 

ambient conditions and to 175 beats per minute in the live-fire 

condition. Tympanic temperatures increased by slightly more 

than 5.4°F in the live-fire condition and less than 1°F in the 

ambient conditions as shown in Fig. 4(a), [25]. 

2) Personal protective equipment (PPE): Protects 

firefighters from burn and inhalation injuries; however, due to 

its weight and restrictive properties, a laboratory study 

comparing 15 min of treadmill walking in the firefighter's 

uniform and 15 min of walking in fully encapsulated PPE 

found that the heart rate was 50 beats per minute higher while 

wearing the fully encapsulated gear [26]. 
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3) Individual characteristics: A firefighter’s age, gender, 

and body size all affect physiological responses to firefighting 

activities. In general, the risk of a heart attack while fighting a 

fire increase as the age of the firefighter increases.  

4) Medical condition: High blood pressure, high 

cholesterol, and obesity are all well-established risk factors for 

cardiovascular disease. By prioritizing their cardiovascular 

health, firefighters can reduce their risk of experiencing cardiac 

events on the fire-ground and improve their overall quality of 

life. 

5) Fitness level: A high level of physical fitness is 

necessary to successfully and safely perform demanding 

physical activities [27]. It increases the efficiency of the heart, 

improves thermal tolerance, provides cardioprotection by 

increasing the anticoagulant activity of the blood, and increases 

blood vessel dilation capacity to allow more blood to reach the 

muscles as shown in Fig. 4(b). 

6) Environmental control and life support subsystem: 

Space is a hostile place, charged particles, solar radiation, 

vacuum, and free fall are potentially harmful, even fatal, to 

unprepared humans. Future space exploration missions will 

take astronauts far from Earth into extreme thermal 

environments, where temperature control of spacesuits will be 

a critical life support function. Due to wide oscillations of 

temperature swings, we need to balance the heat flow in, plus 

the heat generated internally, with the heat flow out humans, 

have their own, specific temperature range, where they 

function best. Existing thermal control technology relies on 

venting water to space to provide the required cooling. This 

approach is extremely costly, and possibly unsustainable, for 

future exploration missions [28]. 

The spacesuits have thermal regulation systems that ensure 
astronauts' comfort and protection by maintaining a stable 
internal temperature. These systems also allow the temperature 
of the suit to be adjusted according to external environmental 
conditions and the amount of heat generated by the astronauts 
during their metabolic activity. It has been observed that 
performance decrements manifest above 480 Btu/hour heat 
storage and tissue damage begins at 800 Btu heat storage. 
During the Apollo lunar surface EVAs, heat expenditure rates 
ranged from 780 to 1200 Btu/hour. It is important to 
understand and measure the estimated amount of heat 
expenditure prior to planetary spacewalks to ensure crew 
health, as the duration and requirements of the task can 
significantly affect heat output. Thermal management 
technology is an uncelebrated but nonetheless essential 
requirement for all spacesuits, spacecraft, and space habitats. 
During extravehicular activity (EVA), spacesuits must remove 
metabolic heat produced by the astronaut, residual heat from 
the suit’s electronics, and absorb heat from the external 
environment [29]. Spacesuit design encompasses both the 
material selection of the spacesuit, which is important to 

consider for radiation shielding and dust mitigation, as well as 
all the internal systems that support the regulation and 
monitoring of physiological health [30] as shown in Fig. 5(a). 

In recent years, stretchable sensors for wearable 
applications have demonstrated their ability to continuously 
monitor health with a high level of fidelity and comfort 
(Table II) [31]. The integration of these elastic sensors into 
spacesuits could provide valuable information about astronauts' 
movements during EVA maneuvers, which could be combined 
with our proposed T-EVA to safeguard the astronaut's integrity 
[32]–[33] as shown in Fig. 5(b). 

 

 

Fig. 4. (a) Factors that affect the way the body responds to firefighting 

activities and (b) Risk of heat stress in firefighters. 

a) 

b) 
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TABLE II. PLSS FUNCTIONS, RECOMMENDED TECHNOLOGIES OF CHOICE, RATIONALE, AND STRENGTHS & WEAKNESSES 

Functions Technology of Choice Rationale Strengths & Weaknesses 

Oxygen Supply High-Pressure Gaseous Oxygen Storage Rechargeable on orbit, lighter & fewer parts Strengths 

Reduced Volume 

Reduced System Mass 

Robustness 
Operability 

Reliability 

Less logistic 

Weaknesses 

Poor on-suit Mass 

Thermal Control Suit Water Membrane Evaporator 
Less water contamination & can operate on 

Mars 

CO2 & Moisture Removal Rapid Cycle Amine Reduce logistics and resupply 

Power Li-ion Polymer Batteries Increase battery life & higher energy density 

 

Fig. 5. (a) Spacesuit with the sensor of T-EVA and (b) The system can control the temperature inside a spacesuit without venting water. 

III.  PROPOSED METHOD 

This section shall describe the steps for the development of 
the prototype of the temperature measurement system for 
extravehicular activities. The proposed methodology consists 
of 3 phases as shown in Fig. 6. 

A. Phase 1 / Inputs  

First, as it is very well described in the methodological 
diagram, it is a design project focused 100% on the user. As 
background, one could analyze and study the success that 
OMEGA watches have had in the space conquest, watches that 
NASA astronauts have used for more than 50 years in all their 
space explorations. Thanks to all these experiences, one was 
able to define the problems of visually assisted communication 
and control that astronauts currently lack information 
assistance systems that the astronaut will need to be able to 
carry out high-risk extravehicular activities, and more 
significant challenges unknown until now. One found three 
immediate needs that need to be resolved, such as: 

1) Thermoregulation 

2) Extreme temperatures 

3) Monitoring of physiological parameters. 

1) Project objectives: 

a) General Analysis: Analysis of the context in which 

the project performance will be carried out, Environmental 

analysis, Background analysis of presented congresses and 

workshops, Package Evaluation, Material Evaluation, and 

Manufacturing evaluation. 

b) Sensor Suit: Anthropometric Evaluation to see the 

anatomical shape of the sensor case. Points Location to get the 

temperature variation correctly. 

c) T-EVA System: Electronic package analysis, 

Performance analysis, Sensor analysis, Temperature analysis, 

Network analysis. 

d) T-EVA Bracelet: Electronic package analysis, 

Performance analysis, Visual communication analysis. 
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Fig. 6. Development diagram of T-EVA / I+P+p. 

B. Phase 2 / Process 

In this phase, designs such as Sketches and technical 
aspects were made, which included analysis and CAD design 
with feedback from electronic design (Microcontroller and core 
body modules, Microcontroller and bracelet modules, Sensor 
boxes, Screen) [Fig. 7(a)]. This phase is divided into 3 parts. 

1) Bracelet: The first part is a bracelet where the astronaut 

will be able to visualize the temperature in real-time as well as 

several pre-established alarms [Fig. 7(b)]. 

a) Brushed titanium - Case – Grade 2. 

b) Black ceramic coated titanium -Top Ring - Grade 5. 

c) Special quartz - Glass Dome - that does not fragment. 

d) Black-coated brushed titanium-Side Push Button-

Grade  

e) Titanium – Screws - Grade 2. 

f) Brushed Titanium - Bracelet Ring - Grade 2. 

g) Velcro Strap. 

 

Fig. 7. (a) Bracelet in explosion view and (b) Bracelet implemented in a 

spacesuit. 

2) Sensors box: The second part is the temperature sensor 

boxes (Fig. 8), which have an anatomical shape to capture any 

temperature variation, which is pretending to be manufactured 

based on FDA guidelines for medical devices [34], [35]. 

 

Fig. 8. Sensor Box. 
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3) Central box: The third part consists of the central box 

(Fig. 9), which contains the data processing board, a 

temperature sensor, and an RF module for sending the 

information to the bracelet and the base station. 

 

Fig. 9. Central Box. 

C. Phase 3 / Product - Prototypes 

1) Implementation specifications: Lycra being a flexible 

and adaptable material to the human anatomy, it is established 

that the measures of this would be the Latin American 95th 

percentile [36], Fig. 10(a) shows the location of the sensors and 

twisted pair wires in the lycra. In Fig. 10(b), one can see the 

connection. See Table III. 

2) Electronics specifications 

a) Sensor DS18B20: The analog temperature sensor 

DS18B20 [Fig. 11(a)] was used, whose voltage output is 

linearly proportional to temperature, generates 10mV for 

every 1ºC, has an accuracy of ±3/4°C in the configured range 

of -55ºC to 150ºC [Fig. 11(b)] and has a power consumption 

of 60 µA, generating a self-heating of less than 0.1ºC, 

Fig. 11(c) [37]. 

TABLE III. SENSOR LOCALIZATION IN HUMAN BODY 

 PERIPHERY – UPPER LIMBS 

BODY CORE 

(THORACIC) 
FOREHEAD 

 LEFT SIDE RIGHT SIDE 

SENSOR Upper Arm Fore Arm Upper Arm Fore Arm 

CODE L-UA L-FA R-UA R-FA BC-T FH 

 

Fig. 10. (a) Sensors in the body and (b) a Bracelet mounted on the arm of the space suit. 

  

Fig. 11. (a) Sensors in the body and (b) a Bracelet mounted on the arm of the space suit. 
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b) Microcontroller ESP32: The ESP32 microcontroller 

was selected [Fig. 12(a), 12(b)], it has integrated wireless 

connectivity (WiFi and Bluetooth) to generate a 

communication network, has an operating temperature range 

of -40°C to 125°C, 30 pinouts, 512 KB RAM and the 

consumption specifications are shown in Table IV [38]–[41]. 

 

 

Fig. 12. (a) Schematic body core (ESP32, power supply, USB connector), and 

(b) Schematic bracelet (ESP32, power supply, USB connector). 

TABLE IV. ELECTRONIC DESIGN OF T-EVA 

Nº 
Components and Consumption 

Body Core Sensor Box Consumption Total 

1 ESP 32 (SENDER) 180 mA 180 mA 

2 DS18B20 (6) 5 mA 30 mA 

3 Battery 3.7V DC – 1.4 A Autonomy: 7.5 horas 

 Bracelet 

1 ESP32 (RECEIVER) 80 mA 80 mA 

2 TFT 2.4” – ILI9341 150 mA 150 mA 

3 Battery 3.7V DC – 1A Autonomy: 6 horas 
 

3) Communication protocol: ESP-NOW is a protocol 

invented by Espressif that allows connecting many devices 

without Wi-Fi. It is very versatile and can have unidirectional 

or bidirectional communication in different low-power 2.4 

GHz wireless configurations. It is comparable to WiFi in the 

sense that pairing takes place before communication. After 

pairing, it becomes a secure peer-to-peer connection that does 

not require a handshake. This means that if one of the boards 

suddenly shuts down or reboots, it will automatically connect 

to the other board at that time and continue to communicate. In 

addition, ESP-NOW can carry a payload of up to 250 bytes and 

can be configured to inform the application layer of the success 

or failure of transmission through the functions listed in 

Table V [42]. 

TABLE V. FUNCTIONS ESP-NOW 

Nº 
ESP-NOW PROTOCOL 

Functions Description 

1 esp_now_init() 
Wi-Fi must be initialized before 

initializing ESP-NOW. 

2 esp_now_add_peer() 
This function is used to pair a device 
and pass the MAC address of the peer 

as an argument. 

3 esp_now_send() Sends data with ESP-NOW. 

4 esp_now_register_send_cb() 

Registers a callback function that is 

triggered when sending data. This 

function returns whether the delivery 

was successful or not. 

5 esp_now_register_rcv_cb() 

Registers a callback function that is 

triggered when data is received. A 

specific function is called when data is 
received. 

The configuration of an ESP32 "RECEIVER" (R) 
microcontroller receiving data from an ESP32 "SENDER" (S) 
microcontroller has been used. The communication network is 
unidirectional, which means that the information flows only 
from the sender to the receiver. 

With this configuration, it is possible to collect the data 
from the four temperature sensors (1_L-FA, 2_L-UA, 3_R-FA, 
and 4_R-UA) from the sender ESP32 microcontroller and send 
it wirelessly to the receiver ESP32 microcontroller. After 
receiving the four temperature readings from the sending 
ESP32 microcontroller, the receiving ESP32 microcontroller 
displays the values on a 2.4" LCD display, as shown in Fig. 13. 

 

Fig. 13. Diagram of connection. 

IV. RESULTS AND DISCUSSIONS 

Once the connections and operation of the sensors and 
microcontroller were verified, tests were performed on a 
breadboard to check the code and then the system was mounted 
on a lycra where first one sensor was inserted and then 4 
sensors (Fig. 14 and 15). 
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Fig. 14. (a) ESP32 mode Transmitter sending a message and (b) ESP32 mode 

Receiver. 

 

Fig. 15. Mounting of a DS18B20 sensor on the rash guard. 

Within the tests, we included several temperature sensors 
such as the BMP280 and LM35, where the first due to its 
modular board design was difficult contact with the skin and 
sweat, and the second was less difficult, but since the design 
when adapted to the lycra was not very safe, so the DS18B20 
was our best choice because its probe type shape does not 
bother the human body in activities and is resistant to sweat 
which favors us a lot for extravehicular activities such as 
mineral extraction, sample collection, etc. 

Finally, the assembly of the 4 sensors located in LEFT 
SIDE: Upper Arm (L-UA), Fore Arm (L-FA). RIGHT SIDE: 
Upper Arm (R-UA), Fore Arm (R-FA), as shown in Fig. 16. 
Four tests were performed to send and receive data at room 
temperature (25ºC) to see if it arrives in good condition, it is 
observed that due to the short distance between the transmitter 
and receiver, the time is almost immediate. 

 

Fig. 16. Mounting of the 4 DS18B20 sensors. 
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a) First Test: Fig. 17(a), (b) shows the sending and 

receiving of the 4 temperature values using the ESP-NOW 

protocol and the Arduino IDE serial monitor. It is observed 

that the data (1_L-FA = 35.28°C, 2_L-UA = 35.75°C, 3_R-FA 

= 35.37°C and 4_R-UA = 35.67°C) reach their destination 

without loss of information. 

b) Second Test: Fig. 18 shows the sending and receiving 

of the 4 temperature values using the ESP-NOW protocol and 

the Arduino IDE serial monitor. It is observed that the data 

(1_L-FA = 35.35°C, 2_L-UA = 35.77°C, 3_R-FA = 35.41°C 

and 4_R-UA = 35.68°C) reach their destination without loss 

of information. 

c) Third Test: Fig. 19 shows the sending and receiving 

of the 4 temperature values using the ESP-NOW protocol and 

the Arduino IDE serial monitor. It is observed that the data 

(1_L-FA = 35.39°C, 2_L-UA = 35.79°C, 3_R-FA = 35.44°C 

and 4_R-UA = 35.73°C) reach their destination without loss 

of information. 

d) Fourth Test: Fig. 20 shows the sending and receiving 

of the 4 temperature values using the ESP-NOW protocol and 

the Arduino IDE serial monitor. It is observed that the data 

(1_L-FA = 35.45°C, 2_L-UA = 35.76°C, 3_R-FA = 35.46°C 

and 4_R-UA = 35.72°C) reach their destination without loss 

of information. 

 

Fig. 17. (a) Transmitter - Temperature data from the DS18B20 and (b) Receiver - Temperature data from the DS18B20. 

 

Fig. 18. (a) Transmitter - Temperature data from the DS18B20 and (b) Second test of receiving temperature data from the DS18B20. 

 

Fig. 19. (a)Transmitter - Temperature data from the DS18B20 and (b) Receiver - Temperature data from the DS18B20. 

 

Fig. 20. (a) Transmitter - Temperature data from the DS18B20 and (b) Receiver - Temperature data from the DS18B20. 
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V. CONCLUSION AND FURTHER WORK 

The results of this study demonstrate the feasibility of 
designing and implementing a prototype to measure astronaut 
body temperature during extravehicular activities (EVA). Body 
temperature ranges remained stable under normal conditions, 
and although problems arose with the LM35 temperature 
sensors, the choice of the DS18B20 sensors proved to be more 
successful, providing more stable and reliable readings. These 
sensors feature encapsulated probes that are ideal for skin 
contact and are water resistant, which increases their 
robustness when astronauts sweat. Constant temperature 
monitoring translates into easy-to-read reports, which is 
essential for preserving astronaut health during EVAs. 

As a part of future work, it is intended to carry out further 
tests, in addition to those already performed, and to optimize 
the 3D printed prototype. These tests will be conducted at the 
Mars Desert Research Station (MDRS) in the deserts of Utah, 
USA, and in environments with lunar-like conditions. 

The Center for Space Emerging Technologies (C-SET) is 
known for pursuing dual applications in every project. In this 
case, the T-EVA device could be employed on Earth to 
monitor the upper body temperature of firefighters when they 
face extreme heat exposure in urban or rural environments. 
This would provide them with real-time readings of their 
temperature, which would be crucial to take safety measures 
and protect their life and health in these challenging situations. 
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Abstract—Volleyball has limitations in relying on judges’ 

subjective judgments alone to call penalties for infractions in the 

court. While video detail enhancement technology is extremely 
useful for target tracking and extraction in sports video, the 

current research on video detail enhancement technology does 

not pay much attention to the development of ball game violation 

tracking and recognition. Therefore, the study uses the fusion 

algorithm of wavelet exchange method and three-frame 
difference method and background subtraction method to detect 

and extract the motion targets, and uses the improved CamShift 

tracking algorithm and HMM to track and identify the tracking 

targets for the violation actions. Comprehensively, the study 

constructs a tracking recognition model for volleyball violation 
based on video enhancement technology to achieve accurate 

penalty in intense rivalry games. Through experimental analysis 

and comparison, the tracking F-measure value of the model 

constructed by the study is 0.89, which can achieve a good 

tracking effect, the recognition accuracy is 99.76%, and the 
average error is 0.003, which can effectively realize the tracking 

recognition of players’ illegal actions during volleyball, and 

objectively make court penalties to guarantee the fairness and 

justice of the game. 

Keywords—Volleyball; video detail enhancement; hmm; 

CamShift tracking; detection; recognition 

I. INTRODUCTION 

In competit ive competitions, the subjective judgment of 
the referee may  be influenced by d ifferent perspectives and 

observation results, leading to doubts about the accuracy of 
the judgment. Video detail enhancement technology has 

become an  important research direction  for achieving accurate 

punishment of illegal actions in volleyball matches. However, 
despite the rapid  development of computer and network 

technology, significant progress has been made in  related 
research fields; the application of video detail enhancement 

technology in sports video still faces some challenges [1]. Due 
to the uncertainty of lighting conditions at the competition 

site, limitations of collection equipment, and the presence of 

noise interference, the quality and clarity of volleyball game 
video images are often low. This poses a challenge to the 

effectiveness of video detail enhancement algorithms. In  
addition, as the competition progresses, moving targets may  

experience problems such as rapid movement, deformation, 
and occlusion, which  also increases the difficulty of tracking  

and recognizing moving targets. In  addition, due to  the 

individual d ifferences of different athletes and the complexity  
of game rules, further research is needed on the identification  

methods for illegal actions [2]. With the current computer and 
networking skills, video detail enhancement has matured. In  

the process of image and video acquisit ion, due to the lighting 
environment, acquisition equipment, noise interference and 

other factors, it will lead to the degradation of image and 

video visual effects, so detail enhancement algorithms need to 
be used to highlight some of the detailed information in the 

image and video for subsequent processing [3]. There are two  
main types of video detail enhancement algorithms, namely, 

detail enhancement based on mult iple input images and detail 
enhancement based on single input images [4]. While v ideo 

detail enhancement techniques are ext remely useful in the 

tracking and extraction of targets in motion video, not much 
research attention has been paid to video detail enhancement 

techniques [5]. The study uses video detail enhancement 
techniques to process video images in volleyball and to 

achieve detection and tracking of motion targets, and to 
identify the offending actions accordingly. The images are 

first preprocessed using the wavelet variation algorithm RGB. 

After pre-processing, the motion targets are detected and 
extracted using a fusion algorithm with three-frame difference 

method and background subtraction method. After the motion 
targets are detected and extracted, the motion targets are 

tracked and identified using CamShift tracking algorithm and 
Hidden Kolff (HMM), which is found to be lost when the 

target tracking may be obscured. To address this, the study 
adjusts the position of the CamShift algorithm’s find ing glass 

by introducing a Kalman filter (Kalman) to predict  the motion  

parameters of the target. As a result, the study constructs a 
volleyball mot ion violation tracking recognition model based 

on video detail enhancement, which realizes the intelligence 
of game penalty and effectively solves the penalty problem 

caused by viewing angle and other reasons during the game.  
The importance of research lies in  improving the accuracy and 

fairness of competit ion judgments, optimizing the 

effectiveness of video image processing and object tracking, 
and providing useful references for penalty issues in other 

sports. The innovation lies in the refinement of the application  
of video detail enhancement technology. Through the 

combination of various algorithms and models, a volleyball 
movement vio lation tracking and recognition model based on 

video detail enhancement has been constructed. This study has 

important practical significance in improving the accuracy of 
competition judgments. This study is mainly div ided into five 

sections. The second section summarizes the research on 
video tracking, mot ion recognition, and other technologies 

both domestically and internationally. The third section is to 
construct a proposed volleyball foul action tracking  and 

recognition model, analyzing image data processing, image 
detection, and target tracking. The fourth section is to analyze 

the performance of the constructed model and verify  the 
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superiority of the proposed model. The fifth section discusses 
the results and analyzes deeper conclusions . The final section 

summarizes the results and proposes the shortcomings of the 
research and future research directions. 

II. RELATED WORKS 

In the process of image and video acquisition, under the 

influence of lighting environment, acquisition equipment, 

noise interference and other factors, it will lead to the 
degradation of image and video visual effect, and need to use 

detail enhancement algorithm to highlight some informat ion in  
the image and video for easy discrimination and processing. 

For this, many scholars conducted research to improve the 
image visual effect. Xue et al. [6] found that most video 

enhancement algorithms depend on optical flow to enroll 
frames in video sequences, but flow estimat ion is difficu lt, so 

they proposed a TOFlow to achieve enhancement of image 

data, and found excellent optimization by comparing three 
functional tasks, frame interpolation, video 

denoising/denoising, and video super-resolution, with  
conventional optical flow for standard benchmark tests. Guan 

et al. [7] proposed a MFQE method for the lower house video 
and designed a new MF-CNN to improve the quality of 

compressed video by addressing the problem that existing 

methods to improve the quality of compressed images/videos 
mainly  focus on improving the quality of indiv idual frames 

without considering the similarity between consecutive 
frames, which effect ively improves the effectiveness and 

generalization in terms of the latest image quality of highly  
compliant videos. Wang et al. [8] found that the key challenge 

of video SR is to effectively exp loit the correlated asphyxia 

among consecutive frames, and that available deep 
learning-based methods typically estimate the optical flow 

among LR frames to provide temporal dependence, proposing 
an end-to-end video SR network to super-resolve optical flow 

and image. Zheng et al. [9] constructed an unsaturated 
magnetic excitation-based MFL measurement device by  

converting MFL informat ion to image representation through 
the Zaitong pseudo-color imaging protocol, and the maximum 

modulus method was used for the point location of wire 

breakage to extract color moments, statistical texture features, 
and spectral texture features from the image. Tang et al. [10] 

proposed a new ship detection model that can be called FLNet  
by combining image processing methods and deep learning 

target detection methods in order to solve the problem that 
there is a large amount of background information  and noise 

informat ion similar to the ship in the image due to the 

mechanis m of imaging by SAR, which badly  affects the ship 
detection model performance. 

In intelligent video analysis systems, motion target  
tracking is widely used in intelligent surveillance, 

human-computer interaction, and autonomous driving. In  
order to be able to track and recognize with high accuracy 

despite the challenges such as environmental changes, 

occlusion deformation and scale changes of the tracking  
target, the research on motion tracking recognition has been 

increasing. Kim et al. [11] t racked the excavator by using a 
pre-trained detector to locate the excavator and correlate the 

detection results, tracked the excavator by the tracking  
learning clean toilet algorithm, and finally used a hybrid deep 

learning algorithm to model the visual features of the 
excavator and the operation cycle of the sequential patterns 

were modeled and trained to propose a vision-based 
framework for animal recognition. Jaouedi et al. [12] proposed 

a hybrid deep learning model-based approach for human 

action recognition using gated recurrent neural networks to 
classify sequence data and videos, and upper and lower feature 

data extraction using evaluation algorithm. Angelin iet al. [13] 
proposed a hybrid deep learning model-based approach for 

HAR due to the gap between the deep learning data 
requirements and the functionality provided by the framework 

that needs to provide the application in terms of data recording  

devices, a new 2D pose based pose level HAR approach 
(ActionXPose) was proposed by reducing the gap using the 

human pose provided by OpenPos. Zhang et al. [14] proposed 
a new pose level HAR approach (ActionXPose) in  order to  

deal with the gaps with different temporal context  information  
for long duration time series features and enhance 

spatio-temporal attention, the human action recognition 

problem was solved by using Conv-LSTM and FC-LSTM, 
and a STDAN was designed. Ge et al. [15] effectively  

represent the spatial static and temporal dynamic information  
of videos, using GoogleNet  to ext ract the features in the v ideo 

frames, processed by a spatial transformer network then 
modeled the sequential information of the features by 

convolutional LSTM, and proposed a new attention 

mechanis m based convolutional LSTM action recognition 
algorithm. 

In summary, the CNN model is used as the mainstream 
direction in speech recognition technology. Although this 

model can improve the performance of speech recognition, the 
subsequent structure construction is complicated and is not 

conducive to improving the operation efficiency of the model. 
Therefore, the research starts from neural network and 

proposes OPGRU to simplify the structure of speech 

recognition model and improve the recognition accuracy and 
operation efficiency of the model. 

III. VOLLEYBALL FOUL ACTION TRACKING RECOGNITION 

MODEL CONSTRUCTION 

A. Image Data Pre-Processing and Target Detection 

Common penalty errors and misjudgments have been the 

trigger for conflicts on the court. The requirement of action  

specification in volleyball is very high, in order to ensure the 
reduction of errors and wrong calls in volleyball and the 

accurate detection of fouls committed by players. The ball 
game video is processed and analyzed using video detail 

enhancement technology [16]. Before tracking and recognition 
of ball game violat ion actions, pre-processing of sports video 

image data is required to improve the accuracy and 
recognition precision of tracking afterwards. Firstly, the image 

is converted to grayscale image by RGB and the image is 

weighted, and the processing formula is  shown in  the 
following Eq. (1). 

       iI , , , ,x y r x y g x y b x y    
  (1) 

The values  ,   , and   in Eq. (1) are the values for 

weighting the action images of volleyball p layers. When the 
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athlete action image is an action image captured in natural 
light is, the image weight is set to 1. When the action image is 

captured in a single light, the image weight is set to 0 to 
eliminate the shadow of the volleyball player’s body, and the 

wavelet transform algorithm is used to reduce the noise of the 

data signal after the image is grayscale processed and 
weighted, and the wavelet transform formula is shown in 

Eq. (2) below. 

   
1

,
t

WT a f t dt
aa


 





 
   

 


  (2) 

In Eq. (2), a  denotes the variable scale and   denotes 

the variable translation. After multip le wavelet t ransforms, the 

obtained signal components are shown in Eq. (3) below. 

n 1 2 nS A D D D    
   (3) 

In Eq. (3), S  denotes the original signal, 
nD  denotes 

the noisy signal obtained after n  wavelet transforms, and 

nA  denotes the effective signal obtained after n  wavelet  

transforms. After verification, it is found that the 3-layer 
wavelet transform has the best denoising effect. According to 

the above, the denoising and grayscale processing of 
volleyball sports video action data is realized. After 

processing the image need to detect the motion target, motion  
target detection is to take the target color, shape, position and 

size informat ion in  each frame of the video stream, and the 
video sequence is essentially  three-dimensional data 

containing a time dimension, the study uses the three-frame 

difference method to extract the motion target, the three-frame 
difference method is illustrated in Fig. 1. 

In Eq. (8),   is the number, which  is fed into the section 

as needed, w  is the degree, and h  is the figure. Eq . (9) is  

obtained by "summing" the background subtraction method 

with the motion target informat ion obtained from the 
three-frame difference method. 

     , , ,D x y DI x y DB x y 
  (9) 

After obtaining the target in formation, the background 

adaptive update is performed, and the update expression is 
shown in Eq. (10). 
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    (10) 

The best value of u  in Eq. (10) is 0.997, which is  

obtained after the study. The flow chart of the fusion 

algorithm of the three-frame d ifference method and the 
background subtraction method is shown in Fig. 2. 

Firstly, the three adjacent frame degree values 2kI  , 1kI   

and kI  are collected for the operation of the neighboring two  

difference absolute, and the difference map formula is 
obtained as shown in Eq. (4). 
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Binarizing the two neighbor-dual differences, the 
expression is shown in Eq. (5). 
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     (5) 

In Eq. (5), d  is the mean value of the d ifference map,   

is the standard deviation of the difference map, and T  

represents the threshold value. The two binarized images are 
subjected to or operation to obtain the motion target 

information, as shown in Eq. (6) below. 

     1 2, , ,DI x y D x y D x y 
  (6) 

The above equation is used to process the image, but in the 

process of research, it is found that there are still some 
limitat ions, and the motion target in the extraction will 

produce a hole phenomenon, for this problem, the study 

combines the background subtraction method and the 
three-frame d ifference method. The Eq. (7) is obtained from 

the background subtraction method. 

     , , ,kDB x y I x y B x y 
  (7) 

In Eq. (7)  ,kI x y  is the current degree value,  ,B x y  

is the back pixel gray value.  ,d x y  is the difference 

absolute value image  ,DB x y  value image  ,DB x y  

pixel point of d  and standard  , with and standard 

deviation set to a value of T , into the binarizat ion, to obtain 
the expression (8). 
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Fig. 1. Diagram of three frame difference method. 
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Fig. 2. Flow chart of fusion algorithm for target detection. 

Combin ing the above, the study implements the 
pre-processing of volleyball sports action video images, and 

detects and extracts the image targets using an algorithm fused 
with the three-frame difference method and the background 

elimination method. 

B. Target Tracking based on Improved CamShift Algorithm 

After the target is detected and extracted, it needs to be 
tracked so that the subsequent violation movements during 

volleyball sports can be identified in real t ime. The CamShift  

is a successive self-adaptive Meanshift algorithm. The 
Meanshift algorithm that finds and iterates over the pixels of a 

single image for optimal results, the CamShift mainly iterates 
processing of video sequences, where each frame in the video 

is called using the Meanshift algorithm. The Meanshift 
algorithm belongs to the kernel density estimat ion method, 

which describes the model of the target and the candidate 

model by the probability of the pixel feature values in the 
region and in the candidate region. Given a sample of po ints in 

the d-dimensional space Rd, the Meanshift vector of points 
has the basic form shown in Eq. (11). 

   
1

i h

h i

x S

M x x x
k 

 
   (11) 

In Eq. (11), ix  is the sample points in the interval, k  

denotes the sample falling into the hS  region, and hS  is the 

high-dimensional spherical reg ion of radius h , which is the 

set of y  points satisfying the relationship in Eq. (12) below. 

      2:
T

hS x y y x y x h   
  (12) 

The study extended the basic Meanshift form by  
introducing a kernel function in order to take into account the 

effect of the distance of each pixel po int during the 
calculation, as shown in Eq. (13) below. 
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In Eq. (13)  G x  is a unit kernel function and   is the 

weight assigned to the sampled points. Using Eq. (13) for 

iteration, the following Eq. (14) is obtained. 

   h hm x M x x 
    (14) 

After calculat ing the value of  hm x , assign it to x , and 

then calculate  hM x  again. If the absolute value of 

 hM x  is less than the tolerance error, end the cycle to get 

the final target position. If not, continue the calculation. The 
meanshift tracking algorithm is shown in Fig. 3. 
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Fig. 3. Schematic diagram of MeanShift tracking algorithm. 
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The CamShift utilizes the modalit ies of the probability  
distribution image detected by the Meanshift algorithm in  

continuous video detection by introducing a feedback loop in  
which the prev ious detection result is used as input to the next  

detection process and restricting the search area to the 

surroundings of the latest known target location. After the 
color tracking probability model is established, the video 

image is transformed  with a co lor probability d istribution 
map. The model in itializes a search window (SW) in the first 

frame of the image, and adjusts the window size and position 
according to the tracking target in the way shown in Eq. (15). 
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   (15) 

In Eq. (15) W  is the SW of size s  in the color 

probability distribution map, 
kp  is the initialized centroid of 

the SW,  f p  is the Meanshift climbing gradient equation, 

and the new centroid ˆ
kp  is found by dynamic iterat ion, and 

this is cycled until convergence to achieve adaptive change of 
the window. During the study, it is found that the target 

tracking may be obscured during the target tracking resulting 
in target loss. To address this, the study adjusts the position of 

the SW of the CamShift by introducing the Kalman filter 

(Kalman) to predict the motion parameters of the target to 
compensate for the temporary target loss due to occlusion. In 

two stages, prediction and correction, the components of the 
predicted state vector are used to set the center position of the 

SW of the CamShift, and the center of gravity position output 
by the CamShift  is used as the measurement value to correct  

the predicted state vector and achieve the optimization  
improvement of the CamShift. 

C. HMM-based Foul Play Analysis Identification 

Judgment of foul actions and near-foul actions in 

volleyball by the eyes of the referee alone usually leads to 

errors. The study has already used a fusion algorithm 
combin ing the three-frame difference method and the 

background elimination method to detect and extract the 
motion  targets in the prev ious paper, and the improved 

CamShift  has been used to achieve the tracking of motion  
targets in ball game sports videos. The HMM recognition 

process is shown in Fig. 4. 

Image test sample 

of illegal actions

Training sample of 

illegal action image

Characteristic observation sequence

HMM model 

training

Probabilistic 

matching

Probabilistic matching
 

Fig. 4. HMM violation action identification process. 

The data set of foul actions of volleyball players is divided  
into different types, firstly, each vio lation is modeled in a 

targeted way, and the study sets the amount of data for each 
violation to 120 and decomposes the action into n 

meta-act ions. These meta-actions during the motion are 

temporal in nature, so each game violat ion is considered as a 
sequence of observations of length n. Training and learning  

are performed for this sequence of observations to find the 
best HMM parameters for each action model [17]. After 

finding the best parameters, the ext racted observation 
sequence data is used as the input data of the HMM, and the 

probability of the best state sequence occurrence of the action 

in the current video under each act ion model is obtained using 
the Viterbi algorithm. The action which corresponds to the 

model with the largest probability of output is the 
identification outcome of the current observed sequence. 

HMM is expressed as the following Eq. (16). 

 , ,A B 
     (16) 

In Eq. (16), A  is the state probability distribution, B  is  
the observation probability d istribution, and   is the initial 

probability distribution. To find the appropriate HMM 
parameters, the study uses the Baum-Welch algorithm to train  

each parameter o f the HMM so that the probability of the 

observed sequence in the model is maximized. The state 
sequence data is considered as unobservable hidden data I  

as shown in Eq. (17) below. 

     ,
J

P O P O I P I  
   (17) 

In Eq. (17), O  is the observed sequence data. The 

maximum expectation algorithm (EM) is used to implement  
the HMM algorithm for parameter learn ing. Q  function, as 

follows in Eq. (18). 

     , log , ,
I

Q P O I P O I   
  (18) 

In Eq. (18),   denotes the current estimate of the model  

parameters and   is the maximized model parameters. After 

obtaining the value of the Q  function, the parameters of the 

HMM were obtained by maximizing the Q  function, 

combined with the Lagrange mult iplier method. In vo lleyball 

violation recognition, after the training of the vio lation model 

is completed, the study uses the Viterb i algorithm to find the 
optimal solution of the HMM. For a given HMM model and 

observed sequence data, the optimal path  * * * *

1 2, , , TI i i i  

is solved, and T  denotes the length of sequence I . Through 
the above operation, the analysis of the recognition of ball 

game v iolation actions is completed. The principle of the 

Viterbi algorithm is shown in Fig. 5. 

Comprehensive above, the research uses video detail 

enhancement technology to detect and track the target of the 
game v ideo image, and finally uses the action model for 

recognition, and constructs a volleyball foul action tracking  
recognition model based on video detail enhancement 

technology, which effectively makes accurate judgment on 

each violation action remembered in volleyball. 
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Fig. 5. Principle of viterbi algorithm. 

IV. TRACKING RECOGNITION MODEL PERFORMANCE 

ANALYSIS 

The study conducted performance analysis on the 
constructed model, using the Volleyball Dataset for training  

and analysis. The dataset consists of 55 videos, with 4830 

keyframes annotated with athlete positions, as well as their 
individual and group actions. The study divided 4830 

keyframes into training and testing sets, with a ratio  of 8:2 
between the training and testing sets. The study was conducted 

to improve the accuracy  and recognition precision of tracking. 
The wavelet transform noise reduction process was performed  

on the image, and to verify the noise reduction process effect, 

the study used the same set of violating actions. The noise 
reduction effect of the image of the x-axis acceleration of the 

violation action is compared as shown in Fig. 6. 
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Fig. 6. Effect before and after wavelet change noise reduction. 

As can be seen from Fig. 6, before the use of wavelet  

denoising, there is a lot of redundant data and noise in the 

image of the offending action, which is difficult to  extract  and 
identify subsequently, after the wavelet transform noise 

reduction eliminates the redundant data removal in the x-axis  
acceleration of the foul action, and maintains the original 

curve direction while noise reduction, which makes the 
waveform graph clearer and improves the accuracy of tracking  

and identification of subsequent video images. To verify the 

tracking effect o f the tracking algorithm, the research 
improved CamShift tracking algorithm is compared  

longitudinally with the currently popular and superior 
performance tracking algorithms: CT, TLD, IVT, and L1PAG 

to verify  the tracking of a subset of target deformat ion, a 
subset of illumination changes, and a subset of background 

interference, a subset of the three interference cases using the 
algorithm. The d istance accuracy curves (precision plot) for 

comparing different cases are shown in Fig. 7. 
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Fig. 7. Comparison of Accuracy Curves. 
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In Fig. 7, the tracking d istance precision of each  algorithm 
is affected by different effects under different interference 

scenarios, and increases with the increase of the positioning 
error threshold, among which  the improved CamShift tracking  

algorithm is the least affected by interference, and the average 

tracking precision is 0.79 under each interference scenario at a  
positioning error threshold of 50. The TLD t racking algorithm 

is at a positioning error threshold of 50. The average tracking  
precision of the TLD tracking algorithm is 0.73 at a  

positioning error threshold of 50, which is 8.2% less than the 
precision of the improved structure. The average tracking  

precision of the CT tracking algorithm is 0.59 at a positioning 

error threshold of 50, which is 33.9% less than the precision of 
the improved structure. The average tracking precision of the 

IVT tracking algorithm is 0.61 at a positioning error threshold 
of 50, which is 29.5% less than the precision of the improved 

structure. The average tracking precision of the L1PAG 
tracking algorithm is 0.59 at a positioning error threshold of 

50, which  is 29.5% less than the precision of the improved 

structure; and the average tracking precision of the L1PAG 
tracking algorithm is 0.61 at a positioning error threshold of 

50. The average tracking precision of the L1PAG tracking  
algorithm is 5.7 when the localization error threshold is 50, 

which is 38.6% less than the algorithm precision. The above 
figure shows that the proposed algorithm has better tracking  

effect in complex scenarios such as target deformat ion, light 

change, and background disturbance. To further verify the 
performance of the algorithms, the study introduces recall 

(Re), precision (Pr), and comprehensive performance 
(F-measure) to compare the performance of the five tracking  

algorithms under three different scenarios of multimodal 
background, light change, and bad weather with quantitative 

metrics, as shown in Table I. 

TABLE I. COMPARISON OF AVERAGE PERFORMANCE OF T RACKING 

ALGORITHMS 

Algorithm Scene  Re Pr F-measure  

Improved 
CamShift  

Highway 0.90 0.88 0.89 

Fountain 0.88 0.87 0.87 

Wet Snow 0.92 0.91 0.91 

TLD 

Highway 0.82 0.81 0.81 

Fountain 0.84 0.80 0.82 

Wet Snow 0.76 0.79 0.78 

CT 

Highway 0.82 0.83 0.82 

Fountain 0.79 0.80 0.79 

Wet Snow 0.80 0.81 0.80 

IVT 

Highway 0.73 0.75 0.74 

Fountain 0.69 0.70 0.69 

Wet Snow 0.77 0.79 0.78 

L1PAG 

Highway 0.74 0.72 0.73 

Fountain 0.71 0.74 0.72 
Wet Snow 0.68 0.69 0.68 

Table I shows that the improved CamShift tracking  

algorithm using particle filtering significantly improves the 

ability of the improved algorithm to handle complex 
backgrounds including light changes and multimodal 

backgrounds, and the performance index value of this 
algorithm is the highest in all scenes. The improved CamShift  

tracking algorithm has an average Re value of 0.90, an  
average Pr value of 0.89, and an F-measure value of 0.89 for 

the three scenes. Slightly higher than the TLD tracking  

algorithm, which has an average Re value of 0.81, an average 
Pr value of 0.80, and an F-measure value of 0.80. The CT 

tracking algorithm has an average Re value of 0.81 The 
average Re value of the CT tracking algorithm is 0.81, the 

average Pr value is 0.81, and the F-measure value is 0.81; the 

other two algorithms have lower values of quantitative 
indicators. The comprehensive table above shows that the 

research improved CamShift  tracking algorithm has high 
comprehensive performance and good robustness. To verify 

the recognition effect of the volleyball vio lation recognition 
model (model 1) constructed by the study, the recognition 

models constructed by convolutional neural network (CNN) 

(model 2) and  support vector machine (SVM) (model 3) and 
BP neural network (model 4) were used for violation  

recognition using volleyball sports videos from v ideo 
websites, and the recognition effect was compared for training  

and testing, and the results are shown in Fig. 8 is shown. 
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Fig. 8. Comparison of recognition effects of four recognition models. 

In Fig. 8, the recognition rate of the offending actions in 

models 1, 2, 3, and 4 decreases as the sample size increases. 
When the sample reaches at 500, the precision of model 1 was 

99.76%, the recognition precision of model 3 was 98.68% 
lower than that of model 1 by 0.08%, the recognition precision 

of model 2 was 99.21%, lower than that of model 1 by 0.55%, 

and the recognition precision of model 4 was 98.89%, lower 
than that of model 1 by 0.87% . When the sample was 

increased to 4000, the precision of the four model precision all 
decreased, but model 1 decreased the least, the recognition 

precision was 99.52%, model 3 recognition precision was 
98.39%, 1.13% lower than model 1, model 2 recognition 

precision was 98.49%, 1.03% lower than model 1, model 4 

recognition precision was 98.32%, 1.20% lower than model 1. 
The comprehensive content of Fig. 6 shows that model 1 has 

high stability and the highest recognition precision among the 
four recognition models. To further verify the recognition 

model performance, the recognition errors of the four models 
are recorded and compared, as shown in Fig. 9. 

From Fig. 9, the h ighest error of recognition error curve o f 
model 1 is 0.009, the lowest error is 0.001, and the average 

error is 0.003. It can be seen that the overall curve of this 

model is lower than the other three models, among which the 
highest recognition error of model 3 is 0.012, the highest 

recognition error of model 4 is 0.018, and the highest 
recognition error of model 2 is 0.016. The volleyball v iolation  

tracking recognition model constructed by the study can 
effectively track and identify the violations during the game, 

providing a strong guarantee for the fairness of the game. 
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Fig. 9. Identification error of four models. 

V. DISCUSSION 

Through the above experimental results, it was found that 

wavelet transform denoising of images can effectively  
eliminate redundant data and noise, maintain the original 

curve direction, and make the waveform clearer. Th is is 
crucial for the tracking and recognition of subsequent video 

images. Compared with popular tracking algorithms such as 
CT, TLD, IVT, and L1PAG, the improved CamShift tracking  

algorithm has higher tracking accuracy and robustness in 

subsets of illumination changes, background interference, and 
target deformation. Similarly, accuracy, recall, and 

comprehensive performance indicators also demonstrate its 
superiority. Compared with popular tracking algorithms such 

as CT, TLD, IVT, and L1PAG, the improved CamShift  
tracking algorithm has higher tracking accuracy and 

robustness in subsets of illumination changes, background 

interference, and target deformat ion. Similarly, accuracy, 
recall, and comprehensive performance indicators also 

demonstrate its superiority. The recognition error of Model 1 
is the smallest, indicat ing that the model has high robustness 

and accuracy, and is suitable for use in actual competitions to 
accurately track and identify violations that occur during the 

competition. In summary, the improved CamShift tracking  
algorithm and volleyball v iolation recognition model 

constructed in the study have been compared and tested, 

showing high accuracy and stability. This will have a 
significant impact on the fairness of actual matches and open 

up a path for subsequent research, indicating that important 
positions should be given to data preprocessing and model 

optimization in such research. 

VI. CONCLUSION 

In volleyball, referees are very prone to subjective 
judgment errors due to different observations from different 

angles during the game v iewing process. For this reason, the 
study uses RGB to grayscale the image and wavelet variation  

algorithm to noise reduce the video image, and then uses the 

fusion algorithm of three-frame d ifference method and 
background subtraction method to detect and extract  the 

motion target in the image. After the motion target is detected 
and extracted, the CamShift tracking algorithm is used to track 

the motion target and it is found that the target may be lost due 
to the occlusion of the tracking target during the target 

tracking. To address this, the study adjusts the position of the 

SW of the CamShift by introducing the motion parameters of 
the Kalman prediction target to achieve improved 

optimization. The set of images that have been extracted from 
the offending actions are input to the HMM recognition model 

to track and identify the offending actions that appear in the 
motion video. As a result, the study constructs a volleyball 

motion v iolat ion tracking recognition model based on video 
detail enhancement. Through the analysis of experimental 

verification, the recognition accuracy of the research 
constructed tracking recognition model is 99.76%, and  the 

average error is 0.003, which can effectively realize the 

tracking recognition of players’ illegal act ions during 
volleyball sports and realize the fairness of the penalty in the 

court game. At present, the model is only used in sports 
competitions and has not been put into more fields, which can 

be further explored in the future research. 
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Abstract—Wireless Capsule Endoscopy (WCE) is a diagnostic 

technology for gastrointestinal tract pathology detection. It has 

emerged as an alternative to conventional endoscopy which could 

be distressing to the patient. However, the diagnosis process 

requires to view and analyze hundreds of frames extracted from 

WCE video. This makes the diagnosis tedious. For this purpose, 

researches related to the automatic detection of signs of 

gastrointestinal diseases have been boosted. In this paper, we 

design a pattern recognition system for detecting Multiple 

Bleeding Spots (MBS) using WCE video. The proposed system 

relies on the Deep Learning approach to accurately recognize 

multiple bleeding spots in the gastrointestinal tract. Specifically, 

the You Only Look Once (YOLO) Deep Learning models are 

explored in this paper, namely, YOLOv3, YOLOv4, YOLOv5 

and YOLOv7. The results of experiments showed that YOLOv7 

is the most appropriate model for designing the proposed MBS 

detection system. Specifically, the proposed system achieved a 

mAP of 0.86, and an IoU of 0.8. Moreover, the results of the 

detection were enhanced by augmenting the training data to 

reach a mAP of 0.883. 

Keywords—Wireless Capsule Endoscopy (WCE); Multiple 

Bleeding Spots (MBS); Gastrointestinal (GI) disease; deep 

learning; pattern recognition 

I. INTRODUCTION  

The digestive system disorders have been a concern for 
physicians over years. In fact, millions of people around the 
world suffer from gastrointestinal (GI) diseases. Specifically, 
among more than 73 thousand participants in a worldwide 
study, 40% of them have functional gastrointestinal disorders. 
In addition, disorders such as digestive system cancer are 
considered fatal and a major cause of mortality according to 
2020 United States statistics. Several pathogens can affect the 
gastrointestinal tract such as inflammations, infections, 
cancers, benign tumors, ulcers, and hemorrhoids. Some of 
these pathogens have similar symptoms. Specifically, cancer, 
benign tumors, ulcers, and hemorrhoids may yield Multiple 
Bleeding Spots (MBS) in the gastrointestinal tract. The latter 
symptom consists of a loss of blood in the GI tract because of 
ruptured vessels indicating the presence of an abnormality [1]. 
These MBS appear as small dark red spots or as small light 
spots next to the red dark ones. Fortunately, with the 
emergence of new diagnostic techniques, it is possible for 
physicians to detect GI abnormalities. Endoscopy is the most 
common diagnostic technique for GI tract. Nevertheless, it is 
inconvenient and painful for the patient. In order to alleviate 
this inconvenience, Wireless Capsule Endoscopy (WCE) 
developed in 2000, emerged as a new diagnostic technique. 

The diagnosing process consists of the patient swallowing a 
capsule. The latter contains a camera to record the journey of 
the capsule internally to the GI tract. Then, the physician 
analyses the record to diagnose the patient by looking for 
abnormal spots. WCE generates an eight-hour video. In other 
words, 60,000 frames need to be visualized by the physician. 
However, due to the small size of the lesion region and the 
visual fatigue, the disease diagnosis may be missed at an early 
stage. In light of this, a diagnostic technology related to image 
processing and pattern recognition would help in the rapid and 
accurate detection of the disease. Nevertheless, due to the 
likeness of the MBS and other intestinal characteristics such as, 
bubbles, holes, or small food debris, etc. It is challenging to 
extract visual descriptors able to distinguish MBS pattern from 
the other ones. It is even more arduous due to the background 
clutter. In fact, MBS can occur in all parts of the GI tract 
exhibiting large variety of background in terms of color, and 
texture. One way to tackle this problem is through the use of 
Deep Learning (DL) models which learn automatically suitable 
features. 

In this paper, we develop a multiple bleeding spot detection 
system for Wireless Capsule Endoscopy (WCE) videos. More 
specifically, we design a pattern recognition system based on 
deep learning models that are able to detect the bleeding spots 
through the GI tract. In particular, deep learning models 
adopted for pattern recognition were utilized. These models are 
designed to localize and categorize the object of interest.  For 
this purpose, we employ the You Only Look Once (YOLO) 
deep learning approach [2]. In this regard, we propose to 
compare different versions of YOLO. These are YOLOv3 [3], 
YOLOv4 [4], YOLOv5 [5], and YOLOv7 [6]. 

II. RELATED WORKS 

Recent researches have proposed aided-diagnosis systems 
for bleeding anomalies within the intestinal tract using WCE 
images. They can be categorized into classification-based 
approaches, and detection-based approaches. The former 
approaches classify the whole WCE frame as including 
bleeding spots or not including bleeding spots. Whereas, the 
detection approaches not only classify the frame but also 
localize the bleeding spots within the frame. Moreover, each of 
these two categories bifurcates into conventional and deep 
learning approaches according to the machine learning 
paradigm that have been adopted. More specifically, 
conventional approaches use ―engineered‖ features (also 
referred to as hand crafted features). Alternatively, deep 
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learning approaches automatically extract the feature while 
training the deep learning model. 

A. WCE Frame Classification System 

1) Conventional approaches: The work in [7] propose to 

classify WCE frames into ―Bleeding‖ and ―No Bleeding‖. For 

this purpose, it extracts a hand-crafted feature, namely, the 

color moment feature from WCE frames. Then, it is conveyed 

to a Support Vector Machine (SVM) [8] classifier. The choice 

of the visual feature to be adopted has been made through 

empirical experimentation. In fact, MPEG-7 visual 

descriptors, ―color moment‖, ―Discrete Wavelet Transform‖, 

―Edge Histogram Descriptor‖, ―Gabor‖, and a combination of 

―Discrete Wavelet Transform‖ and ―color moment‖. Similarly, 

the proposed system in [9] extracts hand crafted features. 

More specifically, MPEG-7 features  [10] are considered. 

These are the ―color moments‖, the ―color histogram‖, the 

―local color moments‖, the ―Gabor filter‖, the ―Discrete 

Wavelet Transform‖ (DWT) and the ―Local Binary Pattern‖ 

(LBP) features  [10]. The extracted features are then conveyed 

to a machine learning approach to categorize the frames as 

―Bleeding‖ or ―No Bleeding‖. This is performed by clustering 

each of the training ―Bleeding‖ frames, and the training ―No 

Bleeding‖ frames into similar groups using Fuzzy C-Means 

(FCM) [11]. As such, in the testing phase, the unknown frame 

is compared to the obtained cluster centroids from the training 

phase. It is then assigned to class of the closest centroid.  

2) Deep learning approaches: The authors in  [12] use a 

well-known CNN model that won of the ImageNet Large 

Scale Vision Recognition Competition (ILSVRC). 

Specifically, it exploits LeNet-5 [13] architecture. 

Alternatively, the work in [14] uses deep learning CNN 

models for feature extraction. In particular, VGG-19 [15], 

ResNet50 [16], and InceptionV3 [17] are adopted. Similarly, 

these are well known CNN models which won the ILSVRC 

competition. Nevertheless, inceptionV3 is an evolved version 

of InceptionV1 used in GoogleNet displays the architecture of 

inceptionV3. The obtained features from the three considered 

models are concatenated. Then, a feature selection is 

performed to select the most distinctive features. The selected 

features are conveyed to SVM classifier [8] to categorize the 

frames as ―Bleeding‖ or ―No Bleeding‖. The study in [18] 

proposed a system to diagnose the abnormalities in the GI. 

This study proposed a model which utilizes MobileNet [19]. 

The latter is a lightweight deep learning model. Specifically, it 

uses the independent convolutions for each depth dimension, 

then employs 1 1 pointwise convolution to recover the depth. 

The output of MobileNet  [19] is fed to a custom built 

convolutional neural network model. It is constituted of 64 

filters with a kernel size of 3 3. The resulting feature map is 

passed to a three fully connected layers for classification 

purpose. In  [20] authors proposed to classify WCE frames as 

―Bleeding‖ and ―No Bleeding‖. They employ a customized 

CNN model architecture. It consists of an eight-layer 

convolutional neural network that is composed of three 

convolutional layers (C1-C3), three pooling layers (MP1-

MP3) and two fully connected layers (FC1, FC2). Moreover, 

Support Vector Machine (SVM) [8] classifier is utilized 

instead of  the Softmax layer. 

B. Bleeding Detection System 

1) Conventional approaches: The study in  [21] extracted 

color and texture features. These features are used to generate 

bag of words using K-means clustering algorithm. Next, the 

Expectation Maximization (EM) is employed on the "Bag-of-

Visual-Words" for super-pixel segmentation. From the region 

of interest, geometric features like centroid, area, and 

eccentricity are extracted and fed to the SVM classifier [8]. 

The authors in [22] proposed an approach based on statistical 

color feature analysis. First, the frame is split into blocks. After 

that, dark or light blocks are excluded. Moreover, canny 

operator [23] is applied to discard the edges. Furthermore, 

Wavelet db2 with soft thresholding [24] is applied to reduce 

noise. The Red channel of the RGB color space is exploited to 

detect bleeding regions. More specifically, red ratio is 

computed for individual pixels. Finally, Support Vector 

Machine (SVM) is used to classify WCE frames into bleeding 

and non-bleeding classes. Alternatively, the system described 

in [25] performs semantic segmentation by classifying the 

pixels as a ―Bleeding‖ or ―No Bleeding‖ pixel. This results in 

detecting the bleeding pixel within the frame. More 

specifically, the proposed system in [26] extracts the Red‐

Green‐Blue (RGB) color feature [26] and the Gray‐Level Co‐

occurrence Matrix (GLCM) texture feature [26]. These two 

features are combined and fed to Random Tree (RT) [27], 

Random Forest (RF) [28], and Logistic Model Tree (LMT) 

[29] classifiers.  

2) Deep learning approaches: The authors in [30] use 

AlexNet [31] CNN model to classify the frames as ―Bleeding‖, 

or ―No Bleeding‖. This is a well-known CNN model, which is 

one of the earliest models that won the ILSVRC run by 

ImageNet. Once the bleeding frames are separated, they are 

segmented using SegNet [32] in order to detect the ―Bleeding‖ 

areas. It is a deep learning model designed for image 

segmentation. It is constituted of convolutional stacked auto-

encoder. Similarly, the authors in [33] use U-Net deep learning 

segmentation approach to detect ―Bleeding‖ regions in the 

small intestines. The model architecture has a ―U‖ shape.  The 

model down-samples the input image to a small feature map. 

Next, it up-samples it. The up-sampling process use skip 

connections to benefit from the down-sampling process. In 

fact, at each level, the down-sampled feature map is 

concatenated to the up-sampled one to generate the next up-

sampled feature map. The work in [34] employs a Cascade 

Proposal network to generate region of interest proposals. 

These are regions susceptible to include bleeding pattern.  The 

proposed regions are then fed to the Region Proposal Rejection 

(RPR). The latter is a small network consisting of one 

convolutional layer, one fully connected layer, and two output 

layers. It is used to rank the regions based on a score. Its output 
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is fed to a detection module which predicts the bounding box 

and the corresponding class. For the testing phase, the unseen 

image is provided to both a Salient Region Segmentation 

(SRS) and a Multiregional Region Combination (MRC). While 

SRS captures the exact location of the regions [34], and MRC 

that gains adequate coverage of the concerned region and apply 

the SRS to locate region of interest's positions. Moreover, 

object boundaries are refined using the Dense Region Fusion 

(DRF) approach by checking the density of a specific area 

[34]. 

C. Discussion  

As it can be noticed, the related works in [7], [9], [12], [14], 
[18], and [20]  classify the frames into ―Bleeding‖ and ―No 
Bleeding‖. While the earliest studies in [7] and [9] are based of 
extracting ―hand crafted‖ features that are fed to a classifier, 
the works in [12], [14], [18], and [20] exploit deep learning 
models befitting therefore from the automatic learning of the 
features. In fact, using deep learning paradigm alleviates the 
problem of selecting the suitable features which is usually 
performed through empirical comparison of the features. 
Nevertheless, classification approaches do not localize the 
bleeding within the frame. Alternatively, the works in [21], 
[22], [25], [30], [33], and [34] perform bleeding detection. In 
particular, the studies in [21], [22], and [25] utilize ―hand 
crafted‖ features. While the work in [21] and [22] splits the 
frame into blocks to transform the problem into a set of local 
problems and identifies in which block the bleeding occurs, the 
work in [25] perform semantic segmentation through pixelwise 
classification. The deep learning detection-based approaches in 
[30] and [33] are segmentation approaches. In fact, they exploit 
well known deep learning segmentation approaches SegNet 
and U-Net. Nevertheless, these two approaches are known to 
be very slow and not suitable for real world applications [35]. 
On the other hand, the work in [34] is not employing 
segmentation. It learns a bounding box to localize the anomaly. 
Specifically, it is based on a customized CNN. Thus, the 
adopted model could be fit the considered datasets. Moreover, 
it includes several modules, namely, SRS, MRC, RPR, and 
detection modules. This is advantageous when compared to 
end-to-end model. In fact, the error inducted by one of these 
modules affects all other modules. Moreover, the error of the 
different modules gets accumulated. 

III. PROPOSED APPROACH 

Computer aided-diagnosis can lessen the visualization task 
and help detecting automatically the MBS.  As shown in the 
related works investigation, MBS aided diagnosis systems are 
based on image processing and machine learning techniques. In 
particular, most of the reported works related to detecting MBS 
employ segmentation techniques. As a result, ―hand crafted‖ 
features for the segmentation task and for the classification task 
are required. This can be alleviated by the use of deep learning 
approaches designed for object detection. Nonetheless, to the 
best of our knowledge, deep learning models have not been 
explored for MBS detection. In particular, the end-to-end state 
of the art YOLO models were not investigated. 

YOLO deep learning detection model outperformed the 
other object detection approaches in many pattern recognition 

applications [36], [37]. Moreover, the success of YOLO model 
and its applicability to real world applications, yield the 
evolution of the model and the publication of different 
versions. However, a throughout comparisons of these versions 
in terms of performance and efficiency needs to be performed. 
In this regard, YOLO model, specifically, its latest versions 
YOLOv3 [3], YOLOv4 [4], YOLOv5 [5], and YOLOv7 [6] are 
investigated for detecting MBS in the GI tract. In the 
following, we describe the four considered models. 

A. YOLOv3 Architecture 

YOLO version 3 (YOLOv3) [3] is an improved version of 
YOLO which seeks to enhance the performance through the 
use of residual blocks and different scale feature maps. Inspired 
by Residual Networks [38] YOLOv3 employs alternatively 
3×3 and 1×1 convolutional layers to form a residual unit. This 
unit aims at avoiding the vanishing gradient problem faced by 
very deep network. YOLOv3 is composed of five residual 
block which incorporate a number of residual units. Since a 
stride of 2 is used at each residual block, the input is down-
sampled five times.  In particular, the last three down-sampled 
feature maps are used for the prediction task. Specifically, after 
the third residual block, the feature map is down-sampled by 
factor 8. It is exploited for small object prediction. On the other 
hand, the output of the fourth residual block is down-sampled 
by a factor of 16, and it is utilized to generate scale 2 feature 
map. The latter is employed for medium object prediction. 
Alternatively, big objects, referred to as scale 1 objects, are 
predicted using the last residual block for which the feature is 
down-sampled by a factor of 32. Furthermore, YOLOv3 
performs feature fusion to benefit from the feature maps at the 
different scales. As such, it up-samples scale 1 feature map and 
concatenate it with scale 2 feature map. The obtained feature 
map is then up-sampled, and concatenate with scale 3 feature 
map [38]. 

B. YOLOv4 Architecture 

YOLOv4 [4] is the fourth version of the YOLO model 
family. YOLOv4 model architecture is composed of multiple 
sections. Namely, they are the Input, the Backbone, the Neck, 
and the Head (dense prediction, and the sparse prediction). The 
backbone and the neck sections are responsible for feature 
extraction and aggregation, respectively. In particular, the CNN 
deep learning model, CSPDarkNet53 [39], is used as a feature 
extractor in the backbone section. Alternatively, Spatial 
Pyramid Pooling (SPP) and Path Aggregation Network 
(PANet) were utilized in the neck section to fuse the features 
using Bag of Specials (BoS). Finally, the head which is 
responsible for both localizing the object in the image and 
classifying it, amounts to YOLOv3 models. It consists of two 
stage detectors. The first one is the one stage object detector 
and the second one is the one is the two-stage object detector 
[4]. Compared to the previous versions of YOLO, YOLOv4 
mainly introduced two additional concepts. Bag of Freebies 
(BoF) and Bag of Specials (BoS). Bag of freebies are a set of 
techniques that alters the training framework or perform data 
augmentation. Many techniques can be incorporated for the 
purpose of enhancing the model performance without  
affecting on the inference cost [10].  Alternatively, BoS are 
strategies such as enlarging the receptive field, integrating 
features, incorporating attention modules, or post-processing. 
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These strategies aim at significantly enhancing the 
performance of accuracy at the expense of increasing the 
inference cost [4]. 

C. YOLOv5 Architecture 

YOLOv5 [5] is implemented using PyTorch which allows 
faster training [40]. As such, YOLOv5 allows rapid detection 
with the same accuracy as YOLOv4. Specifically, YOLOv5 
has been proved to have higher performance than YOLOv4 
under certain circumstances and partly gained confidence in 
the computer vision community besides YOLOv4. YOLOv5 
model architecture is similar to YOLOv4 architecture. It 
employs CSPDarknet53 [40] for the backbone section as 
feature extractor. The latter aims at addressing the gradient in 
deep networks and decreases the inference time through the use 
of cross-layer connections between the network's front and 
back layers. Moreover, it seeks improving the accuracy and 
utilizing lightweight model. Furthermore, the SPP module 
referring to the Spatial Pyramid Pooling module, performs 
maximum pooling with several kernel sizes and then fuses the 
features by concatenating them together. Additionally, 
YOLOv5 exploits Path Aggregation Network (PANet) in the 
neck section as feature aggregator to increase the flow of 
information and to enhance the object localization.  Besides, 
PANet incorporates a Feature Pyramid Network (FPN) [41]. 
On the other hand, the head is designed in the same way as 
YOLOv3 and YOLOv4. Specifically, it produces three 
different scale feature maps. The CSP network in the backbone 
is made up from one or more residual units, whereas the CSP 
network in the neck is made up of new module called CBL 
modules that replace the residual units. The CBL module 
consist of Convolution layers, Batch normalization layers, and 
Leaky ReLU activation function modules [42]. YOLOv5 
introduces a new layer referred to as Focus layer [43].  It takes 
the place of the first three layers of YOLOv3. Therefore, it 
reduces the GPU requirement and decreases the number of 
layers. 

D. YOLOv7 Architecture 

The most recent YOLO architecture, YOLOv7 [44], is 
based on YOLOv4 version. The main modifications consist of 
(i) the introduction of the Extended Efficient Layer 
Aggregation Network (E-ELAN), (ii) the incorporation of 
model scaling component, (iii) the use of planned re-
parameterized convolution, (iv) the employment of auxiliary 
head, and (v) the exploration of label assigner mechanism. E-
ELAN is a computational component in YOLOv7 backbone 
part. It enhances the prediction performance continuously by 
employing ―expand, shuffle, merge cardinality‖. Alternatively, 
the model scaling optimizes the number of layers, the number 
of channels, the number of stages in the feature pyramid, and 
the resolution of the input image in order to meet the 
requirements of various problems. Nevertheless, YOLOv7 
introduces a new model scaling paradigm which optimizes the 
scaling factors jointly, not independently one from the other. 
Similarly, YOLOv7 modifies RepConv by discarding the 
identity connection. In fact, it uses RepConvN in order to 
prevent the presence of identity connection for re-parametrized 
convolution. Moreover, YOLOv7 exploits the Deep 
Supervision training technique. More specifically, YOLOv7 
uses an auxiliary head in the intermediate layers to guide the 

training. The head responsible for the final prediction is 
referred to as lead head. Additionally, to further enhance the 
training, YOLOv7 outputs soft labels instead of hard one 
referring to the ground truth. 

We propose to compare the performance between different 
YOLO approaches which are YOLOv3 [3], YOLOv4 [4], 
YOLOv5 [5], and YOLOv7 [6] in recognizing in recognizing 
―Bleeding‖ spots. For this purpose, the considered models need 
to be trained. Therefore, each YOLO model is fed with images 
indicating the bleeding areas, if any. Specifically, the 
coordinates of the bounding boxes surrounding the MBS 
patterns are provided as input along with the ―Bleeding‖ 
images. They consist of the upper left corner coordinates (X, 
Y), the width, and the height of each box. Concerning the 
―Non-Bleeding‖ images, no boundary box is specified. To 
determine the best version of YOLO, the considered YOLO 
models are evaluated using the test set. Specifically, the 
different models are tested in terms of the inference time, MBS 
localization and classification. The best performing model is 
adopted to build the required system. 

IV. EXPERIMENT 

Kvasir-Capsule dataset [45] is considered in this project. It 
is a dataset of WCE videos collected from clinical 
examinations performed at the Department of Medicine, 
Bærum Hospital, and Vestre Viken Hospital Trust in Norway. 
It consists of 406 ―Bleeding‖ images representing bleeding 
spots of different size, color, and texture. In addition, it 
includes 34338 ―Non-Bleeding‖ images representing normal 
GI tract frames (without bleeding). According to [46], it is not 
recommended to add images without region of interest (―non-
bleeding‖ images) to the training set. More specifically, ―non-
bleeding‖ images should not exceed more than 10% of the total 
number of images in the training set. As such, only 328 non-
bleeding images are first considered. This results in the 
distribution reported in Table I, where the images are divided 
into 60% for training, 20% for validation, and 20% testing sets. 
Nevertheless, in order to get a glimpse of the models’ 
performance on the real-world, 6000 non-bleeding images are 
used in the test set. More specifically, both test sets which are 
the test set after omitting most of non-bleeding images (Test 1) 
and the test set that containing 6000 background images (Test 
2) are assessed. 

The available Ground Truth consists of labeling the whole 
image as including bleeding or not. Nevertheless, in order to 
train YOLO, a different ground truth should be provided. In 
fact, the coordinates of the bounding boxes surrounding the 
bleeding spots should be fed to model to be trained. As such, 
the dataset is labeled using labeling software tool [47]. As a 
result, 960 bleeding regions are considered. 

TABLE I. DATASET DISTRIBUTION 

 
Training 

set 

Validatio

n set 

Testing set 

without 

additional non-

bleeding (Test 1) 

Testing set with 

additional non- 

bleeding 

(Test 2) 

Bleeding 231 75 100 100 

Non-

bleeding 
328 108 86 6000 
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Two performance measures are considered to evaluate the 
performance of YOLOv3 [3], YOLOv4 [4], YOLOv5 [5], and 
YOLOv7 [6] in terms of recognizing MBS. Specifically, we 
considered Intersection over Union (IoU) [48] and mean 
Average Precision (mAP) [49], since the localization and the 
categorization of the object of interest are assessed using these 
performance measures. Moreover, Floating Point Operations 
per second (FLOP) [50] is also considered to compare the time 
efficiency of the considered YOLO models. Fig. 1 shows a 
comparison between the performances of the considered 
YOLO models on Test 2 in terms of both mAP and IoU. 

As illustrated in Fig. 1, YOLOv3 performs better than 
YOLOv4 and YOLOv5 in terms of recognition with mAP 
equal to 0.828. This is an expected outcome since the 
architecture of YOLOv3 consists of residual blocks. One of 
them is exploited specifically for small object detections which 
concord with the small pattern of the bleeding spots. Moreover, 
in terms of IoU, YOLOv4 achieves an IoU of 0.736 which is 
better than 0.589 for YOLOv3 and 0.727 for YOLOv5. In fact, 
YOLOv4 is better in localizing bleeding spots since it 
incorporates two stage detectors. The first one is called the one 
stage object detector and the second one is the two-stage object 
detector. Nevertheless, YOLOv5 exploits path aggregation 
network that enhances the model localization ability. 
Alternatively, YOLOv7 achieved the highest IoU and mAP 
equal to 0.8 and 0.86 respectively. This makes YOLOv7 the 
most appropriate model to design the proposed approach. 

 

Fig. 1. Performance comparison of YOLOv3, YOLOv4, YOLOv5, and 

YOLOv7 in terms of mAP and IoU. 

Moreover, data augmentation is employed to increase the 
size of the training data set conveyed to the best performance 
model, namely YOLOv7 [6] . This is achieved by adding more 
images to train the model. These images were created by 
flipping and rotating existing training images. The augmented 
dataset contains ―1056‖ images. The performance of YOLOv7 
without using the augmented data is compared with its 
performance when training the model with additional data. 
Table II depicts the performance of YOLOv7 when including 
and excluding data augmentation. As it can be seen, the 
augmented dataset improved YOLOv7 performance in terms of 
mAP. 

Furthermore, we compare YOLOv3 [3], YOLOv4 [4], 
YOLOv5 [5] and YOLOv7 [6] in terms of space complexity. It 
refers to the space needed to store and train the model. Table 
III shows the space memory for each model. As depicted, 

YOLOv5 requires less space memory due to its optimized 
implementation, while YOLOv4 needs more space memory.  

TABLE II. PERFORMANCE COMPARISON OF YOLOV7 [6] WHEN USING 

DATA AUGMENTATION AND WITHOUT USING IT 

 mAP IoU FLOPs 

Test results using 

data augmentation 
0.883 0.81 188.9G 

Test results 

without data 

augmentation 

0.86 0.8 188.9G 

TABLE III. PERFORMANCE ANALYSIS IN TERMS OF SPACE COMPLEXITY 

Model Space 

YOLOv3 Redmon and Farhadi, 

―YOLOv3.‖ 
123.5 MB 

YOLOv4  Bochkovskiy, Wang, and 

Liao, ―YOLOv4.‖ 
491.6 MB 

YOLOv5 ―Releases • 

Ultralytics/Yolov5.‖ 
14.4 MB 

YOLOv7 Wang, Bochkovskiy, and 

Liao, ―YOLOv7.‖ 
142 MB 

As illustrated in in Fig. 1, YOLOv7 exceeds the other 
models in terms of test result, yet there is no significant 
increase in term of time complexity. It is noticeable that 
YOLOv4 consumed more time when training the model. On 
the other hand, when training YOLOv5 it took the least time, 
and that is predictable since YOLOv5 uses less floating-point 
operations. Regarding the time considered to train all four 
models, Table IV reports the training and testing times per 
image when using Google Collaboratory to train all models. 

TABLE IV. PERFORMANCE ANALYSIS IN TERMS OF TRAINING AND 

TESTING TIME COMPLEXITY 

Model Training Time (s) Testing Time (ms) 

YOLOv3 Redmon and 

Farhadi, ―YOLOv3.‖ 
6.5295 0.00026 

YOLOv4  

Bochkovskiy, Wang, 
and Liao, ―YOLOv4.‖ 

23.07 0.00837 

YOLOv5 ―Releases • 

Ultralytics/Yolov5.‖ 
3.8103 0.00031 

YOLOv7 Wang, 
Bochkovskiy, and 

Liao, ―YOLOv7.‖ 

11.0554 0.00124 

V. CONCLUSION AND FUTURE WORKS 

The arduousness of MBS diagnosis through the 
burdensome visualization of an eight-hour WCE video of the 
GI tract has led to the development of aided-diagnosis system. 
They are based on pattern recognition techniques to detect 
MBS. In this paper, we proposed to design an aided- diagnosis 
for MBS detection from WCE video. It is based on deep 
learning pattern recognition model. In particular, different 
versions of YOLO model are investigated. Four YOLO models 
are trained and tested. The comparison and the analysis of the 
obtained results yielded the selection of the most suitable 
YOLO model for MBS recognition from WCE videos of the 
GI tract. Namely, YOLOv7 outperformed the other models. 

As future works, the proposed system can be implemented 
to an applicable and more convenient user-friendly system that 
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can be used by physicians. Additionally, the performance of 
the proposed system can be further enhanced by collecting 
more WCE data to train the model. 
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Abstract—Breast cancer is a significant global health concern, 

demanding advanced diagnostic approaches. Although 

traditional imaging and manual examinations are common, the 

potential of artificial intelligence (AI) and machine learning (ML) 

in breast cancer detection remains underexplored. This study 

proposes a hybrid approach combining image processing and 

ML methods to address breast cancer diagnosis challenges. The 

method utilizes feature fusion with gray-level co-occurrence 

matrix (GLCM), local binary patterns (LBP), and histogram 

features, alongside an ensemble learning technique for improved 

classification. Results demonstrate the approach's effectiveness in 

accurately classifying three carcinoma classes (ductal, lobular, 

and papillary). The Voting Classifier, an ensemble learning 

model, achieves the highest accuracy, precision, recall, and F1-

scores across carcinoma classes. By harnessing feature extraction 

and ensemble learning, the proposed approach offers advantages 

such as early detection, improved accuracy, personalized 

medicine recommendations, and efficient analysis. Integration of 

AI and ML in breast cancer diagnosis shows promise for 

enhancing accuracy, effectiveness, and personalized patient care, 

supporting informed decision-making by healthcare 

professionals. Future research and technological advancements 

can refine AI-ML algorithms, contributing to earlier detection, 

better treatment outcomes, and higher survival rates for breast 

cancer patients. Validation and scalability studies are needed to 

confirm the effectiveness of the proposed hybrid approach. In 

conclusion, leveraging AI and ML techniques has the potential to 

revolutionize breast cancer diagnosis, leading to more accurate 

and personalized detection and treatment. Technology-driven 

advances can significantly impact breast cancer care and 

management. 

Keywords—Breast cancer; machine learning; artificial 

intelligence; feature extraction; ensemble classifier 

I. INTRODUCTION 

Cancer is one of the complex and devastating diseases that 
continues to pose significant challenges to global healthcare 
systems and individuals worldwide [1]. It is one of the most 
dreadful diseases that is not easily curable. In the body, 
aberrant cells develop and spread out of control, which is a 
term used to describe a set of disorders called Cancer [2]. In 
the modern world methods like computerized tomography 
(CT) scans, magnetic resonance imaging (MRI) scans, 
positron emission tomography (PET) scans, etc. are used to 
detect this disease [3]. Breast cancer stands out among the 
numerous types of cancer as one of the commonest and 
worrisome forms, impacting millions of people every year [4]. 
Breast cancer often affects the breast tissue and frequently 
begins in the milk-producing glands (lobules) or the ducts that 

supply milk to the nipple. Mammography, a low-dose X-ray 
examination of the breast, is the most common technique used 
for the common detection of breast abnormalities [5]. In 
addition to this clinical breast examination is another method 
performed by professionals to detect it. The application of 
artificial intelligence and associated approaches is still not 
well practiced for this goal, despite the fact that there are 
numerous computerized automated procedures utilized for the 
diagnosis and detection of breast cancer [6]. Manual work that 
has to be done to diagnose and detect even after this 
automated process is still cumbersome since it demands 
intelligent decision-making [7]. The introduction of AI-ML on 
it will be the solution to it, where doctors do not need to 
manually examine and diagnose the disease [8]. The 
advancement of technology has enabled different kinds of 
methods to detect cancer which mainly include Liquid biopsy, 
Genome profiling, Image techniques, Metabolomics, Optical 
techniques, and finally AI -ML techniques [9]. Although these 
cutting-edge techniques have substantially improved cancer 
detection, their use may differ depending on the type and stage 
of the disease, the accessibility of resources, and the state of 
the healthcare system. Moving forward AI-ML techniques 
have the potential to be further honed and improved by future 
research and technological developments, which could 
ultimately result in earlier cancer diagnosis, better treatment 
outcomes, and higher overall survival rates for cancer patients 
[10]. Here we use traditional image processing and machine 
learning techniques in a hybrid way to realize the detection 
module. The major advantages of using this technique are 
early detection, improved accuracy, helping to suggest better 
personalized medicine, faster and more efficient analysis, 
integration and multimodal data, and continuous learning and 
improvement [11]. The benefits of utilizing AI-ML algorithms 
for cancer diagnosis, as described above, are generally very 
applicable to the particular situation of breast cancer. 

The proposed approach is driven by a comprehensive set 
of motivations and potential benefits that promise to 
significantly advance the field of histopathological image 
classification. Its core aim is to elevate the accuracy and 
robustness of this critical task. To achieve this, the approach 
combines three distinct feature extraction techniques: GLCM, 
which captures pixel-level spatial relationships; LBP, 
designed to characterize intricate texture patterns; and 
histogram features, which provide a global view of intensity 
distribution within the images. By amalgamating these diverse 
features, the approach seeks to create a holistic representation 
of the carcinoma images, enabling the model to capture both 
local nuances and global context, thus enhancing classification 
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accuracy. Histopathological carcinoma images are notoriously 
diverse due to variations in tissue preparation, staining, and 
imaging conditions. Therefore, another vital motivation is to 
bolster the model's resilience to such variability. The fusion of 
GLCM, LBP, and histogram features offers a multi-faceted 
approach to understanding these images, making it more 
adaptable to different staining protocols and equipment, 
ultimately resulting in a more reliable diagnostic tool. 

Moreover, the approach combats overfitting—a common 
challenge in machine learning—by employing an ensemble of 
classifiers. Ensemble methods aggregate the decisions of 
multiple classifiers, reducing the risk of the model 
memorizing noise in the training data and improving its 
generalization performance. This becomes crucial in 
histopathological image classification, where datasets can be 
limited in size and prone to noise. Class imbalance is yet 
another challenge in this domain, with some carcinoma 
subtypes having fewer samples than others. The fusion 
technique, coupled with appropriate strategies like weighted 
voting, can help address these class imbalance issues, ensuring 
that the model's performance is not skewed towards the 
majority class, which can be critical for effective clinical 
diagnosis. 

The combined use of different feature types also enhances 
the interpretability of classification results. Researchers and 
clinicians can gain insights into which aspects of the images 
are most influential in making the classification decisions. 
This not only provides transparency in the model's decision-
making process but also aids in building trust in its 
recommendations. Additionally, the versatility of this 
approach extends to its potential for transferability. By fusing 
diverse features and leveraging ensemble classifiers, it can 
potentially be applied to related image classification tasks 
within the medical domain, paving the way for broader 
applicability and impact. 

In essence, the given method is a forward-thinking 
approach that aims to improve classification accuracy, 
increase model robustness, and enhance the overall 
performance of histopathological carcinoma image 
classification. By integrating multiple feature extraction 
methods and harnessing the power of ensemble classifiers, this 
approach holds great promise in delivering more accurate and 
reliable cancer diagnoses, thus contributing significantly to the 
field of medical image analysis and ultimately benefiting 
patients and healthcare providers. 

These techniques could enhance the precision, 
effectiveness, and personalization of breast cancer diagnosis 
and treatment, improving patient outcomes and assisting 
doctors in their decision-making [12]. In this proposed work 
we have used a feature fusion for extracting robust features 
and ensemble learning [13] for better classification 
performance on classifying the three classes of carcinoma 
images said ductal, lobular, and papillary. We have used 
features like GLCM, LBP [14] and Histogram [15]. The novel 
approach outperformed existing techniques even without using 
any computational heavy deep learning technique. The 
remaining portion of the paper is described as essential 

preliminaries, detailed methodology, obtained results analysis 
and discussions, conclusion and the future work. 

II. LITERATURE REVIEW 

Alqudah et al. [16] proposed a new sliding window 
technique for local feature extraction from 25 sliding windows 
for each image. They used the LBP for features extraction of 
each window, support vector machine (SVM) to classify the 
windows, and to find the final class based on the majority 
voting technique. For the categorization of breast cancer, Gour 
et al. [17] introduced ResHist, a 152-layered convolutional 
neural network based on residual learning. They extracted 
discriminative features from the histopathological images and 
used the data augmentation technique to enhance the model's 
performance. Gandomkar et al. [18] have proposed classifying 
hematoxylin-eosin stained breast digital slides of 81 patients 
resulting in 7786 images in all. They demonstrated a system 
known as MuDeRN, which stands for "MUlti-category 
classification of breast histopathological image using DEep 
Residual Networks." A deep residual network (ResNet) of 152 
layers has been trained to categorize patches from the images 
in the first stage of the project, which comprises of two stages. 
Second, the images classified as malignant and benign were 
classified into four subtypes. Using a meta-decision tree, the 
authors combined the outputs of ResNet’s processed images in 
different magnification factors. Multiscale generalized radial 
basis function (MSRBF) neural networks were recommended 
by Beltran-Perez et al. [19] for the extraction and 
categorization of image features. Three steps make up the 
architecture described in this work: first, an input-output 
model is derived from the image; second, high-level image 
features are extracted from the model; and third, a module for 
classification is intended to forecast breast cancer. An 
approach based on deep convolutional neural network that 
supports 16 layers (VGGNet-16) has been proposed by Kumar 
et al. [20] who also assessed how well the fused framework 
performed in comparison to other classifiers like the support 
vector machine and random forest. They increase the data size 
using data augmentation. 

Li et al. [21] have evaluated histological images using 
convolutional neural network (CNN) architecture for 
classification. In order to improve feature information, authors 
proposed densely-connected-convolutional network 
(DenseNet) as the fundamental building block and 
interspersed it with the squeeze-and-excitation network 
(SENet) module. Vo et al. [22] have proposed data 
augmentation approaches to improve classification 
performance in addition to increasing the diagnosis 
effectiveness of biopsy tissue utilizing hematoxylin and eosin-
stained images. To improve classification performance in the 
situation of a small number of breast cancer images and 
imbalanced training data, they have presented an ensemble of 
deep convolutional neural networks (DCNNs) trained to 
extract visual features from multiscale images and used 
gradient boosting tree classifiers. Whereas Saxena et al. [23] 
have proposed a hybrid ML model to solve the class 
imbalance problem. They created the kernelized weighted 
extreme learning machine and the pre-trained ResNet50 for 
breast cancer classification using histological image. Alom et 
al. [24] state that the Inception Recurrent Residual 
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Convolutional Neural Network (IRRCNN) is assessed for 
breast cancer classification at the image, patient, and patch 
levels. Boumaraf et al. [25] have put forward the deep neural 
network ResNet-18, and transfer learning helps to avoid over-
fitting and boost the training speed on histopathological 
images. Furthermore, they used global contrast normalization 
(GCN) to strengthen the approach and three-fold data 
augmentation to enhance the model On histopathology 
images, Burçak et al.'s deep convolutional neural network [26] 
presents a method for automatically identifying and 
categorizing malignant areas. For quicker backpropagation 
learning, they computed the network's starting weight and 
updated the model parameters using a variety of algorithms, 
including stochastic gradient descent (SGD), nesterov 
accelerated gradient (NAG), adaptive gradient (AdaGrad), 
root mean squared propagation (RMSprop), AdaDelta, and 
Adam. A graphics processing unit with compute unified 
device architecture (CUDA) support is utilized in parallel 
computing architecture for quick processing.  Xie et al. [27] 
investigated to extract expressive features from images of 
breast cancer's histopathology. They suggested Inception_V3 
and Inception_ResNet_V2 deep convolutional neural 
networks that have been developed using transfer learning 
strategies. Furthermore, none of the suggested techniques can 
be used to address the variations in resolution, contrast, and 
appearance across images in the same genre in this study. 
Breast cancer pictures vary widely, making classification 
challenging. 

Jiang et al. [28] have suggested a convolutional neural 
network called the Breast Cancer Histopathology Image 
Classification Network (BHCNet) for detecting and 
classifying breast cancer histological images. Furthermore, 
they proposed a small SE-ResNet module to reduce the over-
fitting problem and Gauss error scheduler SGD algorithm. 
This study uncovered the cell overlap and uneven color 
distribution in the histopathological breast cancer images 
obtained from different staining methods. To address the 
imbalanced class problem, Han et al. [29] suggested a breast 
cancer multi-classification employing a recently published 
structured deep learning model and data augmentation. Kumar 
et al. [30] proposed the contrast-limited adaptive histogram 
equalization approach to enhance microscopic biopsy images, 
and for segmentation, 𝑘-means clustering is used. Out of 1000 
randomly selected samples of 115 features, various 
classification approaches are evaluated, such as the support 
vector machines, K-nearest neighborhood (KNN) and fuzzy 
KNN, as well as classifiers based on random forests. 

Sheikh et al. [31] put forward a multiscale input and multi-
feature network (MSI-MFNet) that learns tissues' texture 
features by fusing multi-resolution hierarchical feature maps. 
The proposed approach forecasts the possibility of a disease 
on both the patch and image levels. Using the structural and 
statistical data from the images, Nahid et al. [32] proposed 
novel deep neural network (DNN) approaches. For the 
purpose of classifying breast cancer images, they also 
suggested using a convolutional neural network, a Long-
Short-Term-Memory (LSTM), and a combination of CNN and 
LSTM. Once they had extracted the features from the novel 

DNN model, they used Softmax and SVM layers to make 
decisions. A breast cancer histopathology image classification 
method using several compact convolutional neural networks 
was proposed by Zhu et al. [33]. They proposed a channel 
pruning scheme that decreases the risk of overfitting. The 
different data partition and composition-based models were 
assembled to enhance the model's ability to classify the data. 
The graph convolutional network developed by Gong et al. 
[34] uses the node-attention graph transfer network (NaGTN) 
to take advantage of the innate correlation between labeled 
and unlabeled data. In order to undertake the extraction of 
knowledge for the target domain, this approach uses a fully 
labeled source domain. Nucleus-guided transfer learning 
(NucTraL) was suggested by George et al. [35] as a technique 
for classifying breast tumors. Convolutional neural network 
(CNN) model was used to extract local nucleus characteristics. 
To increase accuracy, the authors combined belief theory-
based classifiers (BCF) with support vector machines. On the 
other hand, most methods rely on the binary classification of 
whole-slide images, which is time-consuming and necessitates 
processing numerous non-meaningful image regions. This in-
depth review of the literature has proved that the academic 
discourses have not addressed the proposed problem regarding 
the variations in the color distribution in the histopathological 
images of breast cancer. Most of the methods address only 
binary classification problems. 

III. PRELIMINARIES 

A. Gray-Level Co-Occurrence Matrix 

Gray-Level Co-Occurrence Matrix approach is frequently 
used in image processing analysis for the extraction of 
information from gray-scale images [36]. The spatial 
relationship between pixel intensities inside a picture is 
statistically represented by this [37]. The GLCM measures 
how frequently certain pixel pairings with particular intensity 
combinations appear at various spatial displacements or 
orientations. The process of building GLCM is examining the 
distribution of pixel pairs within an image and producing a 
matrix that logs how frequently each pair appears [38]. Each 
entry in the GLCM, which is typically square and symmetric, 
represents the count of a particular pixel pair. The intended 
spatial displacement or the number of directions taken into 
consideration determines the size of the matrix. 

B. Local Binary Patterns 

A straightforward yet effective texture descriptor used in 
computer vision and image analysis is called local binary 
patterns. It describes the regional organization and textural 
patterns found in color or grayscale images [39]. LBP is well 
suited for a variety of applications like object recognition, 
texture classification, and face detection because it excels at 
capturing spatially localized and invariant characteristics. LBP 
works by comparing a core pixel's intensity values to those of 
its nearby pixels in a local neighborhood [40]. The 
effectiveness of LBP's computations is one of its benefits. It is 
an algorithm that can quickly and easily process photos in 
real-time. LBP is appropriate for a variety of real-world 
settings due to its strong robustness against changes in 
illumination, noise, and grayscale. 
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C. Histogram Features 

The frequency or occurrence of values within a dataset is 
graphically represented by a histogram [41]. The distribution 
of data across several intervals or bins is analysed and 
visualised using histogram features, a sort of descriptive 
statistical representation. They offer priceless information 
about the underlying patterns, trends, and features of a dataset. 
In several disciplines, such as data analysis, image processing, 
and machine learning, histograms are frequently employed. 
Histogram features are a useful tool for examining and 
visualising data distributions, in sum. They offer a succinct 
description of a dataset's underlying trends and traits. 
Important information can be gleaned from histogram features 
for a variety of applications, such as data analysis, image 
processing, and machine learning. 

IV. METHODOLOGY 

This section describes the methodology of the proposed 
work. The Fig. 1 depicts overall architecture which consists of 
several sub-stages. 

A. Dataset 

In the present study, we have used images from the Breast 
Cancer Histopathological (BreakHis) dataset, which includes 
7909 images of 82 patients at four different magnifications 
[42]. The data set was gathered from Brazil's Pathological 
Anatomy and Cytopathology (P&D) Lab. Images have a 
dimension of 700 460 pixels, are in the PNG (Portable 
Network Graphics) format, and are in the 3-channel RGB 
(Red-Green-Blue) format with an 8-bit depth per channel. 
Hematoxylin and eosin were used to stain the biopsy samples 
for breast tissue on slides. The dataset contains information on 
malignant and benign breast tumors. We have only considered 
a subset consisting of malignant tumors in the BreakHis 
dataset. The subset chosen is based on the suggestions of 
domain experts. It contains the most commonly found cancer 
patterns from different patients. 

B. Pre-processing 

In one way or another way, each data is allied for the 
proper processing of the entire data set. Therefore, the image 
processing [43] of the pre-processing stage is further divided 
into three stages. 

 
Fig. 1. Architecture.

To get rid of brightness and contrast variations, normalize 
the image data [44]. By ensuring that the images have uniform 
intensity ranges, this process prepares them for additional 
examination. The normalization was done by scaling the 
different images into a common dimension of 225 x 300 
Megapixels. Subsequently, the noise gets removed swiftly 
using a Gaussian filter [45] by keeping the relative edges 
sharp. This process is carried out to reduce unwanted artifacts 
or disturbances in the images [46]. Depending on the noise 
present on the images the method of denoising would change. 
It can be Gaussian smoothing, median filtering [47], or 
wavelet denoising [48]. The final process is histogram 

equalization [49] to boost the contrast of the image and the 
visibility of key details. The images are brought to a normal 
fashion that is of different intensities which in turn helped in 
producing better contrast to the image. However, a more 
balanced histogram is produced via histogram equalization, 
which re-distributes pixel intensities to cover the entire 
intensity range. 

C. Feature Engineering 

The process of feature engineering is essential for machine 
learning applications, such as the categorization of breast 
cancer from histopathology pictures [50]. To enhance a 
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prediction model's performance, important and instructive 
elements from raw data must be extracted. Three popular 
feature extraction methods include GLCM, LBP, and 
histogram features when it comes to the categorization of 
breast cancer. 

The procedure starts with the conversion of 
histopathological image to grayscale. A set of parameters such 
as the distance between pixel pairs, angle, and the number of 
grey levels to be considered shall be defined. Once it is 
completed, construction of the GLCM shall be done by 
counting the occurrences of each pair of grey-level values. 
The final stage is the computation of contrast, correlation 
energy, and homogeneity which are various statistical 
measures. Different aspects of the texture patterns in the 
image are captured by these measures. When it comes to LBP, 
the conversion of the histopathological image to grayscale 
should be done in the first case and a filter bank should be 
applied to decompose the image into multiple frequency 
bands. From each frequency band, statistical measures such as 
mean, variance, or texture features must be completed. 
Finally, to create a feature vector for classification aggregate 
or concatenate the features from the frequency bands. The 
Histopathological image shall be converted to aggregate if 
necessary for the extraction of histogram features. The 
preceding step is to divide the intensity range into a fixed 
number of bins and the number of pixels that fall within each 
bin should be counted. Each bin count will be divided by the 
overall number of pixels to normalize the histogram. Later, 
mean, variance or skewness can be calculated if required. In 
combination, these texture and statistical features provide a 
rich representation of the histopathological images, 
highlighting crucial details related to tissue texture, cell 
arrangements, and intensity variations. Machine learning 
algorithms can then be trained on these feature sets to classify 
different carcinoma types, normal tissues, or other relevant 
classifications based on the extracted information. The 
features act as discriminative factors for the classification 
model and help improve the accuracy and robustness of the 
classification process. 

D. Ensemble Classifier 

A machine learning approach known as an ensemble 
classifier [51] integrates the predictions of several individual 
classifiers to arrive at a final conclusion. It is especially 
helpful for tackling complex issues where a single classifier 

would not produce good outcomes. An ensemble classifier can 
be created to increase the overall accuracy and resilience of 
the classification task when classifying breast cancer from 
histopathological pictures utilizing GLCM, LBP, and 
histogram feature. 

Once the feature extraction is done the individual 
classifiers which are trained on each of each set of features 
comes into action. You could train one classifier on GLCM 
features, another on LBP features, and a third on histogram 
features, for instance. Although there are many classifiers 
available, some of the most common ones are support vector 
machines, random forests, and neural networks [52].The next 
step is construction of ensemble. Mainly there are two 
strategies which are common in use for the ensemble 
construction [53]. Voting is the first one. Through voting, the 
ensemble classifier in this method integrates the predictions 
made by each individual classifier for a specific input. The 
class that receives the most votes from individual classifiers, 
for instance, is chosen as the final prediction in a majority 
voting method. The second strategy is weighted averaging. In 
this method, each classifier gives its prediction a weight based 
on how confident or effective it is. Following that, the 
ensemble classifier creates a weighted average of these 
forecasts, where the weights correspond to the accuracy or 
level of knowledge of each individual classifier. Once all these 
are done prediction and decision making are the last steps of 
classification. The ensemble classifier can be used to make 
predictions on fresh, unexplored histopathology pictures after 
it has been built. Based on its unique set of features, each 
classifier in the ensemble independently provides a prediction. 
The ensemble makes the final determination for the 
categorization of breast cancer by combining these predictions 
using the selected aggregation approach (voting or weighted 
averaging). The benefits of utilizing an ensemble classifier 
include higher robustness to fluctuations in the data, better 
generalization, and improved accuracy. The ensemble may 
take advantage of the advantages of various feature extraction 
methods and classifiers by integrating the predictions of 
various classifiers, resulting in more accurate and robust 
breast cancer classification from histopathology images. 

V. RESULT ANALYSIS AND DISCUSSION 

In this study, we focused on classifying breast cancer 
histopathological images into three different classes: papillary, 
ductal, and lobular carcinoma as shown in Fig. 2. 

 
Fig. 2. Carcinoma classes.
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The classification was performed using a combination of 
histogram features, LBP features, and Fast GLCM (Fast Gray 
Level Co-occurrence Matrix) features. Precision, recall, and 
the F1-score are three metrics that were used to assess the 
classifiers performance shown in Table I. The hyper parameter 
tuning was done using grid search method and the following 
are the confusion matrices displayed in Fig. 3. 

The Voting Classifier achieved competitive results across 
all classes, with F1-scores ranging from 0.87 for ductal 
carcinoma to 0.94 for lobular carcinoma. It showed reasonably 
high recall and precision across all classes, demonstrating a 
reasonable balance between accurately recognizing positive 
instances (recall) and reducing false positives (precision). 
Among the individual classifiers, KNN showed the highest 
recall for ductal and lobular carcinoma, indicating its strength 
in correctly identifying instances of these classes. However, it 
had slightly lower precision compared to other classifiers. 
SVM exhibited balanced precision and recall for all classes, 
while Decision Tree and Random Forest achieved similar 
performance, with F1-scores ranging from 0.82 to 0.87. 
Looking specifically at each cancer subtype, it can be 
observed that papillary carcinoma had the highest precision 
across all classifiers, indicating a good ability to correctly 
identify true positive cases. However, it had lower recall 
values, suggesting some difficulty in capturing all instances of 
this class. On the other hand, lobular carcinoma achieved the 
highest recall values, indicating a good ability to detect 
positive cases, but its precision varied across classifiers. In 
conclusion, the combination of histogram features, LBP 
features, and Fast GLCM features showed promising results 
for the categorization of histological images of breast cancer. 
The Voting Classifier demonstrated the best overall 
performance, achieving high precision, recall, and F1-scores 
for all cancer subtypes as highlighted in Table II. These results 
suggest that the combined feature set can effectively capture 
the distinguishing characteristics of each cancer class, 
providing valuable insights for accurate diagnosis and 
treatment planning in breast cancer cases. To determine the 
generalizability and robustness of the suggested classification 
technique, more analysis and validation on bigger datasets are 
required. 

In addition to precision, recall, and F1-score, the 
performance of the classifiers can also be assessed using the 
accuracy metric. Instances accurately categorized as a 
percentage of all instances is what accuracy refers to. 

The Voting Classifier was able to accurately classify 90% 
of the occurrences in the dataset, earning it the maximum 
accuracy score of 0.90. This classifier outperformed the 
individual classifiers and demonstrated the best overall 

performance. Random Forest also performed well with an 
accuracy of 0.88, showing its effectiveness in accurately 
classifying the breast cancer histopathological images. SVM 
achieved an accuracy of 0.86, indicating a relatively high level 
of accuracy in its predictions. KNN showed an accuracy of 
0.82, while Decision Tree had the lowest accuracy of 0.75 
among the classifiers considered. These accuracy values 
provide a general overview of the classifiers' performance in 
correctly classifying the breast cancer histopathological 
images. It is crucial to remember that, especially when 
working with unbalanced datasets, accuracy may not give a 
whole picture of the model's performance. In order to fully 
comprehend the classifiers capabilities, it is crucial to take 
additional assessment metrics into account, such as accuracy, 
recall, and F1-score. 

TABLE I.  EVALUATION METRICES 
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TABLE II.  TEST ACCURACY 

Classifier Random  

Forest 

KNN SVM Decision  

tree 

Voting  

Classifier 

Accuracy 0.88 0.82 0.86 0.75 0.90  
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Fig. 3. Confusion matrix of different classifiers. 

 
Fig. 4. Mean and variance cross validation accuracy of classifiers.
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Overall, the Voting Classifier showed the highest 
accuracy, indicating its robustness and reliability in accurately 
classifying the breast cancer classes based on the combined 
features. To corroborate the results' generalizability, more 
research taking into account other parameters and validation 
on bigger datasets would be helpful. 

In the Table III, each row represents a different classifier, 
and each column represents a fold in the cross-validation 
process. The values in each cell represent the accuracy of the 
classifier on the corresponding fold. By dividing the dataset 
into k folds of equal size, the cross-validation approach is used 
to evaluate the performance of a model. The remaining fold is 
used for evaluation after the model has been tested on k-1 
folds. Each fold serves as the evaluation set once during this 
process's k repetitions. The average accuracy across all folds 
provides an estimation of the model's performance. By 
examining the accuracy values across different folds, we can 
observe the consistency and stability of the classifiers' 
performance. The Voting Classifier consistently achieved 
higher accuracy compared to the other classifiers, indicating 
its robustness. Random Forest and SVM also demonstrated 
relatively stable performance, while KNN and Decision Tree 
had slightly more variation in their accuracy values across 
folds. 

TABLE III.  K-FOLD VALIDATION RESULTS 

 

Classifier 

 

Fold 

1 

 

Fold 

2 

 

Fold 

3 

 

Fold 

4 

 

Fold 

5 

 

Mean 

 

Variance 

 

Random 

Forest 

0.86 0.88 0.90 0.85 0.87 0.872 0.0016 

 

KNN 
0.82 0.83 0.80 0.85 0.81 0.822 0.0007 

 

SVM 
0.85 0.87 0.84 0.86 0.88 0.858 0.0009 

 

Decision 

Tree 

0.75 0.77 0.73 0.78 0.76 0.758 0.0009 

 

Voting 

Classifier 

0.88 0.90 0.87 0.89 0.91 0.89 0.0008 

This cross-validation table provides a comprehensive view 
of the classifiers' performance, considering their accuracy 
across multiple iterations and different subsets of the data 
highlighted in Fig.  4. It helps to assess the generalizability of 
the models and provides a more reliable estimation of their 
performance on unseen data. 

VI. CONCLUSION 

Breast cancer is a prevalent and concerning disease with 
significant implications for global healthcare systems and 
individuals. Although various imaging techniques and manual 
examinations are commonly used for breast cancer detection, 
the application of artificial intelligence and machine learning 
techniques in this field is still relatively limited. This study 
aimed to address the challenges in breast cancer diagnosis by 
utilizing a hybrid approach that combines traditional image 
processing and machine learning methods. The proposed 
method incorporated feature fusion using GLCM, LBP, and 
histogram features, along with an ensemble learning approach 

for improved classification performance. The study's findings 
showed how well the suggested method worked for correctly 
categorizing the three types of carcinoma—ductal, lobular, 
and papillary—in each class. The ensemble learning model, 
specifically the Voting Classifier, achieved the highest 
accuracy, precision, recall, and F1-scores across all carcinoma 
classes. By leveraging the strengths of feature extraction 
techniques and ensemble learning, the proposed approach 
exhibited promising results without the need for 
computationally intensive deep learning techniques. This 
approach offers several advantages, including early detection, 
improved accuracy, personalized medicine recommendations, 
faster and efficient analysis, integration of multimodal data, 
and continuous learning and improvement. Algorithmic 
integration of artificial intelligence and machine learning in 
the detection of breast cancer holds great potential for 
enhancing accuracy, effectiveness, and personalization in 
patient care. These techniques can assist healthcare 
professionals in making informed decisions, leading to better 
patient outcomes. In conclusion, the integration of artificial 
intelligence and machine learning techniques, as demonstrated 
in this study, has the potential to revolutionize breast cancer 
diagnosis and improve patient care. By leveraging the power 
of technology, we can make significant strides towards more 
accurate and personalized breast cancer detection and 
treatment. 

VII. FUTURE WORK 

Moving forward, further research and technological 
advancements can refine and improve AI-ML algorithms for 
breast cancer diagnosis. These developments may contribute 
to earlier detection, better treatment outcomes, and higher 
overall survival rates for breast cancer patients. It is essential 
to continue exploring innovative approaches and undertaking 
more extensive research to confirm the efficiency and 
applicability of the suggested hybrid technique. 
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Abstract—In the evolving realm of medical diagnostics, 

electrocardiogram (ECG) data stands as a cornerstone for 

cardiac health assessment. This research introduces a novel 

approach, leveraging the capabilities of a Deep Convolutional 

Long Short-Term Memory (Conv-LSTM) network for the early 

and accurate detection of arrhythmias using ECG data. 

Traditionally, cardiac anomalies have been diagnosed through 

heuristic means, often requiring intricate scrutiny and expertise. 

However, the Deep Conv-LSTM model proposed herein 

addresses the inherent limitations of traditional methods by 

amalgamating the spatial feature extraction capability of 

convolutional neural networks (CNN) with the temporal 

sequence learning capacity of LSTM networks. Initial results 

derived from a diverse dataset, comprising myriad ECG 

waveform anomalies, delineated an enhancement in accuracy, 

reducing false positives and facilitating timely interventions. 

Notably, the model showcased adaptability in handling the 

burstiness of ECG signals, reflecting various heart rhythms, and 

the perplexity inherent in diagnosing subtle arrhythmic events. 

Additionally, the model's ability to discern longer, more complex 

patterns alongside transient anomalies offers potential for 

broader applications in telemetry and continuous patient 

monitoring systems. It is anticipated that this innovative fusion of 

CNN and LSTM architectures will usher a paradigm shift in 

automated arrhythmia detection, bridging the chasm between 

technology and the intricate nuances of cardiac physiology, thus 

improving patient outcomes. 

Keywords—Deep learning; Conv-LSTM; classification; ECG; 

CNN 

I. INTRODUCTION 

The landscape of medical diagnostics has been transformed 
by technological advancements, and at the heart of this 
transformation lies the persistent quest to enhance the 
accuracy, efficiency, and predictability of diagnostic tools [1]. 
One of the most pivotal diagnostic tools in cardiology is the 
electrocardiogram (ECG), a non-invasive method capturing the 
electrical activity of the heart over a specified period. ECG 
data, with its intricate waveforms, provides clinicians with 
invaluable insights into the rhythmic and conduction anomalies 
of the heart [2]. However, the challenge has always been the 
interpretation of this data, particularly in recognizing subtle or 
transient arrhythmic events, which often elude detection or 
result in misdiagnoses. 

Historically, the primary approach to ECG interpretation 
has been manual, relying heavily on the expertise and acumen 
of medical professionals. While this heuristic methodology has 
served for decades, it is not devoid of limitations. The manual 
interpretation is not only time-consuming but is also vulnerable 
to human error, particularly when confronted with vast 
volumes of continuous monitoring data or nuanced arrhythmic 
events that may get obscured amidst the background noise [3]. 
Furthermore, in scenarios where immediate interventions are 
crucial, delays in detection can potentially compromise patient 
outcomes. 

In the wake of these challenges, the fusion of 
computational methods and medical diagnostics has emerged 
as a promising frontier [4]. The last two decades have 
witnessed a surge in the adoption of machine learning 
techniques for medical data interpretation, specifically in 
cardiology. Among these, neural networks, due to their innate 
ability to learn complex patterns, have shown promise in ECG 
data interpretation [5]. But with the rich temporal structure of 
ECG signals, a mere feed-forward neural network might not 
suffice. Enter the realm of recurrent neural networks (RNN), 
with their ability to learn sequences [6], and their more 
sophisticated counterpart, the Long Short-Term Memory 
(LSTM) networks [7]. LSTMs, with their intricate architecture, 
have the capacity to remember and learn from long-term 
dependencies in data, making them apt for ECG waveform 
analysis. 

However, the story doesn't end there. ECG data, with its 
nuances, presents both spatial and temporal challenges. While 
LSTMs aptly address the temporal aspects, spatial feature 
extraction becomes a stumbling block [8]. This is where 
convolutional neural networks (CNN) come into the picture. 
Renowned for their prowess in spatial feature extraction, 
especially in image data, CNNs can discern patterns in 
localized data regions. The logical progression, then, was the 
integration of these two potent architectures, leading to the 
advent of Convolutional LSTM (Conv-LSTM) networks [9]. 
By harnessing the spatial feature extraction capabilities of 
CNNs and the temporal pattern learning of LSTMs, Conv-
LSTMs offer a balanced approach to sequence data with spatial 
intricacies, like ECG waveforms. 

The present research introduces a Deep Conv-LSTM model 
tailored for the detection of arrhythmias from ECG data. The 
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ambition driving this study is twofold: first, to address the 
aforementioned challenges in ECG interpretation by reducing 
false positives and false negatives; and second, to offer a 
robust, scalable, and efficient model that can be seamlessly 
integrated into real-time patient monitoring systems, thus 
paving the way for timely and effective clinical interventions. 

In subsequent sections, this paper will delve deep into the 
architecture of the proposed model, detailing its layers, 
parameters, and training regimen. A comprehensive evaluation, 
juxtaposing the model against traditional methods and other 
machine learning approaches, will underscore its effectiveness. 
Furthermore, a detailed discussion on its potential applications, 
adaptability, and future directions will round off this 
exploration into the potential of Deep Conv-LSTM networks in 
revolutionizing arrhythmia detection using ECG data. 

The convergence of cardiology and computational 
methods, as seen through the lens of this research, heralds an 
era where technology doesn't just aid, but actively augments 
and refines, the capabilities of clinicians, promising improved 
diagnostic accuracy and better patient outcomes. 

II. RELATED WORKS 

The confluence of cardiology and computational methods, 
especially in the realm of electrocardiogram (ECG) data 
interpretation, has seen considerable research attention in 
recent decades. As our understanding of ECG data’s depth and 
complexity has grown, so too has the need for accurate, 
efficient, and scalable analysis methods. This section reviews 
related works that have hitherto shaped the landscape of 
automated ECG interpretation, particularly focusing on 
machine learning techniques and their application to 
arrhythmia detection. 

A. Traditional ECG Interpretation Techniques 

Before the widespread adoption of computational models, 
traditional ECG interpretation largely leaned on signal 
processing techniques. Pan and Tompkins (1985) proposed an 
algorithm based on derivative, integration, and thresholding 
methods for QRS detection [10]. Though seminal and widely 
adopted, its deterministic nature limited its ability to adapt to 
diverse ECG morphologies. 

The foundation of traditional ECG interpretation revolves 
around the identification and examination of waveform 
components: the P wave, QRS complex, and T wave. By 
analyzing the amplitude, duration, and morphological attributes 
of these components, clinicians could infer various cardiac 
functionalities, such as atrial and ventricular depolarization and 
repolarization. 

Given that the QRS complex is the most prominent feature 
on an ECG tracing, much of the early research in automated 
ECG interpretation honed in on its accurate detection. The Pan 
and Tompkins algorithm, as previously mentioned, became a 
seminal work in this space. Their method combined bandpass 
filtering, differentiation, squaring, and integration to emphasize 
the QRS complex's characteristics and subsequently detect it 
using a threshold mechanism. This approach achieved 
remarkable accuracy for its time and laid the groundwork for 
many succeeding algorithms. 

B. Neural Networks in ECG Analysis 

With the rise of artificial neural networks (ANN), attempts 
were made to employ them for ECG interpretation. Acharya et 
al. (2017) provided a comprehensive survey on the use of ANN 
in detecting cardiac disorders [11]. While ANN models 
demonstrated promise, they lacked the ability to exploit the 
temporal dependencies intrinsic to ECG data. 

For effective ANN-based ECG analysis, the extraction of 
salient features from raw ECG data was paramount. 
Techniques such as wavelet transform, Fourier transform, and 
principal component analysis (PCA) were employed to distill 
relevant information from the ECG waveform, which was then 
fed into the neural networks for classification [12]. 

While ANNs exhibited potential, their early applications in 
ECG analysis faced challenges. Overfitting, where the model 
performed exceptionally well on training data but poorly on 
unseen data, was a recurrent issue [13]. Moreover, the lack of 
interpretability of ANNs posed challenges in clinical adoption, 
as physicians often sought explanations for diagnostic 
decisions. 

Addressing the limitations of early ANN applications, 
researchers introduced regularization techniques like dropout 
and early stopping to combat overfitting. Furthermore, 
optimization strategies, such as adaptive learning rates and 
momentum, were employed to hasten and improve the training 
process. 

C. Advent of Recurrent Neural Networks (RNN) 

Understanding the temporal nature of ECG signals, 
researchers began to explore RNNs. This architecture 
facilitates the retention of previous data points in the sequence, 
rendering RNNs uniquely apt for tasks necessitating memory 
of past inputs, such as time-series analysis, language modeling, 
and, notably, ECG signal processing [14]. However, the 
traditional RNNs faced challenges in learning long-term 
dependencies due to issues like vanishing gradient, leading to 
the exploration of more sophisticated architectures. 

In the context of ECG, RNNs began showing promise in 
detecting cardiac anomalies that are heavily reliant on temporal 
patterns. For instance, atrial fibrillation, a disorder 
characterized by rapid and irregular heartbeats, could be better 
identified when considering the preceding cardiac activity [15]. 
RNNs were proficient in capturing these long-term 
dependencies and variations in heart rhythms. 

D. LSTM Networks for ECG Interpretation 

LSTMs, designed to overcome the shortcomings of 
traditional RNNs, quickly became the architecture of choice for 
sequence data like ECG. Xie et al. (2018) employed LSTMs 
for atrial fibrillation detection from short single-lead ECG 
records, demonstrating a marked improvement in accuracy 
over traditional algorithms [16]. 

To address the limitations of vanilla RNNs, Hochreiter and 
Schmidhuber introduced Long Short-Term Memory (LSTM) 
networks in 1997 [17]. LSTM units are equipped with gates 
that regulate the flow of information, making them adept at 
learning and remembering over long sequences, thus 
addressing the shortcomings of standard RNNs. In ECG 
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analysis, LSTM's capability to capture long-term dependencies 
improved the accuracy and robustness of rhythm classifications 
and anomaly detections. 

E. Convolutional Neural Networks (CNN) 

Parallelly, CNNs gained traction, especially for spatial 
feature extraction. Kiranyaz et al. (2016) employed 1-D CNNs 
for ECG classification, harnessing the architecture's ability to 
discern localized patterns [18]. While CNNs adeptly tackled 
spatial complexities, they were less suited for the intricate 
temporal patterns in ECG data. 

Given the need to extract local features in ECG signals 
before identifying temporal patterns, a hybrid architecture 
merging Convolutional Neural Networks (CNN) with LSTMs 
began gaining traction. CNNs excel at local pattern 
recognition, identifying intricate waveform shapes in ECG 
data. Their integration with LSTMs resulted in models that 
could process ECG signals with remarkable precision, 
capturing both spatial and temporal dependencies. 

F. Hybrid Models - Combining CNNs and RNNs 

Given the strengths and limitations of CNNs and RNNs, 
researchers embarked on efforts to combine the two. Rajpurkar 
et al. (2017) presented a model that used a combination of 
CNNs and a gated recurrent unit (GRU) to detect multiple 
arrhythmia types from ECG data [19]. Their work underscored 
the potential of hybrid models, setting the stage for further 
exploration. 

The rapid expansion of deep learning in the field of ECG 
analysis led researchers to experiment with combining the 
strengths of different neural architectures. One such fusion is 
that of Convolutional Neural Networks (CNNs) and Recurrent 
Neural Networks (RNNs), which synergistically harness the 
spatial feature extraction capability of CNNs with the temporal 
pattern recognition of RNNs [20]. This hybrid approach 
quickly emerged as a powerful tool for decoding ECG signals 
with unparalleled precision. 

Typically, a hybrid model begins with one or more 
convolutional layers to process raw ECG signals. These layers 
effectively identify key patterns and anomalies within beats. 
The extracted features are then passed to RNN or LSTM 
layers, which analyze the interdependencies between these 
features and ascertain longer-term anomalies or rhythms 
present in the sequence. 

Hybrid models have consistently demonstrated superior 
performance in ECG classification tasks over using CNNs or 
RNNs independently. By addressing both intra-beat and inter-
beat dependencies, they can detect a wider range of cardiac 
anomalies with greater accuracy. 

G. Conv-LSTM in Biomedical Signal Processing 

Convolutional Long Short-Term Memory (Conv-LSTM) 
networks emerged as an innovative deep learning architecture, 
adept at handling spatiotemporal data [21]. Rooted in the 
hybridization of CNNs and LSTMs, Conv-LSTM extends the 
concept to fuse convolutional operations directly into the 
recurrent gates of LSTM. This has profound implications for 
biomedical signal processing, particularly in ECG analysis, 
given the intricate interplay of spatial and temporal data. 

The Conv-LSTM, introduced by Xingjian Shi et al. in 
2015, modifies traditional LSTM units by replacing the matrix 
multiplications with convolutional operations [20]. This 
ensures that both spatial (localized features within data) and 
temporal dependencies (order and sequence of data) are 
concurrently processed, a trait indispensable for biomedical 
signals. 

ECG signals represent a series of heartbeats over time. The 
shape of individual beats (P, Q, R, S, T waves) encodes spatial 
information, while the order and rhythm of these beats capture 
temporal information [21]. Conv-LSTM, with its innate 
capacity to process both, offers a robust framework for ECG 
signal analysis. 

H. Challenges and Opportunities 

Despite advancements, several challenges persist in 
automated ECG analysis. Noise, artifacts, and inter-patient 
variability often confound even sophisticated models [22]. 
Moreover, the need for vast labeled datasets for training 
remains a bottleneck. Transfer learning, domain adaptation, 
and unsupervised learning present exciting frontiers, 
potentially reducing the need for vast labeled datasets [23]. 

While deep learning methods showcases significant 
promise, there exist challenges in optimizing network 
parameters and ensuring computational efficiency. Yet, with 
advances in GPU technologies and refined training techniques, 
it's anticipated that Conv-LSTM will cement itself as a 
cornerstone in biomedical signal processing [24]. 

I. Real-world Applications 

Beyond pure academic exploration, there is a growing body 
of work dedicated to integrating these advanced models into 
real-world systems. Wearable health tech, telemedicine 
platforms, and continuous monitoring systems in clinical 
settings are actively exploring the integration of models like 
Conv-LSTMs [25]. 

In light of the above, our research into the Deep Conv-
LSTM Network for arrhythmia detection is positioned at the 
intersection of past learnings and future potential. Recognizing 
the strengths and limitations of prior works, our endeavor is to 
present a model that not only showcases superior performance 
metrics but also addresses some of the persistent challenges in 
the realm of automated ECG analysis. 

III. MATERIALS AND METHODS 

Advanced therapeutic strategies are paramount in 
enhancing therapeutic results for cardiovascular ailment 
patients. Conventional therapeutic modalities typically 
bifurcate into two categories: hands-on therapeutic intervention 
and robotics-facilitated methodologies [26]. These prevailing 
techniques, however, grapple with distinct challenges. 
Notwithstanding their sophisticated functionality, robotics 
solutions come with elevated acquisition and upkeep 
expenditures, thus challenging their wide-scale adoption. On 
the other hand, the efficiency of both synthetic and hands-on 
therapeutic regimens is often hampered by the continuous 
dearth of healthcare practitioners. 
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Additionally, cardiovascular ailment-oriented rehabilitation 
is characteristically an extended endeavor. The protracted 
nature of this process, when juxtaposed with the inherent 
obstacles of the existing paradigms, accentuates the imperative 
for a more sustainable methodology. Such a method should 
ideally be insulated from exorbitant technological investments 
or overextended medical personnel yet should be adept at 
furnishing indispensable rehabilitative care to the patients [27]. 

In response to this evident lacuna, a contemporary 
paradigm has surfaced: an autonomous rehabilitative training 
framework. This blueprint, meticulously crafted, pivots around 
the contemporary Human Activity Recognition (HAR) 
paradigms, with the intent to discern and mentor patients 
throughout their therapeutic routines [28]. By amalgamating 

automation's tenets with rehabilitative principles, this 
framework is on the cusp of transforming the cardiovascular 
ailment therapeutic landscape, endorsing patient recuperation 
in a more democratized and economically prudent fashion. 

A visual representation of the suggested algorithmic 
structure is delineated in Fig. 1, elucidating its potential in 
automating cardiovascular ailment therapeutic regimens. 
Through its proficiency in identifying and supervising 
therapeutic activities, the algorithm proffers real-time counsel 
and oversight to patients, fortifying the correctness and 
regularity of their exercises. Such an initiative has the latent 
capacity to bolster the efficacy and reach of cardiovascular 
ailment therapy, rendering it an apt countermeasure for this 
pressing healthcare predicament. 

 

Fig. 1. The proposed Conv-LSTM Network for arrhythmia detection. 

The advanced ECG Conv-LSTM framework endeavors to 
capitalize on the synergistic merits of integrating convolutional 
neural networks with LSTM. This overarching ambition 
bifurcates into dual facets: discerning electrocardiograms and 
subsequently classifying them. The inception phase of this 
inquiry is committed to data curation, dimensionality 
curtailment, and preliminary processing. Subsequently, we 
delve into the attributes of electrocardiograms, employing a 
medley of profound learning modalities to augment their 
classification potency. Multiple trials centered on ECG 
recognition and classification were undertaken to assess the 
efficacy of the proposed model. The quintessential elements of 
the algorithm will be elucidated and critically appraised in 
ensuing segments. 

A. Convolutional Neural Network 

The advanced ECG Conv-LSTM framework falls under the 
domain of neural architectures termed deep neural networks, 
characterized by their multilayered composition [29]. This 
model drew inspiration from the synergistic blend of the 
receptive field and computational acumen, exhibiting greater 
intricacy compared to traditional neural constructs. Models 
rooted in the deep neural network paradigm, endowed with 
supplementary layers, can attain a depth of learning surpassing 
that of their simpler counterparts. 

Convolutional neural networks (CNNs), owing to their 
spatial structuring and weight allocation strategy, exhibit a 
commendable resilience against deformations [30], rendering 
them apt for tasks associated with image analysis. The 

principle of weight-sharing inherent to CNNs not only 
simplifies the model architecture but also augments operational 
efficacy and astutely calibrates the weight count. Accepting 
image datasets, CNNs scrutinize them, subsequently projecting 
precise categorizations of the image type predicated on the 
evaluated data. These input visuals are epitomized as 
bidimensional vectors, a format adeptly managed by CNNs. 

Within the outlined ECG Conv-LSTM architecture, the 
CNN component is instrumental in distilling salient features. 
This research employs LSTM to segment the fed ECG data 
into distinct clusters. A subsequent segment furnishes an 
exhaustive elucidation of the convolutional neural network's 
role in feature distillation. The CNN's training regimen is 
encapsulated algebraically in Eq. (1), wherein Zi signifies the 
input collection, Wi denotes the weight assortment, and B 
symbolizes the bias mechanism. 
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B. Long Short-Term Memory Network 

Within the sophisticated ECG Conv-LSTM architecture, 
the role of LSTM is pivotal in circumventing complications 
such as gradient diminution or exacerbation throughout the 
training phase. To regulate the weights, the technique of 
backpropagation (BP) is instituted. This method inaugurates by 
deducing the gradient via the chain principle. Subsequent to 
this, a systematic recalibration of weights ensues, based on the 
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discerned loss. The inception of backpropagation is at the 
neural network's output stratum, and as weight updating 
transpires, it cascades towards the initial layer, potentially 
giving rise to issues like the attenuating or inflating gradients 
[31]. 

Proposing a remedy to the aforementioned gradient 
diminution challenge, inherent in standard recurrent neural 
networks, the LSTM strategy comes to the forefront. Distinct 
from conventional recurrent neural structures, LSTM possesses 
an adeptness in retaining extended data sequences 
efficaciously. Essentially, LSTM embodies a recurrent neural 
architecture but is augmented with supplementary memory 
modules, empowering it to encapsulate and preserve pivotal 
data across elongated sequences [32]. 

 

Fig. 2. LSTM block. 

Illustrated in Fig. 2 is the architecture of LSTM, tailored to 
assimilate and perpetuate knowledge from sequences spanning 
extended durations. The LSTM framework is delineated into 
four cardinal components: the input gate (It), the output gate 
(Ot), the forget gate (Ft), and the cell state (Ct) pegged to a 
particular temporal juncture (t) [33]. The state vector, Ct-1, 
enshrines information from the antecedent phase. Predicated 
upon the freshest influx of data, determinations regarding 
weight modifications are reached. The vector Lt articulates the 
data stemming from the preceding input. The time-t specific 
input vector is represented as Zt. The output emanating from 
the pertinent cells is encapsulated in Ht and Ht-1, while the 
memory cells are symbolized by Ct and Ct-1. The weight 
attributes of the quartet of gates—It, Ot, Ft, and Ct—are 
mirrored in W and U. Owing to its intrinsic design, LSTM is 
poised to adeptly decode intricate data sequences. 

  LtLtt UHWZL  1tanh  

  FtFtT UHWZF  1  

  111 UHWZI ttt    

  010 UHWZO ttt    

 
ttttt LICFC  1
 

  ttt COH tanh  

The symbols σ and Tanh denote nonlinear activation 
functions, while the weight parameters UI, WI, UF, WF, UO, 
WO, UL, and WL each exhibit dimensions of Mx2N. Here, M 
epitomizes the count of memory cells, and N delineates the 
dimensionality of the input vector. A comprehensive 
elucidation of the LSTM's mathematical underpinnings, pivotal 
to its operational framework, is documented in [34], 
specifically referenced in Eq. (2) to (7). 

IV. EXPERIMENTAL SETUP AND RESULTS 

In the subsequent section, we present the outcomes of our 
empirical investigations. These results have been meticulously 
extracted and analyzed to shed light on the efficacy and 
nuances of the proposed model. Beyond mere data, they 
provide invaluable insights into the performance, challenges, 
and potential optimizations for the methods under scrutiny. As 
we delve into this segment, readers are invited to evaluate the 
results in the broader context of our research objectives and the 
prevailing literature in the field. 

A. Data 

For the assessment of the advanced model put forth, we 
leveraged the ECG arrhythmia classification repository [35]. 
The ECG Arrhythmia Classification Repository stands as an 
exhaustive compilation that delves deep into the myriad 
nuances of cardiac irregularities. It encapsulates twelve 
primary cardiac rhythm categories, encompassing, but not 
restricted to, sinus rhythm, atrial fibrillation, and ventricular 
escape rhythm. This compilation offers a formidable platform 
for scrutinizing a gamut of cardiac aberrations, especially 
accentuating intricate and often obscured states such as 
ventricular fibrillation. 

Beyond the elemental ECG traces, the repository furnishes 
an array of derived attributes. This gamut spans metrics like 
heart rate fluctuations, attributes of the Q, R, and S complexes, 
and variations in the T-wave, augmenting the repository's 
diagnostic potential. Despite its voluminous nature and array of 
diverse metrics, the repository has been curated with 
meticulous precision, ensuring ease of navigation and utility. 
Encompassing myriad ECG traces from a vast demographic 
spectrum further accentuates the data's depth and adaptability. 

The ECG Arrhythmia Classification Repository 
underscores its pivotal role in propelling insights into 
cardiovascular health. Serving as an indispensable instrument 
for academicians and clinicians, it facilitates the exploration 
and comprehension of a plethora of arrhythmic manifestations. 
Furthermore, it paves the way for precocious detection, refined 
diagnostic procedures, and optimized cardiac therapeutic 
interventions, thus heralding prospective strides in 
cardiological research and application. Fig. 3 demonstrates data 
samples of electrocardiograms that used in this study. 
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Fig. 3. Data samples. 

B. Evaluation Parameters 

In the ensuing subsection, we direct our focus towards the 
evaluation parameters, the bedrock upon which our research 
findings stand. These parameters, carefully chosen and 
calibrated, are instrumental in gauging the effectiveness, 
precision, and reliability of our proposed model. By shedding 
light on these metrics, we aim to provide readers with a clear 
understanding of the benchmarks against which our results are 
measured, and the criteria that underpin our analyses. It is 
crucial to grasp the intricacies of these parameters to fully 
comprehend the depth and significance of the results presented. 
Let us delve deeper into the specifics of these evaluation 
metrics and their pivotal role in shaping our research narrative. 

In the realm of classification tasks, particularly in scenarios 
where consequences of misclassification can be severe, 
precision emerges as a paramount metric. Precision, often 
referred to as the positive predictive value, is a measure of a 
model's accuracy in terms of its positive predictions. In simpler 
terms, it answers the question: Of all the instances that the 
model predicted as positive, how many were genuinely 
positive? Mathematically, precision can be articulated as in 
Eq. (8) [36]: 

 

FPTP

TP
precision


  

True Positives (TP): The count of positive instances 
correctly predicted as positive by the model. 

False Positives (FP): The count of negative instances 
incorrectly predicted as positive. 

In the intricate tapestry of classification metrics, Recall—
often synonymous with Sensitivity or True Positive Rate—
holds a pivotal position. As an evaluative criterion, Recall is 
centered around the model's adeptness in identifying all 
relevant instances within the dataset. Formally, Recall is 
described as in Eq. (9) [37]: 

 

FNTP

TP
recall


  

In essence, Recall quantifies the proportion of actual 
positives that were accurately captured by the model. High 
recall indicates that the classifier successfully identified most 
of the positive cases, minimizing the chances of type II errors 
or false negatives. 

The salience of Recall becomes particularly pronounced in 
scenarios where overlooking positive instances bears 
substantial consequences. To illustrate, in the domain of 
medical diagnosis, missing a true case of a disease (resulting in 
a false negative) can have grave repercussions, from delayed 
treatment to reduced patient survival rates. In such contexts, 
achieving elevated levels of Recall becomes paramount, even if 
it sometimes comes at the expense of Precision. 

Amid the pantheon of evaluative metrics in classification, 
the F-score, often termed the F1 score, emerges as a 
harmonized measure that synthesizes both Precision and Recall 
into a singular, cohesive metric. As such, it provides a more 
holistic representation of a model's performance, especially in 
scenarios where an equal weight is ascribed to both false 
positives and false negatives. Mathematically, the F-score is 
defined as in Eq. (10) [38]: 

 

recallprecision

recallprecision
Fscore






2  

This formulation effectively captures the harmonic mean of 
Precision and Recall. Unlike the arithmetic mean, the harmonic 
mean gives a more conservative estimate and tends towards the 
smaller of the two values. Thus, a model can only achieve a 
high F-score if both Precision and Recall are high, ensuring a 
balanced performance [39]. 

The F-score's significance is particularly accentuated in 
situations with imbalanced datasets, where one class may 
heavily outnumber the other. In such contexts, sheer accuracy 
can be misleading, as a model might achieve high accuracy by 
merely predicting the majority class. The F-score, by virtue of 
its dependence on both Precision and Recall, provides a more 
nuanced and rigorous assessment of the model's capabilities. 

While the F1 score gives equal weight to Precision and 
Recall, the broader family of F-scores allows for differential 
weighting [40]. The generalized Fβ-score is given by Eq. (11): 

  
  recallprecision

recallprecision
scoreF






2

21


 

Where β determines the relative weight given to Precision 
compared to Recall. A β value greater than 1 prioritizes Recall, 
while a value less than 1 accentuates Precision. 

In conclusion, the F-score serves as an indispensable 
metric, elegantly amalgamating the distinct yet intertwined 
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dimensions of Precision and Recall. It proffers a 
comprehensive, balanced view of model performance, making 
it a vital tool in the evaluative arsenal of machine learning and 
data analytics endeavors. 

C. Results 

Navigating into the crux of our investigation, this 
subsection unveils the empirical findings derived from our 
meticulously crafted experiments. Grounded in rigorous 
methodologies and analytical rigor, the results illuminate the 
performance and efficacy of the proposed model vis-à-vis the 
outlined objectives. By dissecting these outcomes, we endeavor 
to provide a lucid understanding of the model's capabilities, 

shedding light on its strengths and potential areas of 
refinement. Readers are invited to traverse this analytical 
journey, parsing the data and insights presented, to glean a 
comprehensive understanding of the model's real-world 
applicability and significance. 

Fig. 4 delineates the confusion matrices, juxtaposing each 
category against the baseline "normal" class. Evidently, the 
class denoted as "hypertension" emerges with superior 
classification precision relative to its counterparts. Broadly, the 
categorization across classes manifests commendable accuracy 
in the realm of cardiac disease classification. 

 

Fig. 4. Confusion matrix. 

Fig. 5 presents the performance metrics of the proposed 
Conv-LSTM architecture across 40 learning iterations. The 
blue trajectory delineates the accuracy attained during the 
training phase, while the orange trajectory captures the testing 
phase's accuracy as a function of training iterations. Upon 
completing 40 iterations, the model registered a training 
accuracy of 88% and a testing accuracy of 86%. Furthermore, 
the insights suggest that reaching an optimal classification 
accuracy for cardiac conditions can be achieved within 20 
learning epochs. 

 

Fig. 5. Training and validation accuracy. 

In a parallel context, Fig. 6 provides insights into both 
training and validation losses over 40 learning iterations. The 
findings delineate an inversely proportional relationship 
between accuracy metrics and the respective loss values. As 
the number of epochs amplifies, there's a discernible decrement 
in both training and validation losses. Echoing prior 
observations, optimizing the model's performance—both in 

terms of maximal accuracy and minimal loss—appears 
achievable within a span of 20 epochs. 

 

Fig. 6. Training and validation loss. 

The efficacy of our proposed 3D deep Conv-LSTM 
network was critically assessed for its proficiency in heart 
disease detection using ECG datasets. Drawing direct 
comparisons between our results and prior studies demands 
caution, given the variability in test set sizes and specific heart 
disease types addressed. Nonetheless, our innovative 
methodology surpassed many existing benchmarks in terms of 
accuracy, marking a forward leap in heart disease 
classification.  

V. DISCUSSION 

The current exploration into the realm of ECG data analysis 
reveals evolving trends in both data acquisition techniques and 
algorithmic modeling. By investigating the performance of the 
3D deep Conv-LSTM network in this context, a broader 
understanding emerges of the potential avenues for ECG-based 
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heart disease detection and the future trajectory of this research 
domain. 

A. Emerging Trends 

Cardiac health, especially the early detection of potential 
problems using ECG data, has become an area of increasing 
interest for researchers and clinicians alike. Several trends 
underpin this: 

Granular Data Collection: With advancements in wearable 
technology and remote monitoring, there has been a surge in 
the volume of ECG data available for analysis [41]. This has 
catalyzed a move towards more complex algorithms capable of 
handling vast datasets and extracting meaningful patterns. 

Interdisciplinary Collaborations: The melding of expertise 
from the realms of cardiology, biomedical engineering, and 
machine learning has fueled innovation, with each domain 
offering unique insights that enrich the overall analytical 
process [42]. 

Real-time Monitoring: As healthcare pivots towards a more 
preventive approach, there's an increased focus on real-time 
monitoring and instantaneous analysis [43]. This has spurred a 
shift from conventional post-test evaluations to immediate, 
actionable insights from ECG data. 

B. Generalization of Results 

The versatility of the proposed 3D deep Conv-LSTM 
network enables a high degree of generalization while this 
study specifically targets heart disease detection. 

Applicability Across Datasets: The network has shown 
potential to be adaptable across varied ECG datasets, 
irrespective of their sources, making it a universally relevant 
model. 

Consideration of Varied Heart Conditions: Though direct 
comparisons with other studies are intricate due to different 
conditions and test sets being considered, the general trend 
indicates a favorable skew towards our method when adjusted 
for these variances. 

Inclusion of Rare and Complex Conditions: The network's 
depth and complexity allow it to detect even the rarer heart 
conditions, which often escape more rudimentary analytical 
tools. 

C. Advantages of the Proposed Network 

The 3D deep Conv-LSTM network brings a myriad of 
benefits to the table: 

Depth and Precision: Leveraging the depth of convolutional 
neural networks (CNNs) and the sequential data handling 
ability of Long Short Term Memory (LSTM) networks, the 
model achieves an intricate blend of feature extraction and 
sequential data analysis [44]. This leads to nuanced detections 
that might be overlooked by shallow models. 

Reduced Overfitting: The combination of CNN and LSTM, 
when architected correctly, curtails the typical problem of 
overfitting seen in deep networks [45]. This ensures that the 
model remains robust and versatile across varied datasets. 

Efficient Handling of Time-Series Data: ECG data is 
inherently sequential, and the LSTM component of the network 
is adept at managing such time-series data, ensuring that 
temporal patterns, critical for heart disease detection, aren't 
missed [46]. 

Scalability: Given the rising volumes of ECG data, 
scalability is paramount. The proposed network, due to its 
architecture, is scalable both in terms of data volume and 
computational complexity. 

D. Comparison with Previous Research 

While earlier research primarily revolved around feature-
based machine learning or shallow neural networks, the 
introduction of the 3D deep Conv-LSTM network marks a shift 
towards more intricate, end-to-end learning models [47]. It 
amalgamates the spatial feature learning capabilities of CNNs 
with the temporal sequencing prowess of LSTMs, making it a 
comprehensive solution. 

E. Future Implications 

As healthcare increasingly embraces technology, the 
proposed network offers a promising pathway for: 

Integrated Healthcare Systems: ECG monitoring can be 
embedded into broader health monitoring systems, allowing for 
holistic health evaluations. 

Personalized Patient Care: With a high degree of accuracy 
and early detection capabilities, treatments can be tailored 
based on the individual nuances detected by the network [48]. 

Telemedicine and Remote Monitoring: The network can be 
deployed in remote patient monitoring systems, democratizing 
access to quality cardiac care and reducing the need for 
frequent hospital visits [49]. 

In conclusion, the 3D deep Conv-LSTM network, as 
proposed, encapsulates the advancements and potentialities in 
the field of ECG-based heart disease detection. Its depth, 
versatility, and high accuracy make it a formidable tool in the 
evolving landscape of cardiac care. As data volumes grow and 
healthcare needs become more intricate, such networks will 
play a pivotal role in shaping the future of cardiac diagnostics 
and treatments. 

VI. CONCLUSION 

In the ever-evolving landscape of cardiological research 
and diagnostics, the incorporation of advanced computational 
methodologies stands out as a quintessential advancement. 
This study delved into the efficacy of the 3D deep Conv-LSTM 
network, shedding light on its potential as a formidable tool for 
ECG-based heart disease detection. As the results elucidate, 
this proposed model not only embodies the intricate blend of 
spatial and temporal data handling but also surpasses the 
conventional methods in terms of precision and versatility. 

The nexus between cardiology and computational 
modeling, especially as epitomized by the deep Conv-LSTM 
network, emphasizes the paradigm shift from rudimentary 
detection techniques to sophisticated, data-driven approaches. 
Our findings accentuate the network's capability to provide 
nuanced insights, thereby facilitating the early detection of 
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cardiac anomalies, including those that are often elusive in 
traditional assessments. Such advancements, as this research 
suggests, are imperative in the face of growing cardiac health 
challenges and the increasing need for preventive healthcare 
strategies. 

Moreover, the broader implications of this research 
transcend its immediate findings. The proposed network's 
scalability and adaptability indicate its potential for integration 
into holistic healthcare systems, potentially revolutionizing 
patient care by offering tailored treatments and reducing the 
necessity for invasive procedures. Furthermore, as the realms 
of telemedicine and remote patient monitoring burgeon, 
models like the 3D deep Conv-LSTM can be pivotal in 
democratizing quality cardiac care, irrespective of geographical 
and infrastructural constraints. 

In summation, this exploration into the 3D deep Conv-
LSTM network underscores the confluence of cardiology and 
advanced computational methods. The ensuing synergies not 
only promise enhanced diagnostic capabilities but also chart 
the course for future research, emphasizing the inexorable 
march of technology in augmenting healthcare outcomes. The 
journey from ECG data acquisition to actionable cardiac 
insights, as portrayed by this study, is both a testament to 
current scientific progress and a beacon for future endeavors. 
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Abstract—Voice Assistants, also known as VAs, have gained 

popularity in the last few years. They make our daily tasks easier 

via simple voice instructions. VAs platforms allow third-party 

developers to develop voice applications and publish them on the 

VAs platforms. However, VAs applications may collect users’ 

personal information for different purposes. To maintain the 

security and privacy of users, VAs platforms have specified a set 

of policies that must be adhered to by VAs applications’ 

developers. This paper aims to automatically detect voice apps 

that do not comply with the VA's platforms policies. To this end, 

DetBERT, a comprehensive testing tool, was built. DetBERT 

evaluates voice apps' compliance with the policies using BERT 

model by analyzing the apps’ behaviors and detecting violations. 

With DetBERT, a total of 50,000 voice assistant apps from 

Amazon Alexa and Google Assistant platforms were tested. The 

paper demonstrates that DetBERT can accurately identify 

whether a voice assistant application has violated the platform’s 

policy or not. 

Keywords—Alexa; Google assistant; BERT; policy violation 

detector; voice assistant; user privacy; security 

I. INTRODUCTION 

Voice assistants (VAs) have become widespread and 
integrated into billions of people's daily lives due to their ease 
of everyday tasks and the comfortable services they provide. 
Amazon Alexa and Google Assistant are ones of the most 
popular VAs platforms, which allow third-party developers to 
publish their voice applications1

1
 in the stores [1]. Many users' 

activities can be accomplished through these skills, including 
placing orders, obtaining information like weather and news, 
and making phone calls. This attracts tens of millions of users 
and, in turn, more developers. 

As skills grow rapidly, dangerous skills also appear. Since 
third-party developers can share their skills, the privacy and 
security concerns of VAs users arise regarding the skills 
developers’ intents [2]. Recent studies have revealed that 
developers are capable of redirecting users' requests to 
malicious skills without their knowledge. This can achieved 
by naming their skills similarly to legitimate ones [3][4]. In 
fact, malicious skills could eavesdrop on users' conversations 
or even monitor them, which affect users’ privacy [5]. In order 
to maintain the security and privacy of users, VAs platforms 
have defined a set of policy requirements and enforced them 
to be adhered to by third-party developers. Nonetheless, some 

                                                                                                     
1Voice-apps are known as skills on Amazon and actions on Google. In 

this paper, we refer to voice applications as skills unless there is a need to 

clearly distinguish between the two platforms. 

VAs platforms use a weak vetting system [1], which allows 
several skills that violate policies to bypass the VAs platform's 
verification process and get certified. 

The main challenge obstructing authoritative skill 
certification is the VAs platforms' distributed architecture. 
Using static code analysis to investigate a skill's behavior is 
not an option for current VAs systems. This is because the 
skill's code is hosted externally in the developer's servers, 
making it not accessible. As a result, the only way to 
comprehend a skill's actual behavior is through dynamic 
analysis (by interacting with a skill) [6]. This motivated us to 
explore VA's skills that violate policy requirements by 
behaving suspiciously, such as asking for personal information 
when it is not supposed to request such details. 

In this work, we aim to identify stealthy policy violations 
conducted by third-party developers in Amazon Alexa and 
Google Assistant by enhancing the robustness and accuracy of 
the policy-violation detection process. Prior works showed 
many limitations in the approaches used by the pre-crafted 
policy-violation detection tools [6][7]. The drawback of these 
approaches lies in the inability to handle a skill's textual 
speech in a contextual meaning for the entire sentence. This 
results in decreasing the accuracy of detecting violations 
among variant policies type. To this end, we created VA's 
policy-violation detection tool using Bidirectional Encoder 
Representations Transformers (BERT) model. BERT [8] 
works in a bidirectional way to figure out the ambiguous 
language in the text, hence increasing the accuracy of 
analyzing the speech context. 

In summary, this paper contributes to the field of privacy 
compliance checking by enhancing VA's policy violation 
detection. We developed a dynamic policy violation detection 
tool, called DetBERT. Our tool utilizes BERT model to 
improve the process of detecting skills that violate the VA's 
platforms policies. We developed two BERT models: User 
Privacy BERT and Content Safety BERT. The accuracy of 
both models in identifying violations is 0.98 % and 0.93 
respectively. 

The reminder of this paper is organized as follows: The 
background survey is detailed in Section II. Section III 
summarizes the recent literature on policy violation detection 
of VAs as well as several attacks on them. The process of 
detecting skills that violated the platforms policies is discussed 
in Section IV. Sections V and VI present the results of 
violations detected and compare the results with previous 
works. Finally, Section VII presents the conclusion, 
limitations and future work. 
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II. BACKGROUND 

A. VAs Platforms and Skills Interaction 

Fig. 1 presents an overview of the VA platform and skill 
interaction flow. A skill comprises a front-end interaction 
model and a back-end cloud service (skill code). The back-end 
is responsible for handling requests that come from users and 
directing a VA device's response. Similar to smartphone 
applications, most skills are created by third-party developers 
and made accessible through a skill store website. Skill's 
front-end and back-end are hosted separately due to the 
distributed architecture of VAs platforms. The back-end code 
is typically hosted on the developer's server (e.g., hosted by 
Amazon Web Services AWS Lambda under the developer's 
account or other third-party servers). On the other hand, the 
VAs platforms host the front-end interface [1]. 

 
Fig. 1. Cloud-based alexa platform. 

Amazon and Google provide an online repository of skills 
through their skills stores. Each skill is an individual product 
with a unique web page in the store. Skill's webpage includes 
the developer's information, skill description, skill identifier, 
privacy statement, users ratings, and users reviews [9]. In 
addition, it includes a sample of utterances (i.e., skill 
invocations) that enable the user to interact with the skill. A 
skill's privacy policy on the skill store should describe 
whatever data the skill may collect and how it will use that 
data in the future. Some skills may ask users to grant access to 
personal information to receive customized services. In this 
case, the user must provide permission through the VA 
companion app (Android/iOS) for the skill to get the required 
personal data [6]. VAs platforms provide a skill simulator for 
the testing needs of developers' skills [10]. The skill 
simulators provide a text-based interface that will receive text 
input, produce text output, and deliver external content to 
make testing more manageable. VA's simulators consist of a 
virtual VA device that can communicate with other skills 
available in the skill store [6]. 

B. VAs Platforms Policies 

VAs platforms provide a set of policy and security 
requirements that skills must adhere to. Before publishing a 
skill to the store, the platforms conduct a test to verify if the 
skill complies with these requirements. This process is 
designed to restrict the amount of potentially exploitable 
content that may be found on the skill store. If the VAs 
platform determines the existence of a violation, it has the 
right to take disciplinary action. Amazon Alexa specified 14 
policy requirements and 7 privacy requirements [11][12]. 
Under each requirement, there are several statements that 

describe illegal skill usage regarding the policy. On the other 
hand, Google Assistant has 10 main sections of policies [13]. 
Every section covers several policies related to it. To 
demonstrate, Google has a section called Content Restrictions 
that specifies allowed and disallowed content. This section 
involves 15 policies related to content. Another section is 
Privacy and Security which establishes requirements of what 
data is allowed to be collected, how skills must handle users' 
data, and maintain security among skills. There are common 
policies between Amazon and Google regarding specific skills 
categories (e.g., Health and Kids).  

C. BERT 

In late 2018, researchers at Google AI developed a state-
of-art model that has been an inflection point for Natural 
Language Processing (NLP). Bidirectional Encoder 
Representations from Transformers is a machine learning pre-
trained model. BERT has been pre-trained on a large dataset 
of books (800 million words) and texts from English 
Wikipedia pages (2,500 million words). It combines the right-
left and left-right contexts to create a complete picture of the 
text. As a result, it helps machines to understand the 
contextual relation between words in the sentence.  BERT 
uses transfer learning which improves the fine-tuning-based 
approaches. This means training a model on a general task 
(pre-training), then taking advantage of the knowledge that the 
model gained to solve related tasks (fine-tuning). With just 
one output layer, the BERT model can be fine-tuned to 
produce state-of-the-art text representations for various tasks, 
such as question answering, semantic analysis, and text 
prediction [8]. 

There are two main versions of BERT model: BERT base 
and BERT large. The main difference between the two 
versions is the number of used encoders. The first version: 
BERT base consists of 12 encoders, whereas the second 
version: BERT large consists of 24 encoders that originate 
from the transformer model. The large version of BERT 
represents more robust than the BERT base version, therefore 
it requires more powerful resources [8]. 

BERT uses special tokens as part of its input 
representation. These special tokens serve specific functions in 
the BERT input format and help the model process the input 
text correctly. Positions and meanings of the special tokens are 
taken into consideration by the model when generating 
representations for the input tokens. The most commonly used 
special tokens in BERT are [CLS], and [SEP]. The [CLS] or 
Classification token is added at the beginning of the input 
sequence and is used to represent the entire input sequence for 
classification tasks. In other words, the output of the BERT 
model for the [CLS] token is used as a representation of the 
entire input text for classification tasks, such as sentiment 
analysis or named entity recognition. The second token is the 
[SEP] or (separation) token. It is added at the end of the first 
sentence and in between subsequent sentences in the input 
sequence. It is used to separate the different sentences in the 
input text. This allows BERT to treat each sentence 
independently and capture the relationship between the 
sentences, which is important for tasks like question 
answering [8]. 
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III. RELATED WORKS 

In this section, we summarize recent literature on policy 
violation detection of VAs as well as several attacks on them. 

With regard to policy violation detection, Cheng et al. [1] 
conducted a study about the trustworthiness of skill 
certification in Amazon Alexa and Google Assistant platforms 
in terms of catching any policy violations in the third-party 
skills and whether policy-violating skills are published in the 
stores. The authors were interested in evaluating the level of 
difficulty in publishing skills that violate the policies in the 
stores. Intentionally, they submitted 234 Alexa skills and 381 
Google Assistant actions that violated privacy and content 
policies. Surprisingly, all the violated skills got certified. At 
the end, the authors provided strategies in order to enhance the 
skills certification process. Similarly, Lentzsch et al. [14] 
identified flaws in the vetting process conducted by Amazon 
and tested only the skills that request permissions for data 
collection. 

Dynamic testing tools [6][7][15][16] have been developed 
to enable automated skills analysis on a broad scale. 
SkillDetective [6] is a testing tool that explores voice apps' 
behaviors and identifies possible policy violations through live 
interaction with skills. The authors tested 54,055 Amazon 
Alexa skills and 5,583 Google Assistant actions and identified 
6,079 skills and 175 actions violating at least one policy 
requirement. They utilized data-driven methodology to 
identify question types and used the Feedforward Neural 
Networks (FNN) and a bag-of-words (BoW) approach for 
answer prediction. However, implementing FNN and a BoW 
approach in the SkillDetective Chatbot slowed the policy-
violation detection process. As a result, SkillDetective could 
not test every skill at full capacity. On the other hand, Guo et 
al. [7] developed SkillExplorer, an automated testing tool used 
to examine a skill's behavior through a grammar-rule based 
technique. The tool mainly focused on skills that collect 
private information from users. Authors found that 1,141 skills 
and 1,897 actions request personal information from users 
without specifying that in their privacy policies. As a 
consequence of using grammar-rule based technique, 
SkillExplorer was not able to properly answer some questions 
during the interaction with skills. This affected the accuracy of 
the violation detection results negatively. 

Focusing on health VAs, Shezan et al. [15] proposed a 
static and dynamic machine learning-based solution. The 
dynamic part triggered and detected the violation through deep 
interaction with 813 health-related skills in Alexa. At the same 
time, the static part analyzed the web page of these skills. The 
study aimed to detect skills that provide life-saving assistance 
and lack disclaimers, which is prohibited by Amazon. They 
consulted medical school students regarding the correctness of 
the potential violation. In the end, VerHealth detected 244 out 
of 813 skills violating Amazon's health-related policies. In 
terms of kids related apps, authors in SkillBot [16] developed 
an automatic tool using natural language processing that 
interacts only with kids-related skills. They aimed to find out 
the risky skills that may ask for kids' personal information or 
contain inappropriate content. The tool analyzed 3,434 Alexa 
kids skills. Results showed that there are 28 risky child-

directed skills. In addition, a user-study has been conducted 
with parents. The authors also identified a novel risk in VAs 
called, confounding utterance. They defined it as: voice 
commands that invoke a non-child skill over a child-directed 
skill. In the end, they found 4,487 confounding utterances 
which indicate the high risk surrounding the children of 
invoking a non-child skill by accident. 

Considering attacks on VAs, Cheng et al. [17] proved that 
skills are features that provide an entry point for attackers. 
They analyzed multiple attacks on VAs. Also, there are many 
researches on hidden voice attacks [18]–[20] and their 
corresponding defenses [21][22]. Kumar et al. [23] validated 
skill squatting attacks. In this attack, the attacker gets the 
advantage of sentence ambiguities and similar pronunciation 
to redirect the VAs users into a malicious skill. There are 
many types of masquerading attack, including voice squatting, 
in which the attacker exploits how the user call the skill and 
alter this call either by imitating the skill call or reordering the 
sentence words. In voice masquerading, the malicious skill 
impersonates the VA service to gather users' personal 
information or eavesdrops on their private conversations. 
Richard et al. [24] showed man-in-the-middle attacks against 
benign skills. The attack utilizes a weakness presented in a 
skill interface to redirect a victim's voice when invoking the 
skill to a malicious skill, then hijack the conversation between 
Alexa and the victim. 

IV. METHODOLOGY 

This section provides an overview of the whole process of 
detecting skills that violated the platforms’ policies (Section 
A). After that, the key modules of the process are discussed in 
detail. The data collection procedure is firstly presented 
(Section B). Then, the interaction with the skills procedure 
(Section C). Lastly, the violation detection procedure using the 
BERT model (Section D). 

A. Overview 

As illustrated in Fig. 2, the first step in the policy violation 
detection process is the interaction with a skill. To analyze a 
skill's potentiality of violating the policy, the skill’s outputs to 
users must be collected. To this end, a chatbot that 
communicates with the VA's device simulator has been used. 
The chatbot automatically interacts with the targeted skill to 
collect its outputs, making the process faster and easier than 
manual interaction. The interaction starts when the first 
utterance (e.g., "Alexa, Open My Nutrition") is fed to the skill, 
resulting in activating it. When the skill receives an invocation 
word, it will pass back an output. During the communication, 
all skill’s outputs will be stored to be examined later for policy 
violation. When the communication with the simulator ends, 
the violation detection process will be started in offline mode. 
The collected outputs are passed to the policy violation 
detector tool which analyzes the gathered outputs to identify 
any violation. To accomplish this process, the tool utilizes the 
BERT model that is trained on analyzing and classifying the 
outputs, searching for violation indications. Using BERT in 
the detector tool helps to understand the ambiguous violation 
in the sentences and phrases. As a result, it improves the 
accuracy of policy violation detection in the skill's outputs. 
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B. Data Collection 

1) Skills sample: As a primary dataset, we used 

SkillDetective's dataset [6]. Each record in the dataset consists 

of the skill's data divided into six features. Table I describes 

each feature in the dataset. However, as the store releases new 

skills continuously, and to ensure violation detection of 

recently published skills, we have collected more skills using 

the Octuparse extraction tool [25]. Using this tool, we can 

automatically access web pages and extracts data from them. 

Once we have finished the extraction process, we combined 

our skills dataset and SkillDetective's dataset, with paying 

attention to remove duplicated skills. In total, the final skills 

sample is 69,843 skills and 16,003 actions. 

2) Violations dataset: We had many challenges while 

looking for suitable datasets to fine-tune BERT Model on 

violation detection based on Amazon Alexa and Google 

Assistant policies. The reason is that BERT receives datasets 

in form of sentences and paragraphs (i.e., Tweets). The lack of 

User Privacy Violations Datasets led us to craft one from 

scratch. For other types of violations, we used publicly 

published datasets. 

TABLE I.  FEATURES DESCRIPTION IN SKILLDETECTIVE'S DATASETS 

Feature Description 

Skill ID Unique identifier of the skill, consists of 10 
digits. 

Name Specifies skill name in the store. 

Category Specifies which categories the skill belongs to. 

Invocation Keywords used to start the interaction with skill. 

Description Specifies the skill functionalities. 

Privacy Policy Link Specifies the privacy policy that the skill adheres 
to. 

The User Privacy Violation Dataset consists of sentences 
and questions mentioned during the conversation, with the 

intent of collecting information about users. For example, Are 
you alone at home? or Provide me with your graduation date. 
For help in creating this dataset, we used ChatGPT [25], 
which is an AI-powered language model that generates 
human-like responses to various questions and prompts. Based 
on the VAs platforms policies, we prompted ChatGPT to 
generate questions and sentences that violate user privacy. We 
specifically asked for queries related to collecting personal, 
sensitive, health, and kids' information, since the privacy 
policies of the VAs state different permissions regarding 
collecting user information based on skill’s category. In that 
manner, our dataset contains four classes: 1) Personal Data 
Collection, 2) Sensitive Data Collection, 3) Health Data 
Collection, and 4) Non-violation. Table II presents some 
examples of information involved in each class. Many of the 
generated questions were duplicated, so we had to remove 
duplication using python scripts. The total number of 
questions we got was 3745 unique questions. After collection, 
the second step was the annotation. We chose a human 
annotation approach because it is often more accurate 
compared to automated approaches. We manually checked for 
the mismatch between data contents and their corresponding 
labels. The process was iterative across the authors. 

The Content Safety Violation Dataset consists of content 
identified as harmful and inappropriate in policies (e.g., sexual 
content). Such content is prohibited from occurring or being 
mentioned by the skill. We used two published datasets from 
Kaggle, Toxic Content [26] and Cyberbullying datasets [27]. 
They consist of two columns: Toxicity (toxic and non-toxic), 
and Content. We merged both datasets for fine-tuning, 
resulting in 702,722 records. 

C. Interaction with the Skills 

Once the interaction with the skill starts, the goal is to 
maintain the conversation continued between the chatbot and 
the skill as long as possible. By keeping the conversation 
ongoing, we can gather more skills’ outputs to be analyzed. As 
a result, more skills’ behaviors will be identified. To this end, 
we used the SkillDetective Chatbot [28], which was published 
for future research.  

 
Fig. 2. DetBERT methodology.
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Of all the published chatbots that previous works have 
used, we chose SkillDetective Chatbot for two reasons. First, 
the chatbot can handle five types of questions with high 
classification accuracy, as shown in Table III. The second 
reason is that it implements an approach called SkillTree. This 
approach is meant to build a dynamically growing tree to keep 
track of all branches (i.e., paths) that have been examined and 
those that have not, to ensure all the skill’s possible behaviors 
have been explored. It is used in situations where questions 
with multiple answers exist. For example, the Yes/No 
questions have two answers, and the selection questions have 
two or more answers. Each answer is saved in the branch of 
the tree to be visited later. Using this approach helps to 
increase skill’s coverage and reduces testing latency. One 
drawback of the chatbot, it utilizes FNN and BoW approaches, 
which make communication heavy and very slow. Besides, the 
continuous interruptions of the connection with the simulator 
which required human intervention. Lastly, by the end of 
every interaction, all outputs generated by the skill are 
recorded for later analysis. 

D. Violation Detection 

The policy violation detector tool focuses on detecting 
violations that happened during the interaction with skill. In 
this work, we mainly focus on two types of policies: 1) User 
Privacy Policies; 2) Content Safety Policies. These policies 
are described in details in the Appendix (Table VIII), which 
lists the policy statements as mentioned in the VAs platforms. 
To detect violations related to these policies, we used BERT 
base model to build our tool. We developed two different 
BERT models for the text classification task according to the 
different violations we looked for during the examination. The 
first model is a multi-classification model which was 
developed to check for User Privacy Violations. The second 
model is a binary-classification model trained on detecting 
Content Safety Violations. We mainly took pre-trained BERT 
models and then fine-tuned them on specific datasets to lower 
the cost of BERT training. Using BERT in violation detection 
allows the sentences (skills’ outputs) to be processed in a 
contextualized meaning for the entire output sentences. 
Therefore, the accuracy of detecting violations increases. 

Fig. 3 illustrates how the policy violation detector works. 
First, the skill’s output is tokenized using the wordPiece 
tokenizer [29], which is the BERT tokenizer. The tokenizer 
breaks down the sentence into chunks of words. Depending on 
the vocabulary file utilized by the tokenizer, some words are 
split into a single word, and some are split into multiple 
words. After tokenization, BERT special tokens, [CLS] and 
[SEP], are added at the beginning and end of the sentence. 
Then, the tokens are padded with the "PAD" token to reach 
the maximum input size for BERT. After padding the tokens, 
they are converted to token IDs which are fed to the BERT 
model. In the following step, the input tokens are transformed 
into integer IDs based on the tokenizer vocabulary file. These 
integer IDs are input into the BERT model along with a matrix 
of ones and zeros called an Attention Mask. The matrix 
represents whether the token input is genuine or padded input. 
The attention mask elements corresponding to genuine inputs 
are set to 1, while those corresponding to padded inputs are set 
to 0. The BERT model converts each genuine input into a 

vector of a specific size known as the BERT hidden size. This 
vector is created by an encoder with an attention layer, which 
allows it to better understand the token's context. After all the 
vectors have been made, they are then used as input to a 
classification layer, which determines the class that the input 
belongs to. 

TABLE II.  EXAMPLES OF  INFORMATION INVOLVED IN DATASET CLASSES 

Class Involved Information  

Personal information Name, Age, Birthday, Gender, Location 

Sensitive data 
Social Security Number, Visa Code, Passwords, 
Bank Account Numbers, Credit Card Numbers 

Health data 
Heart Rate, Mass Index, Blood Pressure, Blood 
Type 

Non-violation General Questions and Statements 

TABLE III.  SKILLDETECTVE CHATBOT’S QUESTIONS CLASSIFICATION 

ACCURACY [6] 

Question Type Example 
Identification 

Accuracy 

Binary Are you in the car? 100% 

Selection Say your name. 99.3% 

Instruction 
Do you want to eat, run, or watch 
TV? 

99% 

Open-Ended What is your mother's name? 98% 

Mixed 
There are A, B, and C to choose 
from. Which one do you want? 

98% 

 

Fig. 3. How policy violation detector works. 
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The multi-classification BERT model which was 
developed to check for User Privacy Violations has been used 
to determine the violation type. It classifies each tweet (i.e. 
skill’s output) entered the model into one of four classes, 
1) Personal Data Collection; 2) Sensitive Data Collection; 
3) Health Data Collection; 4) Non-violation. Note that skills 
are allowed to ask for personal data in order to perform some 
of their required tasks, with the condition of providing a 
privacy policy link outlining legal data usage. It is also 
important to highlight that skills related to health deal with 
sensitive data about users' medical conditions. These kinds of 
data cannot be collected or disclosed without user’s 
permission. In a like manner, kids' skills are designed for kids 
who are targeted by potential threats more than adults. The 
tool detects any potential unauthorized data collection of 
users' personal or sensitive data. For personal data collection, 
the skill must attach a privacy notice (i.e., privacy policy link) 
to its page. The tool uses the User Privacy BERT model to 
determine whether the skill gathered user data during the 
conversation. If it does, the existence of privacy notices on the 
skill’s page will be checked. If there is no link provided, the 
skill is considered violated. 

On the other hand, Content Violations are hard to predict. 
In fact, the skill's behavior may differ based on the 
conversation user had with the skill or because of the skill's 
update. Both VAs platforms stated many policies related to 
content. Based on these policies, the policy violation detector 
used Content Safety BERT model to detect skills that violate 
content restrictions. All skills are not allowed to use 
inappropriate and harmful content like profanity or hate 
language and promoting or sale of illegal materials like drugs. 
For kids' skills, content must be appropriate for all ages. To 
this end, the binary BERT model is deployed to recognize and 
differentiate between harmful and legal content. It classifies 
each tweet entered in the model into one of two classes: 
1) Toxic; 2) Non-Toxic. 

To generate the final report, we summarized all the 
violations results after the detection process ends. The 
violations detected were recorded and saved into four files. 
Files were divided based on four categories of violations. The 
categories are as follows: 1) Kids Policy Violations; 2) Health 
Policy Violations; 3) Toxic Policy Violations; 4) General 
Policy Violations. We have divided the results into these files 
as they are the main types of violations we have focused on. 
Each file contains six primary columns: Order, Category, 
Violated_policy, Skill_id, Skill_name, and Skill_output. 

V. RESULTS 

The results of violations detected in terms of user privacy 
violations and content safety are summarized in Table IV. 

Table V presents the results obtained by our models: User 
Privacy BERT and Content Safety BERT, in terms of 
precision, recall, F1-score, and accuracy. The results indicate 
that User Privacy BERT model is performing extremely well 
in detecting policy violations related to user privacy. With the 
achieved accuracy of %98, the model makes correct 
predictions about violations. Overall, the results shown by the 
User Privacy BERT model demonstrate its high performance. 
On the other hand, the results obtained by the Content Safety 

BERT model shows that the model is performing well, but 
there is still room for improvement. In fact, the model was 
trained on seven epochs, which is better to be increased 
especially for huge datasets like the content safety violations 
dataset. 

TABLE IV.  SUMMARY OF VIOLATIONS DETECTED BY DETBERT 

Detected Violations Type # Of skills # Of actions 

Violation of 

User Privacy 

Policies 

Collect health data 147 0 

Collect personal 

data 
52 14 

Collect sensitive 

data 
0 0 

Lack of privacy 

policy 
172 6 

Violation of 

Content Safety 

Contain toxic 

content in general 

categories 

154 0 

Contain toxic 

content in kids 

category 

1 0 

TABLE V.  PERFORMANCE EVALUATION OF DETBERT MODELS 

Model Accuracy Precision Recall F1 

User Privacy BERT 0.98 0.98 0.98 0.98 

Content Safety BERT 0.93 0.93 0.93 0.93 

Fig. 4 displays the User Privacy BERT model confusion 
matrix. The TP and TN show a high score, which in turn 
indicates the good performance of the model. The matrix 
reveals that the model has identified 1106 violations correctly 
out of 1125 actual values. Additionally, it accurately 
categorized 356 non-violations out of 375 actual values. The 
results of the confusion matrix of the Content Safety BERT 
model are shown in Fig. 5. The high score for TP and TN 
indicates also the model's good performance. The matrix 
shows that the model correctly identified 27,519 Toxic content 
violations out of 30,000. Additionally, it accurately 
categorized 28,018 Non-toxic contents out of 30,000. 

 
Fig. 4. Confusion matrix of user privacy violations dataset. 
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Fig. 5. Confusion matrix of content safety violations dataset. 

In summary, we proved the high performance of our 
proposed DetBERT tool. This is done by utilizing confusion 
matrix analysis for BERT models. The results of both matrices 
showed successful TP and TN predictions by the models. 

VI. DISCUSSION 

In order to compare our work with previous works, we 
conducted a performance comparison based on the results of 
the detected violations between DetBERT and 
SkillDetective[6], as shown in Table VI. The comparison was 
performed on the same sample for both models. The results of 
SkillDetective showed that 557 skills and 13 actions violated 
at least one policy. To ensure the correctness of the results, we 
conducted a manual revision of SkillDetective results. In fact, 
we have found some FP results in Content Safety. After 
excluding the FP, the final results obtained was 159 violations 
detected. On the other hand, The BERT-based approach of 
DetBERT has led to better performance in detecting policy 
violations as shown in the table. This comparison 
demonstrates the efficiency of DetBERT and its potential to 
provide valuable insights into policy compliance. 

In terms of accuracy, Table VII shows the differences in 
accuracy between SkillDetective and DetBERT. Regarding 
user privacy policies, SkillDetective has developed two 
different methods to detect skills that collect user data. As 
summarized in Table VII, both methods achieved results less 
than what the User Privacy BERT model achieved. This 
comparison concludes that BERT-based model provided more 
accurate results in terms of detecting data collection policy 
violations. For content safety, SkillDetective did not reveal 
much details about accuracy results, and hence no comparison 
was provided. 

TABLE VI.  NUMBER OF VIOLATIONS DETECTED IN SKILLDETECTIVE AND 

DETBERT 

Policy Violation Type 

SkillDetective DetBERT 

# Of 

skills 

# Of 

actions 

# Of 

skills 

#Of 

actions 

User Privacy Policies 364 13 371 20 

Content Safety 

Policies 
159 0 171 0 

Total Violated Skills 523 13 542 20 

TABLE VII.  ACCURACY COMPARISON BETWEEN SKILLDETECTIVE AND 

DETBERT 

Tool Model/Method Accuracy 

SkillDetective 

Kids and Health Categories 92% 

Data Collection for general 

Categories 
89% 

DetBERT User Privacy BERT 98% 

VII. CONCLUSION 

To conclude, the detection of policies’ violations is an 
ongoing challenging process and an open area for researchers 
in the NLP field. In this paper, we have presented an 
improvement in examining voice assistants apps’ compliance 
with stores’ policies using the BERT model. We designed and 
implemented a violation detection tool called DetBERT. The 
results provide valuable insights about policy violations and 
can be used in the future for more accurate policy compliance 
checking. 

This research has some limitations. Due to a limitation in 
the server we used to run DetBERT, we could only test a total 
of 50,000 skills. In addition, there was no publicly available 
dataset related to policy violations for the voice assistants 
platforms. As a result, we ended up creating our dataset with 
manual annotation. The dataset consists of 3745 records, 
which was considered small for fine-tuning the model 
properly. We believe there are various ways to improve and 
extend this study in the future. Future works can consider 
using larger dataset for fine tuning BERT. In addition, 
creating a chatbot using AI such as ChatGPT that can engage 
in a conversation with the skills, may enhances the question-
answering precision and provides insights into new and 
ongoing risky behaviors. 
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APPENDIX 

TABLE VIII.  POLICIES CONSIDERED BY DETBERT 

Category Policy Violation Type Policy defined by VAs Platforms 

User Privacy 

P1: Collecting health data 
Collects information related to any person's physical or mental health or condition, the 
provision of health care to a person, or payment for the same 

P2: Collecting kids' data Collects any personal information from end users 

P3: Collects any sensitive personal 
information from end users 

Collect sensitive personally identifiable information, including, passport number, social 
security number, national identity number, full bank account number, or full credit/debit card 
number 

P4: Lacking a privacy policy 
Collect personal information from end users without providing a privacy notice that displayed 
in skill's detail page 

Content Safety 
P5: Toxic content It includes content not suitable for all ages 

P6: Kids' safety Promotes any content, or services, or directs end users to engage with content outside of Alexa 
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Abstract—The burgeoning realm of digital healthcare has 

unveiled a novel diagnostic instrument: a digital stethoscope 

tailored for the early detection of heart disease as elucidated in 

this research. By harnessing the nuanced capabilities of 

phonocardiography, this device captures intricate heart sounds, 

subsequently processed through advanced machine learning 

algorithms. Traditional stethoscopes, although indispensable, 

might miss subtle anomalies – a lacuna this digital counterpart 

addresses by meticulously analyzing phonocardiographic data 

for the slightest deviations indicative of cardiac anomalies. As the 

digital stethoscope delves into this trove of aural cues, the 

machine learning component discerns patterns and irregularities 

often imperceptible to human auditors. The confluence of these 

digital acoustics and computational analytics not only augments 

the accuracy of early heart disease diagnosis but also facilitates 

the archival of this data, engendering a continuous, longitudinal 

assessment of cardiac health. The initial foray into real-world 

application registered an encouraging precision rate, cementing 

its potential as an invaluable asset in preemptive cardiac care. 

With this innovation, we stand on the cusp of a paradigm shift in 

how heart diseases are diagnosed, making strides towards timely 

interventions and improved patient outcomes. 

Keywords—Deep learning; CNN; random forest; SVM; neural 

network; prediction; analysis 

I. INTRODUCTION 

Heart disease remains one of the foremost health challenges 
of the 21st century, accounting for a significant portion of 
morbidity and mortality rates globally [1]. Despite significant 
advancements in medical technology, early detection of cardiac 
anomalies often proves elusive, emphasizing the need for 
efficient, non-invasive, and accurate diagnostic tools. 
Traditional auscultation, using conventional stethoscopes, has 
been an integral part of cardiovascular assessments for nearly 
two centuries [2]. While these instruments have facilitated 
countless diagnoses, their efficacy is largely contingent on the 
clinician's expertise and the acoustic environment. Recognizing 
these limitations, there has been an increasing interest in 
harnessing the power of technology to augment the auditory 
capabilities of medical practitioners, thus making the detection 
process more reliable and less dependent on subjective 
interpretations [3]. 

Phonocardiography, the graphic recording of heart sounds, 
offers a more analytical approach to cardiac auscultation [4]. 
Unlike the ephemeral nature of live listening, 
phonocardiograms provide a tangible, visual representation of 
cardiac acoustics, allowing for a detailed examination of heart 
sound waveforms. The visual depiction of these sounds opens 
the door to a range of analytical possibilities, especially when 
combined with the vast computational power of today's digital 
tools [5]. However, merely converting sounds into graphs isn't 
sufficient for the sophisticated diagnostics required for early 
detection. This is where machine learning, an offspring of 
artificial intelligence, becomes pivotal. 

Machine learning (ML) has witnessed an unprecedented 
surge in its applicability across various domains in the past 
decade [6]. In the realm of healthcare, ML algorithms are 
particularly valuable for pattern recognition – identifying 
regularities and deviations in vast datasets that would be 
unmanageable for humans to process manually [7]. Given the 
intricate nature of phonocardiographic data [8], with its myriad 
of subtle cues that might indicate potential pathologies, 
machine learning emerges as the ideal tool for deciphering this 
complexity. When the analytical strength of ML converges 
with the detailed acoustic data from a digital stethoscope, the 
synergy could potentially redefine the paradigms of cardiac 
diagnostics. 

It's against this backdrop that our research ventured into 
developing a digital stethoscope equipped with the capacity to 
record phonocardiographic data, subsequently processed by 
state-of-the-art machine learning algorithms [9]. This 
innovative approach aims not only to enhance the granularity 
of heart sound analysis but also to democratize the diagnostic 
process, rendering it less reliant on individual expertise and 
more on objective, data-driven analytics [10]. By doing so, the 
intention is to unearth those elusive early markers of heart 
disease that, if addressed timely, could drastically alter 
prognostic outcomes. 

In this paper, we explore the design and functionality of the 
digital stethoscope in question, delve into the specific machine 
learning algorithms employed, and evaluate the potential of 
this amalgamation in revolutionizing early cardiac disease 
detection. Through a series of trials and analyses, we aim to 
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underscore the instrument's diagnostic precision, its advantages 
over traditional auscultatory methods, and its prospective role 
in shaping the future of cardiac care. 

II. RELATED WORKS 

The evolution of diagnostic methodologies for cardiac 
conditions provides a rich tapestry of innovations and 
paradigm shifts. Historically, the quest for early detection of 
heart diseases has encompassed an array of techniques, of 
which auscultation has been a linchpin. To understand the 
significance and potential impact of the digital stethoscope 
combined with machine learning on phonocardiography data, 
it's imperative to first trace the trajectory of existing literature 
in these domains. 

A. Traditional Auscultation and Phonocardiography: A 

Historical Perspective 

Auscultation, the act of listening to bodily sounds, dates 
back to ancient times, with physicians employing rudimentary 
tools or direct ear placement to ascertain internal anomalies 
[11]. Laënnec's invention of the stethoscope in the early 19th 
century marked a significant leap, introducing a degree of 
standardization and amplification to the process [12]. Despite 
its ubiquity, conventional auscultation is susceptible to a range 
of limitations including ambient noise interference, dependence 
on individual auditory discernment, and the transient nature of 
the listening process [13]. 

The inception of phonocardiography sought to address 
some of these challenges. By providing a visual representation 
of heart sounds, clinicians could revisit, share, and analyze the 
recordings, thereby transcending the ephemerality inherent to 
live listening [14]. This shift to graphical cardiac sound 
representation allowed for a more objective and analytical 
approach but required adeptness in waveform interpretation 
[15]. 

B. Digital Stethoscopes: Bridging Acoustic and Electronic 

Realms 

As medical diagnostics progressed, so did the tools that 
underpin its practice. The stethoscope, a symbol of medical 
professionalism since the 19th century, hasn't been immune to 
this evolution. Its traditional acoustic counterpart, while 
invaluable, presented constraints in terms of sound clarity, 
susceptibility to ambient interference, and lacked the capability 
for longitudinal data recording [16]. 

The advent of digital stethoscopes marked a watershed 
moment in auscultatory practices. By incorporating electronic 
components, these devices promised—and often delivered—
superior auditory fidelity, adeptly filtering out extraneous 
noises and enhancing the salience of crucial cardiac sounds 
[17]. Beyond mere amplification, the transformative aspect of 
digital stethoscopes lay in their ability to interface seamlessly 
with computational platforms. This not only facilitated real-
time visual representation of cardiac acoustics but also opened 
avenues for persistent data storage, rendering sporadic health 
assessments a continuum of insightful cardiac monitoring [18]. 
While the foundational principle of listening remained 
unchanged, the digital shift accentuated the depth, clarity, and 
analytical potential of this time-honored diagnostic ritual. 

C. Machine Learning in Healthcare: A New Frontier 

In the lexicon of contemporary healthcare, machine 
learning (ML) has rapidly ascended as a transformative force. 
This subset of artificial intelligence, distinguished by its 
capacity to autonomously evolve through data-driven insights, 
has opened vistas of opportunities across myriad medical 
domains [19]. 

The allure of ML in healthcare is multi-faceted. Central to 
its appeal is its profound capability for pattern detection, 
particularly salient in complex datasets where nuanced 
anomalies might elude human analysis [20]. Such pattern-
recognition prowess has been harnessed in diverse medical 
terrains, from the precision of radiographic interpretations to 
the predictive capabilities in patient prognosis [21]. 

With phonocardiographic data being inherently intricate, 
laden with auditory subtleties indicative of potential 
pathologies, ML's integration in this domain has emerged as a 
promising frontier [22]. While the potential of machine 
learning is vast, its implementation in healthcare isn't merely a 
technological endeavor; it represents a confluence of 
computational excellence and clinical acumen, aspiring to 
reshape the contours of patient-centric care in the digital age. 

D. Integrating Machine Learning with Phonocardiography: 

Preliminary Endeavors 

The synergy between phonocardiography and machine 
learning (ML) stands as an epitome of interdisciplinary 
convergence in modern medical research. Historically, 
phonocardiography, with its graphic representation of cardiac 
sounds, provided a tangible avenue for detailed acoustic 
analysis, albeit demanding meticulous human interpretation 
[23]. 

The proposition of integrating ML into this domain was 
fueled by the algorithmic promise of discerning intricate 
patterns and anomalies within these auditory datasets. Initial 
scholarly forays were primarily anchored in leveraging ML for 
extracting salient features from phonocardiographic recordings, 
differentiating normative heart rhythms from their pathological 
counterparts [24]. 

Subsequent research endeavors cast a wider analytical net, 
navigating the complexities of diverse cardiac anomalies and 
iterating across a spectrum of ML algorithms to optimize 
diagnostic accuracy [25]. Notwithstanding the promise these 
preliminary investigations showcased, they were often 
hamstrung by challenges—primarily, the quality of the 
phonocardiographic inputs, which were at times marred by 
environmental interferences or sub-optimal recording devices. 
Yet, these early ventures underscored the potential of this 
amalgamation, paving the way for the sophisticated diagnostic 
methodologies we envision today. 

E. Challenges and Opportunities: A Synthesis 

While the confluence of digital stethoscopes and machine 
learning augurs well for cardiac diagnostics, challenges 
abound. Data privacy, especially with digitized medical 
records, remains a concern [26]. Additionally, ensuring 
algorithmic transparency and explicability in healthcare is 
paramount, given the stakes involved [27]. 
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On the flip side, opportunities for this interdisciplinary 
venture are vast. Beyond mere diagnostics, there's potential for 
predictive analytics, long-term cardiac health monitoring, and 
even integration with telemedicine platforms, paving the way 
for remote diagnostics and consultations. 

The literature underscores a clear trajectory: from the 
rudimentary act of listening to heart sounds to harnessing 
advanced computational tools for intricate cardiac sound 
analysis. The marriage of digital stethoscopes with machine 
learning isn't just the next step in this evolution, but potentially 
a giant leap, promising a future where heart disease detection is 
more precise, timely, and democratized. 

III. CHARACTERISTICS OF HEART SOUNDS 

The cardiac sounds S1 and S2 predominantly fall within the 
high-frequency spectrum, optimally discerned using the 
diaphragm aspect of a stethoscope. A typical S1 frequency 
ranges from 50 to 60 Hz, while an S2 usually varies between 
80 to 90 Hz [28]. On the other hand, S3 is characterized as a 
low-amplitude, pre-diastolic signal with a frequency band 
approximating 20-30Hz. S4, manifesting towards diastole's 
conclusion, is perceptible distinctly when utilizing a 
stethoscope. A deviant S4 resonates at frequencies below 20 
Hz [28]. 

While S1 and S2 are generally detectable, their amplitude 
displays variability. In certain instances, due to underlying 
cardiac abnormalities, their audibility might be compromised. 
It's noteworthy that S1 and S2 do not resonate at constant 
frequencies but fluctuate across different cardiac cycles. These 
intrinsic complexities in cardiac sound demarcation have 
spurred scholars to architect specialized analytical 
methodologies [28]. 

Fig. 1 delineates the comprehensive categories and roles of 
HSs. Typically, each cardiac ailment is associated with one or 
two HSs. Certain anomalous heart sounds manifest as an 
elevated frequency noise subsequent to the primary tricuspid 
stenosis (TS) sound. Notably, the ejection sound (ES) is a 
prevalent early systolic noise, attributed to the abrupt halting of 
the semilunar cusps as they initiate their movement in early 
systole. During mid-systole, the mid-systolic click (MSC) 
emerges due to the abrupt cessation of prolapsing mitral valve 
leaflets' movement into the atrium, restrained by chordae [29]. 

Clinicians pay heed to these atypical cardiac sounds, 
recognizing their potential in providing diagnostic insights. 

 

Fig. 1. Heart sounds. 

IV. ELECTRONIC STETHOSCOPE STRUCTURE 

Fig. 2 presents a conceptual framework of the envisaged 
stethoscopic apparatus incorporating machine-learning 
methodologies. Heart sounds, as captured by the stethoscope, 
undergo amplification and filtration via an analog interface 
prior to their digital conversion and relay to the analytical 
subsystem. It's imperative for this analog interface to exhibit a 
superior signal-to-noise quotient, efficient common-mode 
suppression, and minimal baseline deviations or saturation 
tendencies. The pre-amplification mechanism enhances the 
subtle cardiac acoustic signals, initially picked up by the 
microphone, to a more discernible magnitude. 

Fig. 3 delineates the architecture of a computer-integrated 
cardiac monitoring apparatus leveraging an electronic 
stethoscope, compartmentalized into three pivotal segments: 
data acquisition, pre-processing, and signal analysis. The 
electronic stethoscope actively records heart sounds (HS), 
subsequently digitized by the pre-processing segment. Within 
this segment, the full-frame HS signal, having undergone noise 
mitigation and interference reduction, is both normalized and 
partitioned. Signal analysis tools undertake the tasks of feature 
extraction and pattern categorization. The resultant structure 
culminates in clinically-informed diagnostic determinations. 
An exhaustive breakdown elucidating the intricacies and sub-
components of these principal sections is provided. 

A. Heart Sound Acquisition 

Heart Sound Data Acquisition Module. The initial phase of 
heart sound retrieval yields automated cardiac acoustic data, 
serving as the foundation for subsequent processing stages. 

Electronic Stethoscope Sensory Mechanism. Patient-
derived cardiac acoustics are captured via a digital stethoscope, 
as illustrated in Fig. 4. Within this apparatus, some may 
employ a digital audio mechanism, a piezoelectric plate, or an 
aerodynamic suction module. This instrument then converts the 
heart's electrical impulses into auditory signals. 

 
Fig. 2. Diagram of the propsoed heart disease detection system. 

 
Fig. 3. Typical flow chart for heart sound signal acquisition, processing and 

analysis. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

719 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 4. Electronic sensor stethoscope. 

Amplification and Filtration Mechanism. In diverse 
communication frameworks, amplification and filtration 
instruments are indispensable. To mitigate noise disturbances 
originating from power sources, a low-pass filter is employed. 
Subsequently, an anti-aliasing filter is integrated to reduce 
potential aliasing effects. Within specific system blueprints, the 
filtration mechanism is conceptualized as a low-pass filter, 
tailored to encompass the frequency spectrum of most rapid 
cardiac acoustics. Band-pass filtering is invoked for passband 
delineation, effectively countering aliasing. Post amplification, 
the signal undergoes digitization through an analog-to-digital 
transformation. 

Analog-to-Digital Transduction. This component 
effectively transmutes analog signals into their digital 
counterparts. The parameters for this conversion can be 
predetermined by the equipment fabricator. Elevated bit rates 
and sampling frequencies can augment precision, all while 
economizing on bandwidth and energy consumption. 

B. Data Collection 

In this stage, the digital cardiac acoustic signal undergoes 
reduction, standardization, and segmentation. 

Denoising Mechanism. Typically, a digital filtration system 
is employed to isolate the desired signal from its embedded 
noise within the pertinent frequency domain. Advanced 
denoising methodologies are generally adopted to enhance the 
signal-to-noise ratio (SNR), thereby furnishing the apparatus 
with superior noise attenuation capabilities. 

Normalization and Cycle Division. Diverse sampling points 
and processing locales often introduce variances in the 
captured signal during data acquisition. Consequently, cardiac 
sound signals undergo normalization to a predetermined scale, 
ensuring that data acquisition positions and multiple samples 
do not skew the anticipated amplitude of the signal. Post-
normalization, these signals are partitioned into distinct cycles, 
priming them for component recognition within the heart 
sound and subsequent feature extraction. 

C. Heart Sound Signal Processing Module 

During this phase, feature delineation and categorization 
activities are undertaken. 

Feature Delineation. Signal manipulation necessitates the 
conversion of analog information into a digital paradigm. Such 

a parametric portrayal is subsequently harnessed for in-depth 
analyses and applications. 

Categorization Mechanism. After the amassed features are 
integrated into a classification system, it serves as a tool for 
data discernment, aiding healthcare practitioners in diagnostic 
determinations and therapeutic strategy formulations. 

The processor core hubs, as depicted in Fig. 4, constitute 
the primary entities of an apparatus equipped to handle the 
digitized signal and its ensuing processing. From our 
meticulous investigations, it became evident that the discourse 
predominantly gravitates towards three pivotal phases 
concerning the automated identification of varied cardiac 
anomalies and acoustic signal afflictions: (1) Heart Sound (HS) 
data capture and sensory blueprinting, (2) noise attenuation and 
cardiac sound signal partitioning, and (3) proficient feature 
extraction coupled with autonomous HS analysis. 

V. PROPOSED NETWORK 

For a nuanced evaluation of heart tones—encompassing 
rhythm, boundaries, duration, and intensity—a robust database 
is paramount. We curated a dataset, drawing samples primarily 
from heart failure patients, notably those affiliated with the 
Cardiology Department of the Almaty Cardiology Center. 
Heart tone biometric measurements were captured using an 
electronic stethoscope. For each individual, quintuple 
recordings were procured from the cardiac apex, as visualized 
in Fig. 5. 

Ensuring database integrity is crucial for efficacious model 
training. Consequently, only the cardiac tones from individuals 
with clinically validated heart conditions were cataloged. 

A. Detection of Special Characteristics 

Feature delineation serves to illuminate the distinct 
attributes of heart tones, facilitating differentiation of standard 
and anomalous cardiac sounds. An algorithm tailored for this 
extraction was conceived using Python, a choice made for its 
adeptness at signal processing functions. This algorithm, 
spanning eight meticulous steps, is poised to extract a rich set 
of attributes from a singular cardiac sound. This richness 
ensures individualized representation of each patient during the 
optimal analysis phase. It leverages a series of preset 
resolutions and thresholds to perform an in-depth analysis of 
cardiac acoustics. 

 
Fig. 5. Working principle of the smart stethoscope. 
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Fig. 6. Key components of cardiac sound [30]. 

Prevailing academic sources provide methodologies to 
discern the cardinal components of heart sounds, notably the 
primary cardiac signal (S1) and the secondary tone (S2), as 
well as to demarcate the boundaries of S1, S2, systole, and 
diastole (as depicted in Fig. 6). 

In the inaugural step, a standardized root-mean-square 
trajectory spanning a duration of 10 seconds is derived. Given 
the inherently transient nature of heart sounds, 10-second 
segments are extracted from the primary recording to 
circumvent the omission of sporadic features dispersed within 
anomalous heart sounds. Subsequent to this, consistent RMS 
energy trajectories of the procured segments are crafted, 
primarily to accentuate the peaks of S1 and S2 whilst 
concurrently diminishing noise perturbations. 

Step 2: Peak Recognition. The primary objective was to 
distinguish prominent peaks between S1 and S2 tones. 
Parameter resolution was employed to discern these peaks. In 
the event that inter-peak distances failed to align within a 
stipulated range, the identification process was iteratively 
revisited, altering the resolution to secure a consistent peak 
count. This iterative mechanism [31] acknowledges the 
variability in heart tone frequencies across individuals, 
correlating the resolution to each individual's unique heart 
rhythm. Hence, a myriad of resolutions is assessed for each 
cardiac sound until an optimal fit is established. 

Step 3: Demarcation of Dominant Peaks. Initial steps 
involved assessing zero-crossings at the stipulated threshold, 
subsequently mapping approximate peaks for the upper 
boundary. If the segmented peaks did not achieve satisfactory 
numbers, the algorithm looped back, using a divergent 
resolution for prominent peak identification. 

Step 4: Identification of Minute Peaks. Waves trapped 
between the demarcated dominant peak boundaries were 
analyzed, with the zenith of each wave being recognized as the 
minor peak. Disparities between these minor peaks and their 
corresponding dominant peaks were assessed. Adjustments 
were made if deviations exceeded acceptable ranges, and the 
process cyclically reverted to the dominant peak phase if 
necessary [32]. 

Step 5: Minor Peak Segmentation. Zero-crossings of the 
waves within the dominant peak boundaries were examined in 
relation to the identified minor peaks. Should any discrepancies 
arise in the demarcation of minor peaks, thresholds were 
adjusted and the segmentation was re-evaluated. 

Step 6: Temporal Estimation & Validation. Consolidating 
prior findings, peaks were chronologically arrayed, both in 
terms of prominence and brevity. Rigorous validation ensured 
the elimination of any misaligned or overlapping peaks. In 
scenarios where peak counts were suboptimal, the protocol 
reverted to the dominant peak classification stage. This loop, 
targeting absolute accuracy, was exceptionally applied to 
cardiac tones heavily masked by noise. 

Step 7: Categorization of Cardiac Tones. All segregated 
segments and intervals were labeled as S1, S2, systole, or 
diastole, resonating with the observation that systolic duration 
typically undercuts diastolic intervals in heart sounds. 

Step 8: Feature Derivation. Post the validation process, 
features were distilled solely from those samples that met the 
requisite criteria. 

B. Applying Machine Learning for Abnormal Heartbeat 

Detection 

Fig. 7 elucidates the amalgamation of the classification 
architecture alongside the signal pre-processing schematic, 
further incorporating machine learning methodologies. The 
procured heart sound data was bifurcated into datasets 
earmarked for model calibration and evaluation. Employing 
Python, both signal refinement and autonomous segmentation 
were executed, leading to the statistical analysis and the 
machine learning-driven training and categorization of cardiac 
tones. An overview of these pre-processing activities is 
delineated in the subsequent section. From the partitioned 
cardiac audio data, a plethora of attributes was extracted 
spanning time (t)-domain, frequency (f)-domain, and Mel 
frequency cepstral coefficients (MFCC). Prior to its 
introduction into the machine learning paradigm for 
assessment, the designated training dataset was subjected to a 
series of pre-processing stages. 

 
Fig. 7. Machine learning-based heart sound abnormality detection. 
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For the purpose of categorization, we employed the k-
nearest neighbor (k-NN) classifier. Within this study, the 
number of neighbors and distance served as pivotal 
hyperparameters. Upon the meticulous extraction and 
mitigation of noise from the signals, we proceeded with heart 
sound identification. As previously highlighted, the dataset was 
divided, allocating 200 atypical heart sounds juxtaposed with 
200 typical ones. Concurrently, the dataset was apportioned 
into 80% for training and 20% for testing. 

The dataset bifurcation catered to two primary subsets: a 
training dataset and a validation dataset. The former educates 
the machine learning architecture utilizing samples furnished 
with benchmark values, aiming to curtail potential errors. In 
contrast, the latter evaluates the model's efficacy on previously 
unencountered samples, ascertaining the model's applicability 
to novel data. For the preliminary analysis encompassing 12 
subjects, the training subset comprised 48 impulse responses, 
while the validation subset accounted for 46. 

C. Classification of Heart Sounds 

For real-time execution, the cardiac audio data was 
subjected to a 10-second buffering [33-34], subsequently 
undergoing baseline drift rectification, segmentation into 
individual cardiac beats, and filtering within a specified 
bandwidth using Python 3.5. A multi-threaded script, penned in 
Python, was developed to facilitate the acquisition, buffering, 
real-time preprocessing, and identification of cardiac audio 

data on the primary computing device. Signal preprocessing 
and segmentation tasks were executed on a personal computer, 
leveraging libraries such as Numpy, scikit-learn, and 
Matplotlib. The most efficacious algorithm, identified through 
benchmarking, was then instantiated on the personal computer 
for real-time classification, employing both PyBrain and 
Scikit-learn libraries. 

VI. EXPERIMENTAL RESULTS 

A. Hardware 

The rapid advancement of mobile technologies paves the 
way for enhancing routine healthcare practices. Potential 
applications encompass leveraging mobile gadgets for clinical 
data collection, provisioning diagnostic information to 
physicians, researchers, and patients, real-time monitoring of 
patients' vital signs, and facilitating immediate healthcare 
interventions. 

The designed system prioritizes minimalism, encompassing 
just three essential components: a stethoscope, a dedicated 
smartphone application, and a compact device. Within the 
stethoscope's chamber, an electronic microphone is 
strategically positioned for sound capture. To attenuate 
extraneous noise, all other extremities of the hose are sealed, 
barring the intake section. Fig. 8 delineates the constituent 
elements of the conceptualized stethoscope. 

  
(a) Components             (b) Stethoscope as a device. 

Fig. 8. Components of the proposed stethoscope. 

Fig. 9 presents a comprehensive illustration of the 
systematic process employed for the identification of cardiac 
anomalies using a mobile device, following the acquisition of 
the heart's acoustic imprints via a stethoscope. 

The initial phase entails a meticulous analysis of the audio 
signals captured from the stethoscope. This is succeeded by the 
application of a refined algorithm specifically designed to 
discern and neutralize extraneous ambient noise. Transitioning 
to the subsequent stage, a detailed classification protocol is 
employed to interpret these processed signals. Culminating this 
sequence, the analysis yields insights, upon which a potential 
diagnostic recommendation is formulated, providing a holistic 
understanding of the cardiac state. 

 

Fig. 9. Heartbeat abnormality detection process. 
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B. Classification Results 

Fig. 10 depicts various cardiac acoustic patterns. These 
include: Normal: Typical sounds indicative of a healthy heart. 
Murmur: Additional auditory phenomena resulting from 
perturbations in blood flow, producing discernible vibrations. 
Extrahls: An ancillary auditory signature. Artifacts: A diverse 
array of distinct auditory emissions. 

  
(a) Artificial spectrogram. (b) Normal spectrogram. 

  
(c) Murmur spectrogram. (d) Extrahls spectrogram. 

Fig. 10. Time domain PCG trace and its power spectral density for different 

types of heart sounds. 

Fig. 11 depicts the training and validation processes utilized 
for the identification of atypical heart rhythms. This 
representation provides insights into both training and 
validation accuracy metrics over a span of 300 epochs. In 
Fig. 12, the evolution of training and validation loss metrics 
across the training epochs is showcased. Notably, post 
approximately 100 epochs, both the training and validation 
losses appear to stabilize. 

 

Fig. 11. Model training and validation for abnormal heartbeat detection. 

 
Fig. 12. Model training and validation for abnormal heartbeat detection. 

Fig. 13 presents a confusion matrix detailing the 
classification outcomes for five distinct cardiac conditions: 
normal heartbeat, murmur, extrasystole, extrahls, and artifacts. 
The findings underscore a commendable level of precision in 
classifying cardiac sound patterns and pinpointing abnormal 
heart rhythms. 

 
Fig. 13. Confusion matrix. 

VII. DISCUSSION 

The examination of heart sounds, especially as an early 
diagnostic tool, has been a significant area of interest in 
cardiological research. This study's central tenet sought to 
harness the technological capabilities of today's world, 
combined with the intricacies of cardiac acoustics, to devise a 
model that could reliably identify and classify abnormal heart 
rhythms. 

One of the most notable findings of this study was the 
efficacy with which the model was able to delineate between 
different heart conditions. With the increasing prevalence of 
cardiovascular diseases globally, having an accessible and 
precise diagnostic tool can potentially revolutionize cardiac 
care, especially in areas where specialized cardiac care remains 
elusive. The use of smartphones, as indicated in this research, 
points towards a trend in telemedicine and mobile health 
(mHealth) solutions, which have gained substantial traction 
over recent years. 

The study's multi-step approach, starting from data 
collection using an electronic stethoscope to signal 
preprocessing, feature extraction, and final classification, 
ensured a comprehensive review of the heart sounds. The 
detailed steps, as represented in the figures, allow for a 
meticulous understanding of how the model refines and uses 
the data. This approach is essential, especially given the critical 
nature of the data in question; heart sounds are not only diverse 
but also nuanced. 

One of the primary challenges faced in many similar 
studies is the noise interference in heart sound recordings. Our 
methodology, which incorporated sophisticated noise reduction 
techniques, was able to significantly improve the signal-to-
noise ratio (SNR). The pre-processing of heart sound signals, 
as delineated in our study, presents a robust method of ensuring 
the integrity of the data, further enhancing the model's 
reliability. 
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The utilization of Python, a versatile and widely adopted 
programming language, underscores the scalability and 
adaptability of the proposed method. The integration of 
multiple libraries like Numpy, scikit-learn, and Matplotlib not 
only facilitated rigorous data processing but also ensures that 
the model can be integrated or adapted into various other 
platforms or studies. 

The training, testing, and validation datasets' demarcation 
ensures that the model is not just accurate but also 
generalizable. Often, machine learning models might overfit to 
the training data, making them less reliable when exposed to 
new, unseen data. Our model, after undergoing rigorous 
training and validation, demonstrated a commendable degree 
of accuracy, pointing towards its robustness. 

However, it is also essential to note the limitations of this 
study. The presented model, while advanced, is primarily 
dependent on the quality of the initial recordings. Factors like 
the positioning of the stethoscope, the ambient environment, 
and the patient's physical condition can introduce variances in 
the recorded sounds. Furthermore, while the study 
encapsulated multiple heart conditions, there remains a wide 
variety of cardiac anomalies, each with its unique acoustic 
signature, which might not be entirely accounted for in this 
research. 

Additionally, while smartphones and mobile applications 
promise a more democratized healthcare landscape, their 
efficacy is inherently tied to factors like smartphone 
penetration in a region, digital literacy, and the reliability of 
digital infrastructures. Hence, while the model offers promise, 
its large-scale application would require a more ecosystem-
driven approach, ensuring that all potential bottlenecks are 
addressed. 

In conclusion, the presented research underscores the 
potential of merging technology and cardiology, offering a 
glimpse into the future of cardiac diagnostics. The 
methodology, marked by its rigor and attention to detail, sets a 
precedent for further studies in this domain. Future research 
might look into integrating more varied heart sound datasets, 
exploring the potential of real-time diagnostics, and even 
combining this acoustic data with other diagnostic metrics for a 
more comprehensive assessment. The horizon of cardiac care, 
augmented by technology, seems promising, and this research 
serves as a beacon in that journey. 

VIII. CONCLUSION 

This research undertook the ambitious endeavor of bridging 
the realms of advanced technological tools with the intricate 
field of cardiology, underscoring the transformative potential 
such intersections hold for modern medicine. The primary 
focus was the identification and classification of heart sounds, 
tapping into the ever-evolving capabilities of machine learning 
and the widespread accessibility of smartphones. 

The developed model, as showcased in this study, 
demonstrated notable accuracy in deciphering and 
distinguishing between various heart conditions. These 
findings are of paramount importance, especially considering 
the global rise in cardiovascular diseases and the resultant need 
for accessible, accurate, and timely diagnostic tools. The utility 

of a smartphone-based diagnostic mechanism extends beyond 
mere convenience; it potentially democratizes cardiac care, 
paving the way for early interventions even in areas bereft of 
specialized healthcare infrastructures. 

However, it is essential to recognize that while the results 
are promising, the journey is only just beginning. The marriage 
of technology and healthcare, though filled with potential, also 
demands a rigorously holistic approach. Factors ranging from 
the quality of data acquisition to the challenges associated with 
the mass adoption of smartphone-based medical tools must be 
addressed for this research's broader implications to fully 
materialize. 

In summary, this study has laid down a robust foundation, 
emphasizing the confluence of technology and cardiology as a 
potent avenue for future research and applications. As we look 
ahead, it becomes evident that the future of cardiac care, 
supported by technological innovations, has the potential to 
reshape healthcare landscapes, making diagnostics more 
accurate, accessible, and timely. This research stands as a 
testament to that potential, signaling an exciting trajectory for 
both cardiac care and medical technology. 
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Abstract—An amazing combination of cutting-edge data 

mining and machine learning methodologies to predict the level 

of safety feeling among Bangladeshi internet users, which is a 

significant departure in this subject. By leveraging cutting-edge 

algorithms and innovative data sources, this work provides 

previously unheard-of insights into how this demographic 

perceives online safety, shedding light on an essential yet 

underappreciated aspect of their digital lives. This exceptional 

study's original research increases the body of knowledge of 

online safety and sets the road for policy recommendations and 

intervention tactics that will enable Bangladesh to become a 

global leader in internet security. 
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I. INTRODUCTION 

Every day, more people are using the internet than ever 
before, all over the world [1]. This rate is increasing in 
Bangladesh too [2]. Because recently Bangladesh has seen 
growth in internet usage [3]. At present, the Internet has 
become a massive part of people’s daily lives in Bangladesh 
[4]. As a result, communication, business, education, banking, 
service, jobs, etc. are turning online day by day in Bangladesh 
[5]. In March 2021 Internet users in Bangladesh increased to 
116 million whereas the population of Bangladesh at the time 
was 167 million which means 70% of the population had 
access to the internet [6]. People want to feel safe, secure, and 
devoid of any bullying, harassment, and illegal activity when 
using the internet [7]. According to a UNICEF survey, 32% of 
Bangladeshi children, aged 10 to 17, are familiar with and 
have encountered online abuse, harassment, and 
cyberbullying. 25% of them have access to the internet by the 
age of 11. Additionally, according to a Telenor Group and 
Grameenphone report, online bullying is a serious problem for 
85% of Bangladeshi youngsters. According to the report, 18% 
of them experienced worse bullying as a result of the shocking 
COVID-19 epidemic [8]. So, it is very important to know 
people’s safety feelings at the time of using the internet [9]. 
The advent of the digital era has created possibilities and 
challenges never before experienced, altering how people 
connect, communicate, and access information throughout the 
globe. As the internet continues to permeate every area of our 
daily lives, online safety and security have become a huge 
concern [10]. For that it is essential for the user to feel safe 
while using the internet [11]. There is a great depiction of an 

accurate prediction of an individual’s safety level at the time 
of using the internet is indispensable with prior knowledge 
about the important factors, which have a great impact [12]. 
Moreover, it is necessary for private and public organizations, 
industries, banks, and IT companies to find out people’s safety 
level at the time of using the Internet [13]. Because it will 
make their services more secure and effective [14]. In that 
case, safety level prediction will act as a guide to making an 
appropriate safety level which has been fulfilled in this 
research. 

This work closes a huge knowledge gap that has mostly 
gone unfilled up to this point. Despite the abundance of 
research on online safety, there are surprisingly few that focus 
on the unique viewpoints and experiences of internet users in 
Bangladesh [15]. Because of its geographical emphasis and 
dedication to illuminating the intricacies of online safety in the 
context of Bangladesh, this study is a pioneering effort that 
stands out [16]. This work's significance extends beyond the 
sphere of academic research; it has a significant impact on 
Bangladesh's evolving digital ecosystem and tackles urgent 
problems that have not yet been fully investigated [17]. This 
groundbreaking study demonstrates its importance in a 
number of ways. In the age of digital transformation, where 
internet access is nearly widespread, it is imperative to provide 
Bangladeshi internet users with the knowledge and tools they 
need to properly navigate the online world [18]. By predicting 
people's safety feelings and fostering a sense of control and 
confidence in the face of online hazards, this study strengthens 
people's agency in safeguarding their digital experiences [19]. 
For Bangladeshi internet service providers, regulators, and 
legislators, the novel approach of this study offers a once-in-a-
lifetime chance to tailor safety measures and actions [20]. 
Knowing the specific factors influencing safety feelings may 
help them develop more effective strategies and policies that 
match the local context, which will eventually lead to a safer 
online environment. The integration of data mining and 
machine learning in this study has increased the prevalence of 
data-driven decision-making in the area of internet safety. The 
efficacy of organizations and authorities may be improved by 
using the information gathered from this study to assist them 
in allocating resources and choosing initiatives based on actual 
evidence. The lack of study on the perspectives of 
Bangladeshi internet users on online safety highlights the 
novelty and significance of this endeavor [21]. This study 
investigates an understudied area, filling a large gap in the 
literature and setting the stage for future studies that have an 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

726 | P a g e  

www.ijacsa.thesai.org 

emphasis on regional and local variability. As Bangladesh 
embraces digitization, developing a culture of cybersecurity 
becomes increasingly important [22]. This work has the 
potential to promote best practices among internet users, 
academic institutions, and businesses by igniting dialogues on 
online safety. Also, this study combines data mining and 
machine learning, fusing cutting-edge technology with real-
world applications. The innovative approaches adopted might 
serve as a paradigm for future studies on the intersection of 
data science and cybersecurity in Bangladesh and elsewhere in 
the world [23]. Even though this study's findings are anchored 
in the context of Bangladesh, they may still be applicable to 
other developing nations that are going through rapid 
digitalization [24]. This research's importance transcends 
national boundaries since the technique and results developed 
here may be changed and applied in similar situations. There 
isn't a single, universal approach to online safety [25]. This 
unique piece of work is actually innovative since it allows for 
the customization of safety precautions. By anticipating 
Bangladeshi users' safety attitudes and allowing interventions 
and assistance to be personalized to individuals' particular 
concerns and experiences, online safety is made more 
pertinent and effective. It also reveals the attitudes and beliefs 
of Bangladeshi internet users, shedding light on a hitherto 
unresearched facet of online safety. This highlights the 
emotional and intangible aspects of cybersecurity that are 
occasionally overshadowed by technology solutions [26]. By 
detecting and evaluating these emotions, this approach 
improves our understanding of the human side of cyber 
security. The originality of this work opens the door for future 
research initiatives that focus on the feelings and experiences 
of internet users in a variety of contexts. It sets a precedent for 
appreciating the importance of the human element in 
cybersecurity and might ignite a larger conversation about the 
psychological aspects of online safety [27]. Along with being 
creative, it may help the Bangladeshi online community 
understand online safety by making it more pertinent, 
relatable, and human. 

Additionally, this approach combines the strengths of 
machine learning and data mining. By exploiting the 
capabilities of this cutting-edge technology, the research 
proposes a creative way of predicting safety feelings that are 
tailored to the Bangladeshi environment. Combining these 
methods should result in conclusions that are more accurate, 
and practical, and represent a novel contribution to the field of 
internet safety. 

Data mining and machine learning, a subfield of artificial 
intelligence (AI), employ statistical techniques to give 
computers the capacity to learn from data and improve their 
performance on certain tasks [28]. Data mining and machine 
learning are used to enable learning and inference across a 
heterogeneous mix of devices, including PCs, smartphones, 
IoT devices, and edge devices [29]. A data mining and 
machine learning probabilistic system is a complex tool that 
may be used to evaluate obtained data, provide predictions or 
judgments based on that data, and then present those findings 
to the user [30]. 

As Bangladesh continues its journey toward digital 
transformation, the findings of this study have the potential to 

inform governmental decisions, empower internet service 
providers to enhance user safety, and ultimately create a more 
secure online environment. By bridging the gap between data-
driven insights and the specific problems faced by 
Bangladeshi internet users, this research provides a 
groundbreaking contribution to maintaining the online 
experiences of an expanding online community. Here, 
emphasis has been given to the analysis of some empirical 
factors of an individual's data to perform the safety level 
prediction. 

In this research, safety level predictions have been done 
and several factors behind this have been analyzed. Moreover, 
extensive research and analysis have been conducted. Here, 
several data mining techniques have been applied for 
experimentation, and several performance evaluation metrics 
to evaluate this work. Twelve popular data mining classifiers, 
including Logistic Regression, MLP, KNN, Decision Tree, 
Naive Bayes, Search Vector Machine, Gradient Boosting, 
Linear Discriminant Analysis, Stochastic Gradient Descent, 
Ada Boosting, Bagging, and Random Forest, have been 
experimented with on a survey dataset. Several performance 
evaluation metrics have been calculated to determine the best 
classifier in the working context, and a result comparison is 
presented here. From the analysis of the obtained result, it is 
confirmed that the Decision Tree classifier achieves the best 
result in terms of metrics. 

These are the order of this paper: Section II gives an 
exhaustive overview of relevant studies. The study 
methodology is presented in Section III along with a brief 
overview of the dataset, data analysis, implementation 
process, classifiers, the outcome of the experiment, and 
additional findings while the conclusion is given in 
Section IV. Finally, Section V provides future work. 

II. LITERATURE REVIEW 

The ultimate purpose of this research work is to the safety 
level of the user. After going through several articles, it is 
discovered that there has been no existing work like this done 
before. However, it has been unable to locate a compass in the 
large ocean of scholarly works that might direct us through the 
uncharted area of understanding how Bangladeshi internet 
users view their online safety [31]. This absence emphasizes 
the originality and importance of this research, which aims to 
address this important gap and improve not only the scholarly 
community but also the daily lives of countless Bangladeshi 
internet users [32]. The awareness that addressing the safety 
concerns of internet users goes beyond academic study and 
constitutes a necessary first step in establishing a more secure 
and safe online environment for everyone has steered this 
research down an innovative route [33]. To implement this 
unique model, some papers have been studied. All of them are 
described below as per the research paper's theme: 

Syeda et al. [34] applied seven approaches of data mining 
i.e. KNN, Decision Tree, SVM, NN, Naive Bayes, Logistic 
Regression, and Random Forest to predict user satisfaction 
and dissatisfaction. They have taken different parameters 
which are produced with high accuracy. The accuracy for 
KNN, Decision Tree, SVM, NN, Naive Bayes, Logistic 
Regression and, Random Forest were 96%, 93.33%, 93.3%, 
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86%, 89.3% and, 96%. Though the highest accuracy is 
achieved by three algorithms, they have chosen Random 
Forest because it shows better precision, recall, and f1 score 
rather than others. 

In order to identify phishing websites, Kaytan et al. [35] 
suggested a clever model based on extreme learning machines. 
Website forms differ from one another in terms of how they 
perform. Therefore, they must make use of special web page 
features to prevent phishing assaults. Additionally, they 
proposed a template based on computer training methods for 
identifying phishing web pages. The model has one output and 
30 inputs. In this application, the 10-fold cross-validation test 
was run. The classification's total accuracy was 95.05 percent. 

Salehin et al. [36] Karim advocated combining LSTM and 
artificial intelligence to produce a straightforward rainfall 
forecast model. The correctness of the deep learning approach 
is essential for this manner of application has been established. 
They used 6 parameters in their article. The accuracy was 
increased to 76% by looking at all the data integrating LSTM 
and artificial intelligence to produce a straightforward rainfall 
forecast model. They used 6 parameters in their article. The 
accuracy was increased to 76% by looking at all the data. 

Salehin et al. [37] recommended utilizing RHMCD as a 
model to assist machine learning algorithms accomplishes the 
intended goal. Naive Bayes classifiers, logistic regression, and 
support vector machines are the algorithms that were tested. 
The sentiment analysis method was employed to gather 
information on mental health issues. The amount of 
depression was assessed using the decision tree method. 

Salehin et al. [38] predicted the severity of depression 
caused by excessive cell phone use. Depression is detected 
using the Linear Regression technique and two machine 
learning algorithms, decision trees. 

Technologies for agriculture have been created by Salehin 
et al. [39]. Various viral, fungal, and bacterial illnesses result 
in a significant loss of agricultural produce. In this research, 
they categorize crop situations based on various datasets by 
using the Scale Invariant Transform Feature (SIFT) technique. 
Finally, the solution was made available through live online 
portals and SMS services. 

Talha et al. [40] draw attention to the significant drawback 
and its many root causes, including emotional instability, 
despair, stress, and loneliness. Physical, virtual, and medical 
reports were the three approaches that were used to collect the 
data. The detrimental impact of human behavior is 
demonstrated by the 71% optimistic theorem of Naive Bayes. 
For measurement purposes in search vector machine (SVM), 
negative and positive parameters are set. Last but not least, 
they compare the outcomes of our suggested specialization to 
those of the three fundamental points of reference. 

Syeda et al. [41] used educational data mining to forecast 
the pupils' success. The entirety of the projection was based on 
the students' current location and general academic standing. 

Yeasin et al. [42] suggested using the data mining 
approach to forecast students' careers. Only CS grads have had 
this task completed for them. They used a number of 
classifiers, and the accuracy varied according on each 
classifier. Just 506 data records were used in this study, and no 
distinct training or testing datasets were indicated. 

Alonzo et al. [43] provided a thorough analysis of how 
different machine learning algorithms are used to predict and 
rate the quality of coconut sugar. 

P'erez et al. [44] provided examples of the findings from a 
case study on educational data analytics that was focused on 
identifying undergraduate students majoring in systems 
engineering who had dropped out after six years of attendance. 
Their experimental findings demonstrated that straightforward 
algorithms may identify dropout predictors with sustained 
levels of accuracy. Here, the output of four algorithms—
decision trees, logistic regression, naive bayes, and random 
forest—was examined to suggest the best course of action. 
The major findings are presented here to lower the dropout 
rate by identifying probable causes. In addition, they provided 
some evaluations of the data's quality to help the students 
refine their data collection techniques. 

With the purpose of resolving the dropout prediction 
problem, Mi et al. [45] developed different temporal models. 
Specifically, based on substantial research conducted with a 
few massive open online courses (MOOCs) accessible through 
edX and Coursera. They claimed that one logical 
improvement to the model, which would include a max 
pooling layer before the output layer, would further their 
work. They anticipated that their model's expansion would 
increase its robustness. 

Aksenova et al. [46] reported an enrollment prediction 
research that uses support vector machines and rule-based 
predictive models with the aim of predicting the overall 
enrollment headcount, which is made up of continuing, 
returning, and new (freshman and transfer) students. The core 
prediction findings are generated using a machine learning 
approach called SVM, which is then applied by a program 
called Cubist to create simple rule-based predictive models. 
Lastly, they provided some experimental findings about the 
forecasting of student enrolment. 

III. METHODOLOGY 

This section is parted into Data Description, Data 
Collection, Data Preprocessing, Data Analysis, Classifier 
Description, Implementation Procedure, Result and 
Discussion, and Evaluation. This section basically presents the 
approach taken to accomplish this work. 
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Fig. 1. Methodology diagram.

For this work, several steps have been performed, as 
presented in Fig. 1. A detailed description of all the 
subsections is presented below. 

A. Data Description 

Information that approximates and characterizes is referred 
to as qualitative data. It is possible to notice and document 
qualitative data [47]. In statistics, qualitative data is sometimes 
referred to as categorical data since it can be categorized based 
on the characteristics and traits of an object or phenomenon 
[48]. Any information that can be quantified and employed in 
statistical or mathematical calculations is referred to as 
quantitative data [49]. Making judgments in real life using 
mathematical inferences is aided by this type of data [50]. So, 
in this work, all the data are qualitative before preprocessing, 
and after preprocessing, they are converted to quantitative data 
for analysis and to build a machine learning model for 
prediction. A decision has been made after evaluation. 

B. Data Collection 

Data is survey-based data. The survey has been performed. 
Most of the data has been collected by physical survey and 
some of the data has been collected through an online survey. 
A total of 5,321 individual records are used here to 
accomplish this work. The survey mainly consists of 8 
questions. 

C. Data Preprocessing 

After checking for null values, it has been found that there 
have been no missing values in the dataset as all the answers 
to the 8 questions have been obtained from the respondents 
and the information has been carefully compiled to make the 
dataset. Fig. 2 shows that there are no missing values. The 
data type information has been checked, and it has been 
observed that 6 columns have object-type values. The label 
encoding pre-processing technique has been used to convert 
these object-type values into numeric. Among the 8 questions, 
7 questions  

 
Fig. 2. Heatmap for checking null values.
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Fig. 3. Correlation matrix.

(How safe you feel about your information, when you are 
online? How safe you feel about your information, when you 
are messaging? How safe you feel about your information, 
when you are e-mailing? Do you feel unsafe in online 
banking? What is your age? How much time you use internet 
on a day (in hours)? which area do you live in?) This has been 
used as the independent variable and only one question 
(Safety_Level) has been used as the dependent variable. 

To prevent overfitting, the dataset has been split into 
training and testing sets. The correlation of the independent 
variables in the training dataset has then been determined, as 
shown in Fig. 3. A total of 73% of the data has been used for 
the training of the classifier and 27% has been employed for 
testing purposes. To retrieve appropriate attributes, a threshold 
value of 0.78 has been set. Using this value, it has surprisingly 
been found that the 8 features that have been used as the 
independent variables do not need to be changed. 

D. Data Analysis 

Data analysis is the process of cleansing, converting, and 
modeling data to discover useful information for commercial 
decision-making. The goal of data analysis is to gather useful 
data and make decisions based on that analysis. When 
determining what is occurred most recently in real life or how 
something plays out when making a certain decision, a simple 
illustration is provided of how the data is interpreted. 

In a survey of 5,321 respondents, it is discovered that 
31.20% of individuals feel extremely safe about their 
information when they are online, 32.14% of people feel no 
safety at all, and 36.65% of people feel poor safety about it. 
These results are depicted in Fig. 4. 

Fig. 5 shows the results of a survey of 5,321 people, which 
is revealed that 35.38% of respondents feel only moderately 
safe about their information when messaging, 32.33% of 
respondents feel no safety at all, and 32.29% of respondents 
feel extremely safe about their information when messaging. 

Fig. 6 illustrates the results of a survey of 5,321 
respondents, which is surprisingly revealed that 48.74% of 
them feel only somewhat secure sending information through 
e-mail, 26.82% feel no safety at all, and 24.44% feel 
extremely safe sending information via e-mail. 

 
Fig. 4. People’s safety feeling about their information while using the 

internet. 
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Fig. 5. Safeness feeling while messaging. 

The results depicted in Fig. 7 demonstrate that 57.50% of 
the 5,321 respondents feel unsafe while using internet 
banking, while the remaining 42.50% feel secure. 

The bar in Fig. 8 shows the number of observations for 
each of the five potential category value combinations. It can 
be observed that individuals who feel less secure about their 
information while online are given a lower Safety Level rating 
than those who feel more secure and those who feel absolutely 
no security at all. Additionally, it is found that individuals who 
do not feel secure about their information when online seldom 
perceive their Safety Level to be high, while those who feel 
extremely secure about their personal data while online have 
rated their Safety Level as higher than low. 

The bar in Fig. 9 displays the number of observations for 
each of the five potential category value combinations. It can 
be observed from the figure that individuals who feel the least 
safe when texting are assessed to have a lower Safety Level 
than those who feel the safest and those who feel the least safe 
while messaging. Additionally, it is surprising that people 
seldom perceive their Safety Level to be as high when they are 
texting using the internet when they do not feel safe and feel 
uncomfortable about their information when they are texting. 
However, those who feel extremely secure about the privacy 
of their information when communicating have rated their 
Safety Level as the highest. 

 

Fig. 6. Sense of safety while e-mailing. 

 
Fig. 7. People’s thinking of online banking. 

 
Fig. 8. Impact of First Attribute on Target Variable. 

 

Fig. 9. Second Attribute's Effect on the Target Variable. 
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Fig. 10. Influence of the third attribute on the target variable. 

Fig. 10 displays the counts of observations for each of the 
five potential category value combinations. It can be seen that 
individuals who feel less safe about their information when 
emailing have a lower Safety_Level rating than those who feel 
more secure and those who feel no security at all. Moreover, 
people who feel less safe about their information when 
emailing rarely perceive their Safety_Level to be high. In 
contrast, it has found that people who feel unsafe about their 
information when emailing consider their Safety_Level to be 
the highest. 

The bar chart in Fig. 11 shows the number of observations 
for each of the four potential category value combinations. It 
can be observed that individuals who feel unsafe while 
conducting online banking rated their Safety Level lower than 
those who feel secure. Interestingly, individuals who feel 
unsafe when using online banking rarely rated their Safety 
Level as the highest. However, those who feel secure when 
using internet banking have rated their Safety Level as the 
highest. 

 

Fig. 11. Significance of the fourth attribute on the target variable. 

 
Fig. 12. Role of the sixth attribute on the target variable. 

Fig. 12 demonstrates that individuals in the following age 
groups have believed their safety level to be low: 13 to 14, 16, 
18 to 30, 32 to 36, 39 to 40, 42, 44 to 45, 51, 54, 56 to 57, and 
60 to 62. On the other hand, those between the ages of 15, 17, 
31, 37 to 38, 41 to 43, 46 to 48, 50 to 52, 53 to 58, and 63 
thought their safety level is high. Interestingly, respondents 
between the ages of 49 and 56 are perceived their safety level 
to be both high and low. 

Fig. 13 shows that the people who spend 3 to 4 hours, 7 to 
13 hours, and 16 hours a day using the internet have 
considered their Safety_ Level as low. On the other hand, 
people who spend 2 hours, 5 to 6 hours, and 14 hours a day 
using the internet have considered their Safety_ Level as high. 

 

Fig. 13. Importance of the fifth attribute on the target variable. 

Among 5,321 respondents, it is found that 51.99% of 
people consider their Safety_Level as low while they are using 
the internet and 48.01% of people consider their Safety_Level 
as high, as shown in Fig. 14. 
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Fig. 14. People’s consideration of safety level while using the internet.

E. Classifier Description 

A classifier in machine learning is a tool for forecasting 
the target characteristic from feature data points. Twelve 
classifiers have been used to analyze the dataset, and the 
following theory is pertinent. 

In this work, Naive Bayes classifier has been used. This 
classifier employs Bayesian classification methodologies. It 
applies Bayes' theorem to class prediction and determines the 
class-conditional probability by taking into account the fact 
that the attributes are conditionally independent given the 
class label. This classifier can handle binary and multiclass 
classification issues since predictors all make independent 
assumptions. The work primarily focuses on a binary 
classification problem. 

A Multilayer Perceptron (MLP) consists of an input, an 
output, and a number of hidden layers (one or more). Single-
layer perceptrons can only learn linear functions, but multi-
layer perceptrons can learn nonlinear functions. The MLP 
learning procedure is known as the Backpropagation 
Algorithm. Once the input layer receives the signal, the output 
layer anticipates making a decision based on the input [51]. 
The hidden layers serve as the computational engine for 
estimating continuous functions [52]. The output of one layer 
in an MLP serves as the input for the layer that follows. 

The optimal division for each node is selected using local 
knowledge via a greedy method known as a Decision Tree. 
One conclusion is that a better tree may be produced by 
altering the divisional components [53]. It is well known that 
trees are incredibly flexible and exhibit little distortion in their 
interactions. 

The decision tree classifier was designed particularly for 
the ensemble method known as Random Forest. The main 
function of the random forest classifier is to integrate the 
predictions of several trees (decision trees), where each 
decision tree is constructed from the output of a different 
dataset of random vectors. Problems with grouping are 
generally resolved with it. Using data samples, Random Forest 
algorithms build decision trees, predict those trees, and then 
let users vote on the best result. The group technique is 
superior to a single tree since it supports the outcome and 
reduces over-adjustment. 

A statistical approach for analyzing a data set containing 
one or more independent variables that affect the outcome is 
logistic regression. To assess the result, a dichotomous 
variable is employed in this (only two possible outcomes). The 
goal of this classifier is to choose the model that best depicts, 
using the logistic function as support, the connection between 
the outcome variable and the predictor factors. 
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To address two-group classification issues, supervised 
machine learning models called support vector machines 
(SVM) use classification methods. Once provided with a set of 
labeled training data for each category, an SVM model can 
classify incoming text. They perform better with fewer 
samples and are more effective, which are their two main 
advantages (in the thousands). The method works well for text 
classification problems since it is customary to only have 
access to datasets with a small number of tags on each sample. 

The k-nearest neighbors method, often known as KNN, is 
a supervised learning classifier that makes predictions or 
classifications about how a single data point will be grouped. 
It is frequently used as a categorization strategy since it is 
predicated on the notion that similar points could be found 
adjacent to one another. The k parameter of the k-NN 
algorithm determines how many neighbors will be looked at in 
order to categorize a certain query point. If k=1, for example, 
the case will be put in the identical class as it’s only nearest 
neighbor. 

Bagging, often referred to as bootstrap aggression, is an 
effective collective tactic. A technique for combining the 
results of different machine-learning algorithms to create 
predictions that are more accurate is called an ensemble 
approach. A broad method known as bootstrap aggregation 
may be used to minimize variation in algorithms with a lot of 
it. As with hybrid approaches like classification and 
regression, bagging has a large variance. A high-variance 
machine learning system, like decision trees, is exposed to the 
Bootstrap technique during the bagging process. 

A quick and effective method for training linear classifiers 
and regressors under convex loss functions is stochastic 
gradient descent (SGD). SGD has been present in the machine 
learning field for a while, but in the context of large-scale 
learning, it has just lately attracted a lot of interest. Because 
the update to the coefficients is done for each training instance 
rather than at the end of examples, it has been successfully 
used for large-scale datasets. The Stochastic Gradient Descent 
(SGD) classifier essentially implements a straightforward 
SGD learning method that supports multiple classification loss 
functions and penalties. 

In 1996, Freund and Schapire proposed AdaBoost. By 
transforming a number of weak learners into strong learners, 
these methods increase prediction ability. It creates a classifier 
by combining a number of subpar classifiers. Each iteration 
involves training the data and setting the classifier weights. 

The combination of gradient descent and boost is known 
as Gradient Boosting. Each new model in gradient boosting 
employs the gradient descent method to reduce the loss 
function from its forerunner. This process is repeated until the 
target variable's estimation becomes even better. In contrast to 
previous ensemble approaches, gradient boosting builds a 
succession of trees, each one attempting to fix the flaws of the 
one before it. 

For supervised classification issues, a dimensionality 
reduction method called Linear Discriminant Analysis is 
frequently employed. It is used to represent group distinctions, 
i.e. to distinguish between two or more classes [54]. In a lower 

dimension space, it is used to project the characteristics from a 
higher-dimension space. In order to save money and 
dimensions, this can be used to project characteristics from 
higher dimensional space into lower dimensional space. 

F. Implementation Procedure 

The aims of this work are to perform the safety level 
prediction and to analyze the important factors behind 
choosing a particular safety level for an individual. Many 
significant parameters are considered here to ensure an 
effective prediction. 

The work primarily focuses on a binary classification 
problem. A questionnaire form containing 8 questions was 
created and data was collected from different professions of 
people and many random people through this questionnaire. 
Preprocessing techniques were used to feed this data into the 
classifier. To label the answer to the particular question, 
numbers (e.g. 0, 1) were used. The dataset had a 
variable/attribute named ―Safety_Level‖ with two possible 
outcomes High (0) and Low (1). After preprocessing, the 
prepared data was partitioned into the training and testing set. 
73% of the data from the total dataset was used for training 
purposes and the rest 27% of the whole dataset was used for 
testing purposes. The classifiers were trained with the training 
data and then used to predict the Safety_Level using both the 
test data and train data. Metrics were calculated for the 
performance evaluation and the best classifier was determined 
based on the confusion matrix generated by the classifier. 

G. Result and Discussion 

In this section, the experimental result and the discussion 
of the obtained result of the study are presented. The result of 
the confusion matrix for the test data of twelve classifiers is 
tabulated in Table I. Since it is a two-class problem, so the 
classifiers generate a 2*2 matrix. 

At the time of implementation, 1,437 respondent instances 
are put into the testing set where the actual safety level of 667 
students is high or positive. On the other hand, the actual 
safety level of 760 respondents is low or negative. After 
implementation, it has been found that a confusion matrix for 
each classifier which is stated in Table I. The experimental 
result of the confusion matrix in detail for the most competent 
classifier and the worst classifier has been found from Table I. 
From Table I, it has been found that the decision tree classifier 
is correctly able to predict that 607 respondents will be 
considered their safety level as high among 667 respondents. 
So, the rest of the 70 respondents among the 667 respondents 
are incorrectly classified that they will not be considered their 
safety level as high. On the other hand, this classifier is 
correctly able to predict that 729 respondents will be 
considered their safety level as low among 760 respondents. 
So, the rest of the 31 respondents among the 760 respondents 
are incorrectly classified that they do not be considered their 
safety level as low. From Table I, it has been found that the 
decision tree classifier is correctly able to predict that 530 
respondents will be considered their safety level as high 
among 667 respondents. So, the rest of the 147 respondents 
among the 667 respondents are incorrectly classified that they 
will not be considered their safety level as high. On the other 
hand, this classifier is correctly able to predict that 578 
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respondents will be considered their safety level as low among 
760 respondents. 

So, the rest of the 182 respondents among the 760 
respondents are incorrectly classified that they do not be 
considered their safety level as low. From Table I it has been 
found that the MLP algorithm has the highest specificity 
which is 0.98. On the other hand, the KNN algorithm has the 
lowest specificity which is 0.76. Specificity means the true 
negative rate. In this work, the specificity of a classifier refers 
to how well a classifier identifies respondents who will be 
considered their safety level as low. Decision Tree has 0.96 
specificity means that it can identify 96% of respondents 
consider their safety level as low. From the value of the 

confusion matrix, a classification report, macro average, and 
weighted average of test data for each of the classifiers has 
been computed which are presented in Table II and Table III. 
From Table II it has found that the precision of the MLP 
classifier for the High class is 0.97 and of the Bagging 
classifier for the Low class is 0.93 which are the highest, the 
recall of the MLP classifier for the Low class is 0.98, and of 
the Bagging classifier for High class is 0.92 which are the 
highest, and the f1-score of the Decision tree classifier for 
High and Low class is 0.92, 0.94 which are the highest. From 
Table III, it has surprisingly found that the Decision Tree 
classifier has the highest precision, recall, and f1-score. On the 
other hand, the KNN classifier has the lowest precision, recall, 
and f1-score. 

TABLE I. CONFUSION MATRIX AND SPECIFICITY RESULT OF THE TWELVE WORKING CLASSIFIER

Classifier Name True Positive False Negative False Positive True Negative Specificity 

Decision Tree 607 70 31 729 0.96 

Random Forest 606 71 54 706 0.93 

Naive Bayes 562 115 84 676 0.89 

Logistic Regression 590 87 89 671 0.88 

KNN 530 147 182 578 0.76 

SVM 594 83 68 692 0.91 

Gradient Boosting 602 75 40 720 0.95 

Stochastic Gradient Descent 574 103 73 687 0.90 

Linear Discriminant Analysis 587 90 89 671 0.88 

MLP 568 109 17 743 0.98 

Ada Boost 601 76 43 717 0.94 

Bagging 628 49 92 668 0.88 

TABLE II. CLASSIFICATION REPORT OF ALL THE TWELVE CLASSIFIERS

Classifier Name Class Name Precision Recall F1-Score Support 

Decision Tree 
Low 0.91 0.96 0.94 760 

High 0.95 0.90 0.92 677 

Random Forest 
Low 0.91 0.93 0.92 760 

High 0.92 0.90 0.91 677 

Naive Bayes 
Low 0.86 0.89 0.87 760 

High 0.87 0.83 0.85 677 

Logistic Regression 
Low 0.89 0.88 0.88 760 

High 0.87 0.87 0.87 677 

KNN 
Low 0.80 0.76 0.78 760 

High 0.74 0.78 0.76 677 

SVM 
Low 0.89 0.91 0.90 760 

High 0.90 0.88 0.89 677 

Gradient Boosting 
Low 0.91 0.95 0.93 760 

High 0.94 0.90 0.91 677 

Stochastic Gradient 

Descent 

Low 0.87 0.90 0.89 760 

High 0.89 0.85 0.87 677 

Linear Discriminant 

Analysis 

Low 0.89 0.88 0.88 760 

High 0.87 0.87 0.87 677 

MLP 
Low 0.87 0.98 0.92 760 

High 0.97 0.84 0.90 677 

Ada Boost 
Low 0.90 0.94 0.92 760 

High 0.93 0.89 0.91 677 

Bagging 
Low 0.93 0.88 0.91 760 

High 0.87 0.92 0.90 677 
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TABLE III. MACRO AVERAGE AND WEIGHTED AVERAGE OF ALL THE TWELVE CLASSIFIERS

Classifier    Name 
Macro Average Weighted Average 

Precision Recall F1- Score Support Precision Recall F1- Score Support 

Decision Tree 0.93 0.93 0.93 1437 0.93 0.93 0.93 1437 

Random Forest 0.91 0.91 0.91 1437 0.91 0.91 0.91 1437 

Naive Bayes 0.86 0.86 0.86 1437 0.86 0.86 0.86 1437 

Logistic Regression 0.77 0.77 0.77 1437 0.77 0.77 0.77 1437 

KNN 0.92 0.92 0.92 1437 0.92 0.92 0.92 1437 

SVM 0.88 0.88 0.88 1437 0.88 0.88 0.88 1437 

Gradient Boosting 0.88 0.88 0.88 1437 0.88 0.88 0.88 1437 

Stochastic Gradient Descent 0.92 0.91 0.91 1437 0.92 0.91 0.91 1437 

Linear Discriminant Analysis 0.88 0.88 0.88 1437 0.88 0.88 0.88 1437 

MLP 0.92 0.91 0.91 1437 0.92 0.91 0.91 1437 

Ada Boost 0.92 0.92 0.92 1437 0.92 0.92 0.92 1437 

Bagging 0.90 0.90 0.90 1437 0.90 0.90 0.90 1437 

TABLE IV. AUROC SCORE OF TWELVE CLASSIFIERS 

Classifier Name AUROC Score 

Decision Tree 0.983 

Random Forest 0.914 

Naive Bayes 0.913 

Logistic Regression 0.950 

KNN 0.846 

SVM 0.949 

Gradient Boosting 0.977 

Stochastic Gradient Descent 0.887 

Linear Discriminant Analysis 0.942 

MLP 0.981 

Ada Boost 0.962 

Bagging 0.940 

TABLE V. USED PARAMETERS AND ACCURACY OF TWELVE CLASSIFIERS 

Classifier Name Parameter Detail Accuracy (For Test Data) Accuracy (For Train Data) 

Decision Tree max_depth=6 0.93 0.93 

Random Forest n_estimators=1 0.91 0.96 

Naive Bayes alpha=1.0, fit_prior=True 0.86 0.86 

Logistic Regression random_state=1 0.88 0.88 

KNN n_neighbors=3 0.77 0.89 

SVM probability=True, kernel='linear' 0.89 0.89 

Gradient Boosting 

n_estimators=88, 

learning_rate=1.0,max_depth=1, 

random_state=0 

0.92 0.93 

Stochastic Gradient Descent loss="modified_huber" 0.88 0.88 

Linear Discriminant       Analysis n_components=1 0.88 0.88 

MLP random_state=1, max_iter=300 0.91 0.88 

Ada Boost n_estimators=105 0.92 0.92 

Bagging n_estimators=2, random_state=0 0.90 0.96 
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Table IV shows us the AUROC score for each classifier. 
AUC means the area under the curve which helps to 
understand the performance of the model [55]. From Table IV 
it has been found that the Decision Tree classifier has the 
highest AUROC score which is 0.983. On the other hand, 
KNN has the lowest AUROC score which is 0.846. 

Table V represents the accuracy of all algorithms for both 
training data and testing data. Also, Table V illustrates the 

parameters and the different things that are used in this work 
to implement the algorithms selected. These parameters have 
been taken for better accuracy. After analyzing Table V in 
other words after comparing the accuracy of test data and train 
data for each classifier it can ensure that there is no overfitting 
and underfitting situation in this model [56]. The highest 
accuracy for test data is 0.93 which is achieved by Decision 
Tree. On the other hand, the lowest accuracy for test data is 
0.77 which is achieved by KNN. 

 
Fig. 15. ROC graph of all the twelve classifiers.

Fig. 15 shows the ROC. ROC means receiver operating 
characteristic which has been helped to evaluate the 
performance of diagnostic tests [57]. The blue line actually 
cuts diagonally across the rectangle here across a call which is 
actually a random classification that is made not based on any 
classifier so it simply splits the data into two so it is based on 
chance [58]. Also, in the blue line, the recall and specificity 
are equal. Fig. 15 has been made from Table IV where it has 
been seen that the Decision Tree classifier gives the highest 
performance than others. It has also been found that the KNN 
classifier gives the lowest performance than any other 
classifier. 

Table VI provides a list of each algorithm’s name, the 
mean accuracy, and the standard deviation accuracy. From the 
above table, it has amazingly found that four algorithms that 
have the highest mean accuracy for train data which are 
Decision Tree, Gradient Boosting, MLP, and Ada Boost. 
These four algorithms’ mean accuracy is 0.92. On the other 
hand, the KNN classifier has the lowest mean accuracy for 
train data which is 0.77. From the above table, it has also been 
found that the Stochastic Gradient Descent is the highest 
standard deviation accuracy for train data which is 0.08. Also, 
it has surprisingly found that Decision Tree, Gradient 
Boosting, MLP, and Ada Boost have the lowest standard 
deviation accuracy for train data which is 0.01. 

Fig. 16 shows the comparison of different algorithms 
which have been used to build the model. From these results, 

it is suggested that Decision Tree, Gradient Boosting, MLP, 
and Ada Boost are perhaps worthy of further study on this 
problem. 

TABLE VI. MEAN ACCURACY AND STANDARD DEVIATION OF TWELVE 

ALGORITHMS 

Algorithm Name 
Mean Accuracy 

(For train data) 

Standard Deviation 

Accuracy 

(For Train Data) 

Decision Tree 0.92 0.01 

Random Forest 0.89 0.02 

Naive Bayes 0.85 0.02 

Logistic Regression 0.87 0.02 

KNN 0.77 0.03 

SVM 0.86 0.02 

Gradient Boosting 0.92 0.01 

Stochastic Gradient 

Descent 
0.81 0.08 

Linear Discriminant       

Analysis 
0.87 0.02 

MLP 0.92 0.01 

Ada Boost 0.92 0.01 

Bagging 0.90 0.02 
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Fig. 16. Comparing all the twelve classifiers by using boxplot.

H. Evaluation 

Comparison of training accuracy and testing accuracy is 
very important to understand the overfitting situation and 
underfitting situation in a machine learning model [59]. 
However, most of the previous research works had not shown 
the comparison of the test accuracy and train accuracy of their 
model which has been the main reason for being unable to 
verify their model’s performance properly. This problem has 
been solved in this amazing piece of work and has been shown 
in Section III (G). The Decision Tree algorithm achieved the 
highest accuracy of 0.93. Also, based on the results analyzed 
in Section III (G), this algorithm was chosen as the final 
algorithm. 

IV. CONCLUSION 

The major goals of this work are to anticipate a person's 
level of online safety feeling and to identify the deciding 
elements that affect that person's decision to select a specific 
level of internet safety feeling. It is concluded from the 
analysis of the collected data that 48.01% of individuals feel 
extremely safe while using the internet, compared to 51.99% 
who don't, which raises serious concerns for the future growth 
of the nation. A variety of data mining approaches are used. A 
total of 73% and 27% of the data are used to train and test the 
classifier, respectively, in order to complete this task. A 
number of performance assessment measures are examined to 
gauge how well the functional classifier performed. The 
decision tree classifier surpasses conventional data mining 
algorithms. 

V. FUTURE WORK 

It is speculated that Decision Tree, Gradient Boosting, 
MLP, and Ada Boost are probably worthy of additional 
investigation on this subject based on Fig. 16 in section III 
(G). 
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Abstract—In the research paper, authors meticulously detail 

the development, testing, and application of an innovative deep 

learning model aimed at monitoring physical activities of 

students in real-time. Drawing upon the advanced capabilities of 

convolutional neural networks (CNNs), the proposed system 

exhibits an exceptional ability to track, analyze, and evaluate the 

physical exercises performed by students, thereby providing an 

unprecedented scope for customization in physical education 

strategies. This piece of scholarly work bridges the gap between 

physical education and cutting-edge technology, highlighting the 

burgeoning role of artificial intelligence in health and fitness 

sector. With an expansive study spanning various cohorts of 

physical culture students, the paper provides compelling 

empirical evidence that underlines the superiority of the deep 

learning system over conventional methods in aspects of 

accuracy, speed, and efficiency of monitoring. The authors 

demonstrate the transformative potential of their system, capable 

of facilitating personalized and optimized physical training 

strategies based on real-time feedback. Moreover, the potential 

implications of the study extend beyond the realm of education 

and into wider public health applications, with the possibility of 

fostering improved health outcomes on a larger scale. This 

research paper makes a significant contribution to the 

burgeoning field of AI in physical education, embodying a 

paradigm shift in the approach towards physical fitness and 

health monitoring. It underscores the potential of AI-driven 

technology to revolutionize traditional methods in physical 

education, paving the way for more personalized and effective 

teaching and training regimes, and ultimately contributing to 

enhanced health and fitness outcomes among students. 

Keywords—ANN; PoseNET; exercise monitoring; machine 

learning; neural networks; artificial intelligence 

I. INTRODUCTION 

The advent of Artificial Intelligence (AI) and its subsets, 
particularly deep learning, has brought about unprecedented 
transformations across various sectors, ranging from finance 
and healthcare to education and physical culture. As we 
continue to harness the potential of these technologies, there is 
an increasing need to explore and exploit their potential in 
areas traditionally not associated with advanced computational 
methods [1]. One such area is physical culture, where the 

application of AI technologies, such as deep learning, can help 
us innovate and enhance the way physical exercises are taught, 
monitored, and assessed [2]. 

Physical culture, primarily involving the practice of 
physical exercises and activities, is a critical component of a 
holistic educational curriculum, promoting the physical well-
being and health of students [3]. However, the traditional 
approach towards teaching and monitoring physical culture 
often falls short in providing personalized training or real-time 
performance evaluation [4]. Hence, there is a necessity for an 
innovative solution that can address these limitations, enabling 
a more effective and individualized physical education system. 

Artificial Intelligence, with its ability to learn and make 
decisions, emerges as a promising solution to the mentioned 
challenges [5]. Among the various AI techniques, deep 
learning has gained significant attention due to its capability to 
learn complex patterns from high-dimensional data. 
Specifically, Convolutional Neural Networks (CNNs), a 
category of deep learning models designed to process data 
with a grid-like topology, have shown remarkable results in 
image and video processing tasks [6]. These features make 
CNNs a potential candidate for application in real-time 
monitoring and assessment of physical exercises, which is 
predominantly a video-based task. 

In light of these insights, we developed an innovative deep 
learning-based system for real-time exercise monitoring of 
physical culture students [7]. Utilizing a CNN, our system is 
designed to accurately track, analyze, and evaluate the 
physical activities performed by students in real-time. By 
doing so, it allows educators and trainers to assess each 
student's performance individually and adjust the training 
program accordingly, thereby personalizing the learning 
experience. 

To test the performance and reliability of our proposed 
system, we conducted extensive trials across various physical 
culture cohorts [8-9]. Our study compares the system's results 
with traditional monitoring methods, measuring parameters 
like precision, speed, and efficiency. Our empirical findings 
underpin the superiority of our system over traditional 
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methods, thereby validating the transformative potential of AI 
in physical culture education. 

This paper begins with a detailed literature review, 
highlighting the developments in the field of AI, with 
particular emphasis on deep learning and its applications in 
various domains. Following this, we present a comprehensive 
explanation of our proposed deep learning architecture, 
detailing the methodology used for training, validation, and 
testing. The subsequent section discusses the empirical 
findings from the trials, followed by an analysis of these 
results and a comparison with traditional methods. We then 
elucidate the potential implications of our system in physical 
education and broader public health sectors, highlighting the 
benefits of real-time, personalized exercise monitoring. 

The proposed research paper contributes to the rapidly 
evolving field of AI in physical education. It exemplifies the 
revolution that deep learning can bring to traditional physical 
culture methods, paving the way for a more effective, 
personalized, and health-centric approach towards physical 
training and well-being. As we continue to explore the 
intersections of AI and physical culture, we hope our research 
paper encourages further studies and advancements in this 
direction, ultimately contributing to improved health and 
fitness outcomes among students. 

II. RELATED WORKS 

Exercise monitoring systems have been a topic of interest 
in the field of computer vision and machine learning for 
several years [10-12]. Recently, there has been a growing 
interest in using deep learning algorithms to develop accurate 
and reliable exercise monitoring systems. In this section, we 
discuss some of the related works in the field of exercise 
monitoring using deep learning algorithms. 

Pose estimation is a critical component of exercise 
monitoring systems, as it is necessary to accurately detect and 
track human body movements during exercises. It involves 
identifying key points on the human body, such as joints and 
limbs, and tracking their movement over time. One of the 
most popular pose estimation models used in exercise 
monitoring is the OpenPose model [13]. OpenPose is a deep 
learning model that detects and tracks human body 
movements in real-time using multi-person 2D pose 
estimation. 

Several studies have used OpenPose for exercise 
monitoring, including a study [14], who applied the model to 
monitor yoga poses. The study demonstrated that OpenPose 
could accurately detect and track yoga poses in real-time, 
providing valuable feedback on form and posture. Another 
study used OpenPose to monitor basketball shooting form, 
demonstrating the model's ability to accurately detect and 
track body movements during complex exercises [15]. 

In addition to pose estimation, deep learning algorithms 
can be used to classify different exercises based on body 
movements [16]. Exercise classification is an essential 
component of exercise monitoring systems, as it is necessary 
to accurately identify the exercise being performed to provide 
appropriate feedback. Several studies have used deep learning 
algorithms for exercise classification, who employed a 

convolutional neural network (CNN) to classify six various 
exercises using motion sensor data [17-18]. 

Another study applied a CNN to classify six different 
lower limb exercises using motion capture data [19]. The 
study demonstrated that the CNN achieved high accuracy in 
identifying the different exercises, providing valuable 
feedback on form and posture. In addition, next research used 
a CNN to classify different exercises using sensor data from 
wearable devices, demonstrating the potential of wearable 
technology in exercise monitoring [20]. 

Several studies have combined pose estimation and deep 
learning algorithms to develop accurate and reliable exercise 
monitoring systems. A study by Jiang et al. (2018) used a 
combination of OpenPose and a CNN to monitor weightlifting 
exercises, demonstrating that the model could accurately 
detect and track body movements and classify different 
exercises [21]. 

Another research introduced a combination of OpenPose 
and a long short-term memory (LSTM) network to monitor 
Tai Chi exercises, providing real-time feedback on form and 
posture [21]. The study demonstrated that the system could 
accurately detect and track body movements during complex 
exercises, providing valuable feedback to users. 

A study by Feng et al. (2020) combined OpenPose and a 
CNN to monitor the correct execution of push-up exercises, 
providing real-time feedback on form and posture [22]. The 
study proved that the system could accurately detect and track 
body movements and classify different push-up variations, 
providing valuable feedback to users. 

The proposed PoseNet enabled deep neural network for 
exercise monitoring: it combines the PoseNet model and a 
deep neural network to monitor physical education students' 
exercise routines and provide real-time feedback on form, 
posture, and range of motion [23]. The PoseNet model is used 
to detect and track human body movements during exercises, 
and the deep neural network is responsible for identifying 
different exercises based on body movements. 

The suggested system builds on the related works 
discussed above, combining the accuracy and real-time 
feedback provided by pose estimation with the ability to 
classify different exercises accurately. 

III. DATA 

The problem of identifying physical activities conduct may 
be broken down into a variety of more specific subtasks. 
Fig. 1 presents the research process as a flowchart for your 
reference. The design for the study project is broken up into its 
primary components, which are data requirements, data 
gathering, and categorization. The section on collected data is 
where the patterns attributes are defined. The portion 
responsible for data collection assures the availability of 
relevant video data, marks up videos according to 
classifications, stores them in .json format, and trims the 
marked images and video sequences that include physical 
exercises in order to produce a dataset. Last but not least, the 
categorization area offers a breakdown of the videos into 
distinct categories. This section is divided into subcategories 
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such as data preparation, extraction of features, model 
training, and testing, respectively. 

 
Fig. 1. Image before and after rescaling. 

In this research, we have constructed a dataset with five 
exercises such as pull ups, push-ups, squat, biceps and neck 
workout by 100 minutes of videos of each class. 

IV. MATERIALS AND METHODS 

A. Proposed Approach 

In the next paragraphs, we will discuss the 
proposed methodology, which is known as the skeleton-based 
physical activity classification. The suggested system's general 
design is shown in Fig. 2, which may be seen here. The 
framework may be broken down into three different 
subproblems. In the initial step of this process, we predict the 
body stance on each image sequence by applying the 
PoseNET network to the input data. In the next step, we take 
each frame and extract focal points as vectors. PoseNET 
provides a total of 17 important locations for each frame [24]. 
As a direct result of this, we managed to generate the vectors 
that include 34 individual components. In the subsequent 
phase, we combine all of the k vectors into a single vector 
before passing it on to the step that deals with extracting 
features and activity identification. In the last step, we train a 
CNN model to solve tasks related to physical activity 
classification. There are two different kinds of methods for 
determining the location of a human body focusing on RGB 
photographs: top-down and bottom-up. The initial ones will 
trigger a human detector and examine body joints in boundary 
boxes that have already been determined. Top-down methods 
include the ones described in PoseNET [25], HourglassNet 
[26], and Hornet [27]. There are a few other bottom-up 
methods, such as Open space [28] and PifPaf [29]. 

 

Fig. 2. The proposed framework architecture.
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In order to carry out the training, we have implemented a 
strategy known as the skeleton approach. The approach that 
has been described has the potential to reduce the costs 
associated with computation. A neural network that is built on 
PoseNET is employed in order to create an accurate appraisal 
of human activity. 

Using a PoseNET that has already been pre-trained, a 
functional extract has the ability to transfer knowledge 
obtained in the input space to the target domain. The output of 
PoseNET represents the human body with 17 primary 
human body points together with their positions and the 
confidentiality associated with those sites. There are 17 vital 
points on the body, including the face, eyeballs, ear, shoulders, 
elbows, wrists, thighs, knees, and ankles [30-31]. Fig. 3 
depicts an illustration of 17 crucial points that PoseNET might 
obtain and use to train the artificial neural network. The x and 
y coordinates of the important points are used to represent 
them in the coordinate space. 

The following illustration demonstrates one possible 
approach to depict the human body: 

 ,;ib xr
   

 
Fig. 3. PoseNET key points. 

While rb illustrates the attributes of the neural network, xi 
represents the training sets. In order to categorize the 

illustration of the human body,  ,;ib xr , a layer of a 

completely linked neural network is introduced. It is possible 
to train the extra neural network by lowering the class cross-
entropy loss, which has to be accomplished before the network 
is standardized by the "Softmax" layer [32]. Fig. 4 presents an 
overview of the structure of the PoseNET-based network. In 
the first step, human activity images are sent into PoseNET so 
that crucial points may be extracted. Afterwards, the 
coordinates of skeleton elements are demonstrated and used to 
reflect them in the feature set. Following that, the human 
skeleton's essential points are used to train the neural network. 

 
Fig. 4. Artificial neural network for physical activity classification.

As a result, in the initial phase of the research, we gather 
the required data, extract features and split it into classes, and 
then build a dataset that will be fed into the neural network. 
The use of PoseNET model for the purpose of extracting 
skeletal points constitutes the second stage of the study [33]. 
In order to train a neural network to distinguish human 
activities, person skeleton points are employed in the training 
process. The development of a neural network for the 
detection of physical activities is the final step of the approach 
that has been proposed. After that, training and testing the 
results of the neural network are carried out in order to 

determine whether or not the proposed approach is suitable for 
application in the real world. 

B. Evaluation Parameters 

In order to evaluate the performance of this approach, 
several evaluation parameters have been used, including the 
confusion matrix, accuracy, precision, recall, and F-score [34-
37]. There are some differences between these evaluation 
parameters depending on the goal of evaluation and situation. 
Next paragraphs explain goal of each evaluation parameter 
considering their equations, descriptions and the goals of 
applying the parameters. 
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The confusion matrix is a tabular representation of the 
performance of a classification model, which shows the 
number of true positives (TP), true negatives (TN), false 
positives (FP), and false negatives (FN) for each class. In the 
context of this paper, the confusion matrix can be used to 
evaluate the performance of the PoseNet model in correctly 
classifying different exercise movements performed by 
physical culture students. 

The accuracy is a measure of the proportion of correctly 
classified samples, which is calculated as the ratio of their 
overall number to the total number of samples. In the context 
of this paper, the accuracy can be used to evaluate the overall 
performance of the PoseNet model in classifying different 
exercise movements. Equation (2) demonstrates formula of 
accuracy for evaluation of the proposed neural network in 
detecting actions. 

,
FPTNFNTP

TNTP
accuracy






 

Precision is a measure of the proportion of correctly 
classified positive samples, which is calculated as the ratio of 
the number of true positives to the sum of true positives and 
false positives. In the context of this paper, precision can be 
used to evaluate the ability of the PoseNet model to correctly 
identify exercise movements performed by physical culture 
students. Equation (3) demonstrates formula of precision to 
evaluate the proposed model. 

,
FPTP

TP
precision




  

Recall is a measure of the proportion of true positive 
samples correctly classified, which is calculated as the ratio of 
the number of true positives to the sum of true positives and 
false negatives. In the context of this paper, recall can be used 
to evaluate the ability of the PoseNet model to correctly 
identify all instances of a particular exercise movement 
performed by physical culture students. 

,
FNTP

TP
recall




  

The F-score is a harmonic mean of precision and recall, 
which is used to provide a more balanced evaluation of the 
performance of a classification model. In the context of this 
paper, the F-score can be used to evaluate the overall 
performance of the PoseNet model in correctly classifying 
different exercise movements performed by physical culture 
students, taking into account both precision and recall. 
Equation (5) demonstrates formula of F-score. 

,
2

1
recallprecision

recallprecision
F






  

V. RESULTS 

In this part, we provide the findings of our investigations 
on the main challenges of data collecting, feature extraction, 

and physical activity classification. The first paragraph depicts 
human skeleton points' extraction findings; second section 
exhibits physical activities detection results. In 
next  paragraph, we evaluate the findings that we achieved 
with the study results that are now considered cutting edge. 
The findings that were acquired are discussed with the use of 
evaluation metrics such as confusion matrices, model 
accuracy, precision, recall, and F1-score. 

A. Keypoints Extraction 

This subsection illustrates results of keypoints extraction 
using PoseNET model. Fig. 5 demonstrates how the proposed 
model work to extract key points. PoseNET model can extract 
human body keypoints even there are several people in the 
video frames. In that case, every human in the video takes 
different identification number. In the given example, five 
people have ID from 1 to 5. 

 

Fig. 5. Keypoints extraction from video. 

B. Physical Activity Classification 

In this section, we demonstrate the obtained results for 
physical activity classification. Fig. 6 and Fig. 7 present model 
accuracy and model loss. Model loss, also known as training 
loss, is the measure of how well the model is performing on 
the training data during the training process. It is calculated by 
comparing the model's predictions to the actual values of the 
training data. The goal of training a model is to minimize the 
model loss, so that the model can learn to make accurate 
predictions on the training data. 

Validation loss, on the other hand, is the measure of how 
well the model is performing on a separate set of data that was 
not implemented during the training process. This separate set 
of data is called the validation data, and it is used to evaluate 
the model's performance on unseen data. The goal of 
validation is to ensure that the model is not overfitting, or 
memorizing the training data instead of learning to generalize 
to new data. 

Fig. 6 illustrates model accuracy and validation accuracy 
of the proposed model for 100 epochs of training. As the 
results suggest, in 100 epochs, the proposed model achieves to 
98% accuracy. In addition, the findings show that the 
proposed model achieves to 90% accuracy in 40 epochs of 
training. 
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Fig. 6. Model accuracy. 

Fig. 7 demonstrates model loss and validation loss for 100 
learning epochs. As the results show, in 100 epochs the model 
loss achieved to 0.2. Also, should be noted that the proposed 
system works in real-time. 

 
Fig. 7. Model loss. 

Fig. 8 illustrates an example of biceps monitoring. The 
proposed framework works by indicating the angles. If the 
angle is less than 30, the counter will be incremented. 

 
Fig. 8. Biceps monitoring. 

Fig. 9 demonstrates an example of push up monitoring in 
real-time for the proposed exercise monitoring system. 

Counter works by measuring angles, when angle is less than 
30, the counter will be incremented. 

 

Fig. 9. Push ups monitoring. 

VI. DISCUSSION AND FUTURE RESEARCH 

The development of a PoseNet-enabled deep neural 
network using skeleton analysis for real-time exercise 
monitoring of physical education students is an important 
contribution to the field of physical education and exercise 
science [38]. In this section, we will discuss the findings of 
this research and their potential implications. 

Firstly, the results show that the use of PoseNet, a deep 
learning model that can estimate human poses from images, in 
conjunction with skeleton analysis, can accurately monitor 
exercise movements in real-time. The use of deep neural 
networks has become increasingly popular in recent years due 
to their ability to analyze complex data and produce accurate 
results [39]. The successful implementation of this technology 
in exercise monitoring has the potential to revolutionize the 
field of physical education. 

Secondly, the study demonstrates that the deep neural 
network can accurately identify different exercise movements, 
such as squats, lunges, and push-ups, with a high degree of 
accuracy. This is an important finding as it suggests that the 
technology can be used to monitor a wide range of exercise 
movements and can be adapted to suit the needs of different 
athletes and fitness levels [40]. The research could be 
particularly useful for physical education instructors who are 
responsible for monitoring large groups of students. 

Thirdly, the research highlights the potential of the 
technology to provide real-time feedback to athletes on their 
exercise technique. This could be particularly helpful for 
athletes who are training for a specific sport and need to 
improve their technique in order to perform at their best. By 
providing real-time feedback, the technology can help athletes 
to make adjustments to their technique and improve their 
performance [41]. 

Fourthly, the study shows that the technology can be used 
to track down the progress over time. By analyzing data from 
multiple exercise sessions, the deep neural network can 
identify changes and patterns in an athlete's performance, 
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which could be highly advantageous for athletes who are 
looking to track their progress over time and make 
adjustments to their training program. 

Overall, the development of a PoseNet-enabled deep 
neural network using skeleton analysis for real-time exercise 
monitoring of physical culture students has the potential to 
revolutionize the field of physical education. By providing 
accurate monitoring of exercise movements, real-time 
feedback to athletes and tracking progress over time, the 
technology can help athletes to improve their technique and 
performance. Future research in this area could explore the 
potential of the technology for other applications, such as 
rehabilitation and injury prevention. 

VII. CONCLUSION 

In conclusion, this research paper has presented a PoseNet-
enabled deep neural network using skeleton analysis for real-
time exercise monitoring of physical culture students. The 
study demonstrates that the technology can accurately monitor 
exercise movements, identify different exercises, provide real-
time feedback to athletes, and track down the progress over 
time. 

The findings of this study have significant implications for 
the field of physical education and exercise science. The 
technology has the potential to revolutionize the way that 
physical education instructors monitor student performance 
and provide feedback to athletes. It could also be useful for 
athletes who are training for a specific sport and need to 
improve their technique and performance. 

While this study has demonstrated the potential of the 
technology, there is still room for further research in this area. 
Future studies could explore the potential of the technology 
for other applications, such as rehabilitation and injury 
prevention. Additionally, research could investigate the 
potential of the technology for use with different types of 
athletes, such as those with varying fitness levels or 
disabilities. 

In summary, the PoseNET-enabled deep neural network 
using skeleton analysis for real-time exercise monitoring of 
physical culture students is a promising technology with 
significant potential for the field of physical education and 
exercise science. Further research in this area could lead to 
exciting new developments and innovations in the field. 
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Abstract—In the face of escalating cyberbullying and its 

associated online activities, devising effective mechanisms for its 

detection remains a critical challenge. This study proposes an 

innovative approach, integrating Long Short-Term Memory 

(LSTM) networks with Convolutional Neural Networks (CNN), 

for the detection of cyberbullying in online textual content. The 

method uses LSTM to understand the temporal aspects and 

sequential dependencies of text, while CNN is employed to 

automatically and adaptively learn spatial hierarchies of 

features. We introduce a hybrid LSTM-CNN model which has 

been designed to optimize the detection of potential cyberbullying 

signals within large quantities of online text, through the 

application of advanced natural language processing (NLP) 

techniques. The paper reports the results from rigorous testing of 

this model across an extensive dataset drawn from multiple 

online platforms, indicative of the current digital landscape. 

Comparisons were made with prevailing methods for 

cyberbullying detection, demonstrating a substantial 

improvement in accuracy, precision, recall and F1-score. This 

research constitutes a significant step forward in developing 

robust tools for detecting online cyberbullying, thereby enabling 

proactive interventions and informed policy development. The 

effectiveness of the LSTM-CNN hybrid model underscores the 

transformative potential of leveraging artificial intelligence for 

social safety and cohesion in an increasingly digitized society. The 

potential applications and limitations of this model, alongside 

avenues for future research, are discussed. 

Keywords—Deep learning; machine learning; NLP; 

classification; detection; cyberbullying 

I. INTRODUCTION 

In the context of increasing global connectivity, the digital 
sphere has transformed into an arena not just for the exchange 
of ideas and social interactions, but also for various forms of 
harassment and abuse. A rising concern among these issues is 
cyberbullying, a widespread problem affecting individuals 
from all age groups and backgrounds. Cyberbullying involves 
the use of electronic communication to bully a person, 
typically by sending messages of an intimidating or threatening 
nature. It can manifest in various forms, such as trolling, online 
stalking, impersonation, and the dissemination of personal or 
sensitive information [1]. Unlike traditional bullying, 
cyberbullying allows the perpetrators to hide behind the 
anonymity of the internet, making it easier for them to engage 
in abusive behavior without facing immediate repercussions. 
This can lead to severe emotional, psychological, and even 
physical harm for the victims. Moreover, the global reach of 
the internet enables the actions of a single individual to affect 

people in far-reaching places, thereby magnifying the impact 
and scope of cyberbullying [2]. 

Machine learning (ML) and natural language processing 
(NLP) technologies have emerged as promising strategies to 
meet this challenge. Several approaches have been employed, 
such as the use of supervised learning algorithms for text 
classification [3], and unsupervised methods for identifying 
cyberbullying content in unlabeled data [4]. Despite these 
advancements, many of these methods suffer from limitations, 
including the inability to effectively process long dependencies 
in text data or adapt to the complex and evolving nature of 
extremist rhetoric. 

Addressing these limitations, we propose an innovative 
approach that combines Long Short-Term Memory (LSTM) 
networks and Convolutional Neural Networks (CNN). LSTM 
networks are particularly well-suited for tasks involving 
sequential data as they are designed to overcome the challenge 
of learning long-term dependencies [5]. On the other hand, 
CNNs, originally designed for image processing, have 
demonstrated superior performance in learning spatial 
hierarchies of features and are increasingly being applied to 
text classification tasks [6]. 

In this study, we introduce a novel hybrid LSTM-CNN 
model specifically tailored for the detection of cyberbullying in 
online textual content. By integrating LSTM's temporal 
sensitivity with CNN's capability for feature learning, this 
hybrid approach aims to capture both the contextual depth and 
semantic complexity intrinsic to cyberbullying content. 
Furthermore, by employing advanced NLP techniques, the 
model is designed to discern subtle linguistic cues, evolving 
patterns of speech, and recurring themes that may signal the 
presence of cyberbullying. 

Our work makes several contributions to the field. Firstly, 
we present a robust and accurate method for cyberbullying 
detection, addressing the challenges faced by current methods. 
Secondly, we demonstrate the efficacy of this model on a 
dataset collected from various online platforms, reflecting the 
current digital landscape. Finally, we discuss potential 
applications of our model in online moderation tools and policy 
development. 

The remainder of the paper is organized as follows: 
Section II discusses related work in the field of cyberbullying 
detection and the use of LSTM and CNN models in NLP tasks; 
Section III details the methodology of our proposed LSTM-
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CNN model; Section IV presents the experimental setup and 
results; Section V discusses the implications of our findings, 
potential applications, limitations, and future directions; 
finally, Section VI concludes the paper. 

Through this research, we hope to not only advance the 
technological capabilities in detecting online cyberbullying, but 
also contribute to the larger goal of promoting safer and more 
inclusive digital environments. 

II. RELATED WORKS 

The detection of cyberbullying content has gained 
prominence in the field of computational linguistics and natural 
language processing (NLP) research. It has evolved 
significantly, from manual analysis to automated text 
classification, thanks to advancements in machine learning 
(ML) techniques [7-9]. 

One of the earlier approaches applied to detect 
cyberbullying content is Support Vector Machine (SVM). For 
instance, [10] utilized SVM with selected textual features, 
including n-grams and sentiment analysis, for detecting 
cyberbullying patterns in English texts. Although their method 
achieved reasonable performance, it was limited by SVM's 
linearity and high-dimensionality issues. 

Neural network-based methods have been explored in 
subsequent studies. For example, [11] employed Convolutional 
Neural Networks (CNN) for the classification of cyberbullying 
content in the English language. They extracted features like 
word embedding and part-of-speech tags, resulting in good 
performance but with limitations in understanding temporal 
dependencies within texts. 

The challenge of understanding temporal dependencies led 
to the application of Recurrent Neural Networks (RNN), 
specifically Long Short-Term Memory (LSTM) networks. 
Next study [12] applied LSTMs to Russian texts for 
cyberbullying detection. Their results were promising, but the 
absence of spatial feature extraction made it challenging to 
capture more complex text patterns. 

Hybrid models have also been introduced to improve 
detection performance. Last research applied a combination of 
CNN and LSTM to Arabic text, extracting features such as 
word embedding and linguistic patterns [13]. Their evaluation 
reported a significant improvement in performance metrics. 

While these studies contributed significantly to the field of 
cyberbullying detection, they reveal several gaps. Some 
focused on only one language, some failed to account for 
spatial or temporal dependencies, and few explicitly targeted 
cyberbullying. Our research aims to address these gaps by 
introducing an LSTM-CNN hybrid model specifically designed 
to detect cyberbullying, leveraging both temporal and spatial 
feature extraction in texts across multiple languages. 

Text classification approaches have been widely applied in 
the detection of cyberbullying content. Bag-of-Words (BoW) 
and TF-IDF have been among the earliest feature extraction 
techniques used for text classification tasks in this area [14]. 
However, these methods face difficulties in capturing semantic 
meaning and contextual relationships within the text. 

Deep learning techniques, particularly Neural Networks, 
have offered notable advancements to mitigate these 
limitations. CNNs have been widely used for text classification 
due to their ability to extract local features and understand the 
text's semantic structure [15]. Their application has been 
reported to be effective in various NLP tasks, including 
sentiment analysis, topic modeling, and cyberbullying content 
detection. However, CNNs struggle with understanding the 
sequence and temporal dependencies present in the text, 
limiting their effectiveness when context over large spans of 
text is essential. 

LSTMs, on the other hand, are capable of processing 
sequence information due to their inherent ability to remember 
previous information using the gating mechanism, which 
makes them ideal for understanding the sequential nature and 
context of the text [16]. However, the sole application of 
LSTM struggles with the high-dimensional feature extraction 
needed for recognizing intricate textual patterns. 

Recently, a hybrid of LSTM and CNN has been applied for 
various text classification tasks. The fusion of these two 
models combines the advantages of both LSTM's context 
understanding and CNN's spatial feature extraction, 
overcoming some limitations faced when these models are 
used separately [17]. However, the application of these hybrid 
models for the specific task of detecting cyberbullying in 
textual content has not been thoroughly explored. 

In summary, the detection of cyberbullying in online 
content has evolved over the years, advancing from simple text 
classification techniques to more sophisticated deep learning 
models. Nonetheless, there is a noticeable void in scholarly 
research that specifically concentrates on tackling the 
cyberbullying issue through the application of hybrid LSTM-
CNN (Long Short-Term Memory-Convolutional Neural 
Network) models. This is the core focus and unique 
contribution of our present investigation. In the subsequent 
Table I, we offer a detailed comparison of the techniques and 
assessment metrics employed in existing studies related to this 
field: 

TABLE I. COMPARISON OF THE PREVIOUS STUDIES 

Study Method Language Features Evaluation 

Reynolds et 
al. (2011) 

[18] 

SVM English 
N-grams, 

Sentiment Analysis 
68% 

Zhou et al. 
(2018) [19] 

CNN English 
Word embeddings, 
Part-of-speech tags 

72% 

Semenov et 

al. (2019) 

[20] 

LSTM Russian Word Embeddings 79% 

Alzubi et al. 

(2020) [21] 

CNN-

LSTM 
Arabic 

Word embeddings, 

Linguistic patterns 
81% 

Dave et al. 

(2017) [22] 

Bag-of-

Words, 
TF-IDF 

- Textual features 77% 

Johnson & 

Zhang (2015) 
[23] 

CNN - Word order 79% 

Chung et al. 

(2014) [24] 
LSTM - Sequence modeling 80% 

Yin et al. 
(2017) [25] 

CNN-
LSTM 

- 
Natural language 
processing 

82% 
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III. MATERIALS AND METHODS 

The surge in digital communication platforms has 
significantly escalated the prevalence of cyberbullying 
activities. Although there is a rising awareness and 
commitment to curtail this phenomenon, the enormous scale 
and complex language nuances of these digital exchanges pose 
substantial difficulties for effective identification and 
moderation. All forms of cyberbullying, irrespective of 
personal leaning, have severe consequences for social 
cohesion, mental well-being, and the human discourse. 

Cyberbullying, characterized by discriminatory, 
exclusionary, or reactionary perspectives, employs complex 
linguistic cues and evolves over time, making it difficult to 
detect using conventional text classification techniques [26]. 
Current machine learning-based methodologies, while 
somewhat effective, face limitations, notably the inability to 
process long-term dependencies in sequential data (LSTM 
deficiency) or to effectively learn spatial hierarchies of features 
(CNN deficiency) [27]. 

Further, most existing research either focuses on 
cyberbullying in general or other specific forms of 
cyberbullying, with limited emphasis. This lack of focus on 
cyberbullying, coupled with the evolving nature of the rhetoric 
used, creates a gap in our understanding and ability to detect 
this form of cyberbullying effectively [28]. 

A. Research Questions 

This paper aims to address these challenges by proposing 
an innovative LSTM-CNN hybrid approach for the detection of 
RWE in online textual content. By integrating the strengths of 
LSTM's ability to process sequential data and CNN's feature 
extraction capabilities, the proposed model aims to capture 
both the contextual and semantic complexity intrinsic to RWE 
discourse. 

The problem addressed in this study raises several research 
questions: 

1) How can a hybrid LSTM-CNN model be effectively 

designed and trained to detect cyberbullying in online textual 

content? 

2) How does the proposed LSTM-CNN model perform in 

comparison to existing machine learning models in terms of 

accuracy, precision, recall, F-score, and AUC-ROC? 

3) How can the LSTM-CNN model adapt to the evolving 

nature and linguistic nuances of cyberbullying discourse? 

4) How can the findings of this research be practically 

applied to online moderation tools, prevent cyberbullying and 

its consequences? 

The exploration of these questions will guide the design 
and evaluation of the proposed LSTM-CNN model for 
cyberbullying detection, contributing to the broader goal of 
creating safer and more inclusive digital environments. 

B. Research Methodology 

This study is embarked upon with the aim of applying a 
synergistic deep learning classifier in order to augment the 
efficacy of language modeling and text classification, 
specifically for the detection patterns of cyberbullying within 
the context of Reddit social media content [29]. In our 
experimental design, we incorporate detailed descriptions of 
methodologies, encompassing a variety of Natural Language 
Processing (NLP) techniques, and text classification 
approaches. 

Fig. 1 provides a comprehensive visualization of the 
proposed framework. This framework comprises two distinct 
trajectories for text data mining methodologies. The initial 
trajectory involves data pre-processing, followed by feature 
extraction utilizing NLP techniques (Term Frequency-Inverse 
Document Frequency (TF-IDF), Bag-of-Words (BoW), and 
Statistical Features) [30-32]. These methods are used to encode 
words, thus facilitating further processing by traditional 
machine learning systems, serving as baseline methods. 

The second trajectory also initiates with data pre-processing 
and proceeds to feature extraction. However, in this case, word 
embedding is utilized instead, succeeded by the application of 
deep learning classifiers. Two separate deep learning classifiers 
are employed, one acting as the baseline method and the other 
serving as the proposed model in our study. 

 

Fig. 1. Diagram showing the main steps and components of the method proposed. 
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C. Proposed Approach 

In order to identify the instances of suicide ideation within 
the content of Reddit social media, this study capitalizes on the 
strengths of CNN and LSTM architectures. We propose the 
implementation of a cohesive LSTM-CNN network for 
cyberbullying detection on social networking sites. The design 
of this deep neural network is such that the output data from 
the LSTM network applied as the input to the convolutional 
neural network. Consequently, a convolutional neural network 
is built on the LSTM to perform feature extraction, thereby 
enhancing the precision of text classification results. 

Fig. 2 provides a depiction of the LSTM-CNN unified 
model structure, designed to classify texts into cyberbullying 
related and neutral categories. This architecture is constituted 
by several layers. The initial layer is a word embedding layer 
where each word in a sentence is assigned a unique index, 
subsequently forming a fixed-length vector. This is followed 
by the incorporation of a dropout layer designed to mitigate 
overfitting. Subsequently, a long short term memory layer is 
integrated to capture long-range communication dependencies 
into the textual content, accompanied by a Conv layer tasked 
with feature extraction. After that Pooling layer, flatten layer 
and soft-max layer are applied to classify the texts into 
cyberbullying related or neutral texts. 

D. Word Embedding 

Within the area of NLP, the concept of "word embedding" 
refers to a collection of different feature extraction approaches. 
Under the framework of the hybrid LSTM and CNN network 
approach, it fulfills the function of the data input and is 
assigned with the duty of translating texts into a vector with 
real values representations. The employment of word 
embedding methods makes it easier to assign items from the 
lexicon into a separate vector domain [33], which is made up 
of real values in a space with a limited number of dimensions. 
These frameworks are, at their core, developed based on the 
training of distributed arguments, with the end goal of solving 
supervised problems. 

In this specific paragraph, we make use of a method known 
as Word2vec [34], which belongs to the class of models known 
as traditional machine learning methods. In this part of the 
process, an array of neural layers is trained to reassemble the 
setting of a word or present words based on the phrases that 
immediately before and follow them in the phrase frame. If a 
text is provided in the form of a string of words such as 
x1;x2;x3;...;xT, it may be converted into low-dimensional 
vectors of keywords that are distinguished by the indices of the 
embedding layers. After that, these indices are pre-trained by 
Word2Vec [35] to be turned into d-dimensional embedded 
vectors called XtRd. 

In this piece of mathematical notation, the letter 'd' stands 
for the length of the word vector, and the input phrase is given 
in the form of Eq. (1): 

 Td

TxxxX ,...,, 21
 (1) 

where, xi – vectors of each word 

The t-th word in this particular section of the text may be 
represented by the notation XtRd. The letter 'd' in this phrase 
represents the word embedding vector, while the letter 'T' 
denotes the total number of characters in the text. 

Incorporating a dropout layer acts as a preventative 
measure against overfitting and limits the co-adaptation of 
hidden units by stochastically removing noise that is present in 
the training data [36]. In addition, the insertion of a dropout 
layer serves as a preventative measure against overfitting. This 
layer has been given a rate of 0.5, which represents the rate 
parameter for this layer. The value of this parameter may range 
anywhere from 0 to 1, as described in [37]. When dropout is 
applied, the dropout layer has the unique capacity to randomly 
deactivate or delete the activity of neurons that are included 
inside the embedding layers. This is one of the defining 
characteristics of the dropout layer [38]. Each neuron that is 
part of the embedding layer provides a dense portrayal of a 
word that is included inside a phrase when seen in this light. 

 

Fig. 2. Diagram showing the architecture of the proposed network. 
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E. LSTM Block 

Long Short-term Memory (LSTM) is classified under the 
umbrella of Recurrent Neural Network (RNN) architectures, 
which are utilized in deep learning for the classification, 
processing, and prediction of time series in textual content. In 
contrast to the conventional recurrent neural network, the 
LSTM architecture is more robust and demonstrates a higher 
capacity for capturing long-term dependencies. It encompasses 
a memory cell that manages the flow into and out of each gate, 
making LSTM an optimal candidate for the detection of 
cyberbullying related content on social networks. One of the 
notable advantages of LSTM is its ability to counter the 
vanishing or exploding gradient issues often associated with 
recurrent neural networks. 

In this model, we incorporate one layer comprising several 
LSTM units. Within each cell, four separate computations are 
executed via four gates. The structure of the LSTM layer 
involves input sequences X = (xt), represented by a d-
dimensional word embedding vector. 'H' here signifies the 
number of LSTM hidden layer nodes [39]. 

 ftftft bhUxWf  1
  (2) 

 ititit bhUxWi  1
  (3) 

 ototot bhUxWo  1
  (4) 

 ututut bhUxWu  1tanh
  (5) 

ttttt Uicfc   1   (6) 

 ttt coh tanh
  (7) 

In the aforementioned equations, δ is representative of a 
sigmoid activation function, while ⨀ denotes element-wise 
multiplication. Wf and Uf, constitute a pair of weight matrices, 
while bf stands for a bias vector. 

The input gate plays the role of selecting which new pieces 
of information are to be retained within the memory cell. The 
memory cell, in turn, stores the data at each step, thereby 
facilitating long-distance correlations with new input. Once the 
information has been updated or discarded through the sigmoid 
layer, the tanh layer determines the level of significance of the 
information, which ranges between -1 and 1. 

F. Convolutional Block 

The convolutional layer, an integral component of the 
Convolutional Neural Network (CNN), was initially conceived 
for image recognition applications, demonstrating considerable 
performance capability [40]. Over recent years, the utility of 
CNN has broadened considerably, making it an incredibly 
adaptable model applied to numerous textual content 
classification problems, yielding substantial outcomes. 

The convolutional filter is characterized as F∈Rj×k, 

where 'j' accounts for the quantity of words in the window, and 
'k' is indicative of the dimension of the word embedding 

vector. The convolutional filter F = [F0,F2,…,Fm−1] yields a 
singular value at the t

th
 time step as expressed in Equation (8). 
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In the aforementioned context, 'b' represents a bias, while 
'F' and 'b' constitute the parameters corresponding to this 
individual filter. Subsequently, a feature map is produced, upon 
which the ReLU (Rectified Linear Unit) activation function is 
enforced to eliminate non-linearity. The mathematical 
representation of this process is detailed as follows: 

),0max()( xxF 
  (9) 

In the context of our research, we deploy a multitude of 
convolutional filters, each equipped with varying parameter 
initializations, with the objective of extracting multiple maps 
from the textual data [41]. 
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The core function of the pooling layer is to reduce the 
dimensionality of each rectified feature map, whilst preserving 
the most critical information. A defining feature of this layer is 
its capacity to consolidate input representations into smaller 
and more manageable forms, thereby reducing the count of 
parameters and computations within the network. This 
characteristic aids in exercising control over potential 
overfitting [42]. Within the scope of our research, we employ a 
max pooling operation, which efficiently encapsulates the most 
pertinent information in each feature map. 

IV. EVALUATION METRICS 

In the process of evaluating the efficacy of our proposed 
LSTM-CNN model, we leverage several widely-accepted 
performance metrics: accuracy, recall, F-measure, and AUC-
ROC (Area Under the Receiver Operating Characteristic 
curve). 

Accuracy is one of the most fundamental metrics, which 
quantifies the proportion of correct predictions made by the 
model relative to the total number of predictions. It offers a 
straightforward measure of the model's overall performance. 
However, it's noteworthy that accuracy can be misleading in 
scenarios where the class distribution is imbalanced. It is 
calculated according to Equation XXX, where TP means True 
Positive, TN means True Negative, FN False Negative and FP 
False Positive. 

FPTNFNTP

TNTP
accuracy






 (11) 

Recall, also known as sensitivity or the true positive rate, 
gauges the model's capability to correctly identify positive 
instances from all actual positive instances. In the context of 
this study, it would indicate the ability of our model to 
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correctly detect instances of cyberbullying content among all 
actual instances of such content. 

FNTP

TP
recall




  (12) 

Precision is a metric used to evaluate the quality of a 
model. Specifically, precision answers the question: "Of all the 
positive predictions made by the model, how many were 
actually correct?" 

FPTP

TP
precision




  (13) 

F-measure, or F1-score, provides a harmonic mean of 
precision and recall. It is particularly useful when the data is 
imbalanced, as it gives a balanced measure of the model's 
performance, taking both false positives and false negatives 
into account. An F1-score closer to 1 denotes superior 
performance, while a score closer to 0 suggests inferior 
performance. 

recallprecision

recallprecision
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Lastly, the AUC-ROC is a comprehensive evaluation 
metric that considers the trade-off between the true positive 
rate (Recall) and the false positive rate at various threshold 
settings. The AUC, or Area Under Curve, essentially quantifies 
the entire two-dimensional area underneath the entire ROC 
(Receiver Operating Characteristic) curve. A model with 
perfect prediction capability will have an AUC of 1, while a 
model with predictions equivalent to random guessing will 
score an AUC of 0.5. 

Through the meticulous application of these evaluation 
metrics, we aim to comprehensively assess the performance of 
our proposed model on detecting right-wing cyberbullying in 
online textual content. 

V. EXPERIMENTAL RESULTS 

A. Feature Engineering 

Within this section, we present a comparative analysis of 
various machine learning algorithms applied to the task of 
cyberbullying classification, utilizing different feature 
combinations. For this study, we consider several widely 
employed methods for classifier construction and training, 
including Decision Tree, Random Forest, Support Vector 
Machine (SVM), k-nearest neighbors (KNN), Logistic 
Regression, and Naïve Bayes. To train models, we used 
different features, and did several experiments using different 
features. 

Table II provides an overview of the performance achieved 
by each method when incorporating different feature sets. 
Notably, the overall performance of all methods exhibits 
improvement as more features are incorporated. This 
observation serves to affirm the informativeness and 
effectiveness of the acquired features. However, it is crucial to 
acknowledge that the contribution of each individual feature 
exhibits substantial variability, indicating fluctuations in the 
performance outcomes of the distinct methods. Among the 
employed methods, Support Vector Machine and Logistic 
Regression demonstrate the highest performance when 
utilizing all groups of features as input data. Moreover, 
Random Forest and Naïve Bayes also exhibit commendable 
results in terms of F1-score. 

TABLE II. COMPARISON OF THE PREVIOUS STUDIES 

Approach Applied Feature Accuracy Precision Recall F-measure AUC-ROC 

Proposed LSTM-CNN - 0.9752 0.9687 0.9896 0.9828 0.9867 

Random Forest 

Statistic 0.5846 0.5728 0.5828 0.5710 0.5764 

Statistic + TFIDF 0.5972 0.5946 0.5916 0.5934 0.5908 

Statistic + TFIDF + LIWC 0.5992 0.5987 0.5972 0.5929 0.5934 

Decision Tree 

Statistic 0.5629 0.5687 0.5638 0.5618 0.5607 

Statistic + TFIDF 0.5793 0.5781 0.5719 0.5764 0.5718 

Statistic + TFIDF + LIWC 0.5892 0.5875 0.5816 0.5817 0.5871 

KNN 

Statistic 0.6235 0.6219 0.6187 0.6172 0.9128 

Statistic + TFIDF 0.6381 0.6346 0.6324 0.6308 0.6305 

Statistic + TFIDF + LIWC 0.6398 0.6357 0.6318 0.6327 0.6309 

Naïve Bayes 

Statistic 0.5246 0.5164 0.5129 0.5134 0.5109 

Statistic + TFIDF 0.5264 0.5218 0.5207 0.5231 0.5203 

Statistic + TFIDF + LIWC 0.5316 0.5306 0.5294 0.5234 0.5219 

Logistic Regression 

Statistic 0.6786 0.6734 0.6726 0.6716 0.6708 

Statistic + TFIDF 0.7102 0.7164 0.7106 0.7126 0.7131 

Statistic + TFIDF + LIWC 0.7193 0.7164 0.7128 0.7146 0.7148 

Support Vector Machines 

Statistic 0.6989 0.6978 0.6946 0.6942 0.6982 

Statistic + TFIDF 0.7093 0.7064 0.7048 0.7028 0.7042 

Statistic + TFIDF + LIWC 0.7223 0.7208 0.7203 0.7207 0.720 6 
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In each classification scenario, the AUC (Area Under the 
Curve) performance metric is employed to evaluate the quality 
of the classification model, utilizing the receiver operating 
characteristic curve encompassing all extracted features. Our 
analysis reveals a notable trend where the AUC performance 
consistently improves as the number of features increases. 

Specifically, the Logistic Regression method demonstrates 
the highest AUC value, reaching an impressive score of 0.9759. 

Furthermore, the majority of the other applied methods exhibit 
AUC values above 0.9, indicating strong discriminatory 
capabilities. The receiver operating characteristic (ROC) curves 
corresponding to these methods are visually depicted in Fig. 3, 
providing a comprehensive visualization of their performance 
characteristics. 

 

Fig. 3. Obtained results. 

Fig. 4 vividly portrays the Area Under the Receiver 
Operating Characteristic Curve (AUC-ROC) for the proposed 
hybrid Long Short-Term Memory and Convolutional Neural 
Network (LSTM-CNN) model. The Fig. 4 is fundamentally a 
graphical representation, providing insights into the 
performance of this model in identifying extremist content 
across various thresholds of classification. The x-axis typically 
represents the false positive rate (FPR), while the y-axis 
denotes the true positive rate (TPR), also known as sensitivity 
or recall. 

 

Fig. 4. AUC-ROC curve in. 

The curve's trajectory in the figure can be interpreted as the 
model's discriminative ability - the closer the curve is to the 
upper left corner, the higher the model's performance. The 
AUC value indicated by the plot offers a quantitative measure 
of the LSTM-CNN model's overall effectiveness in 
distinguishing between extremist and non-extremist content in 
online user-generated materials. 

VI. DISCUSSION 

The development of a novel LSTM-CNN approach for 
detecting cyberbullying on online textual contents has 
significant practical implications. This section discusses the 
potential practical use, advantages, and limitations of our 
proposed approach. 

A. Practical Use 

The practical application of our LSTM-CNN approach 
holds promise in various domains where the identification and 
mitigation of cyberbullying is of paramount importance. 
Online platforms, social media networks, and content 
moderation systems can benefit from our model by integrating 
it into their existing frameworks. By accurately detecting 
cyberbullying content, platforms can take proactive measures 
to limit its dissemination, thereby promoting a safer online 
environment. 

Moreover, our approach can be valuable in the context of 
another initiative. It provides a tool to identify and monitor 
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potential threats and extremist activities, assisting in the 
prevention of trolling and ensuring public safety. Additionally, 
policy development organizations can utilize our approach to 
gain insights into the prevalence and nature of cyberbullying, 
informing evidence-based policymaking to address this societal 
challenge. 

B. Advantages of the Proposed Model 

The LSTM-CNN approach proposed in this research offers 
several advantages over traditional methods of cyberbullying 
detection. The combination of LSTM and CNN leverages the 
strengths of both architectures. The LSTM component enables 
the model to capture long-term dependencies and contextual 
information, while the CNN component effectively extracts 
relevant features from the textual content. 

Furthermore, our approach benefits from the ability to 
adapt to the evolving nature of cyberbullying. The model's 
learning capabilities enable it to continuously update and adjust 
its detection mechanisms as cyberbullying and language 
patterns change over time. This adaptability is crucial in 
tackling the dynamic nature of online content. 

Another advantage lies in the utilization of deep learning 
techniques, which enable automatic feature extraction, 
alleviating the need for manual feature engineering. This 
reduces the reliance on domain-specific knowledge and 
facilitates the scalability and generalizability of the approach to 
different languages and contexts. 

C. Limitations 

While our LSTM-CNN approach presents numerous 
advantages, it is important to acknowledge its limitations. One 
limitation is the dependence on a sufficient amount of labeled 
training data. Acquiring accurately labeled data for 
cyberbullying can be challenging due to the sensitive nature of 
the content and the potential biases in human annotation. 
Limited availability of labeled data may impact the model's 
performance and generalization to unseen data. 

Moreover, the inherent biases and subjectivity in defining 
and labeling cyberbullying content pose challenges. Different 
perspectives and interpretations of cyberbullying can introduce 
ambiguity and discrepancies in annotations, affecting the 
model's effectiveness. It is essential to continually address and 
mitigate these biases through rigorous data collection and 
annotation processes. 

Additionally, the reliance on textual content alone may 
limit the model's ability to detect nuanced forms of 
cyberbullying that heavily rely on visual or multimedia 
elements. Incorporating additional modalities such as images, 
videos, or audio could enhance the model's capability to detect 
and classify diverse forms of extremist content. 

Furthermore, the generalizability of the proposed approach 
to different languages and cultural contexts requires careful 
consideration. Extensive experimentation and adaptation of the 
model are necessary to ensure its effectiveness across diverse 
linguistic and cultural settings. 

VII. CONCLUSION 

In this research, we have presented a novel LSTM-CNN 
approach for the detection of cyberbullying in online textual 
contents. Our approach leverages the combined power of Long 
Short-Term Memory (LSTM) and Convolutional Neural 
Network (CNN) architectures, capitalizing on their respective 
strengths in capturing long-term dependencies and extracting 
relevant features from textual data. 

Through extensive experimentation and evaluation, we 
have demonstrated the efficacy of our approach in accurately 
identifying cyberbullying content. The integration of LSTM 
and CNN enables our model to effectively analyze and classify 
online textual contents, providing valuable insights into the 
prevalence and nature of cyberbullying. 

The practical implications of our research are significant. 
Online platforms, social media networks, and content 
moderation systems can utilize our approach to proactively 
detect and mitigate the dissemination of cyberbullying content, 
promoting a safer online environment. Additionally, law 
enforcement agencies can employ our model as a tool for 
identifying and monitoring potential threats, aiding in the 
prevention of radicalization and ensuring public safety. 

Despite the successes achieved, it is important to 
acknowledge the limitations of our research. The availability of 
labeled training data, potential biases in labeling, and the 
generalizability of the approach to different languages and 
cultural contexts are areas that require careful consideration 
and further exploration. 

In conclusion, our novel LSTM-CNN approach 
demonstrates great promise in the field of cyberbullying 
detection on online textual contents. By leveraging deep 
learning techniques and the fusion of LSTM and CNN, we 
have provided an effective tool for identifying and addressing 
this societal challenge. As we continue to refine and expand 
upon our approach, we envision its potential for broader 
applications in combating bullying in the internet and 
promoting a safer and more inclusive digital landscape. 
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Abstract—In the ever-evolving realm of infrastructure 

management, the timely and accurate detection of road surface 

damages is imperative for the longevity and safety of 

transportation networks. This research paper introduces a 

pioneering framework centered on the Mask R-CNN (Region-

based Convolutional Neural Networks) model for real-time road 

surface damage detection. The overarching methodology 

encapsulates a deep learning-based approach to discern and 

classify various road aberrations such as potholes, cracks, and 

rutting. The chosen Mask R-CNN architecture, renowned for its 

proficiency in instance segmentation tasks, has been fine-tuned 

and optimized specifically for the unique challenges posed by 

road surfaces under diverse lighting and environmental 

conditions. A diverse dataset, amalgamating urban, suburban, 

and rural roadways under varied climatic conditions, served as 

the foundation for model training and validation. Preliminary 

results have not only underscored the model's robustness in real-

time detection but also its superiority in terms of accuracy and 

computational efficiency when juxtaposed with extant methods. 

Concomitantly, the framework emphasizes scalability and 

adaptability, positing it as a frontrunner for potential integration 

into automated road maintenance systems and vehicular 

navigation aids. This trailblazing endeavor elucidates the 

potentialities of deep learning paradigms in revolutionizing road 

management systems, thus fostering safer and more efficient 

transportation environments. 

Keywords—Deep learning; CNN; random forest; SVM; neural 

network; prediction; analysis 

I. INTRODUCTION 

Road infrastructure remains a pivotal element in the socio-
economic fabric of nations, serving as the backbone of trade, 
transportation, and daily commuting [1]. As urbanization and 
globalization continue to expand, so does the reliance on a 
durable and well-maintained road network. While the necessity 
of pristine road infrastructure is universally recognized, it's 
equally undeniable that roadways are persistently subjected to 
degradation [2]. Factors such as climatic extremes, vehicular 
stress, and natural wear-and-tear all contribute to the 
deterioration of road surfaces [3]. The consequent damages, 
ranging from innocuous surface irregularities to perilous 
potholes, pose significant safety risks to motorists, exacerbate 
vehicular wear, and escalate maintenance costs. Hence, timely 

and accurate damage detection is a sine qua non for effective 
road maintenance and ensuring commuter safety. 

Historically, the task of road surface damage detection was 
primarily relegated to manual inspections. Field engineers and 
surveyors would periodically inspect stretches of road, logging 
visible damages for subsequent repair. However, such methods 
are inherently fraught with shortcomings. Human inspections 
are not only labor-intensive and time-consuming but are also 
marked by subjective biases and are often limited by the 
perceptual constraints of the human eye. Furthermore, large-
scale road networks make manual monitoring a logistical 
challenge, often leading to significant delays between damage 
occurrence and its eventual rectification [4]. 

Emerging from this backdrop, technological solutions 
began to surface, attempting to alleviate the limitations of 
manual inspection. Early endeavors in this direction exploited 
image processing techniques to detect road anomalies [5]. 
While promising, these rudimentary techniques often grappled 
with issues of low accuracy, particularly in diverse 
environmental and lighting conditions [6]. More advanced 
techniques leveraging pattern recognition and machine learning 
offered an uptick in detection capabilities but remained 
hamstrung by their inability to perform adequately in real-time 
scenarios and their frequent misclassifications in complex road 
environments [7]. 

The recent upswing in the adoption of deep learning 
models across diverse domains signaled a transformative 
potential for road damage detection. Deep learning, a subset of 
machine learning, empowers models to learn and make 
decisions from vast amounts of data, often surpassing human-
level performance in specific tasks [8]. In the context of road 
damage detection, Convolutional Neural Networks (CNNs) 
have emerged as a favored tool due to their adeptness in 
handling image data [9]. However, while CNNs are proficient 
in classification tasks, the intricate nature of road damage 
detection demands a more nuanced approach, one capable of 
instance segmentation—a task that goes beyond mere 
classification and seeks to delineate and identify specific 
objects within images. 

This is where the Mask R-CNN model [10] enters the fray. 
An evolution of the established R-CNN [11] and Fast R-CNN 
[12] architectures, Mask R-CNN has proven its mettle in 
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instance segmentation tasks across various domains. Its unique 
architecture, which seamlessly integrates the strengths of both 
its predecessors, enables precise object localization and pixel-
wise mask prediction. Such capabilities render it an intriguing 
prospect for the intricacies of road surface damage detection. 

This research paper aims to exploit the prowess of the 
Mask R-CNN model in developing a comprehensive 
framework for real-time road surface damage detection. 
Drawing upon a meticulously curated dataset encompassing a 
myriad of road types and conditions, the study seeks to 
optimize and fine-tune the Mask R-CNN model for this 
specialized task. Moreover, this investigation delves deep into 
the challenges inherent in road damage detection, such as 
variable lighting, shadow effects, wet surfaces, and other 
environmental nuances. By addressing these complexities, the 
paper aims to elevate the discourse on automated road damage 
detection and present a robust, scalable, and efficient solution. 

In doing so, this paper positions itself at the intersection of 
advanced deep learning paradigms and pressing infrastructural 
challenges. It aspires not just to contribute to academic 
discourse but also to catalyze tangible shifts in how road 
maintenance authorities across the globe approach the 
monumental task of road upkeep and safety assurance. By 
marrying the Mask R-CNN model's capabilities with the real-
world demands of road damage detection, this study embarks 
on a journey to redefine the standards of road infrastructure 
management in the age of artificial intelligence. 

II. RELATED WORKS 

The journey of automating road surface damage detection 
has been a progressive one, punctuated by incremental 
innovations and paradigm shifts. As this research navigates the 
waters of the Mask R-CNN model for real-time road surface 
damage detection, it is imperative to contextualize its approach 
within the broader framework of previous efforts in this 
domain. This section endeavors to provide a comprehensive 
review of related works, elucidating the trajectory of 
technological advances that have shaped the discourse on 
automated road damage detection. 

A. Traditional Image Processing Techniques 

The inception of automated methodologies for road surface 
damage detection is deeply rooted in traditional image 
processing techniques. In the nascent stages, simple, yet 
effective algorithms such as edge detection, thresholding, and 
morphological operations were employed to discern road 
anomalies, primarily cracks and potholes. Pioneering research, 
exemplified by the work of [13], and made strides in this 
domain by harnessing wavelet transforms for enhanced crack 
detection. While these early techniques represented a 
significant leap from manual inspection, they were not without 
their limitations. Particularly, their susceptibility to variable 
environmental conditions, such as fluctuating lighting and 
shadows, frequently resulted in a high rate of false positives. 
Consequently, despite their foundational contributions, it 
became evident that more sophisticated approaches were 
needed to achieve the precision and reliability demanded by 
real-world applications in road maintenance. 

B. Machine Learning and Pattern Recognition 

Transitioning from the foundational image processing 
methodologies, the domain witnessed a paradigm shift with the 
advent of machine learning and pattern recognition techniques. 
Here, the emphasis transitioned from raw image manipulation 
to extracting discernible features, which could then be 
classified using algorithms. A seminal contribution in this 
realm was made by [14], who adeptly combined texture-based 
feature extraction with Support Vector Machines (SVM) to 
pinpoint road cracks. This strategy elevated the accuracy of 
detection substantially. However, it also introduced the 
intricacy of manual feature engineering, a labor-intensive 
endeavor with potential for inconsistencies. Despite the 
undeniable advancement in damage detection these methods 
brought about, the challenges they posed emphasized the need 
for more automated and adaptive solutions, paving the way for 
the exploration of deep learning techniques in subsequent 
research. 

C. Deep Learning and CNNs 

The renaissance of neural networks, especially 
Convolutional Neural Networks (CNNs), ushered in a new era 
for road damage detection. The beauty of CNNs lies in their 
ability to automatically learn features from raw image data 
without explicit manual feature engineering. Significant 
contributions in this realm include the work of [15], who 
developed a road damage detection and classification system 
based on deep CNNs. Their model was not only adept at 
identifying damages but also categorizing them into types like 
cracks, potholes, and patches. However, while CNNs were 
proficient in classifying damaged regions, delineating the exact 
boundaries of these damages remained a challenge. 

D. R-CNN and its Evolution 

The introduction of Region-based Convolutional Neural 
Networks (R-CNN) signaled a quantum leap in object 
detection tasks. R-CNN and its evolutionary offshoots, Fast R-
CNN and Faster R-CNN, integrated region proposal networks 
with CNNs, allowing precise object localization within images 
[16-18]. In the context of road damage detection, this meant an 
enhanced ability to identify and demarcate specific damaged 
regions within a broader road image. The works of [19] stand 
testament to the efficacy of Faster R-CNN in detecting and 
segmenting road damages. 

E. Instance Segmentation with Mask R-CNN 

Delving deeper into the world of object detection, the Mask 
R-CNN model emerged as a revolutionary tool, bringing the 
nuance of instance segmentation to the fore. Building upon the 
foundation laid by its predecessors, the Faster R-CNN, the 
Mask R-CNN transcended mere object localization, offering 
pixel-wise mask prediction for each identified entity within an 
image [20]. This level of granularity made it an optimal 
candidate for tasks requiring meticulous delineation, such as 
road damage detection. Early explorations into the model's 
applicability, highlighted by studies like those of [21], 
exhibited promising outcomes. The ability of the Mask R-CNN 
to pinpoint and define road surface anomalies with precision 
underscored its potential to set a new benchmark in the 
domain, promising a convergence of accuracy and granularity 
hitherto unseen in earlier methodologies. 
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F. Real-Time Detection Challenges 

While the evolution of detection techniques marked notable 
advancements, the exigencies of real-time processing remained 
a pivotal concern. The operational demands of road 
maintenance necessitate not just accuracy, but also timeliness 
in damage detection. Architectures like YOLO (You Only 
Look Once) and SSD (Single Shot MultiBox Detector), as 
elucidated by researchers such as [22-23], respectively, 
heralded solutions emphasizing real-time object detection. 
Though not tailored explicitly for road anomalies, the 
underlying principles of these frameworks provide invaluable 
insights. They spotlight the intricate balance and potential 
trade-offs between detection speed and accuracy. Such 
considerations are paramount when envisioning a model that 
operates in dynamic real-world settings, reinforcing the need 
for an optimal blend of precision and promptness in any 
prospective road damage detection system. 

G. Adaptive Learning and Transfer Learning 

With vast and diverse road networks, training models from 
scratch becomes computationally expensive. The concept of 
transfer learning, where models pre-trained on large datasets 
are fine-tuned for specific tasks, gained traction. The author in 
[24] explored transfer learning for road damage detection, 
leveraging models initially trained on datasets like ImageNet 
and adapting them to the specific nuances of road images. 

In synthesizing the above, one discerns a clear trajectory: 
from basic image processing to the intricacies of deep learning, 
and from the broad strokes of object detection to the finesse of 
instance segmentation. This research positions itself at this 
evolving frontier, seeking to harness the potential of Mask R-
CNN, not just in terms of detection accuracy but also in 
meeting the demands of real-time processing. 

III. MATERIALS AND METHODS 

A comprehensive review of pertinent literature underscores 
the unparalleled efficacy of deep convolutional neural 
networks (DCNNs) in current scholarly investigations. A 
pivotal initial step involves segmenting roadway imagery to 
demarcate relevant classes, crucial for defect identification. 
Presently, CNN architectures, such as the SegNet [25] and U-
Net [26], are gaining traction for their effectiveness in this 
domain. The challenge arises from the subtle grayscale 
variations in road imagery and the minimal contrast between 
the intended subject and its backdrop, compounded by 
incidental noise and unrelated elements. To navigate these 
challenges, a fully convolutional neural network (FCNN) 
employing an "encoder-decoder" configuration is utilized, 
yielding a binary output image [27]. The FCNN bifurcates into 
a convolutional segment—transforming the primary image into 
a feature-rich representation—and a segment producing the 
segmented output from these features. This architecture 
encompasses a series of convolutional strata, augmented by 
filters and subsequent sub-discretization tiers. By integrating 
upsampling with convolutional stages, the architecture 
reconstructs the initial image dimensions, subsequently crafting 
a likelihood matrix. 

The CrackForest dataset comprises 117 snapshots, 
partitioned into training, testing, and validation subsets. For 
each image, 64x64 segments are extracted arbitrarily from both 
training and test sets. Image quality amplifies with gamma 
correction, enhancing neural network performance. A 95:5 
ratio, emphasizing defects constituting at least 5% of the 
image, is deemed optimal. With 15,200 training fragments 
juxtaposed against 3,968 test fragments, the balance is deemed 
propitious for the deep learning process. The network's 
evaluation employs intersection over union metrics, 
complemented by binary similarity metrics. Weight 
initialization within FCNN layers leverages the Glorot 
technique, normalizing each layer's input distributions, thus 
mitigating internal covariance shifts. Optimization ensues via 
the Adam optimizer. Research concludes that an optimal 25-
epoch training duration—split between an initial 5 epochs and 
a subsequent 20—is effective. Execution of the FCNN 
blueprint leverages both Keras and TensorFlow platforms. 
Upon training completion, the artificial neural network 
undergoes rigorous testing and validation using sample data. 

In this study, an enhanced methodology trained existing 
Mask R-CNN models via TensorFlow's Object Detection API, 
aiming to augment road defect detection efficiency. These 
refined models subsequently underwent rigorous evaluations 
utilizing meticulously curated annotation datasets. 

H. Data Collection and Preparation 

Traditionally, road surface damage detection relied on 
aerial images or imagery sourced from vehicle-mounted 
cameras. Aerial imaging poses practical challenges due to the 
intricacies involved in capturing such images, restricting its 
widespread application. Conversely, using imagery derived 
from vehicle-mounted cameras offers more pragmatic utility, 
considering the ease of data acquisition. This positions 
commonly available devices, like smartphones, as potential 
tools for damage detection, whether the processing occurs in 
situ or is offloaded to a remote server. Consequently, we 
developed a unique dataset encompassing six distinct 
categories of road damage, with each image meticulously 
annotated by hand. 

Fig. 1 presents a visual guide to the diverse damage types, 
denoted by specific class names such as D20. The subsequent 
illustrative table segregates these damages into six primary 
categories, distinguishing between cracks and other 
deformities. Crack-based damages further bifurcate into linear 
and alligator cracks, while other categories span potholes, ruts, 
and anomalies like faded lane markings. Notably, the breadth 
of damage categories explored in our study outstrips the 
limited scopes of prior works. For instance, the approach 
proposed by [28] merely detects potholes under the D40 label, 
while Jana et al. [29] differentiates damages strictly as 
longitudinal or transverse. Further, preceding deep learning 
studies [30-33] primarily focus on identifying the mere 
presence or absence of damage. 
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a) Damage class ―D00‖  

Open hatches 

b) Damage class ―D01‖ 

Construction of the connecting part 

 
c) Damage class ―D20‖ 

Partial asphalt pavement 

d) Damage class ―D40‖ 

Potholes, broken concrete, road cracks 

 
e) Damage class ―D43‖ 

Blurring a road crossing 

f) Damage class ―D44‖ 

Blurring the dividing lines 

Fig. 1. Road damage photos and classes for a model training. 

I. Annotation and Classification for Enhanced Damage 

Detection 

To facilitate a refined categorization, our annotation data 
delineates 12 distinct classifications of road damage and 
associated features captured in the photographs. The Microsoft 
Visual Object Tagging Tool (VoTT) was instrumental in 
annotating these color images. Within each image, specifically 
its lower two-thirds, every discernible feature within our 
predefined classes was segmented and appropriately labeled. 
Table I elucidates the compiled annotation data. 

Among these classifications, ―Scratches on Markings‖ 
emerged as the most prevalent, boasting 3,360 segments. This 
was closely followed by "Linear Cracks" at 3,080 segments. 
On the rarer end, "Grid Cracks in Patchings" registered the 
least at 252 segments, succeeded by ―Stains‖, ―Manholes‖, and 

―Potholes‖. For analytical rigor, the data segments were 
stratified into training, validation, and testing datasets at a 
proportion of 0.6:0.2:0.2, respectively. 

In our comprehensive research, we established a refined 
taxonomy of annotation data that encompasses 12 unique 
classifications pertinent to road damage and its corresponding 
features as depicted in the photographic evidence. The 
intricacies of the annotation process were adeptly managed 
using the Microsoft Visual Object Tagging Tool (VoTT), 
which proved pivotal for effective categorization within the 
color images. A keen focus was directed towards the inferior 
two-thirds of each image. Within this portion, every feature 
that aligned with our pre-established categories was diligently 
segmented and given an appropriate label. For a detailed 
scholarly overview, readers are directed to Table I, which 
presents a thorough synthesis of the amassed annotation data. 
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TABLE I. ROAD IMAGES ANNOTATION DATA 

Class ID Classes Training Validation Testing Total 

1 Linear crack 3080 660 660 4400 

2 Grid crack 658 141 141 940 

3 Pavement joins 854 183 183 1220 

4 Patchings 448 96 96 640 

5 Fillings 1344 288 288 1920 

6 Pot-holes 406 87 87 580 

7 Manholes 336 72 72 480 

8 Stains 266 57 57 380 

9 Shadow 1190 255 255 1700 

10 Pavement markings 1414 303 303 2020 

11 Scratches on markings 3360 720 720 4800 

12 Grid crack in patchings 252 54 54 360 

0 Total 13608 2916 2916 19440 

Among these classifications, ―Scratches on Markings‖ 
emerged as the most prevalent, boasting 3,360 segments. This 
was closely followed by "Linear Cracks" at 3,080 segments. 
On the rarer end, "Grid Cracks in Patchings" registered the 
least at 252 segments, succeeded by ―Stains‖, ―Manholes‖, and 
―Potholes‖. For analytical rigor, the data segments were 
stratified into training, validation, and testing datasets at a 
proportion of 0.6:0.2:0.2, respectively. 

IV. PROPOSED NETWORK 

In pursuit of an integrated solution for crack identification 
and their granular pixel-wise delineation, the contemporary 
Mask R-CNN convolutional network architecture was chosen. 
Delving into its foundation and operational mechanics, one 
finds that the Mask R-CNN is rooted in a lineage of 
convolutional neural networks designed for localized region 
processing. This lineage encompasses the Region-based 
Convolutional Neural Network (R-CNN), its subsequent 
iterations in Fast R-CNN, and the even more refined Faster R-
CNN. 

Fig. 2 portrays our adoption of the Mask R-CNN 
architecture tailored for road surface damage identification. At 
its core, the Mask R-CNN framework is intrinsically intricate 
in its block configuration. The initial phase involves the input 
image being processed through the network, highlighting a 

feature map. Common feature extractors employed for this 
purpose include VGG-16, the 50-layer Residual Neural 
Network (ResNet50), and the more extensive 101-layer 
Residual Neural Network (ResNet101), with layers focused on 
classification being omitted. An evolutionary distinction of this 
architecture, setting it apart from earlier iterations, is the 
incorporation of the Feature Pyramid Network (FPN) 
methodology. This technique is pivotal in harvesting feature 
maps across varied scales. Within this paradigm, consecutive 
layers of the network, characterized by descending dimensions, 
are perceived as a stratified "pyramid", where lower tier maps 
are high-resolution, and the apex tiers possess enhanced 
semantic abstraction. 

Post this feature map extraction, the Region Proposals 
Network (RPN) segment takes center stage. Its primary 
objective is to pinpoint hypothesized regions within the image 
that potentially harbor objects. This is achieved by sliding a 
3x3 neural network window over the feature map, with the 
output anchored on predefined 'k anchors' – essentially 
frameworks with specified dimensions and orientations. For 
every such anchor, the RPN forecasts the object's presence and, 
if detected, fine-tunes the coordinates of the object's bounding 
box. This stage's ultimate goal revolves around spotlighting 
regions brimming with potential object presence. 
Consecutively, overlapping regions are eliminated, courtesy of 
the non-maximum suppression operation. 

 

Fig. 2. Proposed mask R-CNN model for road surface damage detection. 
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In the subsequent phase, the Region of Interest (ROI) Align 
mechanism comes into play, selecting values pertinent to these 
regions from the feature maps and standardizing them to a 
uniform size. These harmonized values then undergo final 
processes including classification, adjustment of bounding box 
coordinates, and mask prediction. Notably, the emergent mask, 
despite its considerably diminished size, retains real values. 
Once the mask is scaled congruent to the object's dimensions, 
the precision achieved is commendable. 

V. EVALUATION 

To ascertain the efficacy of the suggested model, it's 
evaluated against key metrics, specifically the mean average 
precision (MaP) and the average recall (AR), both scrutinized 
at varying thresholds of intersection over union (IoU). In 
scenarios involving classification paired with object 
localization and detection, the ratio derived from the areas of 
the bounding boxes frequently serves as a determinant metric, 
reflecting the accuracy of the bounding box placement. 

Embedded within the Mask RCNN is a region proposal 
network layer, adept at executing parallel inferences 
concerning class categorization, segmentation, and mask 
territories, leading to a resultant of six distinctive loss metrics. 
Complementing these inherent model-specific metrics, both 
average precisions and average recalls, benchmarked at an IoU 
value of 0.5, are employed across all twelve delineated road 
object categories, as referenced in [34]. 

)(

)(
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BAS
IoU






  (1) 

Given A as the forecasted bounding box and B as the 
reference bounding box, the Intersection over Union (IoU) 
serves as a metric. The IoU value stands at zero when the 
bounding boxes do not intersect, and reaches its zenith of one 
when the bounding boxes perfectly coincide. 

A pivotal aim of evaluation is maximizing the detection of 
instances within a given population using a screening method. 
It's imperative that false negatives are curtailed, even if it 
necessitates an uptick in false positives. This emphasis 
necessitates the careful consideration of three fundamental 
metrics: the true positive rate (TPR), false positive rate (FPR), 
and overall accuracy (ACC). Within the realm of medical 
terminologies, TPR often finds its synonym in sensitivity 
(SEN) and is represented as seen in equation (2), as 
documented in [35]. 

P

TP
SENTPR 

  (2) 

Let TP represent the count of true positives, while P 
signifies the total positive instances in the dataset. 

The quantification of the subsequent metric, the false 
positive rate, is articulated in equation (3), as delineated in 
[36]: 

N

FP
FPR 

  (3) 

Where N denotes the aggregate count of negative cases in 
the population and FP symbolizes the number of false 
positives. Furthermore, the true negative instances are also 
represented by N. However, a more intuitive understanding of 
this metric is the fraction of true negatives out of the actual 
negative cases. In medical terminology, this metric is often 
referred to as specificity (SPEC), articulated as equation (4), as 
cited in [37]: 

FPR
N

TN
SPECTNR  1

 (4) 

Ultimately, the metric of accuracy encapsulates the 
equilibrium between true positive and true negative outcomes. 
This metric becomes particularly insightful when there exists 
an imbalance between positive and negative instances within 
the dataset. This is quantitatively represented in equation (5), 
as referenced in [38]: 

NP

TNTP
ACC






  (5) 

VI. EXPERIMENTAL RESULTS 

Within this segment, the experimental findings are 
bifurcated into two distinct subsections. The initial subsection 
elucidates the results pertaining to road damage detection, 
followed by an exposition on road damage segmentation 
outcomes. The subsequent section delves into the real-time 
performance of the proposed model, accompanied by visual 
demonstrations. This encompasses both original imagery and 
annotated representations of road conditions. In the third 
subsection, a comprehensive assessment of the model is 
presented, detailing evaluative metrics such as precision, recall, 
and F-score for the respective categories of road surface 
impairments. 

A. Road Damage Detection Results 

Leveraging the intricacies of the Mask R-CNN 
architectural framework, we developed a nuanced system 
tailored for road damage detection. This state-of-the-art 
approach is adept at swiftly and accurately discerning multiple 
forms of roadway degradation, encompassing anomalies like 
cracks and spalling, as evidenced in the images procured using 
digital photographic equipment. To facilitate an insightful 
understanding and comparison of the system's performance, 
Table II meticulously catalogs the results of the damage 
detection endeavor. This tabulation emphasizes evaluative 
metrics, notably precision, recall, and the F1-score, 
underscoring the robustness and precision of the devised 
methodology. 

B. Road Damage Detection Results 

In the process of isolating the segment of the image 
associated with the roadway, pixels within the road mask are 
accentuated. Subsequently, an 8-connected region search 
algorithm is employed on the resultant binary mask. The region 
boasting the highest pixel count is subsequently identified as 
the coverage mask, as depicted in a gray shade in Fig. 3. 
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TABLE II. EVALUATION OF THE PROPOSED METHOD BY CLASSES 

Model Precision Recall 
F1-

score 

Proposed model 0.9214 0.9876 0.9571 

Fully convolutional encoder–decoder 

network [39] 
0.9130 0.9410 0.9270 

Deep learning-based semantic segmentation 

[40] 
0.8340 0.6855 0.7524 

UNet-based concrete crack detection 
CrackUnet19 [41] 

0.9145 0.8867 0.9004 

Two-step light gradient boosting machine 

[42] 
0.6801 0.7578 0.6950 

Semantic segmentation using deep learning 
[43] 

0.4044 0.7847 0.4994 

Automated vision-based detection [44] 0.9236 0.8928 0.9079 

 

Fig. 3. Marked up road images. 

To assess the proficiency of the devised methodology for 
defect detection, a curated dataset comprising 50 authentic 
images showcasing road cracks was meticulously assembled. 
Fig. 4 juxtaposes the outcomes of manual crack delineation 
against the segmentation outcomes achieved through the 
proposed neural network's granular pixel-wise selection on an 
actual image. 

 

Fig. 4. Marked up pixel-wise selection of road images. 

Fig. 5 presents the outcomes of model evaluation over 100 
epochs. In Fig. 5, the accuracy and validation accuracy of the 
advanced model are delineated. It can be inferred from the data 
that our model achieves an approximate accuracy of 90% 
within 60 epochs, indicative of its robustness and applicability 
in real-world scenarios. 

Fig. 6 depicts the training and validation loss associated 
with the model. The observed minimal loss suggests that the 
model is poised to commit minimal errors in practical 
applications. 

 

Fig. 5. Accuracy in road damage detection. 

 

Fig. 6. Loss in road damage detection. 

Various strategies employing deep learning paradigms aim 
to enhance road safety. Contemporary research offers 
innovative solutions to this issue [45]. For instance, [46] 
introduced a Vehicle Re-Identification technique to address 
challenges stemming from significant intra-class variances due 
to changing vehicle viewpoints during motion and pronounced 
inter-class resemblances due to analogous appearances. Our 
model is tailored to identify road surface imperfections using 
smartphone cameras or any equipment capable of capturing 
real-time road footage. Based on the results from the conducted 
experiments, it can be posited that deep learning techniques 
hold promise in addressing road safety and security challenges. 

Table III presents the metrics associated with the model 
concerning bounding boxes and segmentation masks. For 
bounding boxes, the metrics for mAP at various IoU thresholds 
(IoU=.50:.05:.95), mAP (IoU=.50), and mAP (IoU=.75) 
register as 0.2432, 0.4382, and 0.2482, respectively. In 
contrast, these metrics for segmentation masks are discerned to 
be 0.1600, 0.3257, and 0.1279, marking a noticeable decline. 
The Precision mAP (small) for minuscule objects manifests as 
markedly lower values, being 0.0365 and 0.0133 for bounding 
boxes and segmentation masks, respectively, especially when 
juxtaposed against the Precision mAP for larger and medium-
sized entities. The Average Recall metrics for small, medium, 
and large entities on bounding boxes are quantified as 0.1166, 
0.3132, and 0.4717 respectively, whereas the corresponding 
values for segmentation masks are 0.1021, 0.2528, and 0.2732. 
Pertaining to our designated damage categories such as linear 
cracks (denoted as Crack1), grid cracks (labelled as Crack2), 
potholes, scratches on road markings, and grid cracks in 
surface repairs, the detection precision metrics at an IoU 
threshold of .50 are 0.4085, 0.4958, 0.5714, 0.5934, and 
0.4000, respectively. 
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TABLE III. EVALUATION OF THE PROPOSED METHOD BY CLASSES 

Classes 
Precision @ 0.5 IoU 

(Bounding box) 

Recall @ 0.5 IoU 

(Bounding box) 

Recall @ 0.5 IoU 

(Segmentation) 

Recall @ 0.5 IoU 

(Segmentation) 

Linear crack 0.5383 0.3847 0.3583 0.2639 

Grid crack 0.6256 0.7140 0.5920 0.6744 

Pavement joins 0.4900 0.5179 0.2498 0.2531 

Patchings 0.7644 0.5584 0.8161 0.5843 

Fillings 0.6071 0.4667 0.3040 0.2528 

Pot-holes 0.7012 0.4155 0.7012 0.4155 

Manholes 0.9596 0.8798 0.9596 0.8798 

Stains 0.1798 0.1484 0.1191 0.1282 

Shadow 0.5273 0.4317 0.3285 0.2713 

Pavement markings 0.7522 0.7460 0.5065 0.5002 

Scratches on markings 0.7232 0.7531 0.4863 0.4944 

Grid crack in patchings 0.5298 0.2474 0.7298 0.3063 

VII. CONCLUSION 

This research delved deeply into the realm of road surface 
damage detection, harnessing the potential of the Mask R-CNN 
architecture. The imperative need to develop robust, accurate, 
and real-time systems for detecting and classifying road 
damages stems from the crucial role such systems play in 
ensuring roadway safety and aiding in timely maintenance. A 
cornerstone of infrastructure management, road health 
significantly impacts both economic metrics and public safety. 

The Mask R-CNN model showcased its prowess in 
detecting various types of surface damages with commendable 
precision. Emphasis was placed on understanding its structural 
nuances and ensuring optimal parameter selection to refine the 
resultant models. Features like the Region Proposals Network 
and the integration of the Feature Pyramid Network brought 
depth and versatility to the proposed method, allowing it to 
contend with complex road scenarios. 

Key metrics used in assessing the model, including mAP 
and Average Recall across varying IoU thresholds, offered 
insightful perspectives into the model's performance. The 
observed results were heartening, with the model showcasing 
proficiency, especially in differentiating between minor and 
significant road damage categories. 

Comparative analyses with extant literature reinforced the 
efficacy of the proposed approach, especially considering the 
challenges posed by real-time, on-ground situations. The 
model's capacity to work with images and footage from 
commonplace devices, such as smartphones, stands testament 
to its applicability in real-world scenarios, democratizing road 
damage detection to a broader user base. 

In summation, while the world of deep learning and neural 
networks continues to evolve, the application of these 
technologies in solving pertinent, real-world challenges, as 
showcased in this study, remains paramount. The presented 
work not only contributes a robust solution to road surface 
damage detection but also lays down a pathway for further 
refinement and innovation in the domain. As future directions, 
the integration of more advanced architectures and real-time 
response mechanisms can further elevate the impact and utility 
of such systems in global infrastructure management. 
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Abstract—Osteoporosis commonly diagnosed as a bone 

disorder that affects the significant portion of the population. 

The Dual X-ray Absorptiometry (DXA) is one of the most 

accepted standard methods of analyzing the bone disorder, but it 

is exorbitant. However X-ray is a cost effective, therefore the 

proposed work introduces a new technique to improve 

osteoporosis detection and classification of femur bone X-ray 

image. The spectral based sub band images texture features are 

used to analyze the Region Of Interest (ROI) femoral head 

trabecular bone. A spectral domain based on the Two-

Dimensional Discrete Wavelet Transform (2D-DWT) is used to 

represent variations in finer details in the image. Trabecular 

femur bone texture is determined only by horizontal, vertical, 

and diagonal sub bands of DWT coefficients.  The sub band 

images are further enhanced by applying the maximum response 

filter (MRF) at different scales, thereby enhancing the most 

significant responses. Consequently, the sum of the MRFs of 

different scale images is considered as the supervised database. 

To detect osteoporosis, the test and supervised images are 

analyzed to calculate two significant attributes such as Zero 

Mean Normalized Cross-Correlation (ZMNC) and Sum Squared 

Difference (SSD). Based on experimental results, the 

performance metrics measure is improved in all aspects over 

current methods. 

Keywords—Classification; feature; femur; images; normal; 

osteopenia; osteoporosis; texture 

I. INTRODUCTION 

This The disease osteoporosis causes loss of bone density 
and increases the risk of fractures in millions of people 
worldwide [1][2]. Debilitating fractures can be effectively 
managed and prevented with early detection. Osteoporosis is 
often diagnosed with X-ray imaging, but traditional methods 
often rely on visual assessment, which may be subjective and 
subject to human errors [3]. A Convolution Neural Network 
(CNN) model was used to assess osteoporosis based on hip 
radiographs. An ensemble model with clinical covariates was 
also investigated [4]. From a single Dual-Energy X-Ray 
Absorptiometry (DXA) image of the proximal femur, 
reconstruct both the 3D bone shape and the Three Dimension 
Bone Mass Density (3D-BMD) distribution [5]. A set of 
Quantitative Computed Tomography (QCT) scans, a statistical 
model of the combined shape and BMD distribution is 
constructed to detect osteoporosis [6]. A method of estimating 
the apparent physical BMD of the proximal femur from CT 
images with good accuracy when evaluating post-menopausal 

osteoporosis. The proximal femur radiographs were analyzed 
using Gabor filters, wavelet transformations, and fractal 
dimensions-based texture analysis methods to identify 
osteoporosis [7]. The volumetric estimation of femur bone 
based on an x-ray image using a computer-based algorithm to 
detect osteoporosis [8]. A comparison of BMD of CT scan and 
BMD revealed a difference of 4.53 percent in volume. An 
analysis was conducted to examine how they related with 
BMD and anthropometric factors such as height and weight 
[9]. In recent study, 34% of Indian women had osteoporosis 
and 20% had osteopenia, respectively. The study measured the 
energy of the proximal femur trabecular bone as a result of 
osteoporosis postmen pause using dual-tree complex wavelet 
transforms (DT-CWT) [10]. DT-CWT has been successfully 
used to analyze the trabecular pattern on the right proximal 
femur on radiographs. The Gabor filter was used to calculate 
features from the trabecular pattern recorded on proximal 
femur radiographs in the assessment of osteoporosis [11]. In 
order to justify the classification result, Singh indexes of 
trabecular pattern are used. An expert system designed for 
diagnosing osteoporosis based on measuring bone texture using 
fuzzy X-ray images [12]. A fuzzy X-ray imaging technique 
analyzes trabecular bone texture and thus calculates bone 
density by combining resolution enhancement algorithms and 
edge detection algorithms. Both algorithms are efficient at 
calculating disease severity. An image of a femur bone can be 
classified using morphometric features from the image 
segmented [13]. The femur bone structure is segmented using 
active contour method from a 2D X-ray radiograph and 
morphometric measurements are calculated in pixel values for 
head diameter, head height, neck diameter, and 
intertrochanteric distance in the proximal femur and neck. 
Several images of patients with osteoporotic, osteopenia, and 
normal conditions are collected using computer tomography 
(CT) [14]. MIMICS software is used to analyze the condition 
more effectively. Initially, the images must be imported into 
the MIMICS software for analysis. An effected, normal femur 
bone is generated in 3D by MIMICS software and osteopenia 
and normal patients can use the analysis as a precaution. 
Gradient Harmony Search (GHS) optimization based deep 
networks are used for classification [15]. A Harmonic Search 
(HS) algorithm is incorporated with a Gradient Descent (GD) 
algorithm is used to build GHS. Utilizing machine learning and 
image processing techniques to detect early-stage fractures 
caused by osteoporosis in femur image [16]. The Fracture Risk 
Assessment tool (FRAX) calculations were performed 
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retrospectively on 560 volunteers (age at least 50 years) who 
underwent hip-spine X-rays, BMD scans and FRAX tool 
calculations [17]. To determine whether Cortical Thickness 
Index (CTI) and Canal Flare Index (CFI) are used to calculate 
neck BMD (nBMD) on anteroposterior radiographs, both 
indices were measured on anteroposterior radiographs. Based 
on characterization of BMD and trabecular bone 
microarchitecture, an automated approach was developed to 
predict biomechanical bone strength in proximal femur 
specimens [18]. As a diagnostic biomarker for osteoporosis 
diagnosis, tracking disease progression, and evaluating the 
response to therapeutic intervention, the automated and 
objective way trabecular bone microarchitecture is analyzed, 
and the subsequent redaction performance achieved suggest 
that it may be utilized in this manner. Two Deep learning 
Convolution Neural Networks (DCNNs) i.e., Alex Net and 
Google Net were trained on anteroposterior hip radiograph 
images to detect risk in the neck of femur [19]. Feasible 
element analysis (FEA) of the hip guided by high-resolution 
magnetic resonance imaging (MRI) has been developed to 
assess subject-specific bone strength [20]. If technique is 
further validated, management of hip fracture risks in the clinic 
may be useful. Researchers evaluated the involvement of spinal 
and hip flexion discordances in Korean patients with a typical 
femoral fractures and femur neck fractures [21]. Discordances 
might be affected by osteoporotic fracture locations. Using 
conventional radiographs obtained for various indications, a 
robust opportunistic screening tool for osteoporosis and 
fracture risk assessment was demonstrated to provide xertebral 
compression fractures detection, BMD estimation, and fracture 
risk estimation in a fully automated manner [22]. In assessing 
fracture risk, parameters and their interactions are analyzed 
[23]. In a multiple regression analysis, bone density and the 
loading directions in a sideways fall have been considered as 
independent variables along with the fracture risk index as a 
dependent variable. As independent variables, angle about the 
femoral neck axis at the coronal and transverse ends of the 
shaft was measured in both coronal and transverse planes. In 
the interaction analysis of parameters, bone density appears to 
have a greater effect on fracture risk. Although analyzing the 
current techniques for detecting osteoporosis in femur images 
helps to a definite conclusion, while several challenges remain, 
there is a need for the work to be advanced. To produce more 
comprehensive work and enhance system performance, a new 
approach of osteoporosis detection in femur image based on 
spectrum analysis is introduced in this work. 

II. METHODOLOGY FOR PROPOSED WORK 

The Fig. 1 illustrates the proposed work analysis is on the 
basis of spectral domain, 2D-DWT spectral domain analysis  is 
introduced to  analyze texture features of the X-ray of ROI 
femur images, offering valuable insights beyond the visual 
representation. 

An analysis of the spectral features of image texture in two 
dimensions is carried out by one level decomposition of 2D-
DWT [24][25]. Detecting osteoporosis involves two steps: the 
first is analyzing texture features on ROI images of femur 
bones and then deciding whether the given test image is normal 
(healthy bone) or abnormal (osteopenia or osteoporosis). By 
focusing on Horizontal Coefficients (HC), Vertical 

Coefficients (VC), and Diagonal Coefficients (DC), the feature 
dimension in 2D-DWT can be reduced substantially. As a 
result, the proposed system model can detect bone diseases 
effectively with this reduced set of image texture. Ultimately, 
this work aims to obtain meaningful information from texture 
features by using symmetric wavelet family. With wavelet 
transformations, extracting texture information at different 
directions depending on how it is oriented. Further the image 
texture analysis of 2D-DWT is executed using MRFs at 
different scales. In order to classify normal or abnormal 
images, test and supervised images are matched based on 
attributes of ZMNCC and SSD of MRFs. 

2D-DWT
ROI Femur 

Image
Maximum 

Response

Filters

Abnormal

Image Texture 

Supervised Data Base

Test

Image Texture Matching Decision

Normal

 

Fig. 1. Block schematic for the suggested work. 

A. Two Dimension Discrete Wavelet Transform 

The 2D-DWT is a versatile and powerful tool for analyzing 
and processing 2D data like images, and its significance be 
situated in its capability to provide a compact and meaningful 
representation that facilitates various texture analysis in 
spectral domain. There were four sub band images in a one 
level decomposed 2D-DWT is illustrated in Fig. 2. Rows of the 
input image matrix are first transformed with an LPF and HPF, 
then its columns are treated with an LPF and HPF to produce 
sub band images are like approximation coefficients i.e., AC 
and three detail sub band images like HC, VC, and DC 
correspond to horizontal, vertical, and diagonal coefficients, 
respectively and each sub band images size are quarter of the 
input image. All three detail coefficients are represented half-
resolutions of the input image and edge variations are almost 
exclusively visible in these three images. These three sub band 
images are considered in this study because of their texture 
information gives significant variations of intensity for 
analyzing the trabecular micro architecture of the femur bone. 

The Symlet-4 wavelet is the basis function used in this 
work, due to its higher-scale detail coefficients are captured as 
finer details and texture patterns, while lower-scale detail 
coefficients capture broader texture patterns. The Symlet-4 is a 
type of wavelet that is used due to its balance between compact 
support and frequency localization. The sym in Sym4 stands 
for symmetric, which means that it has a symmetric shape. It is 
like Daubechies wavelets but have slightly different properties. 
The significance of using the Symlet-4 wavelet for image 
texture analysis lies in its ability to capture both low-frequency 
and high-frequency information effectively. 

B. Two-Dimensional Maximum Response Filter 

A two-dimensional maximum response filter (2D-MRF) is 
introduced in this work to extract fine and coarse detail 
information of HC, VC and DC and its kernel is based on  a 
Gaussian filters [26][27] at different scales. Each pixel location 
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must be analyzed in order to obtain the response values, first 
convolve the image with the Gaussian filter at multiple scales. 
Thus, the filtered output is calculated by taking the maximum 
value from the responses for each pixel location. 

HPF

LPF ↓2

↓2

HPF

LPF

HPF

LPF

↓2

↓2

↓2

↓2
Horizontal Filtering

Vertical Filtering

AC
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VC

DC

 

Fig. 2. First level 2D-DWT decomposition structure. 

The MRF can help improve the robustness of feature 
extraction methods to noise and variations in the image. By 
emphasizing the most prominent responses and suppressing 
less significant ones, the filter helps in reducing the influence 
of noise or unwanted artifacts on the extracted features. The 
MRF can exhibit scale properties i.e., it can be effective in 
detecting the same pattern at different scales within the image. 
It helps in reducing the computational load by focusing on the 
most relevant features, this results in a faster processing and 
analysis of image datasets. Eq. (1) is the 2D-MRF using a 

Gaussian function, given an input sub band images ( , )BS x y , 

which are HC, VC and DC. 

2 2

2

( )

(2 )

2

1
( , )

(2 )

x y

G x y e 



 



  (1) 

However, the Gaussian filter is characterized by a standard 
deviation, which is a scaling factor of the filter to compute the 
response values at each pixel location in the image i.e., where 
is the different scales and perform convolution operation (   ) 

between the image and the Gaussian filter at multiple scales 
shown in (2). 

( , , ) ( , ) ( , , ) V BR x y S S x y G x y S 
  (2) 

Each pixel location is evaluated at multiple scales after 
obtaining the response values, a maximum response filter 
selects the response value that is the highest i.e., from the set of 
responses for each pixel demonstrated in (3). 

 ( , ) ( , ,1), ( , , 2),....., ( , , )max V V VR x y max R x y R x y R x y S
 (3) 

The total number of scales used in this work are two 
different sets i.e., [0.3, 0.6, 0.9] and [5, 10, 15] to get fine and 
coarse detailed texture information respectively. Finally, the 

filtered output ( , )oF x y  as in (4) represents the maximum 

pixel value at each location. 

( , ) ( , )o maxF x y R x y
  (4) 

The MRFs process efficiently highlights the most salient 
features across different scales and emphasizes significant 
structures while suppressing less important ones. The scale 

values determine the filter output i.e., Gaussian filter standard 
deviation (  ) can be adaptable to for fine and coarse image 

texture requirements. The total texture image ( , )IT x y  is a 

supervised image texture data in this proposed work, its value 

is calculated at each pixel location ( , )x y  in the image using 

the following algorithm. 

Algorithm : Determination of fine and coarse texture image 

information 

Step1: Fine texture analysis  

            Find, 
1( , ) ( , )maxF x y R x y  

            ( , ) ( , ,0.3), ( , ,0.3), ( , ,0.3)max H V DR x y max R x y R x y R x y
 

            
The  ( , ,0.3)HR x y  is filter response due to HC input   

             at 0.3 scale, the ( , ,0.3)VR x y   is  filter       response     

             due to VC  input at  0.3 scale   and  ( , ,0.3)DR x y  is   

             filter response  due  to DC  input  at 0.3  scale. 

             Similarly, find  
2( , ) ( , )maxF x y R x y  at 0.6 scale   

              and  
3( , ) ( , )maxF x y R x y

 
 at 0.9  scale. 

Step 2:  Determine fine texture sum i.e., ( , )FS x y   

Step 3: Coarse texture analysis 

  Repeat Step 1:   to find  
4( , )F x y  at 5 scale,    

             
5( , )F x y   at 10 scale and  

6( , )F x y   at 15 scale.   

Step 4: Determine coarse texture sum  ( , )CS x y  

                
4 5 6( , ) ( , ) ( , ) ( , )CS x y F x y F x y F x y     

Step 5:   Determine total texture image i.e.,  ( , )IT x y  

               ( , ) ( , ) ( , )I F CT x y S x y S x y   

 

C. Matching and Decision process 

A general match is based on finding test features that 
correspond to supervised databases [28]. In the matching 
process in which the test images and supervised images texture 
features are matching based on two attributes such as Zero 
Mean Normalized Cross-Correlation (ZNCC) and Sum of 
Squared Difference (SSD), which are obtained from total 
texture image i.e., The classification of the input test image is 
developed on having the highest possible value of ZNCC and 
lowest value of SSD, which are considered as the matching test 
classes. Pixels are compared based on their intensity values. 
These attributes help quantify the similarity between two 
images. Based on their intensity values, these attributes help 
quantify the similarity between two images. 

 Zero Mean Normalized Cross-Correlation (ZNCC): 
Using the ZNCC, the cross-correlation between two 
images can be normalized. An image's similarity can be 
measured with it, where a value close to 1 indicates 
high similarity, while a value close to -1 indicates high 
dissimilarity. 

Eq. (5) is the ZNCC between two images supervised i.e.   
test given by: 
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Where: ( , )IS i j    is the intensity value of supervised image 

IS    at position ( , )i j .  The ( , )T i j  is the intensity value of 

test image T  at position ( , )i j , The ( )IS  is the mean intensity 

value of image. The is the mean intensity value of image T , 

the  denotes the summation over all pixel positions ( , )i j  in 

the images. 

 Sum of Squared Difference (SSD): It measures the 
difference between corresponding intensity of the 
supervised image and the test image by summarizing 
their squares. Using the (6), it measures the degree of 
two images diverge from one another. 

   
2

, ( , ) ( , )I ISSD S T S i j T i j   (6) 

where, the summation is performed over all pixel positions 
in the images. In SSD case, test and supervised images are 
more similar when the value is lower. Based on SSD and 
ZNCC, the test input ROI image class is identified by 
reflecting on D1=Max {ZCCC} and D2= min {SSD}, if both 
D1 and D2 conditions are satisfied, that class is reflected as 
prediction class. The three classes are employed in this work as 
abnormal labeled as class-1 (osteopenia), class-2 (osteoporosis) 
and class-3 (normal). 

III. PERFORMANCE METRICS 

The confusion matrix provides valuable insights into the 
model performance by quantifying different types of 
classifications [29]. The Table I displays the general confusion 
matrix used in the field of medicine to categorize the patient's 
positive and negative health conditions. From the confusion 
matrix, calculate various evaluation metrics, such as accuracy, 
precision, recall, and F1 score, which help assess the model 
effectiveness in different aspects. 

TABLE I. GENERAL REPRESENTATION OF CONFUSION MATRIX 

 Predicted Negative Predicted Positive 

Actual Negative TN (True Negative) FP (False Positive) 

Actual Positive FN (False Negative) TP (True Positive) 

1) True positive (TP): Indicates that, number of samples 

were positive predictions made correctly. 

2) True negative (TN): Number of negatively predicted 

samples that were correct. 

3) False positive (FP): Incorrectly predicted positive 

samples are measured by this metric.  

4) False negative (FN): Number of negative samples 

predicted incorrectly. 

In accordance with the confusion matrix, here are various 
evaluation metrics: Model accuracy measures how accurate the 
predictions as in (7), 

( )

( )

TP TN
Accuracy

TP TN FP FN




     (7) 

Precision (Positive Predictive Value, PPV), estimates the 
positive samples predicted correctly by the model using (8),     

( )

TP
Precision

TP FP


   (8) 

Recall (Sensitivity, True Positive Rate, TPR) measures the 
model ability to correctly identify positive samples among all 
actual positive samples as in (9), 

( )

TP
Recall

TP FN


   (9) 

Specificity (True Negative Rate, TNR) measures the 
model's ability to correctly identify negative samples among all 
actual negative samples measured in (10), 

( )

TN
Specificity

TN FP


   (10) 

The F1 score represents in (11) is a balanced measure of the 
model's performance by combining precision and recall 
together. 

2( * )
1

( )

Precision Recall
F score

Precision Recall


   (11) 

Analyzing the performance of a model using these metrics 
provides valuable insight into different aspects. A high 
accuracy indicates overall good performance, it indicates good 
class predictions when precision and recall are high. As it 
incorporates both precision and recall, the F1 score is 
particularly useful when both are equally important. 
Interpretation of these evaluation metrics must consider the 
context. If there is an imbalanced dataset, accuracy might not 
be a reliable measure, and other metrics like precision-recall 
curve or area under the receiver operating characteristic (AU-
ROC-) curve might be more informative [30]. This curve plots 
between two parameters: True Positive Rate (TPR), False 
Positive Rate (FPR).  

IV. DATASET DESCRIPTION 

Total 51 X-ray femur images were collected with the focal 
distance was set at 0.812 m. The X-ray parameters were 75-80 
kV and 80 mAs for all patients. This study used images 
supplied by a reputed Bangalore hospital, Karnataka state, 
India. The image data consist of 2D radiographic images in 
JPEG format of size 2140×1760. In that 23 are normal, 10 are 
osteopenia and 18 are osteoporosis femur images. Table II 
listed the region of interested (ROI) femur bone of left and 
right of size 170×114, the total 102 ROI images including both 
left and right, which are considered to verify the proposed 
system experimentally. 
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TABLE II. DESCRIPTION OF DATA SET 

Total ROI images:  (23×2) + (10×2) + (18×2)=102     

Normal femur bone 
Abnormal femur bone 

Osteopenia femur Osteoporosis femur 

Left Right Left Right Left Right 

23 23 10 10 18 18 

A. Experimental Dataset Division 

The proposed model can be experimentally tested by 
dividing the 102 total ROI of the image dataset into different 
cross-folding schemes, in the following Table III. A 
comparison between this and a previously conducted study on 
cross-folding methods reveals how well the proposed model 
performs. 

TABLE III. EXPERIMENTAL DIVISION OF DATASET 

Data -

folding 

Total number of samples0f ROI images = 102 

Supervised set Test set 

Normal 

Abnormal 

Normal 

Abnormal 

Osteo-

penia 

Osteop-

orosis 

Osteo-

penia 

Osteop-

orosis 

Two-

fold 

12+12 5+5 9+9 11+11 5+5 9+9 

24+10+18=52 22+10+18=50 

Three-

fold 

16+16 7+7 12+12 7+7 3+3 6+6 

32+14+24=70 14+6+12=32 

Four-
fold 

18+18 8+8 14+14 5+5 2+2 4+4 

36+16+28=80 10+4+8=22 

V. RESULTS AND DISCUSSION 

The input image of femur is a very low-quality image 
because the X-ray image of inner trabecular bones micro-
architecture in not visible to distinguish between healthy bone 
and osteoporotic bone. Because of its versatility, DWT has 
become a very useful method for the process of decomposing 
an image into several resolutions through wavelet 
decomposition. By concentrating the wavelet energy in time 
and keeping its periodic properties, wavelets can 
simultaneously analyze both time and frequency   of pixels 
intensity in the image. By decomposing a digital image into 
different sub bands, the 2D-DWT can resolve frequencies more 
precisely and time resolutions more coarsely at lower 
frequencies. Fig. 3 shows 2D-DWT output AC, HC, VC and 
DC. The approximation coefficient is same as the input image, 
Horizontal coefficient sub band is giving the horizontal 
information of texture features, vertical coefficient sub band 
gives the vertical information of texture features similarly the 
diagonal sub band gives the diagonal texture features. Only 
HC, VC and DC are texture information is sufficient to analyze 
the texture features of inner trabecular bones micro-
architecture of femur bone. 

 

Fig. 3. First level 2D-DWT decomposition structure. 

2D-DWT followed by Maximum Response Filter (MRF) 
based sub band image texture analysis is a technique used in 
order to extract meaningful texture features from an image as 
shown in Fig. 4, Multi-resolution analysis. In 2D-DWT, the 
image is decomposed into multiple frequency bands, 
representing different levels of detail or textures. This multi-
resolution property is well-suited for texture analysis as 
textures often exhibit varying degrees of complexity at 
different scales. By applying the MRF at two sets of scale as 
[0.3, 0.6, 0.9] and [5, 10, 15] and filter size is technique after 
the 2D-DWT of HC, VC and DC, the most significant texture 
information from different sub bands can be extracted. MRF 
highlights regions with the maximum texture response, 
enhancing the representation of dominant texture patterns. 

       
(a)        (b)                 (c) 

Fig. 4. First image texture (a) sum of MRFs scale at [0.3, 0.6, 0.9] (b) sum 

of MRFs scale at [5, 10, 15 (c) sum image of (a) and (b). 

The matching is taking place between the supervised image 
database and test images based on SSD and ZNCC attributes 
and then decision is made on these attributes to decide whether 
the test ROI is abnormal (osteoporosis or osteopenia) or normal 
bone based on maximum ZNCC and minimum SDD. 

According to the Table IV, different data cross-folding 
methods result in different confusion matrices. By applying 
cross-validation techniques, whether the model will perform 
well on unseen data and avoid over fitting or under fitting 
issues. As a result of supervised dataset for four folding, that is, 
80 samples and the test dataset is 22 samples, the method 
achieves better results for four folding because of a greater 
number of supervised datasets. The system will have a larger 
number of texture patterns to decide whether an image is 
normal or abnormal, however osteoporosis and osteopenia 
bones both are included as abnormal in this proposed work. 
Actual positive sample (abnormal) set in test data set is 12 
(osteoporosis and osteopenia) and actual negative sample set is 
10 (normal). In the case of four folding, the model gives TP=12 
and FP=0, which gives better results, however in normal case 
gives TN=9 out of 10 and FN=1. 
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TABLE IV. CONFUSION MATRIX FOR DIFFERENT FOLDING 

Data Folding TP FP TN FN 

Two-fold 11 3 4 4 

Three-fold 12 2 5 3 

Four-fold 12 0 9 1 

Using graphical representation of non-normalized 
confusion matrix, system performance can easily assess at a 
momentary look as shown in Fig. 5 for four folding data. The 
diagonal of the confusion matrix (from top-left to bottom-right) 
represents correct predictions, while off-diagonal elements 
indicate misclassifications. This graphical representation helps 
in understanding the model strengths and weaknesses in terms 
of classifying different instances. The observation of four 
folding data from Table IV gives the TP=4+8=12 i.e., 
abnormal bone = Osteopenia (class-1) + Osteoporosis (class-2) 
and TN=10 i.e., normal bone (class-3). The system predicts 
better results with false negative was the only one sample, 
which is actually normal (healthy) bone showing it as 
abnormal. 

 

Fig. 5. Graphical representation confusion matrix for four folding data. 

On all metrics measures, four folding achieves better results 
than the other folding, as revealed in Table V. Model 
performance metrics provide quantitative measures to evaluate 
how well a machine learning model is performing on a dataset. 
Metrics like accuracy, precision, recall, and other 
characteristics are essential for evaluating model. The choice of 
data folding (i.e., cross-validation method) can impact the way 
these metrics are computed. 

TABLE V. MODEL PERFORMANCE METRICS FOR DIFFERENT DATA 

FOLDING 

Data 

Folding 
Precision Recall Specificity 

F1 

Score 
Accuracy 

Two- 
fold 

78.57% 73.33% 57.14% 75.85% 68.18 % 

Three-

fold 
85.71% 80.00% 71.42% 82.75% 77.27% 

Four-
fold 

100% 93.33% 100% 96.54% 95.45% 

Testing of the proposed model includes a general classifier 
technique in machine learning [31]: K-Nearest Neighbor 
(KNN), Discriminant Analysis (DA), Naive Bayes (NB), 
Decision Tree (DT), Support Vector Machine (SVM), and 
Random Forest (RF).  For each classifier and proposed method, 
total twenty-one experiments were conducted including two, 
three, and four data folding. Comparing the system accuracy 

for different classifiers is an essential step in selecting the most 
suitable classifier for a specific task. The accuracy metric 
provides an overall measure of how well the classifier performs 
in terms of correctly classifying instances. The Table VI shows 
that the proposed model is more accurate than other 
classification techniques, due to the effectiveness of the texture 
analysis method, so the system could be able to distinguish 
between normal and abnormal. 

TABLE VI. FOUR-FOLD OF DATA COMPARISON OF SYSTEM ACCURACY 

FOR DIFFERENT CLASSIFIERS 

Classifiers 
Accuracy 

Two-fold Three-fold Four-fold 

KNN 58% 59%  61 % 

DA   62%    64%  73 % 

NB   60%  64%  66% 

DT  67%  67%  68% 

SVM  74%  75% 75% 

RF  68%  68%  68% 

Proposed 

method 
68.18 % 77.27% 95.45% 

The Table VII indicates that the proposed method for 
texture analysis performed better than other classification 
techniques, allowing the system to distinguish normal from 
abnormal behavior based on the performance evolution results. 

TABLE VII. FOUR-FOLD COMPARISON OF PERFORMANCE EVALUATIONS 

FOR DIFFERENT CLASSIFIERS 

Classifiers Precision Recall Specificity 
F1 

Score 

AU-ROC 

value 

 KNN 60 % 72 % 57% 65% 0.6128 

DA 65% 72 % 60 % 68% 0.6789 

NB  54% 60 % 67% 66% 0.6534 

DT 60 % 60 % 60 % 60 % 0.5934 

SVM 94 % 91% 93% 94% 0.9489 

RF 92 % 92% 93 % 94 % 0.9393  

Proposed 

method 
100% 93.33% 95.45% 96.54% 0.9659 

The An AU-ROC (Area Under the Receiver Operating 
Characteristic) plot is a graphical representation used to 
compare the performance of different classifiers in 
classification tasks. When comparing different classifiers using 
AU-ROC plots, the classifier with the highest AU-ROC value 
is generally considered as best performance. AU-ROC plot of 
the proposed system with two classification techniques is 
revealed in Fig. 6, in which the proposed occupies a larger area 
under the curve than the other two. 

It is critical to compare the performance of different 
methods for determining osteoporosis in the femur bone when 
analyzing image data. Various methods or algorithms are 
employed to solve a particular problem, and comparing their 
performance helps in selecting the most effective one. As an 
illustration of the system performance for the different methods 
is as revealed in Table VIII, nevertheless proposed method 
performs better when data is folded four times. 
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Fig. 6. An AU-ROC plots. 

TABLE VIII. PERFORMANCE COMPARISON WITH DIFFERENT METHODS 

Ref. No. 

 
Specificity 

F1 

Score 
Accuracy Sensitivity 

AU-

ROC 

[4] 88.24% 89.43% 88.50% 88.19% 89.01% 

[15] 93.70% 93.39% 93.39% 93.90% 92.37% 

[17] 84.20% 85.39% 91.39% 92.80% 86.50% 

[22] 94.19% 90.28% 91.27% 80.29% 93.43% 

Proposed 
Method 

95.45% 96.54% 95.45% 93.33% 96.59% 

VI. CONCLUSION 

The spectral based analysis of texture features of ROI 
femur X-ray images produces very good results because the 
2D-DWT gives pixel intensity variation at different scale. 
Therefore, the texture features are helpful in obtaining the 
significant texture using MRFs. The various scales in image 
texture benefit from the MRFs, contributing to its effectiveness 
and the capability to process fine and coarse information 
efficiently. By calculating the two attributes as ZNCC and SSD 
of the test and supervised images in the matching process helps 
to classify the test image. The best matching between the test 
and the supervised database is considered as the maximum 
correlation and minimum sum difference which is exactly the 
test predicted classes. The proposed work achieves better 
osteoporosis detection with less error. 

In future the evaluation can be made in spatial domain so 
that the system can be in contrast with proposed one however 
requiring extra database to boost the system performance. The 
femur X-ray images must be derived from a customary public 
dataset to make this work useful in medical disciplines for 
early detection of osteoporosis. A generalized X-ray image 
dataset for the femur is not available to make the proposed 
work more significant for detecting osteoporosis. 
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Abstract—Blockchain is an exciting new technology that has 

garnered attention across multiple industries. This new 

technology offers several advantages, including decentralization, 

transparency, and immutability. However, several issues limit the 

effectiveness of this technology, such as scalability, 

interoperability, and privacy. A systematic review of blockchain 

scalability research was conducted using three primary 

databases: ACM, Science Direct, and IEEE. The review 

examined the state of the art in blockchain scalability, identifying 

the most important research trends and challenges. The solutions 

that have been established can be categorized into two main 

groups: those that pertain to block storage and those that pertain 

to the underlying blockchain mechanism. Numerous solutions 

were suggested for each main group. The most common proposed 

solutions for improving the scalability of blockchain networks in 

the literature are improving the consensus algorithm and using 

sharding. Most of the solutions were proof of concept and need 

more investigation in the future. 

Keywords—Blockchain; scalability; sharding; consensus 

algorithm 

I. INTRODUCTION 

Blockchain is another form of digital value exchange that 
has gained attention from different sectors [1]. The idea of 
blockchain was first introduced by Haber and Stornetta in 
1991. Nakamoto later used blockchain in 2008 as the most 
well-known example: cryptocurrencies [2],[3]. This technology 
has found its way into various industries and applications, 
including banking, insurance, supply chain management, 
healthcare, identity verification, stock market analysis, IoT, 
energy, and intellectual property management. According to 
[4], the reasons for its popularity are its advantages, which 
include decentralization, security, immutability, efficiency, and 
transparency. 

Despite the many advantages of blockchain technology, 
researchers and developers have identified several challenges 
and bottlenecks that need to be addressed before blockchain 
can be widely adopted, as [4] mentioned. Scalability is a 
significant challenge preventing the system from growing up. 
Scalability issue occurs for many reasons. According to [5], the 
main two are the blockchain mechanism and the block size. 

To address this challenge, researchers and developers have 
made significant efforts to improve the scalability of 
blockchain technology [5]. Efforts can be categorized based on 
the areas they focus on. Some solutions aim to enhance the 
chain mechanism, while others, such as [6], concentrate on 
managing stored data. 

This paper aims to review current blockchain scalability 
solutions and research trends systematically. This systematic 
literature review (SLR) briefly overviews blockchain 

technology and its scalability problems. The different ways 
blockchain scalability has been addressed and the results of 
performance evaluations of these solutions are categorized. 
The paper identifies several potential areas for future research 
on blockchain scalability, such as improving the consensus 
mechanism, using sharding, and off-chain scaling. 

This systematic review article consists of seven sections. 
Section I specifically covers the introduction and significance 
of this review. Section II provides a background about the 
blockchain and the scalability challenge. This is followed by 
Section III, highlighting the related reviews and surveys 
conducted on this topic. Section IV underlines the reasons for 
conducting this review. The following is Section V, which 
highlights the methodology of this review, including the 
research questions, study selection, and the inclusion and 
exclusion criteria. The results of this study, including the 
answers to the research questions, are discussed in Section VI. 
Lastly, this article is concluded in Section VII. 

II. BACKGROUND 

A. Blockchain 

A blockchain is a chain of blocks that serves as a public 
ledger and contains complete records of all transactions 
committed [7], as illustrated in Fig. 1. The list of transactions 
in this chain expands as new blocks are added. This record of 
the list continues to grow. 

 

Fig. 1. A Standard structure of a blockchain [8]. 

Blockchain technology was first used in the field of 
cryptocurrencies in 2008. The success of blockchain 
technology in the world of cryptocurrencies has led other 
industries to explore and adopt it. The idea of blockchain was 
first introduced by Haber and Stornetta in 1991. Nakamoto 
later used blockchain in 2008 as the most well-known example, 
cryptocurrencies. This technology has found its way into 
various industries [12]. 

The success of blockchain technology is limited due to its 
inability to be implemented on a large scale [9]. In simple 
terms, scalability issues exist due to the limited block size and 
the current blockchain mechanism. This issue grows as the 
number of transactions increases, demanding additional nodes 
to maintain the network while also increasing the number of 
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steps required for the transaction to travel and attain full 
consensus with every node. For instance, according to [10], 
Bitcoin, which utilizes the Proof of Work (PoW) consensus 
algorithm, has a peak limit of processing only seven 
transactions per second. 

Blockchain systems have lower throughput and latency 
performance than non-blockchain system  [11] . The number of 
transactions completed per second is called throughput [10], 
while the delay between making a blockchain data request and 
getting a response to that request is referred to as latency.  

This scalability issue has been studied, and many solutions 
have been proposed to enhance the ability to scale up the 
blockchain, which will be tackled later. It is not easier to 
propose a scalability solution because the features of 
blockchain will be affected, like decentralization and security 
[12]. Therefore, creating a trade-off between the proposed 
solution and the other related aspects is necessary, as illustrated 
in Fig. 2. The proposed solution must provide a trade-off 
between scalability, decentralization, and security. These 
characteristics can be challenging to balance, but it is essential 
to consider them when making decisions. 

 

Fig. 2. Scalability trilemma [4]. 

III. RELATED WORKS 

With the growth of blockchain in various sectors, warning 
bells ring about the scalability issue. As a progression of this 
issue, researchers have thoroughly probed into this problem, 
and tens of papers have been published regarding this issue. 
Furthermore, scalability issues have been widely investigated 
recently. Tens of papers were published on this bottleneck. 
Moreover, reviews and surveys were conducted on this issue. 
Table I illustrates the relevant reviews and surveys on this 
SLR. Some related works focused on a special domain like 
healthcare [13] or the Internet of Medical Things [14]. This 
paper thoroughly explores blockchain scalability issues in 
general and evaluates proposed solutions to determine their 
effectiveness in practice rather than just as a proof of concept. 

IV. REASON FOR CONDUCTING SYSTEMATIC REVIEW 

The reason for doing this Systematic Review is the critical 
importance of the scalability challenge within the blockchain. 
Extensive research has been conducted, and numerous attempts 
have been made to address the issue. However, there is still a 
need for enhancing and discovering more efficient methods to 
enhance the scalability of the blockchain. Therefore, within this 

systematic review, we seek to highlight findings, identify gaps, 
and pave the way to discovering innovative, more effective 
methods to improve blockchain scalability. The output of this 
research may help to assist blockchain technology in evolving 
and changing, making it even more reliable, scalable, and 
flexible to meet the many demands of modern applications and 
industries. 

V. REVIEW METHOD 

A systematic literature review identified, evaluated, and 
interpreted all available research related to a specific research 
question, topic area, or phenomenon of interest. The authors 
used guidance from [16], as a step and guide for doing the 
review, which served as a framework for their methodology. 
The goal of following this guidance was to ensure the review 
process was methodical and precise. The authors followed the 
suggested procedures, methods, and instructions in Fig. 3. An 
explanation for that will be provided. 

 

Fig. 3. Systematic review steps. 

A. Research Question 

The goal of this study is to investigate the scalability 
challenge of blockchain. The following research questions 
were formulated to conduct the investigation: 

 RQ1: Where are the studies on the scalability of 
blockchain being conducted? 

This research question aims to understand the current 
research and study trends on blockchain scalability. 

 RQ2: How the scalability issues in blockchain have 
been addressed? What are the techniques and aspects 
used to address the scalability? 

The second research question is to identify the current 
approaches and solutions by looking at the techniques and 
aspects used to solve blockchain scalability. 

 RQ3: How did the proposed solutions succeed in 
achieving scalability? 

The last research question is to evaluate the impact of prior 
efforts and pave the way for more effective and scalable 
blockchain systems in the future. 
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TABLE I.  RELATED REVIEWS AND SURVEYS 

Ref Year Title Summary Main Future direction 

[12] 2021 A systematic review 

of blockchain 

scalability: Issues, 
solutions, analysis, 

and future research  

In this review, the available solutions were 

categorized according to their performance in three 

areas: writing, reading, and storage. 

This paper proposes integrating two or more scalability 

solutions to create a more effective and secure scaling 

solution. The goal is to enhance the read performance of the 
blockchain and optimize the query language. Additionally, it 

recommends implementing more robust cross-shard 

communication methods. 

[14] 2021 

 

A Survey on 

Blockchain-Based 
IoMT Systems: 

Towards Scalability  

The survey presented the various factors that can 

affect a blockchain's ability to scale, whether directly 
or indirectly. Additionally, it categorized the 

potential solutions into two types: on-chain and off-

chain. 

 They recommend two methods to solve the scalability 
issue: either through on-chain or off-chain solutions. 

[15] 2020 
 

A Review on 
Scalability of 

Blockchain  

 

 The review outlined the key approaches and 
technologies put out to address the scalability 

issue in the blockchain. 

 There are three primary factors that contribute to 

blockchain scalability bottlenecks. These include 

performance inefficiency, significant 

confirmation delays, and function extension 

limitations. 

The review provided suggestions for further studies as 
below:  

 Studying a large-scale, high-performance peer-to-peer 
(P2P) network. Without advancements in network 

technology, enhancing the performance of blockchain 

systems will remain challenging.  

 A high-performance programmable computing engine is 

crucial for utilizing various smart contracts that are 

written in different programming languages.  

[13] 2020 
 

Scalability 
Challenges in 

Healthcare 

Blockchain 
System—A 

Systematic Review  

 Defined the main reasons leading to healthcare 
scalability issues: the block size, huge amounts of 

data, the number of nodes, and the consensus 
protocol.  

 It provided a map of the main 16 proposed 

solutions according to the reasons. This review 
covers 16 solutions that fall into two main 

categories: storage optimization and blockchain 

redesign. There are three solutions for storage 
optimization and 13 solutions for blockchain 

redesign, including blockchain modeling, read 

and write mechanisms and bi-directional network. 

NA 

[16] 2022 Scalable blockchains 
— A systematic 

review   

 

 This review classified the current solutions into 
solutions related to payment Channel Networks 

like lightning networks, sharding, blockchain 

delivery networks, hardware-assisted networks, 

Parallel Processing, and blockchain redesigning.  

 It highlighted the sharding as the main potential 
solution.  

This review offers these recommendations.:  

 Developing new consensus algorithms. 

 Exploring the use of off-chain solutions. 

 Investigating the potential of sharding and sidechains to 

improve the scalability of blockchains. 

 Developing new metrics evaluate scalability of 

blockchains.  

 Investigating the impact of blockchain scalability on 

various application domains. 

  Developing new tools and frameworks to facilitate the 
development and deployment of scalable blockchain 

applications. 

[4] 2021 
 

 

Systematic Literature 
Review of 

Challenges in 

Blockchain 
Scalability. 

 This review analyzed the main factors that 
affected the scalability of blockchain: the 

number of transactions per second, and the 

consensus mechanism and how it affects the 
scalability.  

 The review explores the on-chain and off-chain 

solutions to the scalability issue. Consensus 
algorithm and sharding were the most important 

solutions.  

NA 

[6] 2020 

 

 

Solutions to 

Scalability of 

Blockchain: A 
Survey  

 

The scalability problem with blockchain systems is 

discussed in this study along with a number of 

suggested solutions. Some of the suggested solutions 
include sharding, sidechains, cross-chain solutions, 

DAG-based solutions, and off-chain solutions 
including payment channels and state channels. 

These solutions are grouped into many typical 

blockchain layers. The authors also go through 
alternative consensus techniques and how they can 

help blockchain systems become more scalable, 

including Proof of Work (PoW), Proof of Stake 
(PoS), and Delegated Proof of Stake (DPoS). 

Future work will involve building more effective and safer 

sharding approaches, researching the possibilities of off-

chain solutions like payment channels and state channels, 
and examining alternative consensus mechanisms that 

might increase the scalability of blockchain systems. The 
authors also advise investigating the use of artificial 

intelligence and machine learning methods to enhance the 

functionality of blockchain systems. Finally, they advise 
looking into the possibility of combining blockchain with 

other cutting-edge technologies like edge computing and 

the Internet of Things (IoT). 
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B. Study Selection 

Through a systematic review process, various research 
works have been found in published papers to explore the 
research trends and state-of-the-art advancements in 
blockchain scalability. The initial search used ACM, Science 
Direct, and IEEE databases. They were chosen based on the 
availability of these papers as full texts through the Universiti 
Teknologi Malaysia library. This phase was conducted by 
using the following search string: (―blockchain scalability‖ OR 
―scalable blockchain‖), which is summarized in Table II. After 
conducting an initial search of the three databases, a total of 
146 papers were found. These papers went through different 
stages of filtering, based on the criteria shown in Fig. 2. 
Finally, the 35 studies were reviewed to identify trends and 
advancements in blockchain scalability. 

C. Inclusion and Exclusion Criteria 

Inclusion criteria are established in the SLR to find papers 
related to the research goals. These standards guarantee that 
studies directly related to the study issue are included, whereas 
studies that do not conform to the established standards or are 
irrelevant to the research emphasis are excluded. The paper 
selection process is illustrated in Fig. 4. The main inclusion 
criteria for this study are: 

 Being published in English. 

 Being cited at least once. 

 Describing the scalability issue on a blockchain. 

 Providing solutions for scalability obstacles. 

The exclusion criteria are: 

 Papers that are written in another language rather than 
English 

 Papers in which the concept is not described clearly. 

 Do not specifically address scalability challenges in the 
blockchain. 

 Papers that are not cited in other studies. 

TABLE II.  PAPERS SELECTION FROM THE DATABASES 

Data Source 
Documentation 

No. of Articles Found on 

Primary Search 
Selected Articles 

ACM (Journal) 304 9 

Science Direct 307 6 

IEEE 109 20 

Total 720 35 

Total 35 

 

 

Fig. 4. Papers selection process. 

VI. RESEARCH FINDINGS 

In this section, we will discuss the results of our systematic 
review to answer the research questions listed below. 

RQ1: Where are the studies on the scalability of blockchain 
being conducted? 

The issue of scalability has captured the attention of 
researchers, resulting in the publication of numerous papers in 
both journals and conferences. These studies explained the 
reasons that lead to the scalability issue, and accordingly, 
Numerous techniques have been proposed to address the 
scalability problem in blockchain from various perspectives. 

Previous reviews on this issue have commonly classified 
the solutions based on their relationship to the blockchain, 
distinguishing between on-chain and off-chain approaches. On-
chain solutions primarily focus on improving scalability by 
modifying elements within the blockchain, while off-chain 
solutions prefer to conduct transactions outside the network [4] 
or based on the purpose or objective of the proposed solution 
[11]. 

The approaches presented in this systematic review were 
broken down into two groups: related to the Blockchain 
mechanism and related to block storage. The largest share of 
proposed solutions dealt with the mechanism of the blockchain, 
followed by those that dealt with block storage, as illustrated in 
Fig. 5. 

Identification 

Screening  

Eligibility 

Inclusion 

Record Identified through database 

searching (n=146)  

Records After duplicates removed (n= 134)  

Full-text articles assessed for eligibility (n= 61)  

Studies Included (n= 35) 

Records removed before screening (n=12) 

 

Records removed after reading title and 

abstract(n=73) 

Paper excluded for reasons:  

 No citation (n=4) 

 Do not describe the issue and propose 

solution (n= 22) 
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Fig. 5. Distribution of the founded solutions. 

RQ2: How the scalability issues in blockchain have been 
addressed? What are the techniques and aspects used to address 
the scalability? 

As mentioned previously, there are two main classifications 
in this systematic literature review. Under each main 
classification, several techniques were employed to address the 
issue of scalability. Fig. 6 illustrates the classification, whereas 
Fig. 7 illustrates the distribution of the proposed technique. The 
techniques found under each group are illustrated below:  

A. Related to the Blockchain's Underlying Mechanism 

1) Optimizing the consensus algorithm: The consensus 

protocol is a crucial component of blockchain that facilitates 

the creation of new blocks and the maintenance of the 

network. It involves reaching an agreement among network 

users on sustaining the network. The consensus protocol 

outlines the process for selecting the author of a new block 

[10]. 
Various applications have been implemented to utilize 

these techniques to improve the scalability of the blockchain. 
Based on the findings of this SLR, the consensus protocol is 
most frequently discussed to propose solutions to the 
scalability issue. Many studies concluded that the 
ineffectiveness of the consensus protocol primarily causes the 
main blockchains‘ scalability problems. So, to address the 

scaling issue, researchers have looked for novel consensus 
methods [4]. 

The consensus algorithm has been developed from different 
aspects: reducing the complexity [17], scaling according to the 
incoming traffic rate [18], and using checkpoints that allow the 
block to have its own hash chains to add more transactions 
[19]. The implementation results encourage more investigation 
and development to generate a better scaling rate. Table III 
shows the major consensus solutions found in this review.  

2) Using sharding: The concept of sharding has gained 

popularity, particularly because it has been successfully 

applied in the field of databases in the past. It is becoming 

more well-known as one of the viable ways to improve 

blockchain performance [16]. Sharding has been used widely 

as a solution for scalability bottlenecks in the blockchain. It 

enables blockchains to expand effectively. Furthermore, it 

divides the workload across different subsets of nodes to 

handle different parts of the blockchain to reduce the overhead 

of consensus protocol [20] [21]. As a result, each node is no 

longer required to process the whole network‘s transactional 

load. Each node only stores the information relevant to the 

partition or shard responsible for it. Among all the other 

scaling solutions, sharding seems the most effective solution 

as it holds the core functionalities of blockchain with it. Each 

shard works like a separate blockchain network, operating 

completely as Satoshi Nakamoto envisioned a blockchain to 

work[22]. However, applying sharding to the blockchain 

presents several difficulties, and there are no fully prepared 

methods to increase the blockchain‘s scalability. For instance, 

security inside the sub-shards and the inter-shard 

communication method are issues [23]. Furthermore, 

researchers found a problem with sharding with the node 

generation process [24]. Finally, many shard-based solutions 

were proposed with different benefits for increasing the 

scalability of the blockchain. Many are still theoretical 

concepts that need real implementation for further evaluation, 

as is clear in Table IV. 

 
Fig. 6. Proposed solutions classifications. 
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Fig. 7. The distribution of the proposed solution. 

TABLE III.  MAJOR SOLUTIONS BASED ON CONSENSUS ALGORITHM 

Ref Year Protocol Improve scalability by Goal Implementation Results 

[17] 2022 
Byzantine Group 
Algorithm 

Reducing the 

communication 

complexity 

reducing 

complexity from 

 (  )     (  
 ) 

- - 

[25] 2019 Byzantine Fault Tolerant Randomly select root 

Selecting root 

randomly will 
reduce the 

mining time. 

- 
Providing constant 
latency 

[18] 2021 
Dynamic Proof of Work 

(PoW) 

mining Scaling according 

to the IoT traffic 

Checkpoint 
mechanism for 

mining that 

NA  

[26] 2019 Byzantine Fault Tolerant 
Reduce communication on 

each node 

Cloud service 

integrated with 
the blockchain 

- - 

[27] 2018 
Delegate Proof of Stake 
(PoS) 

Randomize delegated  - - 

[28] 2021 
Hybrid protocol (Pow) and 
(PoS) 

Transactions from external 

sources can be processed 
through this protocol, 

which then sends the final 

outcomes back to the main 
layer for storage in the 

distributed ledger. 

The Hybrid 

Lightning 
Protocol can 

scale blockchain 

networks to 
handle more 

transactions. 

 

maximized the 

throughput to 1,668,000 

Transactions per second 

[29] 2019 
Distributed Time-Based 
consensus algorithm 

Proposed algorithm that 

could minimize the 

processing overhead 

To minimize the 

confirmation 

time 
 

Successfully decreasing 
the processing time 

0 2 4 6 8 10 12

Optimizing Consensus Algorithm

Using Sharding

Updating Blockchain  Architecture

Using IPFS

Updating Blockchain Mechanism

Using Segret Witness

Changing Linear Sequence

Working on the Network Layer
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TABLE IV.  SUMMARY OF SHARDING-BASED SOLUTIONS 

Ref. Idea Improve scalability by Goal Implementation Results 

[30] Muti level sharding 

Providing architecture for multi-level 

sharding and proposed a mechanism 

for interacting between sub-nodes 

Enabling efficient cross-chain 

transactions in high scalability 

and extensibility. 

NA NA 

[31] 
Reducing the inter 
shard communication 

Dividing the assignments, validation, 

verification, & storage responsibilities 

between nodes 

Minimizing the need for inter-
shard communication 

NA NA 

[32] 
Using the Verification 
Random Function 

Utilizing a sharding strategy to share 
the random values created by 

participating nodes within a smaller 

group of nodes rather than directly 
among all node 

Decreasing the computation 
and communication overhead 

NA NA 

[20] 

The scheme 

simultaneously 

achieves linear scaling 
in throughput, storage 

efficiency, & security. 

Each node stores and computes in a 
coded shard of the same size that is 

generated by linearly mixing uncoded 

shards. 

Achieving throughput 

efficiency as well as improving 
security. 

Simulation 

performing better than 

both uncoded Sharding 
and complete replication 

in throughput, storage 

optimization, and 
security. 

3) Changing the structure of  blockchain: The architecture 

of blockchain has a high computational complexity and needs 

a considerable amount of computing and storage space. These 

characteristics make it difficult to scale up. From that angle, 

many research studies proposed solutions to redesigning 

blockchain, like using a sub-chain [24]. Additionally, other 

researchers defined three types of blocks, and according to 

these types, block generation and consensus were updated 

[33]. However, this review observation shows that this 

solution has received relatively fewer citations. Therefore, we 

recommend conducting further studies soon to explore and 

investigate this area deeply. 

4) Improving the scalability from  the second network 

layer: Working on the network layer is an effective scaling 

option for blockchain. However, as it is an off-chain solution, 

it lacks the fundamental features of blockchain technology 

[22]. It became obvious how much scalability could be 

increased by using second-layer state channels [34]. The 

second layer channel works as an extra channel that can 

increase transactions per second and improve blockchain 

scalability by bypassing the consensus process. 

5) Updating the blockchain mechanism: The suggested 

mechanism and solution focused on the activity inside the 

blockchain network, such as message passing between nodes. 

This reduced the amount of data held in each block and 

improved its scalability [35]. One way to achieve this is by 

altering the method of selecting the neighboring block [26]. 

The evaluation of these solutions shows better scalability in 

terms of reducing the time of confirmation. 

6) Changing the linear sequence of the blockchain: 

Previous solutions have considered factors such as block size, 

block generation, and consensus. These solutions operate 

within the linear sequence of the blockchain network. 

Alternatively, altering the order of the block sequence may 

improve scalability [9]. Researchers suggested using a 

Directed Acyclic Graph-based blockchain model, which could 

enhance the scalability of large-scale networks [9]. A single 

solution was found in this review as a suggestion for 

enhancing the scalability. Furthermore, due to the limited 

amount of published experimental findings and open-source 

implementations, this solution needs more investigation in the 

future. 

B. Related to Block Storage Capacity 

One of the main factors affecting blockchain's scalability is 
the block storage capacity. This problem has been addressed 
with several proposals that try to expand the space available 
within blocks and permit more transactions. Here are some 
significant solutions that were discovered in this SLR:  

1) Using Segregated Witness (SEGwit): Adding more 

space to the block allows more transactions to be done as 

SEGwit [36]. The concept involves restructuring transactions 

through forking, resulting in a four-fold increase in block size. 

Additionally, the block signature will be kept separate from 

the block, allowing for improved scalability and increased 

transaction capacity. 

2) Using Interplanetary File System (IPFS): Many 

proposed solutions use InterPlanetary File System (IPFS) for 

storing data [37], while others use it for storing transactions 

[38]. One way to improve scalability is by using IPFS, which 

reduces the amount of data stored in a block by only including 

the hash value while the actual data is stored in IPFS. 

According to the analysis, this technology could play a 

significant role in scaling blockchain without affecting the 

core mechanism of blockchain [39]. 

RQ3: How did the proposed solutions succeed in achieving 
scalability? 

This review found that the available studies have improved 
scalability by analyzing the factors that caused this obstacle. 
These factors were the block storage capacity and the 
mechanism of the blockchain. Most of the studies that 
suggested solutions could enhance scalability by dealing with 
these factors. Furthermore, some studies‘ initial results show 
incremental scalability improvement in throughput and latency. 
The studies contributed to enhancing scalability by analyzing 
the factors and providing theoretical-based solutions. The 
available solutions can serve as a roadmap for achieving 
improved scalability. Most of the studies still prove the 
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concept, lacking implementation in real scenarios. Scalability 
bottlenecks in blockchain still need further investigation. 

Table V summarizes all the research articles included in this 
SLR. 

TABLE V.  SUMMARY OF THE SELECTED STUDIES 

Library Ref. Aspect Simulation Implementation Improve scalability idea Domain 

ACM  [40] Scalable consensus 

algorithm (BFT)  and 

integration blockchain 
into cloud-based services  

  reducing the intra-plant 

communication complexity from 

O(n2) to O(n). 

Industrial Plant  

[17] The new consensus 

algorithm for reducing 

the complexity 

  reducing the communication 

complexity from O(n2) to O(n32 ) 

Commercial 

Blockchain 

[38] Using IPFS    A theoretical manner for distributing 

transactions between on-chain and 

off-chain. Only the hash address is 
stored in the block, and using IPFS 

for storing the transactions. 

 

Blockchain-base 

crypto computing 

[41] New architecture    The maximum workload that may be 
handled varies with the number of 

nodes which increases the scalability 

by preventing broadcast in all cases  

NA 

[9] The DAG-based model 

includes greater 

scalability and lower 
transaction fees 

  Improving linear sequence and 

Separating the workload into a 

different level 

NA 

[42] New consensus 

algorithm : Proof of 
Property  

  Allowing participants to validate the 

transaction without downloading the 
complete blockchain which enhances 

the storage. 

 

NA 

[21] Using Sharding + 
enhancing consensus 

algorithm  

  The consensus protocol in each shard 
has been improved to achieve more 

than 3,000 transactions per second, 

resulting in increased effectiveness. 
This has been implemented across 

multiple shards. 

NA 

[27] Using randomize 
consensus algorithm for 

subchains  

  By using subchain technology, 
scalability is enhanced as it allows for 

additional blockchain nodes to 

become block producers and receive 
rewards. 

NA 

IEEE [30] Sharding    By facilitating efficient cross-chain 

transactions, multi-level sharding can 

be enabled to achieve high scalability 
and extensibility. 

NA 

[43] Using New architecture    Integrating with cloud storage for 

storing transactions to solve storage  

NA 

[37] Using IPFS    Improving scalability by utilizing 
IPFS to store patient records outside 

of the blockchain. 

Medical Records  

[32] Randomness protocol via 
sharding  

  Eliminating the use of heavy 
cryptography  

Large-scale IoT 
applications  

[18] Using new consensus 

algorithm  
  Using dynamic Proof Of Work 

consensus with checkpoint 
mechanism for mining Scaling 

according to the IoT traffic  

Indusrtial Internet of 

Things  

[26] Algorithm for choosing 

the block‘s  neighbor  
  Reducing propagation time by 20-

40%  

NA 

[35] using the data 

compression scheme 
  Reducing the data on the block  by 

compression. Scalability improved by 

reducing the creation time . 

Trading Platforms  

 [33] New Blockchain 
Architecture  

  Reducing the consensus complexity 
will lead to better scalability.   

NA 

 [20] Sharding with Lagrange-

Coded Computing  
 

  We are enabling scaling without 

increasing the number of nodes by 
reducing the node‘s storage workload 

and increasing the verification outside 

the system. 

NA  

 [44] Blockchain Architecture    They are reducing the resource Massive devices of 
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utilization by updating the 

architecture for better scalability rate. 

IoT  

 [45] Blockchain Architecture 

focuses on all layers  
  Reducing the storage need which 

operates via DHT  

NA 

[25] Consensus algorithm    Randomly selecting committees to 

improve on the quadratic message 
complexity 

 

[46] New Blockchain System    Reducing transaction storing by 

enabling SQL with Hadoop  

Big Data  

[47] Randomize the method 
for generation nodes by 

using master node 

technology  

  Raising the number of TP/S Distributed Apps  

[24] Scheme with the 

algorithm for node 

classification  

  Improving the way of nodes 

production  

Information 

Blockchain  

[19] Architecture for 

horizontal scalability  
  Delaying the transaction verification 

to increase the throughput by using 

checkpoint blocks which increase the 
number of created nodes. 

NA 

[22] Sharding    Enhancing the Sharding process by to 

be more effective and secure  

NA 

[48] Sharding with plasma    Increasing scalability by making the 
transactions process parallelly. 

NA 

[34] Second layer Network    Eliminating some of the transactions 

from the consensus process by 

passing their registration in the 
general ledger  

NA 

[39] IPFS    Decreasing the storing bloating issue 
by using IPFS  

NA 

[31] Sharding    Reducing Inter-shard communication  IoT 

Science 
Direct  

[28] Hybrid consensus 
algorithm  

  Increasing scalability by doing 
validation and all transaction stored in 

the second layer and only the final 

transaction recorded in the first layer 
to raise throughput to 1,668,000 TP/S  

NA 

[29] Distributed Time 

Consensus algorithm  
  Reducing the mining time  IoT – smart home  

[49] IPFS    Storing only the hash data in the 
block instead of the data itself  

Medical Records  

[50] Sharding + Microservice 

architecture  
  Increasing the throughput by 

decreasing the communication 

overhead  

Big Data  

[51] Architecture    Increasing throughput by splitting and 

payment to multiple channels. 

Cryptocurrencies  

[52] IPFS    Decreasing the propagation time  Electronic Health 

Records  

VII. CONCLUSION 

In this paper, a systematic review was conducted to define 
the state of the art on blockchain scalability issues. The 
researchers attempted to analyze the studies through the 
literature extracted from the three databases. Introducing a 
solution for blockchain scalability bottleneck is not a simple 
process due to the complexity of the blockchain architecture 
and the distributed nature. Thus, proposed solutions must 
provide a trade-off between keeping the blockchain scaling and 
keeping its robust features like the decentralization and 
security. The consensus algorithm is the most critical 
component developed by researchers. Moreover, the Proposed 
solutions show improved scalability regarding throughput and 
latency. Additionally, sharding techniques come second as a 
critical solution that could significantly enhance scalability. 
Finally, most of the solutions are still proof of concept, and the 
recommendation is to apply these solutions in real scenarios for 

the best investigation and analysis. Blockchain's scalability 
problem is a major obstacle to its widespread adoption. More 
research and better solutions must be developed to make 
widespread use of blockchain possible. 
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Abstract—In light of the growing global diabetes epidemic, 

there is a pressing need for enhanced diagnostic tools and 

methods. Enter machine learning, which, with its data-driven 

predictive capabilities, can serve as a powerful ally in the battle 

against this chronic condition. This research took advantage of 

the Pima Indians Diabetes Data Set, which captures diverse 

patient information, both diabetic and non-diabetic. Leveraging 

this dataset, we undertook a rigorous comparative assessment of 

six dominant machine learning algorithms, specifically: Support 

Vector Machine, Artificial Neural Networks, Decision Tree, 

Random Forest, Logistic Regression, and Naive Bayes. Aiming 

for precision, we introduced principal component analysis to the 

workflow, enabling strategic dimensionality reduction and thus 

spotlighting the most salient data features. Upon completion of 

our analysis, it became evident that the Random Forest 

algorithm stood out, achieving an exemplary accuracy rate of 

98.6% when 'BP' and 'SKIN' attributes were set aside. This 

discovery prompts a crucial discussion: not all data attributes 

weigh equally in their predictive value, and a discerning 

approach to feature selection can significantly optimize 

outcomes. Concluding, this study underscores the potential and 

efficiency of machine learning in diabetes diagnosis. With 

Random Forest leading the pack in accuracy, there's a 

compelling case to further embed such computational techniques 

in healthcare diagnostics, ushering in an era of enhanced patient 

care. 

Keywords—Machine learning; support vector machine; 

artificial neural networks; decision tree; random forest; logistic 

regression; Naive Bayes; principal component analysis; 

classification; diabetes 

I. INTRODUCTION 

In recent times, diabetes has prominently risen as a 
pervasive and potentially lethal ailment, with its effects 
resonating across age groups and genders. This condition, 
fundamentally shaped by the body's compromised insulin 
production, interferes with carbohydrate metabolism. This 
interference results in heightened blood sugar levels, 
precipitating a slew of symptoms such as augmented thirst, 
hunger, and frequent urination [1]. A concerning facet of this 
disease is its accentuated and adverse impact on women, as 
reflected in their lower survival rates and compromised quality 
of life [2]. 

The malaise manifests in three main forms: Type 1, Type 2, 
and gestational diabetes. Type 1 is predominantly an 
autoimmune disorder seen in children, leading to the 
annihilation of pancreatic insulin-producing cells. In contrast, 
Type 2 emerges when there's heightened insulin resistance 

across various organs, eventually pushing the pancreas beyond 
its production capacities. An added layer of complexity is 
gestational diabetes, which particularly afflicts pregnant 
women owing to their pancreas's insufficient insulin output 
during pregnancy [2]. Furthermore, the diabetes spectrum has 
more grim facets, capable of inducing long-term harm and 
malfunctioning in diverse organs like the eyes, kidneys, heart, 
blood vessels, and nerves [4]. 

Given the multifarious nature of this disease, physicians 
find themselves navigating a diagnostic labyrinth. Early 
diagnosis becomes paramount, serving as the linchpin in 
circumventing and mitigating potential complications [5]. 
Fortunately, recent technological strides, predominantly within 
the machine learning spectrum, proffer novel solutions. 
Machine learning, a potent sub-discipline of artificial 
intelligence, harnesses algorithms and statistical frameworks to 
parse voluminous datasets, unveiling patterns and correlations 
that often remain concealed from conventional statistical 
techniques [3]. 

Positioned against this backdrop, our study delves into the 
potential of machine learning as a transformative tool in 
diabetes diagnostics. Six pivotal machine learning 
classification paradigms - namely, Support Vector Machine, 
Artificial Neural Networks, Decision Tree, Random Forest, 
logistic regression, and Naive Bayes - are meticulously 
examined using the PIDD dataset. By anchoring our 
assessment on accuracy, we render a holistic comparison of 
these algorithms' performance nuances. 

The paper is structured to facilitate a coherent reader 
journey. Post this introduction in Section I, Section II immerses 
into the expansive realm of related works, detailing 
classification modalities used previously in diabetes prediction. 
Section III sheds light on our chosen methodologies and 
intricacies of the PIDD dataset. The crux of our findings 
unfolds in Section IV, with Section V diving into discussions 
and implications of these outcomes. Finally, Section VI 
encapsulates our conclusions, while also hinting at prospective 
research trajectories. 

As we traverse this research landscape, our study is guided 
by the pressing questions: How do these machine learning 
paradigms stack against each other for diabetes prediction on 
the PIDD dataset? Furthermore, can they truly emerge as 
reliable instruments for diabetes diagnostics? 
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II. RELATED WORK 

In the annals of modern healthcare research, the strategic 
deployment of machine learning to grapple with the 
monumental challenge of diabetes classification has unfailingly 
occupied a spotlight [6]. The intrigue and allure of this 
intersection between computational prowess and medical 
insight have galvanized countless researchers to charter 
previously unexplored terrains. 

Vandana Bavkar, with an academic rigor that's now cited 
extensively, delivered a magnum opus—a systematic review 
that scrutinized the versatile applications of machine learning, 
data mining techniques, and tools in the expansive canvas of 
diabetes research [6]. His explorations weren't just confined to 
the realms of prediction and diagnosis. They ventured further, 
diving deep into the intricacies of diabetic complications, the 
mystique of genetic predispositions juxtaposed against 
environmental triggers, and the labyrinth of healthcare 
management. It was in the revelations of Bavkar‘s 
investigation that the bedrock importance of prediction and 
diagnosis was underscored, positioning them as cornerstone 
applications of machine learning in the diabetes research 
tapestry [7]. 

Parallel to Bavkar 's seminal work, Hassan et al. [8] charted 
their own research trajectory, focusing on the prediction 
dynamics of diabetes mellitus. Armed with a range of machine-
learning classifiers, their study served as a testing ground for 
techniques such as K-nearest neighbors, Support Vector 
Machine, and Decision Tree. The metrics they employed—
precision, accuracy, sensitivity, and specificity—offered a 
comprehensive lens through which to evaluate the performance 
of these classifiers. 

Further enriching this research milieu, Kaur et al. 
delineated a study wherein a quintet of predictive models was 
brought to the fore [9]. These included stalwarts like Decision 
Tree, Support Vector Machine, and Naive Bayes. The Pima 
Indian Diabetes dataset and the R Data Manipulation Tool 
became their canvas. In a different vein, Zhang et al. concocted 
a rather innovative approach, introducing a hybrid model that 
synergized random K-means with Decision Tree, specifically 
tailored to forecast diabetes risk [10]. Other scholarly forays in 
this domain have seen the inception of predictive architectures 
grounded on the Weighted Feature Selection of Random Forest 
and the XGBoost Ensemble Classifier [11]. Yet another 
groundbreaking initiative leaned into a logistic regression 
model, ingeniously augmented by the feature transformation 
capabilities of XGBoost [12]. 

Each of these studies, while diverse in methodology and 
focus, echoes a singular sentiment: the paramount importance 
of machine learning's role in not just predicting and classifying 
diabetes, but also in unearthing the intricate dance of genetics 
and environment, and in revolutionizing healthcare delivery for 
diabetic patients. 

But herein lies an undeniable truth. Despite the richness of 
insights and the plethora of methodologies that have emerged 
from these academic odysseys, the horizon of diabetes 
classification using machine learning still holds vast expanses 
yet to be charted. The quest for impeccable prediction accuracy 

continues, as does the endeavor to spotlight risk factors in their 
nascent stages. With this study, our ambition is lucidly clear: to 
augment the extant knowledge reservoir by meticulously 
assessing the efficacy of a spectrum of machine learning 
algorithms, all in the context of the revered Pima Indians 
Diabetes Data Set [13]. 

To punctuate our intentions and situate our efforts in the 
grander scheme of academic pursuits, it's paramount to 
acknowledge the teeming body of studies that have previously 
addressed this challenge. This dense and rich academic tapestry 
underscores both the significance and the complexity of the 
diabetes classification conundrum. 

III. DATASET AND METHODS 

A. Dataset Description 

In this study, we utilized the Pima Indians Diabetes Data 
Set [14], which is a widely used dataset in diabetes research. 
This dataset was originally collected by the National Institute 
of Diabetes and Digestive and Kidney Diseases and is available 
for public use from the UCI Machine Learning Repository. The 
dataset consists of 768 instances, each containing information 
about female patients of Pima Indian heritage. The dataset 
includes various attributes such as age, BMI, blood pressure, 
skin thickness, insulin level, and diabetes pedigree function, 
along with the target variable indicating whether the patient has 
diabetes or not. 

The clinical descriptors for these attributes are presented in 
Table I. 

TABLE I.  THE CLINICAL DESCRIPTORS OF THE VARIABLES 

Number Attribute Description Type 

1 Npreg Number of pregnancies Numeric 

2 Glu Plasma glucose concentration Numeric 

3 BP Diastolic blood pressure (mm Hg) Numeric 

4 SKIN Triceps skinfold thickness, (mm) Numeric 

5 Insulin Insulin dose, (mu U/ml) Numeric 

6 BMI 
Body Mass Index (weight in kg/ (size 
m)2) 

Numeric 

7 PED Diabetes pedigree function (heredity) Numeric 

8 Age Age (Year). Numeric 

9 class Target variable (0 or 1) Numeric 

B. Methods 

The intellectual pursuit of understanding diabetes through 
the prism of machine learning necessitates the application of a 
robust and multifaceted methodology. In light of this, our 
investigation unfurled in a series of calibrated steps, each 
meticulously designed to serve a specific purpose within the 
broader research framework. 

1) Data preprocessing: Central to the fabric of any data-

driven study is the sanctity of the data itself. Recognizing this, 

our first port of call was to refine and purify the data 

landscape. We embarked on a rigorous journey of data 

preprocessing, which, at its core, was about ensuring the 

https://scite.ai/authors/vandana-c-bavkar-N89xlz
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reliability and accuracy of the outcomes. Recognizing the 

potential pitfalls of missing values, these were diligently 

identified and addressed with a strategic blend of imputation 

or outright deletion, depending on the context. 

2) Feature selection: Beyond just raw data, the richness of 

features often dictates the nuances of the results. With this 

philosophy in mind, we ventured into the realm of feature 

selection. The objective was straightforward yet critical: to 

streamline the dataset by spotlighting the most consequential 

attributes for diabetes classification. From the vast repertoire 

of available techniques, we leaned on the classical Principal 

Component Analysis (PCA). It's a tool that elegantly navigates 

the dimensions of data, projecting from a higher-dimensional 

space to a lower one, all while retaining features pivotal to 

dataset variance. 

3) Machine learning algorithms: With the data landscape 

prepped, the stage was set to deploy the titans of machine 

learning. Six algorithms, each renowned for its distinctive 

virtues and latent challenges, were chosen for the diabetes 

classification task: 

a) Support Vector Machine (SVM): The SVM stands tall 

as a supervised classifier, renowned for its prowess in both 

regression and classification tasks [15]. Fig. 1 shows SVM 

algorithm. Originated by Vapnik [16], SVM's genius lies in its 

capacity to delineate data into classes, both linearly and non-

linearly. At its core, SVM conjures hyperplanes in a high-

dimensional milieu. The ultimate aspiration? A hyperplane 

that segregates data classes with the widest possible margin. 

Non-linear classification gets a boost through a bouquet of 

kernel functions, each striving to maximize hyperplane 

margins [17]. 

 

Fig. 1. Support vector machine algorithm [18]. 

b) Artificial Neural Networks (ANN): Channeling 

inspirations from the intricate mesh of human neural 

architecture, ANNs exemplify the confluence of biology and 

computation [19]. Introduced in the 1950s, ANNs mirror the 

workings of the human brain's myriad neurons, with artificial 

neurons and weighted interconnections taking center stage 

[20]. There are three essential layers in a neural network: input 

layer, hidden layer, and output layer. The input layer is in 

charge of accepting data from the user. Fig. 2 shows an 

example of MLP network with two inputs, five neurons in the 

hidden layer. The output layer will provide us with the results. 

The hidden layer is the layer that sits between the input and 

output layers. On the same layer, there is no interaction 

between neurons [21]. If the input vector is  ⃗ , the weight 

vector is  ⃗⃗⃗, and the activation function is a sigmoid function, 

the output is as follows: 

            ( ⃗⃗  ⃗⃗⃗⃗)  (1) 

and the sigmoid is as follows: 

        ( )   
 

     
   (2) 

 
Fig. 2. Example of an MLP network with a hidden layer with two inputs, 

five neurons in the hidden layer, and one output. 

c) Decision Tree: Decision Trees, both elegant and 

insightful, offer a flowchart-like structure to visualize and 

make decisions. Whether for classification or regression, they 

rely on a series of attribute tests, guiding data from root to 

leaf, ultimately culminating in a class prediction [22]. The 

algorithmic underpinnings encompass three operations: 

determining terminal nodes, associating non-terminal nodes 

with tests, and assigning a class to terminal nodes (see Fig. 3) 

A plethora of algorithms, from ID3 to CTREE, have been 

proposed for decision tree formulation [23]. 

 

Fig. 3. Example of a decision tree. 

d) Random Forest: Emerging from the shadows of 

decision trees is the Random Forest—a brainchild of Breiman 

[24]. It's an ensemble approach, creating a 'forest' of decision 

trees from randomly chosen data subsets (see Fig. 4) The 

collective wisdom of this forest then votes or averages, 

producing classifications or regressions, respectively 

[25][26][27]. 
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Fig. 4. Random forest. 

e) Logistic Regression: 

A stalwart in the classification domain, Logistic Regression 
evaluates probabilities through the sigmoid function, 
discerning relationships between binary dependent and 
independent variables. The sigmoid's magic rests in its ability 
to produce binary outputs based on weighted inputs. If the 
sigmoid output surpasses 0.5, the prediction is 1; otherwise, it's 
0. The sigmoid/logistic function is calculated as follows: 

 ( )   
 

     
   (3) 

where, y is the output which is the result of the weighted 
sum of the input variables x.  

f) Naive Bayes: Grounded in the probabilistic 

paradigm, the Naive Bayes classifier champions the Bayes 

Theorem [1]. It presumes that each class feature exists in 

isolation—hence the "naive" tag. The algorithm computes the 

posterior probability, 

 ( | )   
 ( | ) ( )

 ( )
    (4) 

where,  ( | )  is the posterior probability of the target 
class. 

  ( | ) is the probability of the predictor type. 

  ( ) is the probability that class C is correct. 

  ( ) is the prior probability of the predictor. 

In many intricate real-world scenarios, Naive Bayes has 
showcased exceptional classification prowess. 

IV. EXPERIMENTAL RESULTS 

The selection of the Pima Indians Diabetes Data Set for this 
study was a deliberate choice. This dataset, which has garnered 
significant attention in the data science community, offers 
intricate nuances and a wealth of attributes that allow for an 
exhaustive evaluation of machine learning algorithm 
performances. 

 1st Experiment: Comprehensive Approach with All 
Variables. 

Our first experiment was anchored in a holistic approach, 
wherein all available features from the dataset were utilized. 

This comprehensive method was designed to create a baseline 
performance, which future models in our study would either 
strive to match or surpass. The accuracy metrics corresponding 
to this experiment, for various algorithms, are tabulated in 
Table II.  

TABLE II.  ACCURACY WHEN USING ALL VARIABLES. 

Methods Accuracy validation 

Random Forest 0.982 

Decision Tree 0.966 

SVM 0.954 

Logistic Regression 0.794 

ANN 0.948 

Naïve Bayes Classifier 0.788 

As evinced from the results in Table II, the Random Forest 
classifier emerged as the frontrunner, delivering an impressive 
accuracy of 0.982, thereby setting a solid benchmark for 
subsequent experiments. 

 2nd Experiment: Exploring the Power of PCA for 
Dimensionality Reduction. 

Principal Component Analysis (PCA) stands as a testament 
to the efforts of countless researchers aiming to refine large 
data volumes into their most significant components. With the 
aspiration to condense the dataset into its primary four 
components, representing 71% of its inherent variance, there 
was an optimistic expectation for data efficiency without 
sacrificing critical information. 

The performance outcomes derived from this approach are 
detailed in Table III. 

TABLE III.  ACCURACY WHEN USING THE PCA. 

Methods Accuracy validation 

Random Forest 0.97 

Decision Tree 0.962 

SVM 0.888 

Logistic Regression 0.728 

ANN 0.826 

Naïve Bayes Classifier 0.744 

A glance at Table III reveals a pivotal observation: while 
the Random Forest algorithm continued to exhibit stellar 
accuracy at 0.97, it was clear that the unmodified data carried 
nuanced intricacies not entirely captured by PCA. It‘s a gentle 
reminder of the delicate balance between data reduction and 
the preservation of intricate patterns. 

 3rd Experiment: A Deep Dive into Correlation 
Dynamics. 

One of the guiding principles of this experiment was to 
unearth the relationships and patterns present among the 
dataset's variables. As machine learning models continue to 
advance in complexity, a nuanced comprehension of how 
variables interact and influence each other is paramount. 

Fig. 5 and 6 graphically depict the interactions between the 
class variable and other attributes, as well as the overarching 
correlation matrix respectively. 
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Fig. 5. The class variable as a function of the other variables. 

 
Fig. 6. Correlation matrix. 

The metrics arising from this correlation analysis, 

especially when excluding the 'BP' and 'SKIN' attributes are 

enumerated in Table IV. 

TABLE IV.  ACCURACY WITHOUT THE USE OF ‗BP‘ AND ‗SKIN‘. 

Methods Accuracy validation 

Random Forest 0.986 

Decision Tree 0.974 

SVM 0.964 

Logistic Regression 0.792 

ANN 0.806 

Naïve Bayes Classifier 0.784 

An illuminating discovery from this analysis was the 
marginal contribution of the 'BP' and 'SKIN' variables. By 
sidelining these variables, the Random Forest algorithm, 
known for its dynamic adaptability, achieved an apex accuracy 
of 0.986, highlighting the value of informed feature selection in 
machine learning. 

 4th Experiment: Spotlight on Prime Features. 

The emphasis of this experiment was on identifying and 
evaluating the predictive power of four critical attributes: 
number of pregnancies, plasma glucose concentration, body 
mass index, and age. These features, singled out for their 
perceived significance, were put to the test to determine their 
collective predictive prowess. 

The outcomes, with focus solely on these attributes are 
presented in Table V. 

TABLE V.  ACCURACY WHEN USING THE NUMBER OF PREGNANCIES, 
PLASMA GLUCOSE CONCENTRATION, BODY MASS INDEX, AND AGE. 

Methods Accuracy validation 

Random Forest 0.984 

Decision Tree 0.97 

SVM 0.964 

Logistic Regression 0.788 

ANN 0.78 

Naïve Bayes Classifier 0.78 

While these select attributes showcased substantial 
predictive capability, the Random Forest algorithm highlighted 
a noteworthy point: focusing exclusively on them, albeit 
impactful, didn't outperform its previous benchmarks. The 
model's accuracy, in this context, peaked at 0.984, subtly 
reminding us of the intricate dynamics within data. 

V. DISCUSSION 

At the confluence of scientific inquiry, we find an 
unyielding drive towards understanding, clarity, and the quest 
for tangible insights. Embedded within the heart of this 
exploration, our study not only aligns with previous findings 
but also brings forth novel perspectives in the realm of diabetes 
research [1,15]. 

One of the standout revelations was the prowess of the 
Random Forest classifier. Consistent with the observations by 
Breiman [24] and further corroborated by Liaw and Wiener 
[27], the Random Forest's consistent performance with the 
PIMA dataset reaffirms its position of prominence in machine 
learning applications. 

While our experiments were rooted in rigorous 
methodologies, they were not without their illuminating 
moments of introspection. Notably, the outcomes from our 
dimensionality reduction experiment with PCA deviated from 
what one might expect from theoretical postulations. Such 
moments, humbling as they are, serve to underline the subtle 
yet critical chasm that can exist between abstract mathematical 
formulations and their tangible manifestations in real-world 
datasets. This deviation nudges us to approach data science 
with a blend of both rigor and adaptability, being open to 
unexpected insights. 

Diving further into the dataset's granular details, the 
number of pregnancies, plasma glucose concentration, body 
mass index, and age have revealed themselves as potential 
linchpins in diabetes prediction, much in line with previous 
research findings [5,8]. Yet, the more subtle role of the 'BP' 
and 'SKIN' attributes reminds us of the broader landscape of 
attribute interplay and the importance of not viewing any single 
attribute in isolation. 

Conclusively, this exploration has been an enlightening 
journey, one that reiterates the power of machine learning but 
equally underscores the necessity for nuanced, iterative data 
analysis. As the realms of medical diagnostics and data science 
continue to intersect, it is these intricate dances between data, 
theory, and application that will pave the way for 
transformative insights. 
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VI. CONCLUSION AND FORWARD PATHWAYS 

Throughout our research, we rigorously applied various 
machine learning methodologies to the PIMA dataset. A 
consistent standout was the Random Forest classifier, not 
merely for its algorithmic prowess but for its adaptability and 
robustness when pitted against intricate datasets like PIMA. 
The nuanced roles of attributes, especially 'BP' and 'SKIN', 
underscore the layered complexity within the dataset and the 
intricacies of diabetes as a medical condition. 

Upon deeper examination, it became evident that while 
some attributes such as the number of pregnancies, plasma 
glucose concentration, body mass index, and age played 
pivotal roles in diabetes prediction, others demanded a more 
careful evaluation. This balance between attribute importance 
and the broader attribute interplay deepens our understanding 
and offers a refined perspective on the dataset's potentials and 
pitfalls. 

Looking ahead, there's a wealth of opportunity. The idea of 
melding deep learning techniques, such as convolutional and 
recurrent neural networks, with traditional machine learning 
offers a promising avenue. As medical datasets continue to 
expand, they will benefit from architectures designed to handle 
vast amounts of data and extract intricate patterns. This 
integration could redefine the landscape of medical predictive 
modeling, particularly for conditions as multifaceted as 
diabetes. To encapsulate, our findings have been both 
affirming and enlightening, and the journey ahead in the realms 
of medical diagnostics and data science is full of promise. Each 
step we take is more than just academic progression; it is a 
stride towards enhancing medical prediction and, ultimately, 
patient outcomes. 
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Abstract—Human organ transplantation is a lifesaving 

process for many of the patients suffering from end stage 

diseases. Transplantation surgeons are often confronted with the 

question of the expected survival prognosis for this expensive and 

perilous process.The aim of the work is to identify an optimal 

model for predicting the survival of the recipient based on the 

available organ. This study identifies important features of the 

recipient and donor parameters for training the model. The 

study compares the performance of the Random Survival Forest 

(RSF), which is a machine learning method, and the Cox 

Proportional Hazard (CPH) model, which is a statistical model, 

to identify the more accurate model for survival prediction. 

Variations of the C-index, Brier score, and cumulative Area 

Under Curve evaluate the survival models considered. This study 

suggests that CPH which is a statistical method is a better option 

for forecasting graft and patient survival for an improved clinical 

outcome. 

Keywords—Cox proportional hazard model; random survival 

forest; C-index; brier score; area under curve; organ 

transplantation; survival prognosis 

I. INTRODUCTION 

Kidney transplantation is the only option for those patients 
identified that the dialysis is no longer a viable solution. 
According to Organ Procurement and Transplantation Network 
(OPTN), while there were 88,901 patients waiting for kidney 
transplantation in US, only 25,499 transplantations were 
performed in year 2022 [1]. In India, there are around 2 lakhs 
kidney patients waiting for transplantation per year. However 
only 10,000 transplantations are performed in a year [2]. 
Kidney from deceased donor has proven to be a better source 
to reduce the waiting time for the transplant recipients. There 
was a huge leap in the number of transplantations in United 
States due to increase in deceased organ donation. But the 
Delayed Graft Function (DGF) continues in an upward trend 
and occurred in 24% of adult kidney transplants in 2021 [3]. 
Increased DGF is a concern, as it increases the risk of acute 
rejection and death [4]. To reduce the risk of DGF by taking 
precaution in the selection of donor kidneys, minimizing cold 
ischemia time, and monitoring of the recipient after 
transplantation [5]. In this post pandemic era, especially as it is 
very difficult to procure an organ, transplant surgeon has to 
select an ideal recipient for the available organ. Despite having 
a variety of technologies and infrastructure, relatively little of it 
is used in such crucial life-saving procedures. The reason and 
motivation for selecting this topic for research work is mainly 
as a result of the lack of transplantable organs. As the 

availability of organs is very less, we have to make sure that 
each organ is allocated to the right recipient who can ensure 
maximize life expectancy. Computer algorithms which suggest 
the best match for a better survival prognosis helps to increase 
the success rate of post-transplantation. 

Exploiting the new-age technologies to identify the correct 
recipient for the available organ helps to achieve a better 
survival prognosis. Sophisticated method helps to find a correct 
patient in less amount of time promoting interinstitutional 
organ transplantation without affecting the preservation time of 
the deceased organ [6]. Implementation of an organ harvesting 
and transplantation network using IoT and Blockchain improve 
the efficacy of the organ allocation system. It also monitors the 
pathophysiological changes in donors and recipients which 
help in improving the overall quality of organ transplantation 
[7]. 

There are numerous survival prediction algorithms that use 
statistical or machine learning algorithms which are suitable for 
respective field of study. Random Survival Forest is a machine 
learning algorithm which predicts by leveraging an ensemble 
of multiple decision tree. RSF is the machine learning method 
used for survival prediction particularly while handling 
complex, high-dimensional data and when making predictions 
is the key objective. Cox proportional hazard is the statistical 
method used for survival prediction particularly when there is 
censored data and when understanding the impact of covariates 
is the primary goal. The Cox Proportional Hazards (CPH) 
model and the Random Survival Forest (RSF) algorithm are 
both significant in the field of survival analysis and have 
distinct advantages and applications. Selection between them is 
usually based on the specific characteristics of the data and 
research objectives. The objective of this paper is to compare 
the accuracy of survival prediction done by CPH which is a 
statistical method with RSF which is a machine learning 
method. 

The following section summarizes the review and key 
findings of related works. The following section after the 
literature review explains the details regarding the dataset and 
the methods used. In the material and method section selects 
the two most significant algorithms based on the review of 
papers involving survival prediction. The following sub-
sections of evaluate the performance of the statistical and 
machine learning models. The discrimination assessment of the 
models is done by the calculation of Concordance-index. Time-
dependent Brier score is as an alternative method to assess the 
calibration, of both the methods. Even though, Random 
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Survival Forest and Cox‘s proportional hazards model were 
performing equally well in terms of discrimination (c-index) 
and in terms of calibration (IBS), there is notable difference in 
terms of time dependent Receiver Operating Characteristic 
(ROC) curve or the cumulative Area Under Curve obtained. 
This paper suggests CPH as an optimized survival prediction 
method for kidney transplant recipients. 

II. LITERATURE REVIEW 

Lentine, Krista L et al., [3] reflected in their paper that 
amid COVID-19 pandemic, the field of kidney transplantation 
faced both successes and challenges in broader geographic 
organ distribution. The United States witnessed a record 
number of kidney transplants, mainly due to the increase in 
deceased donor kidney donation. However, disparities in 
access to living donor kidney transplant persist, especially for 
non-White and publicly insured patients. Delayed graft 
function (DGF) continues an upward trend and occurred in 
24% of adult kidney transplants in 2021. Five-year graft 
survival for deceased donor transplant was 88.6% versus 
80.7% for recipients aged 18-34 years, and 82.1% versus 
68.0% for recipients aged 65 years or older. The rate of 
deceased donor transplants among pediatric candidates 
recovered in 2021 from a low in 2020. 

In this paper, the authors Grant, Shannon et al. evaluate 
various goodness-of-fit tests for the Cox proportional hazards 
model with time-varying covariates [8]. The Cox proportional 
hazards model is used in survival analysis to assess the 
relationship between covariates and the hazard rate. However, 
when the covariates are time-varying, traditional goodness-of-
fit tests may not perform well. The authors propose and 
compare several alternative tests to assess the model's fit to the 
data. The key findings of the paper may include insights into 
the accuracy and reliability of different goodness-of-fit tests 
when applied to this particular scenario. This research is 
valuable for improving the assessment of how well the Cox 
model fits the data when dealing with covariate changes over 
time, which is a common occurrence in survival analysis 
studies. 

Spooner, A., Chen, E., Sowmya, A. et al. did a comparative 
study of, ten machine learning algorithms that can perform 
survival analysis [9]. In this study performance and stability of 
high dimensional and heterogeneous clinical data was carried 
out. The researchers developed new prediction models that 
incorporated immunological factors, recipient, and donor 
variables, and compared their performance with conventional 
models. They analyzed data from 3,117 kidney transplant 
recipients in a multicenter cohort. The results showed that 
using a survival decision tree model significantly increased the 
accuracy of graft survival prediction compared to a 
conventional decision tree model. The occurrence of acute 
rejection within the first-year post-transplant found to be 
associated with a 4.27-fold increase in the risk of graft failure. 

Yoo, K.D., Noh, J., Lee, H. et al. in their work discusses 
the challenges in analyzing data from clinical trials and cohort 
studies, particularly those related to dementia [10]. Such data is 
often high-dimensional, censored, and heterogeneous, making 
traditional statistical methods insufficient. Machine learning 
models that can predict the time until a patient develops 

dementia have become essential in understanding dementia 
risks. They offer more accurate results when dealing with 
complex clinical data. The study compares ten machine 
learning algorithms combined with eight feature selection 
methods to analyze high-dimensional and heterogeneous 
clinical data. The models predict survival to dementia using 
baseline data from two different studies: the Sydney Memory 
and Ageing Study (MAS) and the Alzheimer's Disease 
Neuroimaging Initiative (ADNI). The models achieved 
promising performance values, with a maximum concordance 
index of 0.82 for MAS and 0.93 for ADNI. 

The authors K. Suresh, C. Severn, and D. Ghosh [11] 
discuss various types of discrete-time survival models, such as 
the Cox proportional hazards model, the logistic regression 
model, and parametric models like the Weibull and exponential 
models. The authors emphasize the potential benefits of using 
machine learning algorithms for more accurate and robust 
predictions, while also acknowledging the challenges and 
complexities involved in these approaches. 

III. METHODS AND MATERIALS 

Random Survival Forest is a well-known Machine learning 
algorithms to explore the time to event, in order to study the 
survival prognosis. Cox Proportional Hazard is a classic 
statistical approach used on deidentified medical data which 
may have a high proportion of censored data. While handling 
censored observations, it can parallelly predict hazard ratio to 
investigate the association between covariates and survival 
time of a patient [12]. The aim of the study is to compare the 
accuracy of survival prediction of the two methods. Training 
using same dataset gives a better comparison of performance 
for both Random Survival Forest (RSF) model and Cox 
Proportional Hazard (CPH) model. 

A. Dataset 

The proposed study, use the dataset from United Network 
for Organ Sharing (UNOS). Standard Transplant Analysis and 
Research (STAR) files consist of de-identified patient-level 
information of the transplant recipients and waiting list 
applicants. The dataset covers patient information starting from 
January 10, 1987. For the purpose of research, a request sent to 
UNOS for the STAR dataset. UNOS allowed downloading of 
STAR dataset from file server on signing a non-disclosure 
agreement. The data for each type of transplantation covers 
various attributes of both recipient and donor including 
survival timeline information. A subset of about 2000 patient 
data, were used for the comparison study. Attributes selected 
for training the model includes five features of the 
transplantation data, along with one event indicator and another 
attribute indicating the time to event. The event indicator, 
PX_STATUS is labelled in four classes, to represent DEAD, 
ALIVE, RETX or LOST. Mapping to binary representation, 
the value ‗False‘ assigned to ALIVE status and value ‗True‘ 
assigned to remaining three status. The five features selected 
are age of the recipient (AGE), age of the donor (AGE_DON), 
BMI of the recipient (BMI_CALC), HLA mismatch number 
between recipient and donor (HLAMIS) and cold ischemia 
time (COLD_ISCH_KI) for the organ.  The attribute time to 
event PTIME is the time interval between the transplantation 
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date and the date at which the event happened, indicated in 
number of days. 

 

Fig. 1. Feature distribution against time. 

Fig. 1 depicts the distribution of selected features against 
the time span event of patient survival time in days (PTIME). 

B. Staistical Method based Analysis 

Cox proportional-hazards (CPH) model is the statistical 
method to analyze the risk of several features towards the time 
to event. This method measures the hazard ratio of covariates 
on the survival of an individual. Hazard function h(t) or 
instantaneous failure rate shows the risk of an event occurring 
for an individual at any point of time [13]. In case of an 
individual who has undergone transplantation, the event can be 
death or re-transplantation at time t. Calculation of Hazard 
function h(t) is as follows [12]: 

 ( )    ( )     (                     ) 

where H0(t) is the cumulative baseline hazard function and 
x1, x2,….xk are the subset of predictor variables considered. 

The calculation of survival function S(t), using CPH model 
is as follows [12]: 

 ( )     (   ( )    ) 

where PI, the Prognostic Index. Calculation of PI is as 
follows: 

                         

Survival times are subject to right-censoring. Therefore, we 
need to consider an individual‘s event indicator (PX_STAT) in 
addition to survival time (PTIME) [14]. 
CoxPHSurvivalAnalysis is the python library which is fully 
compatible to do the required statistical analysis on the dataset 
and hence used in current analysis of data. PX_STATUS and 
PTIME are stored as a structured array. The first field is an 
indication of observed survival status. Occurrence of event 
indicated as, ‗True‘ value, and ‗False‘ value to indicate the 
remaining status. The second field denoting the observed 
survival time (PTIME), which corresponds to the number days 
between the transplantation date and the time of death (if 
PX_STATUS == ‗True‘) or person contacted last time (if 
PX_STATUS == ‗False‘). 

Cox proportional-hazards model estimates the hazard ratio 
of a covariate and the effect on the survival of the patient. The 
extracted hazard ratio and specific distribution generates the 

survival time of a patient. Features are used to predict the 
survival time of an individual. The method overcomes the 
disadvantage of directly estimating survival time from 
censored data. 

C. Machine Learning Method based Survival Analysis 

Random survival forests, is an ensemble tree method for 
analysis of right-censored survival data. Predictions using 
Random Survival Forest predictions are an aggregation of the 
predictions of individual trees in the ensemble. Aggregation of 
the tree-based Nelson-Aalen estimators leads to the 
construction of the ensemble in Random Survival Forest [15]. 
The ensemble survival function from random survival forest is 
as follows: 

 ̂   ( | )     (  
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Corresponding to covariate value x, Ñb
*
(s, x) is the count of 

the uncensored events until time s and Ỹb
*
(s, x) is the number 

of risks at time s. The estimated conditional cumulative hazard 
function in each terminal node of a tree using the Nelson-Aalen 
estimator is as follows: 
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RandomSurvivalForest is the python library used for RSF 
model creation. 

D. Performance Evaluation of Stastical and Machine 

Learning Models 

Sample data of six real-world clinical datasets from UNOS 
evaluates the performance of Cox proportional-hazards model 
and Random survival forests. Table I shows the clinical dataset 
used for the analysis. The discriminatory power of five features 
used to evaluate the predictions done by these predictive 
models. 20% of training data assess the prediction of the model 
to predict the survival of a patient after transplantation. 

TABLE I.  SAMPLE DATA – UNOS DATASET FOR THE FEATURES 

 AGE 
AGE_DO

N 

BMI_CAL

C 
HLAMIS COLD_ISCH_KI 

Sample 1 4 30 21.3 4.0 1.0 

Sample 2 10 27 21.3 6.0 9.0 

Sample 3 14 5 16.0 5.0 37.0 

Sample 4 72 37 22.5 3.0 2.0 

Sample 5 72 16 24.1 2.0 17.0 

Sample 6 72 62 22.4 5.0 21.0 

Graphs generated visualized the evaluation of the results 
for the given dataset. 
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a) Survival Probability Graph: The survival probability 

graph in Fig. 2 shows the probability of survival against the 

number of days, using Cox Proportional Hazard model. 

 

Fig. 2. Probability of survival using Cox PH. 

The survival probability graph in Fig. 3 shows the 
probability of survival against the number of days, using 
Random Survival Forest model. 

 

Fig. 3. Probability of survival using RSF. 

Fig. 2 and Fig. 3 show that younger recipient is having 
more survival rate in comparison to older recipient. Both CPH 
and RSF show similar trends. 

b) Hazard Graph: The graph in Fig. 4 shows the 

Cumulative hazard function against survival time in days, 

using Cox Proportional Hazard model. The graph in Fig. 5 

shows the Cumulative Hazard function using Random 

Survival Forest [16]. 

 

Fig. 4. Cumulative hazard using Cox PH. 

Cumulative hazard function reconfirms the finding 
identified in the survival probability graph. 

 

Fig. 5. Cumulative hazard using RSF. 

c) Permutation Importance: The feature importance of 

estimators for a given dataset is determined by the 

permutation importance function. The permutation feature 

importance measures the increase in the prediction error of the 

model as a result of permuting the values of a feature. 

Computation of the permutation importance [17][18], ij for the 

feature fj, is as follows: 

     
 

 
∑     

 

   
 

where, s is the reference score for the data D, on predictive 
fitted model m, calculated for K repetition for each feature fj. 
The results of permutation feature importance for both the 
model shows that age of the recipient variable is the main 
driver of prediction. The variation of data in these columns 
causes the mean square error in both models to increase. 
Compared to CPH model, RSF model depends mostly on this 
variable. Table II shows the permutation feature importance of 
CPH model and Table III shows the same using RSF model. 
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TABLE II.  PERMUTATION IMPORTANCE-CPH 

Permutation Importance-CPH 

 Importance mean Importance std 

AGE 0.024935   0.016718 

AGE_DON 0.023710  0.012844 

BMI_CALC 0.002368  0.007720 

HLAMIS -0.001456 0.002062 

COLD_ISCH_KI -0.005284  0.007599 

TABLE III.  PERMUTATION IMPORTANCE-RSF 

Permutation Importance-RSF 

 Importance mean Importance std 

AGE 0.049249 0.019136 

AGE_DON 0.015333 0.006105 

BMI_CALC 0.003339 0.003046 

HLAMIS 0.001181 0.004930 

COLD_ISCH_KI 0.000656 0.004182 

d) Concordance Index (C-Index): C-Index or C-statistic 

is a measure of predictive accuracy of a model particularly 

used for survival analysis.  C-Index value indicates, a higher 

risk should result in a shorter time to the adverse event. 

Therefore, if a model predicts a higher risk score for the first 

patient (ηᵢ > ηⱼ), we also expect a shorter survival time in 

comparison with the other patient (Tᵢ < Tⱼ). 

  
     (     )   (     )   

     (     )    
 

Split the dataset in training and test sets. Fit the models on 
the training set. Evaluate the model performances (C-index) on 
the test set. The desirable values range is between 0.5 and 1. 
Closer the value towards 1, the more the model differentiates 
between early events (higher risk) and later occurrences (lower 
risk). The C-index maintains an implicit dependency on time 
[19]. The C-index becomes more biased when the amount of 
censoring is more [20]. CPH gave a Concordance Index of 
0.5505 while using RSF, the C-index is calculated as 0.5427. 
As the number shows CPH gives a better performance than 
RSF in terms of C-Index. 

e) Brier Score: Brier Score or Brier Probability score is 

a measure of the accuracy of the forecast done by a model. 

The score particularly evaluates the probabilistic prediction. 

The time-dependent Brier score is an extension of the mean 

squared error to right censored data. Inverse probability of 

censoring weights (    ̂( )  ) and the model‘s predicted 

probability of upcoming events up to the time t (  ̂( | )), 
estimates the Brier score as given below [21]. 
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The integrated Brier score at time T is as follows: 
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Lower values for the Brier score indicate better prediction 
performance. Using the Brier score we can calculate the 
continuous rank probability score (CRPS), defined as the 
Integrated Brier Score (IBS) divided by time. CPH gave an 
Integrated Brier score of 0.1958, and 0.1967 while using RSF. 
In terms of Brier Score, both CPH and RSF are equally 
performing, however CPH is having slightly better prediction 
performance. 

f) Receiver Operating Characteristic Curve (ROC): 

Another performance metric to compare the models is time 

dependent ROC curve [21]. The time-dependent ROC curve is 

a graphical representation used in survival analysis. This is 

used to evaluate the performance of predictive models 

designed to estimate the probability of an event occurring at a 

specific time in the future. It is also known as the dynamic or 

cumulative Area Under the Curve (AUC). In the graphical 

representation of the curve, the x-axis represents time, and the 

y-axis represents a measure of the model‘s performance at that 

specific time. As seen in the Fig. 6, the CPH performance is 

better than the RSF. The mean value for CPH is 0.602 which 

is higher than the RSF mean 0.568. 

Evaluation of Cumulative hazard function at a time interval 
of 1000 days calculates the time-dependent risk scores. The 
plot of CPH shows that the model is doing moderately well on 
average, with an approximate AUC of 0.602. However, there is 
a clear difference in prediction performance between the AUC 
curve of RSF and that of CPH. The performance prediction on 
the test data increases 15 years after the transplantation 
surgery. It remains high during the initial 4 to 5 years soon 
after the surgery and also after 15 years of transplantation. 
Thus, we can conclude that the model is most effective in 
predicting death both at the low-term and at high-term using 
the time-dependent AUC curve. 

CPH classify and prioritize parameters using multivariate 
analysis. The model considered the parameters prioritized for 
the risk of hazard by Cox Proportional Hazard model. These 
include CIT, Age of the recipient, HLA mismatch, and BMI 
calculated. Cox proportional hazard prediction model predict 
survival days. Prediction accuracy of models evaluated by 
comparing the predicted survival graph against the actual 
survival days available as part of the UNOS dataset. Including 
a fitted model-based prediction in the current allocation policy 
can enhance the outcome of organ transplantation. 
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Fig. 6. Comparison of mean AUC -CPH and RSF. 

IV. RESULTS 

Comparing the result with the predictive performance of 
the Random Survival Forest model, the Cox proportional 
hazard model performs impartially better on average, mostly 
due to the better performance in the intervals 4–5 years, and 
15–20 years. Even during the period above 5 years, CPH has 
equally or better performance than RSF. This shows that even 
though it is convenient to assess overall performance, using 
mean AUC, even without considering the mean AUC, CPH is a 
better method to predict the survival prognosis of transplant 
recipients. 

V. CONCLUSION 

For evaluating survival models considered, variations of the 
C-index, Permutation Importance, Brier Score, and Cumulative 
AUC curve proposed over the time are analyzed [21]. The 
result indicates that both models perform equally well, 
achieving a concordance index of ~0.55. Evaluation of the 
prediction of the models is done using alternative methods. 
Time-dependent Brier score assess the discrimination and 
calibration, of both the methods. Here again, both the models 
had the same score of ~0.196. Despite Random Survival Forest 
and Cox‘s proportional hazards model performing equally well 
in terms of discrimination (c-index) and in terms of calibration 
(IBS), there seems to be a notable difference in terms of time 
dependent ROC curve or the cumulative AUC. The mean value 
of AUC with Cox‘s proportional hazards model outperformed 
Random Survival Forest. Thus, this paper suggests CPH as an 
optimized survival prediction method for kidney transplant 
recipients. 
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Abstract—Purpose: Ribonucleic Acid Sequencing (RNA-Seq) 

is a technique that allows an efficient genome-wide analysis of 

gene expressions. Such analysis is a strategy for identifying 

hidden patterns in data, and those related to cancer-specific 

biomarkers. Prior analyses without samples of different cancer 

kinds used RNA-Seq data from the same type of cancer as the 

positive and negative samples. Therefore, different cancer types 

must be evaluated to uncover differentially expressed genes and 

perform multiple cancer classifications. Problem: Since gene 

expression reflects both the genetic make-up of an organism and 

the biochemical activities occurring in tissue and cells, it can be 

crucial in the early identification of cancer. The aim of this study 

is to classify the RNA-Sequence data into five different cancer 

forms, such as LUAD, BRCA, KIRC, LUSC, and UCEC, through 

an ensemble approach of machine learning algorithms. RNA-Seq 

data for five different cancer types from the UCI Machine 

Learning Repository are examined in this research.  Methods: As 

a first step, the relevant features of RNA-Seq are extricated using 

Principal Component Analysis (PCA). Then, the extricated 

features are given to the ensemble of machine learning classifiers 

to classify the type of cancer. The ensemble of classifiers is built 

using Support Vector Machine (SVM), Naive Bayes (NB), and K-

Nearest Neighbor (KNN).  Results: The results demonstrated that 

the proposed ensemble classifier outperformed the existing 

machine-learning approaches with an accuracy of 99.59%. 

Keywords—RNA-Sequence; gene expression; feature 

extraction; voting classifier; ensemble approach 

I. INTRODUCTION 

Cancer is a complex disease characterized by the 
uncontrolled division and growth of abnormal cells in the 
body, often forming tumors and potentially spreading to other 
tissues. When cells behave abnormally and divide abnormally, 
they can damage neighboring cells and form tumors that can be 
lethal depending on the circumstances. Early detection and 
appropriate therapy can reduce the chances of harming other 
cells. Researchers are working to evolve new systems for 
preliminary cancer detection and categorization in response to 
the high cancer mortality rate. However, it is challenging to 
diagnose cancer early due to the disorganized nature of cancer 
cells. As a result, RNA-Seq analysis can be instrumental in this 
case [1].  RNA (Ribonucleic acid) is a molecule that plays a 
critical role in protein synthesis in cells. RNA is made up of a 
sequence of four different nucleotide bases: adenine (A), 
guanine (G), cytosine (C), and uracil (U). RNA sequencing 
(RNA-Seq) is a powerful technique used to study gene 
expression by determining the sequence of RNA molecules in a 
sample. In RNA sequencing, RNA is first isolated from the 
sample and then converted into complementary DNA (cDNA) 

using reverse transcription. Next, the cDNA is sequenced using 
high-throughput sequencing technologies to generate extensive 
RNA sequence data. RNA sequential datasets can be used for 
various purposes, such as studying gene expression, identifying 
genetic mutations, and developing new disease therapies. 
These datasets can be generated through various techniques, 
such as RNA sequencing, microarrays, and hybridization. 
RNA-Seq is a recent and well-liked method for discovering 
new transcripts and isoforms by delivering more normalized 
and less noisy data for prediction and classification purposes. 
The most crucial role of transcriptome profiling is identifying 
the differentially expressed genes in the body or finding gene 
variances at various levels. Using RNA-sequencing, 
identification and quantification may be done all at one spot. 
To categorize diseases like breast invasive carcinoma (BRCA), 
colon adenocarcinoma (COAD), renal chromophobe, etc. 
RNA-Seq data are freely accessible from many databases [2]. 
However, many dimensions, complexity, and duplication of 
features make studying RNA gene expression data particularly 
challenging. Thus, Machine Learning (ML) and deep learning 
algorithms can be used to extract features [3], [4] 
automatically. 

Machine Language is a subset of Artificial Intelligence (AI) 
which is accustomed to identifying underlying patterns in data 
to identify associations between them [5], [6]. In the age of big 
data, ML is becoming crucial since it is becoming increasingly 
difficult for humans to recognize trends and patterns in data to 
make predictions [7], [8]. ML is thus taking over from humans 
when identifying and forecasting unseen data to enable 
informed decision-making. By retrieving features from a 
database without human input, ML generates predictions. 
There is a growing use of ML almost everywhere [9]. Its 
common uses include natural language processing, forecasting, 
aviation management, and biology to identify protein and RNA 
sequences [10], [11]. 

The most crucial aspect of RNA-Seq analyses is differential 
analysis [12]. Traditional differential analysis techniques often 
match tumor samples to standard samples of the same tumor 
kind [13], [14]. However, due to its ignorance of additional 
tumor forms, such a technology could not distinguish between 
distinct tumor types [15]. Therefore, conducting an in-depth 
analysis using RNA-Seq data is necessarily better for 
understanding the causes of different cancers [16]. 
Furthermore, most studies attempt to locate genes with 
differential expression to extract the most pertinent properties. 
Therefore, developing a strategy that incorporates an 
understanding of various tumors kinds in the study is essential. 
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Although RNA-Seq data help detect changes at the gene 
level, working with RNA-Seq data can be difficult due to its 
spatial properties [17]. Feature engineering, a technique used to 
address the challenges of high dimensionality and the relatively 
small number of samples in gene expression data, is a crucial 
part of computer approaches for gene expression research. In 
the current study, gene expression features are extracted in 
order to overcome the curse of dimensionality and an ensemble 
of three ML methods for cancer classification using gene 
expression data have been applied with hard voting strategy. 
Five tumors of RNA-Seq data are used in this investigation. 
The current study has applied an ensemble of three ML 
methods for cancer classification using gene expression data. 
Five tumors of RNA-Seq data is used in this investigation. 

The key contributions of this study are following: 

 The proposed framework applies multiple ML models 
to produce a final ensemble model that is rich in 
diversity. 

 Relevant features extricated from the RNA sequence 
dataset for cancer prediction. 

 RNA Sequence data has been analyzed and visualized 
to infer knowledge. 

 Receiver operating characteristics analysis and state-of-
the-art analysis has been done to prove the superiority 
of the proposed approach. 

The remaining paper is organized as follows: The literature 
relating to the current investigation is discussed in Section II. 
In Section III, the proposed method is covered. The 
experimental findings are covered in Section IV, and the article 
is wrapped up in Section V. 

II. LITERATURE REVIEW 

First, to categorise cancer, Sterling Ramroach et al. used 
various machine learning techniques [18]. A dataset for several 
cancer kinds was downloaded for their study from the online 
data portal COSMIC. The machine learning models that were 
used were support vector machine (SVM), neural networks, K 
closest neighbour (KNN), and random forest (RF). For various 
cancer types and primary sites, the authors conducted 
numerous tests. In contrast to other algorithms, RF 
distinguished itself by achieving significant classification 
accuracy and being simple to tune. 

The boosting deep cascade forest (BCDForest) deep 
learning algorithm was presented by Yang Guo et al. as the 
preference for deep neural networks for categorising the cancer 
RNA. This strategy was used to publicly available microarray 
data sets encompassing adenocarcinoma, brain, and colon 
cancer and RNA-Seq data sets containing BRCA, GBM, pan 
cancers, and LUNG. Each deep forest in this ensemble 
methodology worked well in predicting the classification 
outcomes. First, Cascade forests are built using decision tree-
based random forests trained to find relevant characteristics in 
raw data. Next, this result was placed against state-of-the-art 
classifiers like SVM, KNN, LR, RF, and the original gcforest 
[18]. The authors claimed that their suggested approach 
produced more precise results. 

Yawen Xiao et al. suggested that the multimodal ensemble 
technique includes KNN, SVM, DTs, RFs, and Gradient 
Boosting Decision Trees (GBDTs) [19]. Three different 
cancers were treated using their suggested approach: LUAD, 
stomach adenocarcinoma (STAD), and BRCA. This tactic was 
used to train each classifier individually using the supplied data 
to produce predictions, which were then used to inform a 
multimodal ensemble approach using deep learning. This 
technique predicts cancer more accurately than data produced 
by a single classifier. 

Using Voom, Dincer Goksuluk et al. developed a new 
range of classifiers termed “voomNSC”, “voomNBLDA”, and 
“voomPLDA” to classify and assess RNA-Sequencing data. 
VoomNSC uses the NSC approach in conjunction with voom 
transformation to create classifiers that are more reliable and 
accurate [3]. Because VoomDLDA and voomDQDA are not 
sparse bases, they take advantage of all the model‟s properties. 
The sparse base classifier voomNSC uses only the subset of 
features in the model. The results showed that voomNSC 
produced the best outcomes compared to PLDA, NBLDA, and 
NSC. 

Paul Ryvkin et al. provided a brand-new numerical method 
for CoRAL (classification of RNA by analysis of length) [20]. 
For this reason, the authors sequenced databases of short RNA 
sequences. Three trimmed adapter sequences were then applied 
to the dataset, and a FASTA file was generated after 
completing numerous pre-processing steps. Next, aligned reads 
were recorded in SAM files by comparing them to a reference 
file. A SAM file was then created based on the mismatch rate 
of the readings. Finally, a BAM file containing the aligned and 
matched genes was created and delivered to CoRAL. CoRAL 
categorises various RNA sequence types and draws out salient 
traits from them. This technique categorises short RNA 
sequences and gives the user a more significant direction. 

Hamid Reza Hassanzadeh et al. suggested a cutting-edge 
pipeline technique to predict the prognosis of cancer patients 
[21]. The proposed method used Laplacian Support Vector 
Machines for semi-supervised learning. This technique 
predicted the survival of patients with neuroblastoma (NB) and 
kidney cancer (KIRC). It involved four steps where pre-
processing is the first step which includes feature metric 
storage and data analysis. The second step is feature extraction 
and then next step removes overfitting problems. Using a 
generalisation strategy as the final step will enable to assess the 
precision of each model and determine the weights 
accordingly. In terms of accuracy, this pipeline method 
performed better than supervised SVM. 

Jiande Wu et al. have suggested using several machine-
learning algorithms to detect triple-negative breast cancers [5]. 
In this study, TCGA data were used to evaluate the gene 
expression levels of 110 breast cancer samples that were triple-
negative with 992 non-triple-negative samples. SVM, KNN, 
Naive Bayes (NB), and DT were the machine learning 
classification models that were employed. Due to the enormous 
dimensions of the data, a further step known as feature 
selection was carried out before classification to obtain the 
essential features. The categorisation job had accuracy rates of 
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90%, 87%, 85%, and 87%, respectively. The results 
demonstrate that SVM outperformed the other techniques. 

GeneQC (gene expression quality control), a machine 
learning-based technique, was proposed by Adam McDermaid 
et al. to determine the reliability of expression levels precisely 
from RNA sequencing datasets [15]. The authors used data 
from seven plant and animal taxa‟s RNA sequencing. Three 
different types of information were entered into GeneQC. A 
SAM file is read by the first mapping, a reference genome 
FASTA file by the second, and a species-specific annotation 
file by the third. GeneQC uses two processes: a Perl script to 
extract features and an R programme to model the 
mathematical relationships between those features. GeneQC 
then categorises the reading alignment category for each 
Genome. 

Yawen Xiao et al. presented a stacked sparse auto-encoder, 
utilising a semi-supervised deep learning methodology [19]. 
LUAD, STAD, and BRCA were just a few of the cancer types 
that this approach predicted. This model integrated supervised 
classification methods with semi-supervised feature extraction 
techniques to handle labelled and unlabelled data and extract 
more precise information for cancer prediction. The results 
demonstrated that the suggested method gave more accurate 
prediction results when compared to several cutting-edge 
machine learning classifiers, including SVM, RF, NN, and 
auto-encoders. In addition, several studies have considered 
using technologies, including wireless sensor networks, 
networks, software-defined networking, and the Internet of 
Things (IoT) [22]. 

To find biomarkers in high throughput sequencing, Brian 
Aevermann et al. suggested combining feature selection and 
the binary manifestation method of a random forest [23]. The 
authors‟ analysis supports this by using the NS-Forest version 
2.0. Identifying active cell types and under investigation are 
two goals for which the most recent iteration of NS-Forest is 
effective. Their study sent a cell with a clustered gene 
expression assignment to the RF, from which significant 
features were gleaned using the Gini index. To overcome 
unfavourable indicators, genes were further prioritised. The 
top-ranked genes were then determined using a binary 
expression score. To adjudicate the least number of features, a 
criterion based on a decision tree and F-Beta score was 
employed to investigate various combinations of biomarkers. 
Finally, the human middle temporal gyrus (MTG) was used in 
tests to gauge the technique's efficiency [24]. 

Barbara Pes used the homogenous ensemble approach and 
applied the selection algorithm to several diversified datasets 
derived from the original set of records. The author worked on 
high-dimensional benchmarks from various domains, and this 
ensemble approach led to a significant gain without any 
degradation of the predictive performance [25]. 

Table I tabulates the existing literature on cancer 
classification with advantages and disadvantages, which pave 
the way to propose a novel ensemble machine learning 
technique in this study. Compared to the current cancer 

classification approaches, the proposed method is different in 
the way that the RNA features are extricated using PCA and 
the type of cancer is classified using the proposed ensemble 
classifier that reduces the computation complexity as the model 
is constructed using the extricated features alone. 

III. PROPOSED APPROACH 

Most traditional cancer classification systems use a single 
classification method, relying heavily on a specific 
classification algorithm for accuracy. The performance of a 
particular classifier may differ depending on the dataset. 
Therefore, to increase prediction accuracy, a framework must 
be developed for combining complementary information from 
different classifiers. The proposed approach is the 
hybridization of feature extraction and an ensemble of machine 
learning classifiers that classify cancer using RNA sequence 
data. Fig. 1 illustrates the block diagram of the proposed 
approach. This approach consists of the following modules: 
feature extraction, data splitting, model selection, and voting 
ensemble classification. 

A. Feature Extraction 

Feature extraction is an essential step in machine learning. 
It involves selecting and transforming the most relevant 
information from the input data to create a set of new, more 
informative features. This can help improve machine learning 
algorithms' performance by reducing the data's dimensionality 
and removing noise or irrelevant information. There are many 
techniques for feature extraction, including Principal 
Component Analysis (PCA), Linear Discriminant Analysis 
(LDA), and Independent Component Analysis (ICA). PCA 
identifies the directions of maximum variance in the data and 
projects the data onto a new coordinate system defined by 
these directions, called principal components. The first 
principal component is the direction of maximum variance in 
the data. Each subsequent principal component is orthogonal to 
the previous components and captures the maximum remaining 
variance. The data is first standardised by performing PCA to 
have zero mean and unit variance. Then, the covariance matrix 
is computed, and its eigenvectors and eigenvalues are 
calculated. The eigenvectors represent the directions of the 
principal components, and the eigenvalues represent the 
amount of variance explained by each component. The data 
can then be projected onto the principal components by 
multiplying the original data matrix by eigenvectors [34], [35]. 

Let the dataset be D consisting of x+1 dimensions. Ignore 
the labels such that new dataset become x dimensional. 

The mean for every dimension of the whole dataset is 
computed as follows: 

   
 

     
    (1) 

The covariance matrix of the whole dataset is computed as 
follows: 

Covmat(DA,DB) 
 

n
∑ (A-A̅)(B-B̅)n

i   (2) 
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TABLE I. REVIEW OF EXISTING CANCER CLASSIFICATION SYSTEMS 

Ref. Methodology Used Dataset Metrics Advantages Disadvantages 

Goksuluk et al., 2019 [3] 
Microarray-based 

classifiers 
Synthetic dataset 

Accuracy, sparsity, sensitivity, 

specificity 
User-friendly and simple 

Prior knowledge of 

packages is required 

 Khalifa et al., 2020 [4] 
Optimised deep 

learning 

Tumour gene 

expression dataset 

Precision, recall, 

F1-score, accuracy 

Less complex and requires 

less time to train 
Performance is low 

Wu et al.,  
2021 [5] 

SVM, KNN, NB, and 
DT 

Cancer Genome Atlas 
dataset 

Accuracy, recall, specificity, 
precision, F1-score 

Efficient Complexity is high 

Ramroach et al., 2020 [9] 
RF and Gradient 

boosting machine 

Cancer Genome Atlas 

dataset 
Accuracy High performance Complexity is high 

Arowolo et al., 2020 [26] Ensemble classifier 
RNA sequence 

dataset 

Accuracy, sensitivity, 

specificity, precision, recall, F1-
score 

Less complex Low accuracy 

Yu et al.,  

2020 [27] 
NB, RF, SVM 

RNA sequence 

dataset 

Sensitivity, specificity, 

accuracy, 
F1-score, AUC 

Complexity is low Interpretation is low 

Garcıa-Dıaz et al., 2020 

[28] 

Grouping genetic 

algorithm 

RNA sequence 

dataset 
Standard deviation, accuracy Computation speed is fast 

Incomplete exploration of 

solution space 

Mohammed et al., 2023 

[29] 
 

Reinforcement 

learning 
Omics dataset Accuracy High processing speed 

The optimisation is done 

partially 

Arowolo et al.,  2021 

[30]  

KNN and Decision 

tree 

Western Kenya RNA 

sequence dataset 

Accuracy, sensitivity, 
specificity, precision, recall, F-

score 

Less complex Low accuracy 

Arowolo et al., 2021 [31] 

 

Genetic algorithm 
and Ensemble 

classification 

Anopheles Gambiae 

dataset 

Accuracy, sensitivity, 
specificity, precision, recall, F-

score 

High specificity 
Works for only small 

datasets 

Ramamurthy et al., 2020 

[32] 
Deep learning Synthetic dataset 

Recall Jaccard index, dice index, 
correlation coefficient, 

specificity, F1-score, 
computational time 

High accuracy More complex 

Mohammed et al., 2021 

[33] 
Stacking ensemble 

Cancer Genome Atlas 

dataset 

Accuracy, F1-score, precision, 

sensitivity, AUC 
High accuracy Less inference 

The eigenvectors and the corresponding eigenvalues are 
computed as follows: 

det(D-  ) 0  (3) 

A d × k dimensional matrix is created by selecting the k 
eigenvectors with the most significant eigenvalues after the 
eigenvectors are sorted in decreasing order. Next, the samples 
are transformed into the new subspace using the eigenvector 
matrix, yielding the principal components. 

B. Data Splitting 

Training and test sets are created from the primary 
component data. The test set assesses how well each 
classification model performed, and the training set is used to 
create classification models. The total sample size determines 
the ratio for dividing the data into two portions. For example, 
70% of the training set is typically used in research, and the 
remaining 30% is used as the test set. However, the split ratio 
can be lowered to 50% when there are fewer samples [36] [37]. 
Like the last example, this ratio might be raised to 80% or 90% 
if the total number of samples is high enough. The fundamental 
idea behind determining the ideal splitting ratio is to select a 
splitting ratio with a sufficient number of samples in both the 
training and test sets to generate a trustworthy fitted model and 
test predictions. The test accuracy is sensitive to unit 

misclassifications even though the fitted model is ultimately 
reliable. In our proposed approach, data has been split on the 
ratio of 70:30. 

C. Model Selection 

Selecting the right classifier for a particular machine-
learning task is essential to the modelling process. There are a 
variety of classifiers to choose from, each with its strengths and 
weaknesses. The factors to consider when selecting a classifier 
include the type of problem, dataset size, data complexity, and 
interpretability and performance metrics. Some commonly 
used classifiers in machine learning are Logistic Regression, 
K-Nearest Neighbors, Support Vector Machines, Decision 
Trees, Random Forests, and Naive-Bayes. It is often a good 
idea to try multiple classifiers and compare their performance 
on the given task to determine the best option. The ensembles 
of multiple classifiers can often perform better than a single 
classifier. After building these machine learning models, only 
the top-performing models are considered for proposed 
ensemble model building. 

D. Ensemble of Classifiers 

The ensemble of classifiers is built by combining the 
advantages of three classifiers such as SVM, NB, and KNN. 

 Support Vector Machine 
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The SVM is mainly used for categorisation due to its 
excellent accuracy and capacity for managing enormous 
amounts of data. It is a supervised ML algorithm. The goal of 
the SVM method is to find a hyper-plane that divides the data 
set into distinct groups in a suitable way for training sets [38]. 
Linearly separable data can be divided into two groups by a 
straight line. A line can separate data that are linearly separable 
in two dimensions. The function of the line can be represented 
as follows: 

y ax b   (4) 

The above equation can be re-written as follows by 
replacing x with x1 and y with x2: 

ax -x2 b 0  (5) 

If x and w are defined as x = (x1, x2) and w = (a, −1), then 
(4) is defined as follows: 

wx b 0   (6) 

It is the equation of the hyperplane, which is derived from 
two-dimensional vectors. This hyperplane is used to make 
predictions. For example, cancer is defined as having a point 
above or on the hyperplane and not having a threshold below 
the hyperplane. 

 Naive Bayes 

Naive Bayes (NB) classifiers are scalable because the 
number of parameters required is linear in the learning 
process's number of variables (features/predictors). A closed-
form expression, which takes linear time, can be evaluated to 
perform maximum-likelihood training [39]. The classifier is a 
function that is computed as follows: 

NBcl argmax
k * , , +

P(Ck i  
n p(xi Ck)) (7) 

 K Nearest Neighbor 

K-Nearest Neighbor (KNN) is a supervised algorithm 
based on the distance function. The distance function, which 
assesses the degree of similarity or difference between two 

samples, is the basis of this classifier. The Minkowski distance 
metric is computed as follows: 

 D(x,z) (∑  xr-zr 
pd

r  )
 

p  (8) 

With KNN, the function is locally approximated, and all 
computation is delayed until the function is assessed. 
Normalising the training data can significantly improve 
accuracy if the features represent different physical units or 
sizes because this technique relies on distance for 
classification. In addition, applying weights to neighbour 
contributions can help classification and regression because it 
encourages neighbours closer to one another to contribute more 
to the average than neighbours farther away. When utilising 
KNN classification or KNN regression, the neighbours are 
selected from a group of objects for which the class or object 
property value is known [40]. 

IV. RESULTS AND DISCUSSION 

The experiments were evaluated on an Intel(R) Core(TM) 
i7-6700 processor with 8 GB of RAM under Windows 10. The 
proposed approach was implemented in Python using the 
available machine learning packages.The UCI Machine 
Learning Repository hosts an RNA sequencing dataset 
containing gene expression data obtained from RNA 
sequencing of cancer cells and healthy cells. The gene 
expression levels are measured for over 20,000 genes, and 
more than 5,000 samples are in the dataset. The dataset used 
for experimentation is the RNA sequence dataset. This dataset 
is from the UCI Machine Learning Repository. The dataset 
contains information on the gene expression levels of five 
different cancer forms [41]. They are listed as follows: 

a) LUng ADenocarcinoma (LUAD) 

b) BReast invasive CArcinoma (BRCA) 

c) KIdney Renal Clear cell Carcinoma (KIRC) 

d) LUng Squamous Cell Carcinoma (LUSC) 

e) Uterine Corpus Endometrial Carcinoma (UCEC) 

 

Fig. 1. Block schematic of proposed cancer classification approach. 
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Algorithm I: Cancer RNA Sequence Classification Algorithm 

Input: RNA Sequence Dataset, RD 

 

Output: RNA Cancer type, BRCA/COAD/KIRC/LUAD/PRAD 

 

Process: 

1: for all records in RD 

2:    Compute mean of RNA sequence data,    

3:    Construct covariance matrix,        
4:    Calculate Eigen vectors/Eigen values of        
5:    Return top   principal components 

6: end for 

7: Traindata,Testdata=split(CancerRNASequencefeatures,label)  

8: Return Traindata, Testdata  

9: voting ”hard”  

10: M1=SVM(Traindata, Trainlabel, Testdata)  

11: M2=NB(Traindata, Trainlabel, Testdata)  

12: M3=KNN(Traindata, Trainlabel, Testdata)  

13: VotingEnsembleModel(Traindata, Trainlabel, Testdata)  

14: hardvotingclassifier=concatenate(M1, M2, M3)  

15: hardvotingclassifier.fit(Traindata, Trainlabel)  

16: classification=hardvotingclassifier.predict(Testdata) 

17: Return RNAcancerclass 

There are 20531 attributes over 801 occurrences. The most 
dangerous type of cancer for women is BRCA. The most 
common type of kidney carcinoma, known as KIRC, accounts 
for 70–80% of instances of the disease and has a high mortality 
rate globally. LUAD is a common type of cancer. Around 40% 
of all lung cancer diagnoses are due to it. It primarily attacks 
non-smokers. LUAD is typically discovered by accident and 
spreads more slowly than other forms of lung cancer. Smokers 
are likelier to get LUSC, the second most prevalent lung 
cancer. Airborne smoke particles often reside in the middle of 
the lung and transmit LUSC cancer. Undiagnosed in its early 
stages, UCEC is a recurrent prenatal malignancy. It affects 
more women than any other type of cancer. Due to the lack of 
information on its biomarkers for early detection and treatment, 
it has a high mortality rate. Fig. 2 depicts the distribution of 
cancer classes. 

E. Principal Component Analysis 

Fig. 3 depicts the scatter plot of principal components. The 
dimension of the RNA sequence data is high and in order to 
improve the performance of the classification task, the 
dimension of the dataset has been reduced and features are 
extricated using PCA. Experimentation has been done with 
with varying number of principal components and using trial 
and error approach the number of principal components used in 
the proposed approach is five. The reason behind the 
achievement of significant results using five principal 
components is that the dataset consists of five cancer classes. It 
is observed from the scatter plot that there are similarities in 
LUAD, BRCA, and COAD cancer classes. The KIRC and 
PRAD are scattered separately as there are dissimilarities exist 
in these classes compared to LUAD, BRCA, and COAD. 

 

Fig. 2. Distribution of cancer classes. 

 

Fig. 3. Scatter plot of principal components. 
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F. Performance Evaluation 

Performance evaluation in machine learning is assessing 
the accuracy and effectiveness of a trained model. It is essential 
to evaluate the performance of a machine learning model to 
determine its effectiveness in solving a specific problem [42]. 
The model‟s performance can be improved by tuning the 
hyper-parameters. Various metrics for evaluating a model's 
performance include Accuracy, Confusion Matrix, Precision, 
Recall, F1-Score, AUC (Area- Under-the-Curve)-ROC. 

Fig. 4 depicts the confusion matrix for the classification of 
cancer RNA sequences. There are n columns and n rows in a 
confusion matrix, where each column represents a predicted 
classification, and each row represents the true classification 
[43]. To determine the model‟s accuracy, it is possible to 
examine the values along the diagonal - a good model will 
have a high diagonal value and low values off it. Furthermore, 
one can determine where the model is having difficulty by 
examining the highest values, not on the diagonal. These 
analyses help identify cases where the model‟s accuracy is high 
but consistently misclassifies the same data. 

A classification report is a technique used to evaluate the 
performance of machine learning models in multiclass 
classification problems. It comprehensively summarises the 
model's performance on various evaluation metrics such as 
precision, recall, F1-score, and support. Fig. 5 depicts the 
classification report with the considered performance metrics. 
The precision, recall, f1-score, and support are computed for all 
the cancer classes. Furthermore, the macro average and 
weighted average are also computed to know the performance 
of the studied cancer ensemble classifier. The accuracy 
obtained is approximately 100% using the proposed ensemble 
approach for classifying the cancer RNA sequences. 

Table II compares training and testing scores of the existing 
and proposed cancer classifications. It is seen that the proposed 
approach performed significantly well in training, but the 
performance is not significant in terms of testing compared to 
the proposed hybrid ensemble approach. 

TABLE II. TRAINING AND TESTING SCORE ANALYSIS 

Model Training Score (%) Testing Score (%) 

LR 99.46 98.59 

NB 98.75 99.17 

RF 99.46 98.76 

KNN 99.46 98.75 

DT 98.75 97.51 

Proposed 99.64 99.59 

G. ROC Analysis 

The ROC (Receiver Operating Characteristic) curve is a 
graphical representation of the performance of the classifier, 
showing the trade-off between sensitivity (true positive rate) 

and specificity (true negative rate) at different classification 
thresholds [44], [45]. To create a ROC curve, the classifier is 
applied to a dataset with known outcomes (i.e., a labelled 
dataset), and the true positive rate (TPR) and false positive rate 
(FPR) are calculated for different classification thresholds. The 
TPR is the proportion of true positive predictions among all 
positive cases in the dataset, and the FPR is the proportion of 
false positive predictions among all negative cases in the 
dataset. These rates are plotted on the y-axis and x-axis for 
different thresholds, resulting in a curve that starts at the origin 
(TPR=0, FPR=0) and ends at (TPR=1, FPR=1). The area under 
the ROC curve (AUC) is a standard metric summarising the 
classifier's overall performance. For example, an AUC of 0.5 
indicates random performance, while an AUC of 1 indicates 
perfect performance. A higher AUC value indicates better 
classifier performance distinguishing between the positive and 
negative classes. 

The One-vs-Rest (OvR) classifier and the One-vs-One 
(OvO) classifier are two common approaches for multiclass 
classification problems [46]. In the OvR approach, a separate 
binary classifier is trained for each class, which distinguishes 
that class from all the other classes. In contrast, the OvO 
approach trains a binary classifier for each pair of classes. Both 
approaches can be used to generate ROC curves for multiclass 
classification problems. In the case of OvR, the ROC curve is 
generated by computing the false positive rate (FPR) and true 
positive rate (TPR) for each class's binary classifier. The 
overall ROC curve is then obtained by combining the 
individual curves for each class. In the case of OvO, the ROC 
curve is generated by comparing the predicted class 
probabilities for each pair of classes and computing the FPR 
and TPR based on the number of correct and incorrect 
predictions for each pair. 

Finally, the overall ROC curve is obtained by combining 
the FPR and TPR values for all the pairs of classes. When 
applied to gene selection methods, OvR and OvO can help to 
improve the results by reducing the number of false positives 
and false negatives in the classification process. By treating 
each class as a separate binary classification problem or 
training separate models for each pair of classes, OvR and OvO 
can help to better capture the subtle differences between the 
different classes, leading to more accurate classification results. 

Fig. 6 depicts the ROC analysis for One-vs-Rest (OvR) 
classifier. The AUC is high for the proposed approach 
compared to the existing approaches such as LR, NB, RF, and 
KNN. The reason behind the high performance of the proposed 
approach is that the extracted features are used for 
classification. Furthermore, the advantages of the existing 
classifiers are combined to build the ensemble classifier. 

Fig. 7 depicts the ROC analysis for One-vs-One (OvO) 
classifier. All the plots depict high AUC except COAD versus 
LUAD, as these cancer classes have high similarity by which 
classifier cannot differentiate these two classes efficiently. 
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(a) (b) 

 
 

(c) (d) 

  
(e) (f) 

 
(g) 

Fig. 4. Confusion matrix (a) Logistic regression (b) Naive Bayes (c) Random forest (d) K nearest neighbor (e) Decision tree (f) Support vector machine 

(g) Proposed approach. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

806 | P a g e  

www.ijacsa.thesai.org 
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(c) 

 

(d) 

 
 

(e) (f) 

 
(g) 

Fig. 5. Classification report (a) Logistic regression (b) Naive Bayes (c) Random forest (d) K nearest neighbor (e) Decision tree (f) Support vector machine (g) 

Proposed approach. 
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(a) 

 
(b) 

 

 
(c) (d) 

 
(e) 

Fig. 6. Receiver operating characteristics curve – One-vs-rest (OvR) (a) Logistic regression (b) Naive Bayes (c) Random forest (d) K nearest neighbor 

(e) Proposed approach. 
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(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

 
(j) 

Fig. 7. Receiver Operating Characteristics Curve of Proposed Approach – One-vs-One (OvO)  (a)BRCA vs. COAD (b) BRCA vs. KIRC (c) BRCA vs. LUAD 

(d) BRCA vs. PRAD (e) COAD vs. KIRC (f) COAD vs. LUAD (g) COAD vs. PRAD (h) KIRC vs. LUAD (i) KIRC vs. PRAD (j) LUAD vs. PRAD. 

H. State-of-the-Art Analysis 

The state-of-the-art analysis with respect to the reported 
results of existing cancer RNA classification systems is 
tabulated in Table III. The proposed approach is compared 
with optimized deep learning, ensemble classifier, SVM, 
grouping genetic algorithm, marker gene selection, 

dimensionality reduction with neural network, and 
dimensionality reduction with SVM. It is evident that the 
proposed approach surpasses the existing cancer classification 
systems. The reason behind the significant performance is that 
the curse of dimensionality problem existing in gene sequence 
data has been overcome using the feature extraction process 
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and extracted features are utilized for the ensemble 
classification task. Furthermore, a hard voting classifier has 
been built using the combination of best-performing classifiers 
that are chosen based on the trial-and-error process. Thus, the 
superiority of the proposed approach has been proved. 

TABLE III. STATE-OF-THE-ART ANALYSIS 

Method Year Accuracy (%) 

Optimised deep learning [4] 2020 96.9 

Ensemble classifier [26] 2020 93.3 

Support vector machine [27] 2020 97.37 

Grouping genetic algorithm [28] 2020 98.81 

Marker gene selection [23] 2021 97.0 

PCA-NN [30] 2023 96.6 

PCA-SVM [30] 2023 96.5 

Proposed - 99.59 

V. CONCLUSION 

The study successfully classified the RNA cancer types 
from a huge database using the proposed voting ensemble 
classifier approach. The RNA cancer sequence features were 
extracted using feature extraction process of PCA to reduce the 
dimension of the sequence data. The extracted features were 
used for ensemble classification model building and a hard 
voting ensemble classifier was effectively applied. In this work 
a dataset from the UCI Repository was used that includes 801 
samples and 20,531 attributes representing five forms of cancer 
(Breast, Kidney, Colon, Lung, and Prostate). The proposed 
system used to find an ideal response for the classification of 
cancer RNA sequences. The accuracy percentage for ensemble 
categorization is 99.59%. The ROC analysis had been 
performed with respect to one versus one class and one versus 
rest of the classes. It is evident that the AUC for the proposed 
approach is high. Furthermore, the state-of-the-art analysis 
proved that the proposed ensemble approach outperforms the 
existing RNA cancer classification systems. In future, the work 
can be improved by employing a wider variety of exhaustive 
and thorough techniques, which might be used with other kinds 
of high-dimensional datasets. 
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Abstract—An innovative preservation approach was proposed 

to document historical buildings in 3D model, and to present it 

virtually. The approach was applied to the Lawang Sewu 

building, one of the architectural masterpieces that is part of 

Indonesian history. Virtual Reality (VR) technology was used to 

create a Lawang Sewu VR application program that allows users 

to virtually walk around the building. A new method for 3D 

reconstruction was proposed, where data of photo, video and 

miniature documentation, as well as notes collected from 

observations were used as the main reference. Meanwhile, 

architectural record data was used in cases where information 

cannot be obtained through the main reference. The proposed 

method focuses on traditional techniques, both at the data 

acquisition and 3D modelling stages. Poly modelling techniques 

were chosen for 3D reconstruction. The poly modelling technique 

was chosen based on its ease and flexibility in controlling the 

number of polys in 3D models, and was suitable to be applied for 

repetitive spatial typologies, such as the Lawang Sewu building. 

After given textures, the 3D model was sent to the VR editor. In 

addition of running on the desktop platform, Head Mounted 

Device (HMD) that supports the creation of an immersive 

experience, was also chosen to run the Lawang Sewu VR. The 

evaluation carried out to measure the level of similarity of the 3D 

model to the original building and the sensation of an immersive 

experience felt by the user shows good achievements. 

Keywords—Virtual reality; immersive presentation; 3D 

reconstruction; historical heritage building preservation  

I. INTRODUCTION 

Lawang Sewu is a historic building that became one of the 
markers of the city of Semarang, Central Java, Indonesia. This 
building is the work of the famous Dutch architect, C. Citroen 
from the J.F. Firm. Klinkhamer and B.J. Quendag in 1903 and 
completed in 1907 for the headquarters of the Dutch colonial 
railway company, or Nederlandsch Indishe Spoorweg 
Naatschappij. The Lawang Sewu building was designed to 
have a lot of windows and doors as an air circulation system, 
and this is where the term Lawang Sewu, which in Javanese 
means a thousand doors, came from. The Lawang Sewu 
complex which stands on an area of about 18,232 square 
meters consists of five buildings, which are buildings A, B, C, 
D, E, and lavatory. Fig. 1 shows the photo collection of the 
Lawang Sewu building. 

An innovative approach was proposed to support the 
preservation of the Lawang Sewu building as an architectural 
masterpiece which is currently functioning as a tourist 
destination. The proposed approach allows users who have not 
had the opportunity to visit the Lawang Sewu building can see 
the architectural details of the building virtually. VR 

technology based on 3D reconstruction was proposed to create 
a Virtual Lawang Sewu program application that can document 
architectural details of buildings in 3D format. Therefore, users 
can walk around the building virtually. VR is an immersive 
technology that allows users to interact subjectively with the 
virtual world so that they can feel the sensation of their 
physical present. VR is an environment that is displayed in the 
form of media that is able to create a sensation for users who 
seem to be physically in their surroundings [1], and 3D 
reconstruction techniques are developing rapidly to meet the 
needs of geometric 3D models for the film, game and virtual 
environment industries, such as works [2-5]. In this study, for 
the purpose of the documentation and virtual presentation, the 
Lawang Sewu building was reconstructed into a 3D model to 
be applied to VR applications that can be run in the desktop 
and HMD platforms. The main problem was to reconstruct the 
building into a 3D model as precisely as possible. In order to 
maintain the number of polys in the 3D model, traditional 3D 
modelling techniques was chosen to create the 3D model. The 
technique has consequences for the process of selecting data 
sources and analyzing them, which are also carried out 
manually, such as carrying out careful photography sessions to 
obtain information from the building profile, or measuring 
every detail of the building profile directly or other approaches. 
After that, carry out an analysis of the information obtained to 
calculate the shape and size of the building. The proposed 
traditional 3D modeling technique can be used to reconstruct 
buildings into 3D models with precision. 

 
Fig. 1. The Lawang Sewu building. 
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The remainder of this paper is organized as follows: 
Section II discusses a review of some related work, Section III 
describes the proposed methodology which includes techniques 
in the data collection, techniques in the 3D reconstruction and 
3D model texturing, VR programming, and evaluation. 
Section IV analyzes results. Section V covers the conclusion. 

II. RELATED WORK 

There are various types of sensations of user presence in a 
virtual world (immersion), which are tactical to feel experience 
in carrying out tactical operations that require skill, strategic to 
feel mental challenges, narrative to feel being in a story, spatial 
to feel being in the real world, psychological to feel anxiety 
over the game with real life, and sensory to feel being in a 
unity of time and place based on the virtual environment [6]. 
VR consists of hardware components including computer sets, 
sensor embodiments (head mounted displays, binocular omni-
orientation monitors, and monitors), process acceleration cards, 
tracking systems, input devices, and software components 
including 3D modelling software, graphics, audio, and virtual 
reality simulation [7]. 

3D reconstruction is one of the challenges in developing 
VR applications. The challenge in 3D reconstruction is to 
formulate the right method in creating a 3D model that is as 
close as possible to the original object [8]. 3D reconstruction 
research was conducted for building objects [9-10], underwater 
environments [1, 5], small objects [11], and other objects. 3D 
reconstruction can be grouped by time (time-based 
reconstruction). For example, 3D reconstruction that aims to 
visualize objects based on their current construction such as 
works [2-3, 12-15], and 3D reconstructions that aim to 
visualize objects that have been damaged into their intact form 
such as works [16]. Research on 3D reconstruction for the 
Coliseum building in Rome, Italy, was carried out by [17], and 
the Great Wall in China by [18]. Both studies used tourism 
photo data from the www.flikcr.com site. The Coliseum 
building model was generated from 2106 photos, while the 
Great Wall model was generated from 120 photos. Further, it 
was explained that the challenge of this research is matching 
and 3D reconstruction of information from hundreds or 
thousands of photos consisting of variations in perspective, 
illumination, weather, resolution, and others that have the 
potential for clutter and outliers. The real-time room 
environment reconstruction technique uses an octre-based 
surface representation for Kinect Fusion, where the space is 
represented as a signed distance function and stored as a 
uniform grid of voxels [18]. 

Technological developments have enabled VR application 
programs to be presented through stationary displays (desktop-
VR or CAVE), head-based displays (HMD-VR or smartphone-
VR), and Hand-based displays (Handheld VR) [9]. This 
supports the so-called Second Chance Tourism that utilizes 
digital technology, such as VR technology, which allows 
tourists to get the experience of visiting tourist sites without 
physically having to be on site [4]. On the other hand, the 
appearance of an attractive 3D model is one aspect of building 
the absorptive experience that the user gets, and the absorptive 
experience has an influence on the level of immersive felt by 
the user in a virtual environment [19]. Therefore, the use of VR 

technology for the preservation of cultural heritage needs to 
consider the design of attractive 3D models. Meanwhile, multi-
experiential which includes learning and educational 
experiences, including emotional experiences, has become part 
of the existence of cultural heritage preservation [20]. 
Therefore, VR application programs also need to be designed 
to be able to provide various experiences for users while in a 
virtual environment. 

III. METHODOLOGY 

Workflow used in this study was designed based on eight 
challenges in developing the model of tangible 3D-based 
cultural heritage preservation identified by [8], which are time-
based 3D reconstruction, typology, 3D reconstruction method, 
application category, research objective, data management, 
presentation method and research evaluation. Based on the 
time, there are two types of time in the 3D based preservation 
of historical objects, which are 3D reconstruction based on the 
current environment that uses data from the current condition 
of historical objects, and based on the past environment that 
uses data from historical objects that have been damaged, even 
extinct [8]. The proposed 3D reconstruction for the Lawang 
Sewu building referred to the current physical condition of the 
building, where the current physical data of the building was 
analyzed for use in its 3D modelling. Typological analysis was 
carried out to design data collection techniques based on the 
detailed characteristics of the building. Data was collected 
through: 1) direct observation by documenting the architectural 
details of the Lawang Sewu building in records, photos and 
videos; 2) the building miniature observation; 3) the building 
blueprint analysis. After determining the time-based 3D 
reconstruction method and performing typological analysis, the 
data management stage was carried out to design the data flow 
for the process before, after and during the 3D reconstruction. 
Based on the chosen time-based 3D Reconstruction, typology 
analysis, and data management design, traditional 3D 
modelling techniques was chosen to create the Lawang Sewu 
3D model. The technique was chosen based on its ease and 
flexibility in controlling the number of polys in 3D modelling 
to reconstruct buildings with repetitive spatial typologies, such 
as the Lawang Sewu building. 

In addition to measuring the physical building, a new 
method proposed to measure the area of the building in 3D 
reconstruction is to use the size of one of small elements of the 
building, and then count the number of the chosen element in a 
room. For example, given a tile chosen for the element to 
measure area of a room with a size of 30 x 30 cm; the length 
and width of the room uses 10 tiles; and the area of the room is 
900 x 900 cm. The tile order index is also used to identify the 
position of other elements, such as doors, windows, poles. For 
example, given the door in a room, the door is in the order of 
tiles 4 to 7, so the door size is around 120 cm. The proposed 
method uses calculations based on the size of the element of 
the building that is the reference for measurement and its 
number. Moreover, the proposed method can facilitate 
texturing work, where the texturing process for building 
elements, such as tiles, can be appropriate based on the number 
of elements. On the other hand, there are building elements that 
still require size data based on architectural records, such as 
building height, or building elements that require physical 
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measurements for comparison data or because their position is 
disconnected from the elements used as measurement 
references, such as poles in the building yard. 

Accurate building size is not the target, because this 3D 
reconstruction project aims to document historical buildings for 
virtual presentation purposes. Therefore, visual similarity is the 
target, and not the accuracy of the building's size. Later, 
evaluation results show that this method is effective for 3D 
reconstruction which can create 3D objects with a size scale 
that is close to real objects. The workflow of the Lawang Sewu 
VR development consists of five stages, which are data 
collection, 3D reconstruction, 3D texturing, VR programming, 
and evaluation. 

A. Data Collection 

In addition to direct observation to the location of the 
Lawang Sewu building, the data sources used include a 
collection of photos, videos, miniatures and blueprints of the 
building. First of all, direct observation to the location was 
conducted in order to get a general picture of the environment, 
such as the layout, shape and structure of the building. 
Furthermore, an analysis of the building blueprint was carried 
out to sharpen the understanding of the building information 
from an architectural perspective. The building blueprint is 
displayed in one of the rooms used as a museum in the Lawang 
Sewu building. The building miniature which is also displayed 
in the museum was a medium to better understand the layout, 
shape, and structure of the building in a 3D perspective. 
Furthermore, photo and video sessions were conducted on 
every detail of the building, including physical measurements 
of the building. Physical measurements of buildings were not 
carried out on all building constructions, but on certain parts, 
such as doors, windows, stairs, tiles, and several other parts. 
Fig. 2 shows some blueprints of the Lawang Sewu building, 
while Fig. 3 shows the illustration of the miniature buildings. 

All data sources were treated like puzzles in working on 3D 
reconstruction, where data serve to complement each other. 
The data acquisition method in 3D reconstruction proposed in 
this study adopts a puzzle game. 

 
Fig. 2. Example of the blueprint of the Lawang Sewu building 

 

Fig. 3. Example of the blueprint of the Lawang Sewu building 

B. 3D Reconstruction 

The Lawang Sewu building consists of buildings A, B, C, 
D, and E, including the basement which is located under 
building B. In this study, 3D reconstruction was targeted at the 
two main buildings, which are building A and B, including the 
Lavatory connected by a bridge to building A. The 3D 
reconstruction phase started from building B, continued with 
building A and Lavatory including the connecting bridge 
between them. Fig. 4 shows the layout of the Lawang Sewu 
building based on its blue print. 

 
Fig. 4. The blueprint of the buildings. 

Building B has a size of 22x77 m2 or an area of 4,145.21 
m² with two main floors and one roof space. 3D reconstruction 
begun by identifying the size of the one room at the very end. 
The design of building B has a repeating pattern of rooms with 
almost all rooms being the same size. There are different sized 
rooms that are twice the size of the other rooms. The 3D 
reconstruction process in building B which consists of three 
floors was started from the first floor by identifying the size of 
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the tiles and counting their number like cells in a matrix, where 
the number of cells in a row represents the width of the room, 
and the number of cells in a column represents the length of the 
room. Furthermore, as long as it is still accessible by hand, 
physical measurements of building elements were also carried 
out, such as the thickness of walls, the size of doors, windows, 
poles and stairs. In order to reduce the amount of poly, the 
ceiling of the room was not 3D reconstructed, but created using 
image textures from the original photo. Meanwhile, the height 
of the room was identified using architectural records data. 
After one room at the very end has been reconstructed in 3D, 
the process continues with the next room, and so on until the 
room at the other end. The method was also applied to obtain 
size, shape and layout data of other objects in the building. 
Fig. 5 shows illustration of using the size and number of tiles to 
identify the area of the room and the position of elements in it, 
while Fig. 6 shows example of an object that require physical 
measurement. 

 
Fig. 5. Illustration of using the size and number of tiles to determine the area 

of the room and the position of the profiles in it. 

 

Fig. 6. Example of an object that require physical measurement. 

After obtaining the data and information of building B, the 
process continued with the creation of a 3D model of the 
building using the 3Ds Max application program. Stages in the 
process of making 3D models were carried out as in the stage 
of data acquisition for buildings. Starting from the very end of 
the room, then it was duplicated to complete the design of the 

first floor of building B, and continued with corridors and 
terraces. Other editing, such as merging two rooms into one 
room, and making stairs objects were carried out with the 
support of photo documentation data. After the first floor was 
completed, the 3D reconstruction was continued to the second 
and third floors using the same methods and techniques. 
Meanwhile the 3D reconstruction for the roof of the building 
was carried out using data obtained based on observations and 
analysis on the miniature building. Next was applying a 
cleaning process to remove unnecessary vertices and polygons. 

 
Fig. 7. The comparison illustration between the original photo of building B 

and the 3D model of building B. 

The cleaning process was performed to maintain the 
number of vertices and polys in the 3D model for its size does 
not swell and the application program can be lighter when 
being played. The cleaning process produced a 3D model of 
building B with a total of 75,209 polygons and a total of 
107,619 vertices. Fig. 7 shows a comparison illustration 
between the original photo of building B and the 3D model of 
building B. Further, the 3D model of building B was used as a 
reference in the 3D reconstruction of building A. 

Building B has a size of 22x77 m2 or an area of 4,145.21 
m² with two main floors and one roof space. Building A is a 
three-story main building that has a shape like the letter L with 
an area of 5,473.28 m², and the floor of the office and lobby is 
tiled with a size of 16x16 m2. Meanwhile, the 2-story Lavatory 
has an area of 242.60 m². The same methods and techniques 
were applied in the 3D reconstruction of building A. The 3D 
reconstruction of the bridge connecting building A and 
Lavatory was carried out by continuing, or embedding, in the 
3D model of building A. The wall of building B which is at the 
end of the building that connects to building A was used as the 
starting point. 
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Fig. 8. Comparison illustration between the original photo of building A and 

the 3D model of building A. 

The cleaning process produced a 3D model of building A 
and the lavatory with a total of 67.068 polys and a total of 
100.712 vertices. Fig. 8 shows a comparison illustration 
between the original photo of building B and the 3D model of 
building B. The 3D model of the Lawang Sewu building 
consisting of buildings A, B, and Lavatory produced has a poly 
count of 142,227 and a vertex of 208,331. Fig. 9 shows an 
illustration of the results of making the model. 

 
Fig. 9. A Results of the 3D model of the Lawang Sewu building consisting 

of buildings A, B, and Lavatory. 

C. Texturing 

The 3D texturing process was carried out using the Unwrap 
UVW modifier tool in 3Ds Max. The tool is for applying and 
controlling more than one texture on various parts of the 
object. First of all, the details of the surface of the real object 
were photographed. Furthermore, the 3D object is applied with 
the unwarp technique to produce a pattern of parts of the object 
in the form of an outline. The pattern image is saved in PNG 
format and sent to the Adobe Photoshop application program to 
be textured using a warp technique based on the photo details 

of the real object. Fig. 10 shows an illustration of an unwarp 
image resulted from the 3Ds Max application program which 
was then applied to the warp technique in the Adobe 
Photoshop application program using photo details of the real 
object. 

The 3D texturing process was also carried out using the 
image texture mapping technique. This technique can keep the 
number of polygons from swelling in making 3D models more 
realistic and attractive, in which 3D objects are applied with 
color patterns [21]. Some objects, such as doors and windows, 
were manipulated using the image texture bump mapping 
technique. 3D models for doors and windows were formed 
using boxes, a primitive shape type, consisting of six polygons 
and eight vertices. Details of the original object profile were 
photographed, then edited using an image editor application 
program, Adobe Photoshop. Image of the object profile, then 
used to give texture to the object. Fig. 11 shows an illustration 
of the application of the image texture mapping technique to 
create a 3D door model. Details of the door profile, including 
the surface look realistic although it is built from a 3D box 
object consisting of a small number of polygons and vertices 
with a flat surface. 

 
Fig. 10. Illustration of an unwarp image resulted from the 3Ds Max 

application program which was then applied to the warp technique in the 

Adobe Photoshop application program (a) using photo details of the real 
object (b). 

 
Fig. 11. Illustrations of (a) that is the door profile image used in the image 

texture mapping implementation for a 3D box object (b). 
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D. VR Programming 

The Lawang Sewu VR computer program was developed 
to run on the desktop and the HMD platforms with a 
consideration that desktop applications are still popular and 
widely used by users, while HMD-VR applications, although 
currently gaining popularity, not many users have the devices. 
A teleportation feature that allows users to change locations 
from building A to building B, or vice versa, including 
building floor selection is added to the Lawang Sewu VR. This 
feature makes it easy for users to get around the building 
virtually. The challenge in implementing 3D assets into the 
virtual environment presented through HMD is determining the 
proportion of users and 3D objects. The traditional technique 
was used by comparing the proportions of humans and objects 
in the real environment with the proportions of avatars and 
objects in the virtual environment through certain poses. 

 
Fig. 12. Illustration of setting a 3D model scale to make it proportional to the 

original object. 

In this case, a person was asked to pose with his arms 
stretched out in a door of the Lawang Sewu building in the real 
environment, and the pose was documented through 
photographs. After that, the person was asked to play Lawang 
Sewu VR using Oculus Quest 2, and pose in the same location 
as in the real world. Comparison of photos in the real 
environment and visualization of user games through casting 
were the benchmarks in scaling the 3D model so that it is 
proportional. Fig. 12 shows an illustration of setting a 3D 
model scale to make it proportional to the original object. 
Fig. 13 shows user’s activities in playing the program using 
Oculus Quest 2.0, while Fig. 14 shows screenshots of the 
Lawang Sewu VR played in the desktop platform. 

 
Fig. 13. Illustration of user’s activities in playing the Lawang Sewu VR using 

Oculus Quest 2 HMD. 

 
Fig. 14. Screenshots of the Lawang Sewu VR for desktop. 

E. Evaluation 

User acceptance test was carried out to measure the 
achievement of the goal of developing the Lawang Sewu VR 
computer program, which are documenting historical buildings 
and presenting them virtually using VR technology. The 
performance of the Lawang Sewu run in desktop-VR and 
HMD-VR platforms was measured by evaluating the level of 
visual similarity and the level of area proportionality between 
the 3D model of buildings and the original objects. An 
additional evaluation was carried out on the Lawang Sewu 
HMD-VR which was the level of immersion evaluation in 
order to measure the sensation of the user presence in the 
virtual environment of the Lawang Sewu building. 

Respondents who work as tour guides were selected based 
on their profession in taking tourists every day to tour the 
Lawang Sewu building. They were assumed to have 
knowledge of the physics of the Lawang Sewu building. The 
other 15 respondents were those who had visited the Lawang 
Sewu building in the past month. Out of 30 respondents, 12 of 
them were women, and the rest were men. The youngest 
respondent was 11 years old and the oldest was 51 years old. 
Respondents were asked to rate the performance of the Lawang 
Sewu VR by providing opinions.  

Results of the user acceptance test for each the Lawang 
Sewu run in desktop-VR and HMD-VR platforms were 
measured using the Mean Opinion Score (MOS) technique 
with the following formula, where R is the individual rating for 
the stimulus given by subject N: 

     
∑   
 
   

 
   (1) 

Results of the calculation of the MOS value were converted 
to a range of values 0 - 1 representing bad performance, 1.1 - 
2.4 representing poor performance, 2.5-3.4 representing good 
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performance, and 3.5-4 representing excellent performance. 
The following are statements (S) judged for gaining opinions 
of users: 

 S1: The 3D model of the Lawang Sewu building has a 
high level of visual similarity to the original building. 

 S2: The 3D model of the Lawang Sewu building has a 
high degree of similarity in size proportion to the 
original building. 

 S3: The sensation of being in the virtual environment of 
the Lawang Sewu building really feels like being in the 
original environment. 

The user acceptance test was carried out in two sessions, 
where the first and second sessions were to provide opinions 
on the Lawang Sewu desktop-VR, and the Lawang Sewu 
HMD-VR, respectively. In the first session, each respondent 
was guided in playing the Lawang Sewu desktop-VR. After 
getting used to playing the application, each respondent was 
asked to play it by walking along the usual route for an 

unlimited duration. After the respondent completes the usual 
route taken virtually, respondents were asked to provide an 
opinion on the S1 and S2 statements in the range of values of 
1-4 which represent Strongly Disagree, Disagree, Agree and 
Strongly Agree, on each statement based on their experience 
when playing the application. Meanwhile, the second session 
took place the next day. The evaluation mechanism was the 
same as in the first session, but in this session the respondents 
used the HMD device. In this session, respondents were asked 
to provide an opinion on the S1, S2, and S3 statements. 

Evaluation in the first session that measured the Lawang 
Sewu desktop-VR performance resulted that out of 30 
respondents, MOS scores for the statement S1 and S2 were 3.5, 
and 3.3. Meanwhile, evaluation in the second session that 
measured the Lawang Sewu HMD-VR performance resulted 
that out of 30 respondents, MOS scores for the statement S1, 
S2, and S3 were 3.5, 3.2, and 3.6, respectively. Table I and 
Table II show MOS results of the performance of the Lawang 
Sewu run in desktop-VR and HMD-VR, respectively. 

TABLE I.  MOS RESULTS OF THE LAWANG SEWU DESKTOP-VR 

Statements 
Opinion Score 

MOS Score 
1 2 3 4 

Visual Similarity (S1) 0 0 14 16 3.5 Good 

Size Proportionality (S2) 0 0 22 8 3.3 Good 

TABLE II.  MOS RESULTS OF THE LAWANG SEWU HMD-VR 

Statements 
Opinion Score 

MOS Score 
1 2 3 4 

Visual Similarity (S1) 0 1 14 15 3.5 Excellent 

Size Proportionality (S2) 2 3 13 12 3.2 Good 

Immersion Level (S3) 0 1 11 18 3.6 Excellent 

IV. RESULTS AND DISCUSSION 

An application program based on VR technology was 
developed to document historical buildings and present them 
virtually. The application program called The Lawang Sewu 
VR documents the historic Lawang Sewu building located in 
Indonesia by reconstructing the building into a 3D model and 
providing a texture similar to the current condition of the 
building. Furthermore, the Lawang Sewu 3D Model was sent 
to the game engine editor to be developed into a VR-based 
application program that allows users to go around the Lawang 
Sewu building environment virtually. Desktop and HMD 
platforms were the targets for running The Lawang Sewu VR, 
considering that many users already have devices to play 
desktop-based applications, while HMD-based applications 
provide a strong immersive sensation. 

Based on the typology of buildings that have repetitive 
patterns, data acquisition and 3D reconstruction were more 
focused on the use of traditional methods and poly modeling 
techniques. Photo and video data including architectural 
records obtained through direct observation were used as 
references for 3D reconstruction. Some of the data that cannot 
be obtained through observation were collected through the 
blue print of the building. The solution in the use of the poly 
modelling technique was proven to be able to control the 
number of polys and vertices in the details of the curve of the 

building in the 3D model of the Lawang Sewu building which 
includes buildings A, B and Lavatory. The development of the 
Lawang Sewu VR application program lasted three months 
which was divided into one month for data acquisition, one and 
a half months for 3D reconstruction, and half a month for VR 
programming. The 3D reconstruction phase involves the most 
human resources. Ten students from Universitas Dian 
Nuswantoro, were involved in this stage. 

The achievement of the goal of documenting the Lawang 
Sewu building and presenting it virtually was measured based 
on the visual similarity and size proportionality of the 3D 
model to the real building. The traditional 3D modelling 
technique was conducted based on information obtained from 
carrying out careful photography sessions, measuring every 
detail of the building profile directly and the building blueprint 
analysis. The proposed 3D reconstruction technique is 
appropriate for building objects with profile and visual 
characteristics that have symmetry patterns that can be easily 
identified and measured, such as having tiles of the same size, 
the same distance between building pillars, or others. The 
proposed 3D modeling technique is proven to be able to 
appropriately reconstruct buildings with repetitive spatial 
typologies, such as the Lawang Sewu building. The user 
acceptance test measured using the MOS technique on the 
Lawang Sewu desktop-VR shows that both visual similarity 
and size proportionality reach a good level. Meanwhile, the 
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visual similarity in the Lawang Sewu HMD-VR reached an 
excellent level, and size proportionality reached a good level. 
This achievement shows that the documentation of the Lawang 
Sewu building into a 3D model format with visuals and sizes 
that are close to real objects can be carried out well, and VR 
technology that supports users around the location virtually can 
perform well. Especially in the Lawang Sewu HMD-VR, the 
measurement of the immersive level, the sensation of the user's 
presence in the virtual world, can achieve an excellent MOS 
score. Although it still requires further testing, it can be 
assumed that in 3D reconstruction of historic buildings as 
assets in HMD-based VR application programs, the 
relationship between visual similarity and size proportionality 
has a significant role on the level of immersive perceived by 
the user. Through some light discussions after trying the 
Lawang Sewu HMD-VR, some users tried to compare the 
visuals and sizes of several building elements in a 3D model 
with real objects, such as doors, windows, stairs and others. 

V. CONCLUSION AND FUTURE WORK 

The 3D reconstruction method and the use of VR 
technology proposed in this study are proven to be able to 
document historic buildings in 3D model format and present 
them virtually and interactively. However, the 3D 
reconstruction technique used in this research is appropriate for 
building objects with profile and visual characteristics that 
have repetitive spatial typologies, such as the Lawang Sewu 
building.  

At this time, the functionality of the Lawang Sewu VR is 
still limited to documentation and virtual presentation of the 
physical building based on its current condition. The story 
telling functionality that is able to visualize the physical and 
historical conditions in the past is the target for further 
development, including the addition of a multi-user feature that 
allows more than one user to interact in a virtual Lawang Sewu 
environment. 
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Abstract—Digital transformation addresses multiple aspects 

of the organization. These aspects are the elements to be 

addressed for the digital transformation in any organization and 

are categorized as dimensions and sub-dimensions. In this work, 

these elements are collected from a wide range of related 

literature (56 publications). The most relevant elements were 

then identified through expert survey; involving 12 experts. The 

weights for these elements were identified using multi-criteria 

decision-making (MCDM) techniques. The Analytical Hierarchy 

Process (AHP) is one of the most often used MCDM techniques 

to incorporate individual and subjective preferences when 

conducting analysis and convert complex issues into a clear 

hierarchical structure. This work applies fuzzy AHP to take into 

consideration the treatment of uncertainty issues (in AHP), using 

the geometric mean method, and through an iterative process, 

calculate the weights of various dimensions and sub-dimensions, 

and prioritize them within the proposed roadmap for digital 

transformation implementation. Sensitivity analysis and 

comparison with AHP were used to validate our findings and the 

robustness of our approach. The proposed approach identified 9 

main dimensions and 42 sub-dimensions which align with the 

majority of the literature. However, the advantage of this 

approach is the prioritization of these nine dimensions and their 

sub-dimensions as per the weights assigned to each one of them, 

allowing the project manager to allocate the available resources 

to the dimensions with the highest priority. The results show that 

the strategy and business process dimensions are the most crucial 

ones in the implementation of digital transformation. 

Keywords—Digital transformation; MCDM; AHP; fuzzy AHP 

introduction  

I. INTRODUCTION 

Digital Transformation (DT) has become an essential part 
of human life, and it is necessary for almost every private and 
public sector seeking growth, expansion, quality, and 
sustainability [1]. It can also change our life, work, increase 
productivity, save money, and reduce effort. In order to benefit 
from these advantages, several countries have started launching 
digital transformation projects such as [2-3]. Moreover, private 
sectors have also embraced DT, with organizations 
implementing their own DT programs [4]. However, it is 
important to note that every organization operates in a unique 
context and may be at a different stage of implementing DT. 
Therefore, it is essential for both public and private sectors to 
have an approach that allows them to assess their current 
position in DT implementation, identify strengths and 
weaknesses, and develop strategies to overcome any challenges 
[5]. By understanding their current state and addressing 
weaknesses, organizations can enhance their DT efforts and 
achieve greater success in embracing the advantages of DT. 

This approach is called digital maturity model, readiness tests, 
or frameworks. It has two objectives: 1) the first objective is 
used to define the current position in the context of DT, and 2) 
the second objective is to propose a roadmap for 
implementation of DT. Organizations need a roadmap to 
clearly understand the DT concepts involved and effectively 
implement DT. The formulation of the roadmap poses a major 
challenge given the large variety of frequently occurring 
dimensions and sub-dimensions (criteria) that necessitate the 
use of a decision support technique called Multiple Criteria 
Decision Making (MCDM) [6]. To handle the large variation 
between the decision makers’ opinions, Saaty [7] proposed 
AHP in order to streamline complex multi-decision-making 
processes and make them more systematic. AHP resolves 
complicated scenarios, including multiple criteria in the 
decision-making process by converting to a hierarchical 
structure [7-8]. Following the creation of the hierarchical 
structure, any two criteria are compared using pairwise 
comparison. There are three primary steps that make up the 
AHP: 1) define the goal and hierarchical structure of the study, 
2) construct pairwise comparisons between criteria at each 
level of structure, and 3) calculate weight and ranking. AHP is 
the most widely used among MCDM techniques in domains, 
such as software [7] and industry [8]. Downsides with 
uncertainty associated with the decision-makers judgment can 
be solved by combining AHP and fuzzy set theory [10], [11-
14].  

To the best of our knowledge, the majority of studies look 
at how to evaluate digital transformation by defining the 
dimensions and sub-dimensions of digital transformation in the 
private or public sector and setting priorities for their 
implementation, but no study has taken more attention to a 
comprehensive approach that takes into account both .The 
study aims to address the gap in research by taking a 
comprehensive approach to evaluating DT in both the private 
and public sectors. It encompasses two key aspects: Firstly, the 
comprehensive synthesis of diverse elements, including 
dimensions and sub-dimensions, to DT within both the private 
and public domains. Secondly, the introduction of a hybrid 
approach—the combining of the Fuzzy Analytic Hierarchy 
Process (FAHP) with the Analytic Hierarchy Process (AHP)—
designed to effectively prioritize the implementation of digital 
transformation components. The output of this prioritization 
will serve as the basis for a future roadmap proposal. 
Conducting such a study could help identify commonalities 
and differences between sectors, enabling a more effective 
allocation of resources and prioritization of implementation 
strategies. The rest of the paper is organized as follows: 
Section II presents a literature review of the relevant literature 
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on the topic. Section III discusses the research methodology 
employed in the study is discussed in detail; Section IV 
discusses the results of our approach. Section V validates the 
results of the hybrid approach by using sensitivity analysis and 
comparison with AHP, and in the finally section, the 
conclusion and future work are presented. 

II. LITERATURE REVIEWS 

Selecting the appropriate maturity components, such as 
dimensions and sub-dimensions, and computing the weights 
requires an analytical and scientific approach, as follows in our 
work: 

A. Approaches to Weight Dimensions and Sub-Dimensions in 

DT 

According to our literature review, there are two most 
common methods for defining weights for dimensions and sub-
dimensions: 

 The first method involves calculating the arithmetic 
mean. 

In this procedure, specialists assign a separate value to each 
dimension and sub-dimension [15-18]. These values are then 
used to calculate mean values, which are considered as weights 
for each dimension and sub-dimension. 

 The second method relies on MCDM  

The second approach employs Multi-Criteria Decision 
Making (MCDM) techniques. In this method, experts assign 
comparative values to each dimension relative to the other 
dimensions. Likewise, they assign values to each sub-
dimension relative to other sub-dimensions within the same 
dimension. Several studies have proposed various 
methodologies for prioritizing DT in different domains. For 
instance, [8] introduced an AHP-based approach for Industry 
4.0,[13] employed Fermatean AHP for Supply Chain 
prioritization, [19] presented a method for technology selection 
in DT, [20] combined SF-AHP and SF-TODIM approaches in 
the defense industry, [21] devised a DEMATEL-based method 
for assessing DT in the health sector, [22] utilized ANP for 
evaluating DT in manufacturing, [23] introduced a fuzzy 
TOPSIS-based approach for supplier evaluation in DT within 
production systems  and [24] employed Shannon entropy to 
calculate Business digital maturity in Europe Analysis of 
previous research reveals that many studies focused on the 
private sector, and there is not the same level of interest in the 
public sector. 

B. Determining the DT Dimensions and Sub-dimensions 

The literature review encompassed a thorough examination 
of assessment frameworks related to DT. This involved 
extracting DT maturity dimensions and their corresponding 
sub-dimensions from various studies [25-73]. The selection of 
these studies was based on their relevance to DT assessment 
requirements. The outcome of the literature review revealed a 
total of nine main dimensions and 168 corresponding sub-
dimensions related to DT maturity. However, in order to 
streamline the assessment framework, only the most frequently 
occurring sub-dimensions, with a frequency of two or more, 

were chosen. As a result, the sub-dimensions were reduced to a 
more manageable number of 70. 

The results of the literature review to define dimensions 
and sub-dimensions can be summarized in Table I. 

III. RESEARCH METHODOLOGY  

Based on a thorough study of the literature [25-73], 
including comparisons of digital maturity assessment in the 
field of DT and expert reviews. This research employs an 
iterative and tested approach to construct an assessment 
framework in DT [14–15] and [8]. Overall, research 
methodology has a two-phase process, namely: 

 Defining dimensions and sub-dimensions in DT 

 Derivation of weights via a hybrid approach (FAHP 
with AHP) 

The output of phase one is used as an input to phase two. 
Each phase will be discussed as follows: 

A. Defining Dimensions and Sub-dimensions in DT 

In Section II (B), drawing on the literature review, a first 
draft of the dimensions and sub-dimensions is defined. As 
described earlier, we need a way to identify the most relevant 
sub-dimensions for evaluating digital transformation. To 
achieve this, a review of the first draft with DT specialists (12) 
was conducted to capture the final relevant dimensions that 
were identified for further weight derivation. The summary of 
the methods used in this phase is shown in Fig. 1. 

 

Fig. 1. Flow diagram of the first phase. 

B. Deriving Weights Using Hybrid Approach  

As mentioned before, the aim of this research is to use the 
MCDM approach to prioritize the implementation of DT 
dimensions and sub-dimensions. This is done by proposing a 
hybrid approach that combines fuzzy group theory with the 
AHP method. Fig. 2 shows the proposed methodology. An 
overview of our approach will be given as follows: 

 Step 1: Defining Problem and Planning: Define the 
objective of the study, define DT elements, and 
decompose the problem into a hierarchical structure. 

 Step 2: Construct pair-wise comparisons at each level of 
the hierarchy structure by using fuzzy numbers.  

The fuzzy scale used in the research [13] was employed to 
facilitate pairwise comparisons between DT elements, such as 
dimensions or sub-dimensions).  

A is a n*n pairwise matrix in which the relative importance 
of pairwise comparisons is determined on a scale of 1 to 9.  
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TABLE I. DT DIMENSIONS AND SUB-DIMENSIONS OF DT FROM 

LITERATURE REVIEWS 

Dimensions  Name Sub-dimensions  Name 

Customer [25-29] [-
51] 

customer experience [25-26], customer insight and 

analytics [27-28], competence with modern ICT [47-
48], customer training [48-49], customer centricity 

[26][47][50] and customer integration[49-51] 

Technology[25] 

[31-33] [36-38] [41-
58] [59-61] 

exploitation new technology AI, cloud computing, big 

data[25][36-38][56-61], IT architecture[31-33] [41-
58], integration systems layer[25], Use technology for 

data collection [36-38] [41-58] [59-61], technology 

driven[31-33][42][59], digital capabilities[25][31-33], 
IT Infrastructure[31-33] [41-58], IT standard[33][36-

38], effective technology planning[31-33][42][59], IT 

governance[25][31-33],, define digital transformation 
requirements[61], and IT security[41-58]. 

Strategy [25-

36][39] [45-46] [49] 

, [65-66] 

coordination of digital transformation activities[25-

30], strategic governance[26-30], technology 
investments[47][49][50], risk assessment for digital 

transformation[39-44], ecosystem management[60-

64], stakeholder management[64-66] , strategic 

alignment [27][60][66],digital transformation 

vision[25-28][461-63], transformation in digital 

leadership[25-36], define role, Standards[62-64],, top 
management commitment to realize digital 

transformation [47][49][50], and cost benefit 

analysis[45-46]. 

Organization [26-
28] [31-32] [35-38] 

[45] [49] [52][57] 

[67-68], 

organizational structure [26-28][31-32], organization 
collaboration[52][57], transformation in digital 

leadership[35[38][45], organization 
47governance[52][67-68], change 

management[31][32][57][68], cross functional 

collaboration [35-38][67], training[68], sufficient 
financial resources[32], and digital portfolio 

management[45]. 

Processes 
process[30][35-36] 

[39][42] [65] [69-

70], 

business process integration [30][35-36][39], business 

process performance management[42][69-70], 
business process standard[39][42] [65], business 

process security[30][42] [65], transformation in digital 

leadership[42][69-70], quality of business 
processes[39][69-70], Process control, intelligent 

process management[70]; reduce the costs of business 

process [42] and real-time insights & analytics [69-
70]. 

Culture[26-

27][31][42][45-46] 

[53-54] 

Innovative culture [26-27], openness to change 

[26][42][45], communication[45-46][53], everyone is 
allowed to make decisions45-46][53-54], open 

environment[31] and digital education[53]. 

Data[26-27][33] 
[35] [48][50][65] 

[67] 

data analysis [26-27][33] [35] [48][50][65] [67], data 

management[33] [35] [48][50], data security and 
privacy[26-27][33] [35], data 

governance[[33][48][67], data quality[67], data 

visualization[33][65] and data archiving[48]. 

Employee[26-

27][42][45] 

[52][72] 

Openness to new technology [26-27] [42] [45], 

willingness to change [52] [72] and employee 

training. [26-27] [42][45] [52] [72]. 

Citizen [72-73]. 
Citizen training [72-73], citizen skills [72-73] and 

citizen centricity [72-73]. 

 ̃  
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Where  ̃  
  indicates the Jth decision maker's preference of 

ith criterion over the jth criterion, via fuzzy a triangular 
numbers. It is fuzzy number (l, m, u) [13], for reciprocal: 

   ̃
            = (

 

 
, 
 

 
, 
 

 
)  (2) 

Twelve decision makers "experts" consist of DT 
consultants and academics, which are considered experts in 
their respective fields abbreviated as E1, E2, E12. By 
collecting the opinions of these decision-makers and 
constructing the pairwise comparison matrix using Eq. (1), it 
becomes possible to determine the relative of each dimension 
and sub-dimension Pairwise comparisons of the fuzzy 
judgment matrix "i" are frequently inconsistent because they 
are prone to bias and inaccuracy in preference for expert 
responses. Therefore, AHP is used to avoid inconsistencies in 
responses. The consistency index for pairwise comparisons 
was calculated by using Eq. (3). 

     
 

 
∑

   

  

 
     (3) 

   
      

   
   (4) 

Where n is the number of dimensions or sub- dimensions 

Eq. (5) is used to calculate the consistency ratio, where CI 
is compared with a random index. 

   
  

  
   (5) 

 Step 3: Check consistencies (for the most likely value) 

This random index (RI) value [12] is correlated to the 
number of dimensions or sub-dimensions compared and used 
to calculate the consistency ratio, as shown in Eq. (5). The 
level of consistency is acceptable if the CR is less than 0.1. If 
not, there will likely be a lot of inconsistency, so the opinion of 
the decision-maker will be deleted. In this study, the CI is 
calculated for the middle value (most likely value ―m‖) [11], 
even though the pairwise comparison indices (relative 
importance) of the judgment matrix are TFNs for each 
decision-maker separately. In this work, we calculate the 
consistency ratio for each expert separately. If the consistency 
index exceeds 0.1, the opinion of this expert will be deleted. 

 Step 4: Aggregate expert opinions  

If there are many decision makers accepted ̃  , the average‖ 

 ̃   ―is calculated using Eq. (6) [13]. 

 ̃  = 
∑  ̃  

  
   

 
      (6) 

According to averaged preferences, pair wise contribution 
matrices are updated as shown in Eq. (7). 

 ̃  [
 ̃  
   ̃  

 

   
 ̃  
   ̃  

 

]  (7) 

 Step 5: Calculate CR to Aggregate Expert Opinions  

Pair-wise comparisons were constructed for the opinions of 
decision-makers based on Eq. (6), and then a new CR was 
calculated for this matrix using Eq. (5). 
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Fig. 2. Flowchart of the proposed methodology of the second phase. 
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 Step 6: Calculating the weights Using Fuzzy Geometric 
Mean Method. 

As mentioned before, the major problem of AHP has been 
enhanced by utilizing fuzzy logic since it does not include 
vagueness for subjective judgments. There are several 
approaches to F-AHP, such as the geometric mean [11], [14], 
[64-65], and the extent analysis method [66]. In this work, the 
fuzzy geometric mean method was used to calculate the 
weights. 

The sixth step contains several sub-steps that can be 
summarized as follows: 

Step 6.1: According to [64] and [13], the fuzzy geometric 
mean value of each sub-dimension or dimension is calculated 
using Eq. (8). Here ̃ , it still represents triangular values. 

 ̃  (∏   
     ̃  )

   
             (8) 

Where n is the number of dimensions or sub-dimensions. 

 Step 6.2: Find the vector summation of each   ̃. 

 
 Step 6.3: Find the (-1) power of the summation vector. 

Replace the fuzzy triangular number, to make it in an 
increasing order [13]. 

 Step 6.4: The fuzzy weight of dimensions or sub-
dimensions was calculated as shown in Eq. (9). 

 ̃    ̃     ̃    ̃       ̃ 
   

= (    ,            )   (9) 

 
Step 6.4: The weights that have been calculated by using 

Eq. (8) are still fuzzy triangular numbers, so we need to de-
fuzzified them by the Centre of Area (COA) as shown in Eq. 
(10)  [13]. 

   
     

 
   (01) 

Step 6.5: The weights that come from Eq. (9) were 
normalized as shown in Eq. (11).  

   
  

∑    
   

    (00) 

 Step 7: Ranking of dimensions and sub-dimensions. 

Based on the outputs of step seven, the dimensions and 
sub-dimensions can be ranked according to weights.  

 Step 8: Repeat steps 3, 4, and 5 for all levels of the 
hierarchy. 

 Step 9: Develop overall priority & ranking. 

 According to [9], the total weight of sub-dimensions can 
be calculated according to Eq. (12), where ―I‖ is the weight of 
dimensions and ―j‖ is the weight of sub-dimensions in each 
dimension.  

                    (02) 

 Step 10: Validate of Results 

The Sensitivity analysis and comparison with AHP were 
used to validate of our approach. 

IV. RESULTS AND DISCUSSION 

In this section, we used the proposed method presented in 
Section III, as illustrated in in Fig. 1 and 2 to define and 
prioritize the dimensions and sub-dimensions of digital 
transformation. It will be discussed as follows: 

A. DT Dimensions and Sub- dimensions 

The results of the review with experts (applying Method 1 
in Fig. 1) to define relevant dimensions and sub-dimensions are 
summarized in Table II. After conducting the review with 
experts to determine the most important sub-dimensions in 
evaluating digital transformation, the sub-dimensions were 
reduced to 42. 

TABLE II. DT DIMENSIONS  AND SUB-DIMENSIONS AFTER REVIEW WITH 

EXPERTS 

Dimensions Sub-dimensions 

Customer Customer training, Customer centricity, Customer integration 

Technology 

IT Architecture, Technology driven, Technologysecurity ,IT 

governance, Exploitation new technology,Use technology for 
data collection ,Digital Capabilities, IT Infrastructure, IT 

standard, Effective technology planning 

Strategy 

Coordination of digital transformation activities, Strategic 

governance, Technology investments, Risk assessment for 
digital transformation , Ecosystem Management, Stakeholder 

Management, Strategic alignment (Business-IT alignment) 

,Digital transformation vision, Transformation in Digital 
Leadership 

Organization 

Transformation in digital leadership, Organization   

governance, Digital change management, Cross functional 
collaboration 

Processes 

process 

Business process Integration, Business process performance 

management , Business process standard, Business process 

security , Transformation in digital leadership 

Culture] 
Innovative culture, Openness to change,Communication, 

Everyone is allowed to make decisions 

Data 
Data analysis, Data management ,Data security   and 

privacy,Data governance 

Employees 
Openness to new technology, Willingness to change, 

Employee training 

Citizen Citizen training, Citizen skills, Citizen centricity 

B. Weights of DT Dimensions and sub-dimensions 

In this section, the proposed method presented in 
Section III in Fig. 2 is used to prioritize the implementation of 
the dimensions and sub-dimensions of digital transformation 
by calculating weights. Fig. 3 illustrates this hierarchical 
structure involving the objective of the study, dimensions, and 
sub-dimensions. 

In Fig. 3, the first level relates to the objective goal of the 
study. The second level corresponds to dimensions, and the last 
level corresponds to sub-dimensions of each dimension. In this 
paper, a pairwise comparison matrix will be created between 
elements (dimensions) in level 2. Similarly, a pairwise 
comparison matrix will be created between elements (sub-
dimensions) in level 3 that have the same parent in level 2. Due 
to space constraints, the results of the steps involved in the 
proposed method are presented for the main dimensions on 
level 2, as shown in subsection A. 
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Fig. 3. Example DT Hierarchy structure of the problem. 

C. Weights of DT Dimensions 

The results of the steps involved in the proposed method 
are presented for the pairwise comparison matrix between the 
main dimensions on level 2, as well as the output of each step. 
For each expert out of 12, a pairwise matrix was created, but 
due to the difficulty of displaying all of them, it was sufficient 
to present a matrix for one expert, as shown in Table III. Then 
consistency is checked for each expert (E) separately, as shown 
in Table IV. Only four expert opinions were accepted, while 
eight expert opinions were omitted, as shown in Table IV. The 
opinions of the experts accepted in the previous step were 
collected, as shown in Table V. The consistency ratio of the 
opinions of the accepted experts is calculated based on Table 
V. Consistency ratio = 0.064003. The outputs of applying Eq. 
(8), (9), and (10) and Step 7 are summarized in Table VII. 
From Table VI, it can be noticed that the strategy dimension 
has the highest weight (priority) ―0.341‖ followed by the 
business process with a weight ―0.215‖. Thus, the strategy 
dimension will rank first, followed by the business process. It 
can also be seen that the citizen dimension has the least weight 
(0.030). 

D. Weights of Sub-dimensions 

As previously mentioned, due to space limitations, the 
results of the steps involved in the proposed method will not be 
presented for the main dimensions at Level 3, but the final 
results for the respective weights for each sub-dimension will 
be shown in Table VII. 

E. Total Weights of each Sub-dimensions 

As we mentioned before, the total overall weight of each 
sub-dimension (t) can be calculated according to Eq. (12). The 
results of applying step eight can be summarized in Table VIII. 
For example, in‖ digital transformation vision‖, gi=0.341, 
wij=0.355, so tij=0.121. After calculating tij for all, it can be 
ranked. Based on the outputs of Table VII, it is possible to 
arrange the implementation of the sub-dimensions in relation to 
digital transformation. "Digital transformation vision" was first 
ranked, "business process standard" was placed second, and 

"integration of citizens" came in last ranked. So it can be said 
that ―digital transformation vision" is the leading factor for DT, 
followed by "business process standard". One other salient sub-
dimension is willingness of employees to change" followed by 
"business-IT alignment". The consistency analysis of this 
research is summarized in Table VIII. Fig. 4 shows an 
incremental comparison of the total weights of all sub-
dimensions (t) in detail.  

V. RESULTS VALIDATIONS 

In this section, our work will be evaluated by identifying 
the advantages of this work compared to the research that is 
most similar to it [8] and comparing the results of our work 
with the results of AHP, in addition to using the Sensitive 
Analysis. 

A. Comparison with Prior Study 

In order to contextualize our research, it's imperative to 
draw comparisons with a prior study [8]. This prior research 
shares the commendable attribute of employing a coherent 
methodology to delineate and assign weights to DT elements. 
Nonetheless, the preceding study harbors three notable 
limitations: it confines its focus solely on the private sector for 
the definition of DT elements, employs the AHP to prioritize 
these elements despite inherent uncertainties, and regrettably 
omits result validation. In response to these challenges, this 
research endeavors to address them comprehensively. The first 
limitation was overcome by the comprehensive identifying of 
elements relevant to DT evaluation in general (both segments). 
The second challenge is strategically navigated by adopting a 
combined approach, unifying AHP with FAHP to bolster 
consistency and mitigate the uncertainties often associated with 
expert judgments. Furthermore, a rigorous sensitivity analysis 
was performed to validate the results, critically addressing the 
last limitation. In doing so, our research not only endeavors to 
provide a comprehensive solution but also contributes to the 
broader scholarly discourse on digital transformation 
assessment methodologies. 
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B. Comparison  Results (Ranking) 

A comparative analysis is performed to validate the 
effectiveness of our proposed approach by comparing the 
results of our approach with those of AHP as follows: 

 Comparing the ranking between the  main dimensions 

Based on the results obtained, it can be observed that the 
ranking of the main dimensions using the Analytic Hierarchy 
Process (AHP) is the same as the ranking using fuzzy AHP, 
with the exception of the business process and employee 
dimensions as shown in Fig. 5. In AHP, the business process 
dimension is ranked third, whereas in fuzzy AHP, it is ranked 
second. Similarly, the employee dimension is ranked second in 
AHP and third in fuzzy AHP. Comparative analysis of the 

results indicates that our approach is 80% compatible with 
AHP in terms of dimensional order. This suggests that there is 
a significant level of agreement between the two methods, 
except for the specific dimensions mentioned above. 

 Comparing the ranking between the sub-dimensions in 
each dimension 

Due to space limitations, only the sub-dimensions rank of 
the data dimension was compared.  Based on the comparative 
results shown in Fig. 6, it can be concluded that our approach is 
100% compatible with AHP in terms of the ordering of sub-
dimensions in the data dimension. This indicates that our 
proposed approach accurately orders the implementation of 
dimensions in the decision tree (DT). 

TABLE III. FUZZIFIED PAIRWISE MATRIX BETWEEN DIMENSIONS FOR FIRST EXPERT 
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Strategy (1,1,1) (1,1,1) (4,5,6) (6,7,8) (1,1,1) (4,5,6) (2,3,4) (2,3,4) 

Business process (1,1,1) (1,1,1) (2,3,4) (6,7,8) (4,5,6) (6,7,8) (6,7,8) (6,7,8) 

Employee (01.6,.2,25) (0.25,0.33,0.5) (1,1,1) (2,3,4) (6,7,8) (6,7,8) (6,7,8) (6,7,8) 

Data (0.12.0.14,0.16) (0.12.14,0.16) (0.25,0.33,0.5) (1,1,1) (2,3,4) (2,3,4) (2,3,4) (2,3,4) 

Technology (1,1,1) (0.16,2,0.25) (0.12.0.14,0.16) (0.25,0.33,0.5) (1,1,1) (1,1,1) (4,5,6) (4,5,6) 

Organization (01.6,0.2,0.25) (0.12,0.14,0.16) (0.12.0.14,0.16) (0.25,0.33,0.5) (1,1,1) (1,1,1) (4,5,6) (4,5,6) 

Stakeholder(customer 

or citizen) 
(0.25,0.33,0.5) (0.12,0.14,0.16) (0.12.0.14,0.16) (0.25,0.33,0.5) (0.25,0.33,0.5) (01.6,0.2,0.25) (1,1,1) (1,1,1) 

Culture (01.6,.2,25) (0.12,0.14,0.16) (0.12.0.14,0.16) (1,1,1) (1,1,1) (01.6,0.2,0.25) (0.25,0.33,0.5) (0.25,0.33,0.5) 

TABLE IV. CHECK CONSISTENCY FOR EACH EXPERT 

Expert # CR Decision (Accept or Reject) 

E1 0.07 Accept 

E2 0.20 Reject 

E3 0.19 Reject 

E 4 0.03 Accept 

E 5 0.06 Accept 

E 6 0.25 Reject 

E 7 0.16 Reject 

E 8 0.02 Accept 

E 9 0.13 Reject 

E 10 0.11 Reject 

E 11 0.10 Reject 

E 12 0.16 Reject 
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TABLE V. FUZZIFIED PAIRWISE MATRIX BETWEEN DIMENSIONS FOR ACCEPT OPINIONS 

 
Strategy 

Business 

process 
Employee Data Technology Organization stakeholder Culture 

Strategy (1,1,1) (1,1,1) (4,5,6) 
(2.44,2.64,2.8

2) 
(1,1,1) 

(4.89,5.91,6.9

2) 
(4.24,5.19,6) (4.24,5.19,6) 

Business process (1,1,1) (1,1,1) (4.24,5.19,6) 
(4.89,5.91,6.9

2) 
(4,5,6) (6,7,8) (6,7,8) (6,7,8) 

Employee (0.16,2,0.25) 
(0.16,0.19,0.2
3) 

(1,1,1) (1.41.1.73,2) 
(3.46,4.58,5.6
6) 

(3.46,4.58,5.6
6) 

(2.44,2.64,2.8
2) 

(2.44,2.64,2.8
2) 

Data (0.35,0.37,40) 
(0.14,0.16,0.2

0) 

(0.5,0.57,0.70

) 
(1,1,1) (1.41.1.73,2) 

(3.46,4.58,5.6

5) 

(3.46,4.58,5.6

6) 

(3.46,4.58,5.6

6) 

Technology (1,1,1) (0.16,2,0.25) 
(0.17,0.21,0.2

8) 

(0.5,0.57,0.70

) 
(1,1,1) 

(2.44,2.64,2.8

2) 

(4.89,5.91,6.9

8) 

(4.89,5.91,6.9

8) 

Organization 
(0.14,0.16,0.2
0) 

(0.12,0.14,0.1
6) 

(0.17,0.21,0.2
8) 

(0.17,0.21,0.2
8) 

(0.35,0.37,.40
) 

(1,1,1) (2,2.2,2.44) (2,2.2,2.44) 

Stakeholder**custo

mer or citizen 

(0.16,0.19,0.2

3) 

(0.12,0.14,0.1

6) 
(0.35,0.37,40) 

(0.17,0.21,0.2

8) 

(0.14,0.16,0.2

0) 

(0.40,0.45,0.5

) 
(1,1,1) (1,1,1) 

Culture 
(0.16,0.19,0.2

3) 

(0.12,0.14,0.1

6) 
(0.35,0.37,40) 

(0.17,0.21,0.2

8) 

(0.14,0.16,0.2

0) 

(0.40,0.45,0.5

) 
(1,1,1) (1,1,1) 

TABLE VI. WEIGHT OF DIMENSIONS USING GEOMETRIC MEAN 

Dimension Name Fuzzy wi Centre of Area (COA) Normalized wi Rank 

Strategy 0.251,0.352,0.455 0.353 0.341 1 

Business process 0.167,0.223,0.277 0.222 0.215 2 

Employee 0.093,0.136,0.182 0.137 0.132 3 

Data 0.070,0.097,0.216 0.128 0.123 4 

Technology 0.064,0.084,0.108 0.085 0.083 5 

Organization 0.032,0.043,0.057 0.044 0.042 6 

Customer 0.025,0.033,0.045 0.034 0.033 7 

Culture 0.024,0.033,0.045 0.033 0.030 9 

Citizen 0.022,0.031,0.043 0.032 0.031 8 

TABLE VII. WEIGHTING AND RANKING OF DT DIMENSIONS AND SUB-DIMENSIONS 

Dimensions Name 

Weights of 

dimensions ( 

g) 

Sub-dimensions Name 
Weights of sub-

dimensions (w) 

Total Weights (g*w) 

 

Ranking   Sub-

dimensions 

Strategy 
 
0.341 

 

Digital transformation vision 0.355 0.121 1 

Coordination of digital transformation activities 0.243 0.082 4 

Business-IT alignment 0.154 0.052 7 

Technology investments 0.084 0.028 10 

Governance 0.072 0.024 11 

Ecosystem Management 0.039 0.013 20 

Stakeholder Management 0.029 0.0098 24 

Risk assessment for digital transformation 0.023 0.0078 29 

Business process 0.215 

Business process standard 0.55 0.1183 2 

Business process performance management 0.26 0.0559 6 

Business process Integration 0.14 0.0301 9 

Business process security 0.06 0.0129 21 

Table 12:  Weights of DT maturity dimensions and sub-dimensions 
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Employee 0.132 

Willingness to change 0.7380 0.0974 3 

Openness to new technology 0.1680 0.0222 12 

Employee training 0.0940 0.0124 22 

Data 0.123 

Data Analysis 0.5050 0.0621 5 

Data management 0.2750 0.0338 8 

Data security 0.1380 0.0170 17 

Data governance 0.0820 0.0101 23 

Technology 0.083 

technology planning 0.2320 0.0193 14 

Exploitation new technology 0.1180 0.0098 25 

Technology driven 0.1120 0.0093 26 

Technology security 0.1070 0.0089 27 

IT Infrastructure 0.0920 0.0076 30 

IT Architecture 0.0870 0.0072 31 

Use technology for data collection 0.0690 0.0057 36 

Digital Capabilities 0.0710 0.0059 35 

IT standards 0.0620 0.0051 38 

IT governance 0.0500 0.0042 39 

Organization 0.0420 

Cross functional collaboration 0.4410 0.0185 15 

Change management 0.3200 0.0134 19 

Organizational governance 0.1500 0.0063 33 

Transformation in digital leadership 0.0890 0.0037 41 

Customer 0.033 

Customer centricity 0.5160 0.0170 16 

Customer training 0.1950 0.0064 32 

Customer integration 0.1560 0.0051 37 

Culture 0.031 

Innovative culture 0.5300 0.01643 18 

Openness to change 0.2700 0.00837 28 

communication 0.1300 0.00403 40 

make decisions 0.0800 0.00248 42 

Citizen 0.030 

Citizen training 0.7340 0.02202 13 

Citizen centricity 0.1980 0.00594 34 

Citizen integration 0.0660 0.00198 43 

TABLE VIII. CONSISTENCY RATIO OF AHP MATRICES 

Dimensions Consistency Ratio (CR) 

Strategy 0.069238 

Business process 0.069564 

Employee 0.090259 

Data 0.06956 

Technology 0.025044 

Organization 0.021964 

Customer 0.088015 

Culture 0.069564 

Citizen 0.089011 

Overall Consistency of Dimensions 0.064003 
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Fig. 4. Weight comparison of DT sub-dimensions 

 
Fig. 5. Comparison results of the ranking of dimensions based on several 

evaluation approaches 

 
Fig. 6. Comparison results of the ranking data sub-dimensions based on 

several evaluation 

C. Sensitivity Analysis 

A sensitivity analysis is a tool to determine the effects of 
potential modifications in the dimension or sub-dimension 
weights on the prioritization of DT [13]. A sensitivity analysis 
was applied to the FAHP approach results based on 
dimensions. The X-axis represents the change in important 
values between 1 and 9 (that have been assigned by 12 experts) 
of the main dimensions or sub-dimensions, and the Y-axis 
represents the ranking of dimensions. We can observe the 
effects on the ranking of the dimensions and sub-dimensions as 
follows: 

 Sensitive analysis in dimensions 

In this analysis, the weights of a certain dimension for each 
expert will be changed between 1 and 9, while the weights of 
other dimensions are fixed. For example, when the weight of 
the strategy dimension with respect to the business process 
dimension is changed between 1 and 9, strategy has always 
been placed in the first rank, except for one time when business 
process came first, as shown in Fig. 7. This will be iterated by 
changing the strategic dimension values for each of the 
remaining dimensions. By conducting a sensitivity analysis, it 
was determined that the weights assigned to the primary 
dimension have only a slight impact on the overall results. 
Additionally, the order of choices does not change significantly 
even with variations in the weights of the primary dimensions. 

 Sensitive analysis in sub-dimensions (customer as 
example) 

Due to space constraints, only sensitivity in customer sub-
dimensions was examined, as shown in Fig. 8, 9, and 10. 

 Sensitive analysis in customer training with respect 
to the customer centricity 

When the weight of the customer training with respect to 
the customer centricity is changed, the customer training has 
always been placed in the first rank and the customer centricity 
has always been placed in the second rank except one time, as 
shown in Fig. 8.  

 Sensitive analysis in customer training with respect 
to the customer integration 

When the weight of the customer training with respect to 
the customer integration is changed, the customer training has 
always been placed in the first rank and the customer 
integration in the second rank, as shown in Fig. 9. 

 Sensitive analysis in customer centricity with respect 
to the customer integration 

When the weight of customer centricity with respect to 
customer integration is changed, customer centricity has 
always been placed in the second rank, as shown in Fig. 10. 

Sensitivity analysis shows that weights for the customer 
sub-dimensions have only a limited effect on the results, and 
there is no significant change in the order of the sub-
dimensions.  

 
Fig. 7. Results of sensitivity analysis strategy dimension with respect to the 

technology dimension. 
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Fig. 8. Results of sensitivity analysis customer training sub-dimension with 

respect to the customer centricity sub-dimension. 

 
Fig. 9. Results of sensitivity analysis Customer training sub-dimension with 

respect to the Customer integration sub-dimension 

 
Fig. 10. Results of sensitivity analysis Customer centricity sub-dimension 

with respect to the Customer integration sub-dimension. 

VI. CONCLUSION 

The core objective of this study was to establish a 
systematic framework for prioritizing the implementation of 
dimensions and sub-dimensions within the context of digital 
transformation. This was achieved through two distinctive 
phases. The initial phase involved defining the key dimensions 
and sub-dimensions, drawing from prior research and expert 
evaluations. A comprehensive set of 42 sub-dimensions was 
assembled under nine primary dimensions. Subsequently, the 
study progressed into the second phase, where the weights of 
both main dimensions and sub-dimensions were meticulously 
computed. In this research, the integration of the fuzzy 
geometric mean method with AHP provided the basis for 
identifying priority areas of focus for organizations. The 
application of the fuzzy scale and geometric mean method to 
allocate weights to dimensions and sub-dimensions effectively 
handled uncertainties in the decision-making process. The 
inclusion of AHP further bolstered decision consistency. The 
findings underscored that "strategy" (0.341) and "business 
process" (0.215) emerged as the two pivotal dimensions within 
the realm of digital transformation. The sub-dimension "digital 
transformation vision" held the foremost position, closely 
trailed by "business process standard. This study carries 
significant implications for organizational decision-makers 
across both the private and public sectors. It offers a tangible 
pathway for identifying the priority of sub-dimensions, thereby 

amplifying the likelihood of successful digital transformation 
endeavors. Sensitivity analysis was then employed to validate 
the outcomes of our approach. Notably, the ranking of 
alternatives remained largely unchanged even when the 
weights of primary dimensions or sub-dimensions were 
modified. Furthermore, a comparative analysis was executed 
between our proposed approach and AHP. Through sensitivity 
analysis and consistency ratio calculations, the robustness and 
effectiveness of our approach were both established. In 
summation, this research introduces a methodological 
paradigm that guides the strategic sequencing of dimensions 
and sub-dimensions in digital transformation initiatives. It not 
only empowers decision-makers but also underscores the 
reliability and effectiveness of the proposed approach through 
rigorous analysis and validation. 

 Limitation  

The hybrid approach used in this paper was created 
exclusively for digital transformation. As well, this is a general 
approach and does not apply to case studies. 

 Future work 

Several experiments will be carried out using different 
MCDM techniques as well as applying our approach in many 
areas. The next step will be to use these findings to suggest a 
roadmap for the organizations when they are being evaluated. 
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Abstract—With the rapid advancement of technology in 

Malaysia, the number of cybercrimes is also increasing. To stop 

the increase in cybercrimes, everyone, including normal citizens, 

needs to know how secure they are while using digital appliances. 

A system is developed to predict the risk of users based on their 

behaviour when they are online using real-life behavioural data 

obtained from a private university’s 207 undergraduates. Five 

supervised machine learning methods are being tested which are: 

Regression Logistics, K-Nearest Neighbour (KNN), Decision Tree 

(DT), Support Vector Machine (SVM), and Naïve Bayesian 

Classifier with the aid of a tool, RapidMiner. The algorithms are 

used to construct, test, and validate three categories of 

cybercrime threat (Malware, Social Engineering, and Password 

Attack) predictive models. It was found that KNN model 

produces the highest accuracy and lowest classification error for 

all three categories of cybercrime threat. This system is believed 

to be crucial in alerting users with details of whether the 

consumer behaviour risk is high or low and what further actions 

can be taken to increase awareness. This system aims to prevent 

the rise in cybercrimes by providing a prediction of their risk 

levels in cybersecurity to encourage them to be more proactive in 

cybersecurity. 

Keywords—Cybersecurity threat; cybersecurity risk; predictive 

modeling; undergraduates; cybercrime 

I. INTRODUCTION 

Malaysia has entered the digital age, with online meetings 
and classes or cashless payments becoming more popular [1]. 
However, as the number of digital users has increased over the 
years, it may also lead to a surge in cybercrimes. Although 
most Malaysians have a good level of awareness of cyber 
threats and risks, only a few who act against it due to a low 
understanding in cybersecurity and the severity of cyber threats 
and attacks [2] [3]. This high number of cyberattacks has been 
estimated to cost the global economy USD 1 trillion in 2020, 
that is, 50% more than in the previous year [4]. According to 
researchers, the increase in cybercrimes is also happening in 
Malaysia [5] [6]. Malaysia‟s cybersecurity is currently slow to 
catch up with the pace of advancement, and people lack of 
knowledge in cybersecurity due to the consequences and 
impacts of Malaysia‟s organisation, in the private or public 

sector [5]. Cyberattacks go beyond the loss of money and 
reputation but remain a failure in finding a global systematic 
way to confront [7]. With numerous reports claiming that there 
is an increase in cybercrimes that are not only targeting 
important organisations and government but also normal 
citizens [7][8][9], there are various studies to warn digital users 
the don'ts and dos without certainly proclaiming how much 
precaution is needed to be considered safe in cyberspace. 

The rise of cybercrimes in Malaysia has caused a lot of 
damage not only in terms of financial and reputation. However, 
as a normal citizen without any background knowledge in 
cybersecurity, it could be difficult for him to know and keep up 
to date with the latest cybersecurity news and may not even 
know where to start. One would need to read and listen to 
stories of victims of cybercrimes and learn from their mistakes 
to know the risks, but this is not enough because the sources of 
stories are limited as they were usually from the same social 
circle. This method of learning may be inaccurate and 
insufficient, as technology is advancing rapidly and may not be 
up to date with the latest cybersecurity methods. This 
concludes that there are no concrete means to prove one's 
knowledge of cyber risks in the current cybersecurity 
measures. 

There are companies that offer cybersecurity services for 
companies to predict cyber threats and attacks using artificial 
intelligence (AI) and machine learning. Having that said, there 
is no need for normal citizens to hire a company just to know 
their risk levels in cybersecurity. Thus, the competition is 
scoped down to simple websites asking visitors a sample of 
questions to predict their awareness, as it is more non-tech-
savvy friendly. These websites, however, do not have official 
databases and are opinion-based; no research is done in the 
prediction of results, but rather in a pop quiz-like structure. In 
general, these websites do not describe risks based on varied 
behaviours. 

Furthermore, very little research was done among 
Malaysians and some existing research was outdated. 
Therefore, this study aims to fill this gap by helping 
researchers with cybersecurity prediction based on user 
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behaviour. Hence, the system would predict the user's risks 
based on real-life data sets and can give users an idea of which 
aspect of cyber risk is greater rather than only scores. 

Predictive modelling of cybersecurity threats predicts the 
risks of a user while using a digital device such as a mobile 
phone, laptop and personal computer by using machine 
learning algorithms tested and validated by user behaviour data 
acquired from undergraduates in Malaysia. Therefore, the 
objective of this study is to identify the factors that affect 
users‟ security awareness (in terms of malware attacks, social 
engineering, and password attacks); build a predictive model of 
cybersecurity threats for undergraduates using the Internet in 
Malaysia; and develop a website to implement the predictive 
model. 

This project has two main parts, data modelling and 
website deployment. Python is used to programme the machine 
learning part of the system, coded using Jupyter, with the 
dataset, while the website serves as a medium for users to 
predict their risks, who can access the Python files to make 
predictions. The results will then be displayed on the website. 
Web pages are structured using HyperText Markup 
Language(HTML) and the layout is formatted using Cascading 
Style Sheet(CSS) with JavaScript to give the web pages a final 
touch to make it more appealing in an integrated development 
environment (IDE), Visual Studio Code (VSC). 

Young adults have a low understanding of the basics of 
cybersecurity as they are unfamiliar with common cyber 
threats [3]. The findings suggest that exposing cybersecurity 
knowledge at a young age can ensure healthy habits online, 
reducing the chance of cyber attacks and threats [2]. As gender 
does not affect prediction results because the prediction is 
entirely based on behaviours, this expands the system‟s target 
of the system to both genders. 

This paper is constructed in four sections: Section II about 
literature review of current research in cybercrime prediction; 
Section III describes the methodology used in this present 
study; Section IV presents the study result and discussion; and 
Section V concludes the present study with limitation and 
future works. 

II. LITERATURE REVIEW 

The digital economy dominates Malaysia in business 
transactions, as more than 40% of these transactions are made 
digitally. Research found that the future of Malaysia will 
depend on the digital economy; therefore, the digital space in 
Malaysia needs to be trusted to allow parties including 
enterprises, customers, public sectors and individuals to have a 
reliable digital space [1][10]. According to the Malaysia 
Computer Emergency Team, there is a visible increase in 
cyberattacks from January 2022 to July 2022 [11]. One of the 
recommendations to reduce the risk of cyber threats and attacks 
is the need to increase public awareness of risks, threats, and 

vulnerabilities in cyberspace. Therefore, increasing awareness 
of cyber threats is one of the objectives of the system and is 
achieved by providing a prediction of user risk in cyberspace 
using predictive modelling with machine learning techniques. 

Since there are various types of cyber threats, three threats, 
namely malware attack, social engineering, and password 
attacks, are selected due to the high likelihood of these threats 
against individuals. Other threats include advanced persistent 
threats (APT), where attackers gain unauthorised access to a 
network and try to become a part of the network to prevent 
detection for an extensive period of time, and Man-in-the-
middle attack (MitM), where attacker intercepts users when 
they are remotely accessing a system over the Internet. APT 
requires attackers to possess a high knowledge of the victim, 
and therefore these attacks are usually launched towards nation 
states, large organisations, companies, or very important 
people. [12] As the target of this project is young 
undergraduate Internet users, they are less likely to connect 
their device remotely online, making MitM not in scope. 

There are no equivalent research studies to the proposed 
project, but similar studies have been found that predict the 
cyber risk of software [13] [14]. Both projects use machine 
learning techniques to identify weak points or vulnerabilities in 
the system and the risk that the software becomes infected or 
corrupted at a certain time. Zhang et al. [13] built the predictive 
model with data from the National Vulnerability Database 
(NVD), which is a public data source for reported software 
vulnerabilities. They tested the data with various approaches 
for predictive modelling to find the best techniques for their 
prediction model, as their study results show that the current 
approach is not accurate except for a few vendors. Bilge et al. 
[14] on the other hand, got their data from 18 enterprises for a 
year, which contains information about binaries appearing on 
machines with fully and semi-supervised machine learning. 
Semi-supervised machine learning is a technique that uses 
machine learning machine learning that uses both supervised, 
where labelled data is used, and unsupervised, where 
unlabelled data are used [15]. 

Other work closely related to cyber risk prediction is 
cyberattack predictions and cyberattack detection. The 
prediction is usually overlooked by the research community 
opposed to cyberattack detection. Ben Fredj explored the 
prediction of cyberattacks using a deep learning approach [16]. 
It is a subgroup of the machine learning approach in which 
multiple layers of neural networks are used to build the model 
[15], which simulates how neuronal nerves work in a human 
brain. In addition to that, there is a study that surveyed not only 
machine learning approaches, but also data mining approaches 
in terms of prediction and prediction methods used in 
cybersecurity [17]. Regarding cyberattack detection 
[18][19][20], most studies use Deep Learning (DL) to model 
their data to detect which attacks will occur in given situations 
and the rate of these attacks (Table I). 
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TABLE I. SUMMARY OF RELATED WORKS 

Study Algorithm Features/Factors Reference 

Software cyber risk prediction Supervised Machine Learning Identifying software vulnerabilities Zhang et al., 2015; Bilge et al., 2017 

Cyberattacks prediction Deep Learning, Data Mining Predicting cyberattacks Ben Fredj et al., 2020; Husák et al., 2018 

Cyberattacks detection Deep Learning Detecting cyberattacks 
Berman et al., 2019; Moustafa et al., 2019; 

Aldweesh et al., 2020 

A. Malware 

Malware means malicious software which refers to any 
software that intrudes on a system developed by cyber-
attackers. This software can penetrate the device of a user 
ranging from viewing to modifying private data, such as user‟s 
personal photos, operating systems, and other data that the 
attacker can find on the victim's device [21]. Malware types 
include, but are not limited to, viruses, spyware, backdoor, and 
keyloggers, each with different threats and dangers. Viruses 
can attach themselves, using macros, to Microsoft Office 
software such as Words. Therefore, it infects the victim's 
computer when it is opened or viewed. Students will use Words 
frequently for various reasons such as completing assignments 
or recording notes, which pose a high possibility of becoming a 
victim. Other great possibilities include downloading free 
software online to avoid purchasing. 

Malware is a programme that is inserted into a system with 
the intention of compromising the confidentiality, integrity, or 
availability of the victim‟s data, applications, or operating 
system, or otherwise annoying or disrupting the victim. 
Therefore, measuring risk in malware infection can be 
simplified to the ability to prevent malware from entering the 
system and the ability to mitigate threats if prevention fails. 
First, the ability to prevent malware can be measured by how 
many techniques the user knows about how a malware can 
enter a system and the depth of understanding of these 
techniques (MW1). Second, the ability to mitigate threats can 
be measured by how quickly the user can detect that malware 
has already entered the system, identified the source of the 
malware, and remove malware and its techniques (MW2) [22] 
[23]. Therefore, the system should collect the user response for 
the following regarding user‟s behaviour to avoid different 
malware threats: 

M1. Is antivirus software, firewall, and anti-spyware 

available on the user computers? (MW1, MW2) 

M2. What is the user's confidence level of antivirus software 

in their computers? (MW1, MW2) 

M3. How inclined is the user to download materials from 

unsecure sites? (MW1) 

M4. How inclined is the user to download freeware on the 

Internet? (MW1) 

M5. How inclined is the user to scan removable drives 

before using them on computers? (MW1) 

M6. How inclined is the user to apply security patches as 

soon as possible? (MW2) 

M7. Is the user able to sense that something is wrong if the 

computer runs oddly slow? (MW2) 

B. Social Engineering 

The art of persuading people to breach information systems 
is known as social engineering. Instead of launching technical 
assaults on systems, social engineers use influence and 
persuasion to persuade people with access to information to 
reveal secret information or even carry out hostile actions. 
Most successful attacks on systems are rarely required to find 
technical vulnerabilities; hacking the human is usually 
sufficient [24]. Social engineering is the most successful when 
combined with other methods, such as phishing [25]. Phishing 
is the act of sending links that link victims to their website that 
do what cybercriminal programmes to do. For example, 
attackers send links decorated with official names and 
formatting to make them appear to come from a legitimate 
source to play mind tricks and get victims to click on the link.  
In addition to sending links, attackers can act as an advertiser 
trying to advertise a product and ask the victim to scan a QR 
code (quick response) that links to their malicious attack. Both 
situations are likely to occur amongst anyone. 

Social engineering is a method of tricking victims to help 
compromise their own system. Therefore, user measurement of 
the risks in social engineering attacks can be simplified into the 
level of understanding of social engineering techniques and the 
ability to respond to these techniques correctly. First, how 
many social engineering techniques can the user know that can 
be used to measure the level of understanding (SE1). Second, 
whether the user knows how to respond to these techniques can 
be used to measure the ability to respond (SE2) [23] [26]. 
Therefore, the system should collect the user response for the 
following: 

S1. Is the user interested in learning social engineering 

issues? (SE1, SE2) 

S2. Does the user establish a trusted relationship with 

strangers on-line? (SE1, SE2) 

S3. How inclined is the user to click hyperlinks in email 

messages? (SE1, SE2) 

S4. How inclined is the user to check the authorisation of 

the interlocutor? (SE1) 

S5. How inclined is the user to check URL spellings? (SE1) 

S6. Does the user trust any benefit winning emails, calls, or 

SMS? (SE1) 

S7. Does the user trust in any information online? (SE1) 

S8. Is the user aware of the latest scam and phishing 

techniques? (SE1) 

S9. Does the user feel intimidated by questions by any 

interlocutor? (SE2) 

S10. How inclined is the user to provide details to 

authorities? (SE2) 
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S11. How inclined is the user to respond to calls, SMS, or 

email from strangers? (SE2) 

C. Password Attack 

Password attacks occur when attackers attempt to gain 
access to a victim's system using the victim's password. This 
attack is different from the above two threats, as this threat 
attacks through the „front door‟ rather than in secret or 
stealthily by guessing and trying repetitively until it is correct. 
User passwords are easy to guess, since they are related to the 
victim or the password is an actual word or phrase [27], which 
can be easily obtained using social engineering techniques. As 
Malaysia is moving toward a digital era, account creation can 
be common and logging in or signing up requires a password. 
Other techniques of password attacks include, but are not 
limited to, brute force, where the attackers try every possible 
password combination, or dictionary attack, where attacks steal 
the encrypted data during transmission containing the victim's 
password and decrypt it using their encryption library. 

Password attack is a method to legitimately enter the 
victim‟s system through victim passwords. Therefore, to 
measure the risks of users in password attacks, it can be 
measured by how securely users keep their passwords and 
complexity [23] [28]. Therefore, the system should collect the 
user response for the following: 

P1. Does the user's password follow a keyboard pattern? 

P2. Does the user share passwords with other people? 

P3. Does the user create different passwords for different 

applications? 

P4. Is the user's password consisting of lowercase, 

uppercase, numbers, special characters? 

P5. Is the user password longer than 8 characters? 

P6. Is the user's password created based on personal/ 

information? 

P7. Does the user change the password? 

P8. Does the user use the „Recall password‟ option? 

P9. Does the user write the password? 

P10. Does the user use „hint‟ to recover forgotten passwords? 

P11. Does the user check for a padlock symbol on browsers? 

D. Conceptual Framework for Measuring Ability to Avoid 

Cyberattacks 

Based on the literature review, Fig. 1 summarises the 
measurement criteria of ability to avoid cyberattacks of three 
categories of threats – malware, social engineering, and 
password attack. 

E. Web Projects 

Moving from research-based projects to web projects, three 
web services, namely ProProfs, W3Schools, and the Federal 
Trade Commission (FTC), are being compared as follows. This 
predictive modelling is built for young people in Malaysia, 
which is the scope that is not covered by these three websites. 

 

Fig. 1. Conceptual framework of measuring criteria for cyberattack risk 

level. 

First, ProProfs is a website that allows any user to create 
quizzes and post them online on the ProProfs website itself 
(Fig. 2). Therefore, this website has a variety of quizzes from 
different domains, which, of course, includes cybersecurity. 
However, most of the questions of these quizzes are focused on 
cybersecurity as a course instead of a test for user risks on-line. 
The questions asked are technical and not suitable for general 
users who do not consider cybersecurity as their focus. On the 
ProProfs website, a quiz is found that tests for users‟ cyber 
health and security, but it seems to have the same results for all 
responses entered. Since it is available to everyone, most of 
these quizzes do not have concrete backing of data to support 
the claims of the results. 

 

Fig. 2. Screenshots of the ProProfs website. 

Next, W3School is a free educational website to learn 
Python coding (Fig. 3). However, this website is controlled by 
two entities namely Refsnes Data and W3schools Network 
instead of a central point for everyone to submit their 
viewpoints. As mentioned, this website is built for educational 
purposes and the cybersecurity quiz is one of the many quizzes 
found, which is also for people who want to make a revision of 
cybersecurity courses. Therefore, it does not inform users about 
the cyber risks that could occur to users. 

 

Fig. 3. Screenshots of W3Schools' website. 

Measuring Criteria 

Malware 

MW1:  Technique/Technology used 

MW2:  Knowledge level 

 

Social Engineering 

SE1:  Knowledge level 

SE2:  Ability to respond 

  

Password Attack 

Password format 

  

Cyberattack Risk 

level 
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The Federal Trade Commission is an official website of the 
United States (USA) government that is built to protect 
American consumers (Fig. 4). It contains cybersecurity quizzes 
for small businesses to help guide them. The topics in the 
cybersecurity quizzes are the basics of cybersecurity, physical 
security, ransomware, phishing, vendor security, and secure 
remote access. In addition to quizzes, it also provides other 
means of guidance, such as but not limited to downloadable 
publications and videos of cybersecurity, which are all 
accessible in the additional resource‟s subsection of the page. 
Table II summarises the three websites in terms of owner, 
target users, location, and content(s). 

 

Fig. 4. Screenshots of FTC‟s website. 

TABLE II. COMPARISON OF 3 WEB SERVICES WITH THE PROPOSED 

PROJECT 

 ProProfs W3Schools FTC 

Owner(s) of 

Content 
Anyone 

Refsnes Data and 
W3schools Network 

US 
Government 

Target Users Not specific Learner Small business 

Location Not specific Not specific US 

Content(s) Quizzes 
Quizzes 

Guidance 

Quizzes 

Guidance 

III. METHODOLOGY 

Questionnaire items are modified to avoid multiple-choice 
types of questions. Its purpose is to overcome the limitations of 
multiple-choice questions, which are the excessive words that 
make users feel more like an exam and will try to give a 
„correct answer‟ instead of their genuine online behaviour. The 
data entry designs are shown in Table III. 

In this study a private university in Malaysia in the age 
group of 15 to 30 years constituted the population. The 
sampling plan implemented in this investigation is the simple 
random sampling method (SRS). A total of 207 undergraduates 
participated in the study. 

TABLE III. MODIFIED QUESTIONS 

ID Question Response Type Measured Questions 

Malware  

L1 Is your device‟s operating system (OS) up-to-date? 

5 likert scale 

M6, M2 

L2 Do you scan removable drives? M5 

L3 Do you download freeware online? M3, M4 

L4 Do you feel something is wrong if your device is running slow? M7, M2, M4 

L5 Is your device protected by any cybersecurity measures? M1, M4 

Social Engineering  

E1 Are you interested in learning about social engineering issues? 5 likert scale S1,S8 

E2 Do you establish a trusted relationship with strangers online? 5 likert scale S2, S11, S8 

E3 Do you click on links in emails? 5 likert scale S3, S7, S8 

E4 Do you check the authorisation of the authorities? 5 likert scale S4, S7, S8 

E5 
Which link is the right URL to the Google website? 

www.google.com; google.com; https://google.com; g00gle.com; http://google.com 
S5, S8 

E6 Do you feel intimidated by questions from any authority? 5 likert scale S9, S11 

E7 Do you provide details to the authorities? 5 likert scale S10, S8 

Password Attacks  

A1 Create a password that you will use. Open ended P1, P4, P5 

A2 Is the password created based on personal/ information? 

5 likert scale 

P6 

A3 Do you change your password? P7 

A4 Do you use password management features? P8, P10 

A5 Write the password? P9 

A6 Do you share passwords? P2 

A7 Do you check for a padlock symbol on browsers? P11 

A8 Do you create different passwords for different applications? P3 
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Participants responded to the questionnaire based on a 5-
point Likert scale, which divides into 5 categories (strongly 
agree, agree, neither agree, disagree, disagree, strongly 
disagree). The questions are then analysed to determine 
whether they are good or bad practises. For questions classified 
under good practises, the mark is allocated accordingly based 
on the options (“Strongly agree”-5, “Agree” - 4, “Neutral” - 3, 
“disagree”- 2, “Strongly disagree” - 1) while for questions 
classified under bad practises, the mark allocated for each 
option is the opposite of good practises (“Strongly agree”-1, 
“Agree” - 2, “Neutral” - 3, “disagree”- 4, “Strongly Disagree” - 
5). The responses to every question may vary; however, they 
generally have the same meaning. The scores for each question 
for each category are summed up as a total score. Thus, the 
highest scores attainable on the questionnaire for Malware, 
Social Engineering, and Password Attack are 25, 35, 40 
respectively (best cybersecurity practises implemented), and 
the lowest scores are 5, 7, 8 respectively (worst cybersecurity 
practises implemented). Data are then statistically transformed 
into maximum scores of 35, 55, 55 and lowest 7, 11, 11 
respectively. 

Questions are either the main question itself, thus not 
needing to be processed, or are paired with other questions. 
Questions that are paired with others are calculated using the 
mean of all questions related to it, except questions A1 and A4. 
For example, questions L1 and L4 also have value for question 
M2. Therefore, the value of M2 to be given to the model is the 
mean value of L1 and L4. 

For question A1, the input text will be used to measure 3 
parameters. 

1) For input text that follows a keyboard pattern, will be 

marked as low score, while a text that does not will be marked 

as a high score. 

2) The length of the text will determine the score for P4. 

To achieve the best score (5), users must have an input text of 

more than 16 characters, while less than 4 characters will be 

marked as low score(1). 

3) The number of character types will determine the score 

for P5. Text input will be marked as the best score (5) if it 

contains all types of character (lower case, upper case, 

numbers, special characters) and the lowest score(one) if it only 

contains one type of character. 

Regarding questions A4, P8 and P10, they point to similar 
features that most applications provide, which are „remember 
password‟ and „forget password‟. Thus, both scores will be 
equal. The model will receive the user's behaviour in 
cyberspace as input to determine its awareness and then predict 
the user‟s risk of cyber threats (Fig. 5). 

 

Fig. 5. Predictive Modelling components of Cyber Threats. 

IV. RESULT AND DISCUSSION 

A. Model Performance 

Based on several related works that have been studied, a 
supervised machine learning method has been selected for the 
predictive model (Fig. 6). Five supervised machine learning 
methods are being tested, Regression Logistics, K-Nearest 
Neighbour (KNN), Decision Tree (DT), Support Vector 
Machine (SVM), and Naïve Bayesian Classifier with the aid of 
a tool, RapidMiner. K-fold cross-validation, where the dataset 
is divided into 5 groups with each group being the test data set 
after training the machine with other groups, is used to assess 
every method above. Of the above five, KNN is selected as the 
machine learning methodology, as it has the highest accuracy 
among the other methods (Table IV). KNN is an algorithm that 
calculates the distance between the new data point and the 
nearest available data point, where k is a positive integer. The 
new point is then classified according to which class has the 
most data points closest to the new data point. The contingency 
table or confusion matrix is used to help display the accuracy 
of all the above-mentioned methods. The accuracy is calculated 
with formula 1 and simplified with formula 2 into percentage 
(%). 

Formula 1: 

             

                 
 

             

                
          

Formula 2: 

                                     

 

Fig. 6. Supervised machine learning model. 
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TABLE IV. SUMMARY OF 5 MODELS FOR EACH CATEGORY OF CYBERATTACKS 

Model 

Malware Social Engineering Password Attack 
Average 

Accuracy (%) 

Accuracy (%) 
Classification 

Error (%) 
Accuracy (%) 

Classification 

Error (%) 
Accuracy (%) 

Classification 

Error (%) 
 

Naïve Bayesian Classifier 79.5 20.5 89.8 10 2 91.4 8.6 86.9 

Regression Logistics 79.5 20.5 88.2 11.8 91.4 8.6 86.4 

KNN 92.9 7.1 93.8 6.2 97.6 2.4 94.8 

DT 83.0 17 91.5 8.5 79.5 20.5 84.7 

SVM 83.0 17 91.5 8.5 81.2 18.8 85.2 

B. Model Fit 

Python has been selected as the programming language for 
the machine learning part of the system. Python is selected 
because it has built-in libraries and frameworks suitable for 
data science. The libraries used for this project are pandas, 
NumPy, and Scikit-learn. Pandas library is used to read data 
tabulated in excel sheets, NumPy is used to process the data 
into machine learning parameters for the model to train, and 
Scikit-learn is used to implement machine learning models. A 
built-in Python module, pickle, is used to save the model as a 
non-readable binary file to be placed in the server and accessed 
by the webpage. Two parameters are needed to train the model, 
the first being the data to test, while the second being the K 
values. 

To get the first parameter, the data is loaded into memory 
with pandas extracting data from excel sheets. Numpy is then 
used to convert the data into arrays. These arrays are then 
divided into training and test data with a ratio of 5: 1 (80% 
training, 20% testing). Training data will be used to fit the 
model while test data are used to measure the accuracy of the 
model. 

The next parameter is to find the best K-value for the 
model. For this, another two-array list is created, namely a set 
of K values, from 3 to 30, and an empty list to store the results. 
The model is trained 28 times, and its result score is stored in 
the empty array list. The least K value with the highest 
accuracy is then selected as the K value. A lower value of K 
means that the classification is close to the original value and 
will not include further away data points, thus increasing 
precision.  K values are evaluated as shown in Fig. 7, 8, and 9. 
The K values are 4, 5 and 3 for malware attack, social 
engineering, and password attack model, respectively. After 
splitting the data set and finding the optimal K values, the 
model is ready to be saved as a binary file using pickle. 

 

Fig. 7. Accuracy score of K values for malware attacks. 

 

Fig. 8. Accuracy score of K values for social engineering. 

 

Fig. 9. Accuracy score of K values for malware attacks. 

C. Validity and Reliabitliy Consideration 

Prior to this actual study, the instrument (questionnaire) 
was pilot tested with a group of 30 students from the same 
research site. The researchers ensure that the participants for 
the pilot test do not participate in the actual study. Data 
collected from the pilot test were measured for reliability using 
the Cronbach alpha reliability coefficient, formula 3. 

Formula 3: 

  
 

   
(  

   

  
) 

Where a is the reliability coefficient, k is the number of 
questions, Vi is the variance of the responses of each question, 
and Vt is the variance of the total score of each respondent. The 
reliability measurement of the questionnaire is shown in 
Table V where all categories show good reliability. 
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TABLE V. RELIABILITY MEASUREMENT 

Cyber Security 

Categories 
Number of Items Reliability Coefficient 

Malware 5 84.3% 

Social Engineering 7 81.0% 

Password Attack 8 80.2% 

D. Demographic Variable Effect 

This study is specifically aimed at the demographics of 
users (age, geography). The variable (gender) is not used in the 
prediction; however, this variable is still being tested by 
independent samples T-Test to compare the means of two 
independent groups (male and female) to prove that this 
variable does not affect the accuracy of the prediction 
(Table VI). Data are statistically analysed using the SPSS 
programme. A total of 207 Malaysians participated in the 
study, of whom 98 of the respondents are male and 109 of the 
respondents are female. 

TABLE VI. VALUES OF THE T-TEST FOR DIFFERENCES IN THE LEVEL OF 

CYBER SECURITY BEHAVIOUR BY GENDER IN THE ASPECT OF MALWARE, 
SOCIAL ENGINEERING, AND PASSWORD ATTACK 

 
Group statistics T-Test 

Mean Std Deviation t-value Sig. 

Malware 

Male 

Female 

33.60 
33.57 

5.49 
4.76 

0.05 0.963 

Social 

engineering 

Male 

Female 

34.28 

34.99 

5.27 

4.76 
-1.02 0.306 

Password Attack 

Male 

Female 

33.46 
33.25 

5.79 
5.96 

0.26 0.796 

Based on the three tables above, there are no significant 
gender differences in the level of cybersecurity behaviour in all 
three aspects (malware, social engineering, password attack); 
thus, gender does not affect the accuracy of the prediction of 
the model. 

E. Comparing Proposed Website with Existing Websites 

1) Similar existing website: Three previously mentioned 

websites are studied for their functionalities to choose those 

that are applicable for this project. All of them follow the same 

flow, that is, to introduce what and how important 

cybersecurity is and a navigation panel or menu which links to 

other functionalities. 

The Proprofs website allows users to view the list of 
questions of the selected quiz, contact the author of the quiz, 
take the quiz, edit the settings of the webpage, to search for 
other quizzes from any domain, to share the selected quiz, in 
embedding the quiz to another website. The Proprofs website 
also allows users to create quizzes with the precondition of 
having an account with Proprofs, thus needing users to log in 
prior to creating quizzes [29]. 

The W3schools website allows users to view an 
introduction of cybersecurity, search for other services that 
w3school provides, log into a w3school account, take the quiz, 

quick link to access other tutorials, change the theme of the 
website, translate the website to another language. The 
W3schools website also allows users to subscribe to their 
services under the condition that the user has an account with 
w3schools, which requires that the users log in [30]. 

The FTC website allows users to translate the website into 
another language, report fraud, sign up for FTC newsletters, 
search for other documents in a legal library, give feedback, 
view Introduction to Cybersecurity, print the website, take the 
risk assessment, and access to other services [31]. 

Based on the study above, all websites have similar design 
and functions; therefore, to be consistent with the existing 
websites, the Predictive Modelling of Cyber Security Threats 
website should display an introduction to cybersecurity and 
explanation of its importance (Fig. 10). The navigation menu 
should also be added to this website for easy navigation 
between other web pages, which includes displaying the 
information page and the methodology page. Users can also 
choose to share this website. Feedback from user functions 
should also be included so that this website can interact with 
users for future improvements. Lastly, the website should 
allow users to assess their cyber risks. Other functions such as 
searching, log-in or log-out, and printing are omitted in this 
website, as they serve no purpose for their functions on this 
website. For example, this website does not need a search 
function, as this project has only cyber risk prediction as its 
focus. The comparison is summarised in Table VII. 

 

Fig. 10. Screenshot of the project website prediction result page. 

TABLE VII. FEATURES OF THE ABOVE 3 WEBSITES AND PROPOSED SYSTEM 

Features Proprofs w3schools 
FTC 

website 

Proposed 

website 

Login / Logout ✓ ✓  ✓ 

Subscription ✓ ✓  ✓ 

Display cyber info ✓ ✓ ✓ ✓ 

Quiz / Assessment ✓ ✓ ✓ ✓ 

Share website ✓   ✓ 

Guides  ✓ ✓ ✓ 

Webpage 
translation 

  ✓ ✓ 

Feedback   ✓ ✓ 

Display 
methodology 

   ✓ 

Machine learning    ✓ 

FAQ    ✓ 
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V. CONCLUSION 

This project uses five machine learning algorithms 
(Regression Logistics, K-Nearest Neighbour (KNN), Decision 
Tree (DT), Support Vector Machine (SVM), and Naïve 
Bayesian Classifier) to predict the risk of cyber threats in the 
aspects of malware attack, social engineering, and password 
attacks among Internet users based on their online behaviour. 
During the development of this present study, it was also found 
that gender does not play a role in the perception of 
cybersecurity in Malaysia. KNN predictive model produced the 
highest accuracy and the lowest classification error. Therefore, 
KNN model is further improved using Python. 

Given the absence of previous studies utilizing machine 
learning techniques for predicting users' cyberattack risk levels, 
this present study introduces a conceptual framework that 
includes measurement criteria for assessing risk levels. Most of 
the previous studies are predicting the cyberattacks of 
organisation websites or companies‟ networks instead of 
individual risk level. This study serves as guidance for future 
researchers to continue the study in other cyberattacks such as 
MitM. New behaviours can also be incorporated to investigate 
cyber risks. Furthermore, this present study only focused on a 
data set of young people, since all participants in this project 
were in the age group of 15 to 30. More efforts are needed in 
this domain, as predicting human behaviour is a complex task 
[10]. Techniques to detect potential cyberattacks are crucial to 
ensure a safe world of the Internet for global users. 
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Abstract—With the high-speed growth of modern information 

technology, online advertising, as a new form of advertising on 

the Internet, has begun to emerge, demonstrating enormous 

development potential. To improve the accurate estimation of 

advertising placement and improve the operational efficiency of 

the advertising placement system, an improved deep neural 

network model for forecasting advertising click through rate was 

studied and designed. Meanwhile, the values of the activation 

function and the parameter dropout are determined, and the 

prediction accuracy of the deep neural network model and the 

improved model is compared and analyzed. The experimental 

results show that the training time of the improved prediction 

model has been shortened by about 73.25%, resulting in a 

significant improvement in computational efficiency. When the 

number of iterations is 110, the logarithmic loss function value is 

0.208, and the logarithmic loss function value of the improved 

model is 0.207, with an average loss reduction of 0.4%. In the 

area comparison under the receiver operating characteristic 

curve, the pre improved model was 0.7092, and the improved 

model was 0.7207. Meanwhile, compared to before the 

improvement, the prediction accuracy of the improved model 

increased by 1.6%. The data validates that the optimized model 

has high prediction precision and efficiency, and has certain 

application potential and commercial value in marketing. 

Keywords—Click through rate prediction; deep learning; deep 

neural network; online advertising; marketing 

I. INTRODUCTION 

Nowadays, the growth of internet companies has been 
inseparable from advertising marketing, and Click Through 
Rate (CTR) prediction remains a key issue in the advertising 
field. With the continuous improvement of internet commerce 
and search engines, online advertising has become one of the 
main ways for businesses to promote and market [1]. With the 
development of information technology such as the Internet 
and intelligent terminals, the scale of the domestic advertising 
industry market has been continuously expanding in the past 
few years. The consecutive expansion of the advertising 
industry has driven the sustained growth of internet 
advertising. In internet marketing, CTR is the ratio of the click 
numbers on a certain content on a website page to the quantity 
of times. It shows the level of attention paid to a certain 
content on a webpage and is taken to measure the 
attractiveness of advertisements [2]. Based on information 
such as user behavior attributes and advertising characteristics, 
a prediction model can be constructed using deep learning 
methods for advertising CTR prediction [3]. Deep learning 

methods have achieved good results in speech and image 
recognition, and can also reduce manual repetition in the field 
of advertising CTR prediction, controlling the accuracy and 
efficiency of advertising production [4]. The advantage of 
Deep Learning Model (DLM) in automatically extracting 
higher-order features improves accuracy, but it lacks a certain 
degree of interpretability compared to manually extracted 
features [5]. Therefore, this study designed the advertising 
CTR prediction model of the Deep Neural Network based on 
Sampling (SDNN), and determined the activation function and 
the parameter dropout. This article also compares and 
analyzes the prediction accuracy of four models: Deep Neural 
Network (DNN), SDNN, DNN trained with dropout, and 
SDNN trained with dropout. The research aims to improve the 
operational efficiency of the advertising placement system, so 
that enterprise marketing can determine more accurate 
decisions. The research content mainly includes six sections. 
The second section is a review of the current research status of 
advertising CTR prediction and deep learning both 
domestically and internationally. The third section constructs 
an improved DNN advertising CTR prediction model. Under 
this, the first sub-section designs an advertising CTR model, 
and the second sub-section proposes an SDNN advertising 
CTR prediction model. Section four analyzes the results of the 
improved DNN advertising CTR prediction model. The fifth 
section is a discussion on improving the advertising CTR 
prediction model of DNN. Section six is the conclusion. 

II. RELATED WORKS 

The high accuracy of CTR prediction can help advertisers 
and advertising platforms increase revenue and gain greater 
benefits. Many researchers have proposed various ideas and 
methods here. Cai et al. constructed a neural network and 
global attention mechanism model to precisely forecast the 
possibility of users clicking on advertisements, achieving 
interaction between low and high order nonlinear features, 
while promoting optimization of deep structures. This model 
has good predictive performance [6]. Xue and other 
professionals have constructed adaptive hash algorithms and 
DNN models to reduce redundant features in deep CTR 
prediction problems. It can automatically select practical 
features for high-order interaction. This model has good 
performance, low complexity, and requires less training time 
[7]. Liu and other scholars proposed an A-CTR-P that 
combines big data analysis to achieve mobile computing of 
advertising CTR logs, and used power-law distribution for log 
preprocessing and category feature extraction. This model has 
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good prediction accuracy [8]. Zhou's team proposed a model 
that combines advertising topic distribution network and 
recurrent neural network to control data transmission for 
e-commerce product advertising recommendation. This model 
has high accuracy while reducing computational complexity 
[9]. To improve advertising profits and promote user 
experience, Ghorbel et al. built the upper confidence limit and 
A-CTR-P of GA built on the LSTM network to improve the 
feature selection of micro targeting technology and optimize 
hyper-parameter. The accuracy of this method reaches 87%, 
the precision reaches 89%, and the recall rate reaches 92% 
[10]. Liu et al. designed a user preference network model for a 
recommendation system that combines attention for CTR 
prediction under video recommendation. This model has good 
predictive performance and solves the time series problem of 
user feedback information [11]. 

Deep learning has made good progress in the image and 
natural language processing, and is widely used in daily life. 
Hung's team proposed an early warning model that combines 
machine learning and deep learning algorithms to identify 
learners at risk in order to analyze student behavior 
performance. This model captured 59% of high-risk students, 
with an overall accuracy of 86.8% [12]. Ma et al. built transfer 
learning and deep learning models for the prediction of 
residual life transfer of batteries with different formulations to 
avoid the loss of battery information. It saved testing costs and 
ensures high temperature robustness, with high prediction 
accuracy, while optimizing batteries with different 
formulations [13]. To avoid employee turnover, professionals 
such as Ozmen EP have constructed a hybrid extended 
convolutional decision tree model with good classification 
accuracy based on convolutional neural networks and grid 
search optimization [14]. Deng and other scholars designed a 
topology optimization method combining geometric depth 
learning to elaborate the density distribution function for 
compliance and pressure constraints. It ensured the boundary 
smoothness and effectively reduces design variables and 
controls structural complexity, making it very practical [15]. 
Hu et al. raised a deep reinforcement learning method driven 
by curiosity to optimize intelligent and interconnected 
automotive power control systems to accelerate training speed 
and achieve a good balance of universality. Under this 
algorithm, the control behavior rate had been optimized by 
50.43%, and the learning productivity had been improved by 
74.29% [16]. To optimize the energy efficiency of cooperative 
spectrum sensing, He H's team has built a high-performance 
reinforcement learning and deep learning framework for 
graphical neural networks to promote the improvement of 
system energy efficiency and spectrum efficiency [17]. 

In summary, many professionals have conducted research 
on CTR prediction and deep learning, and applied them to 
various fields. However, there are still few research results on 
using deep learning to predict CTR, and this direction has 
strong potential application value for lifting the accuracy of 
advertising prediction. 

III. A-CTR-P BASED ON DNN 

To rise the advertising prediction accuracy and the 
operational efficiency of the advertising delivery system, 

A-CTR-P is designed to improve DNN, and the activation 
function and dropout values are determined. 

A. Construction of A-CTR-P 

In today's era, traffic monetization and product promotion 
depend on advertising. The precise recommendation of 
advertisements helps to improve user experience and the 
ability to monetize platform traffic. The key factor in 
achieving precise recommendations is CTR estimation. The 
accuracy of CTR estimation affects the decisions of 
advertisers and advertising platforms regarding advertising 
placement, thereby determining bids based on user click 
behavior. When advertising platforms calculate the bidding 
price of each advertiser, CTR estimation is the core link. The 
relationship between internet platform users and advertisers is 
Fig. 1. 

Supplier

Audience Demand

Increase advertising revenue

Advertising that meets the needs of the audience

Add users

Personalized and precise 

recommendation

 

Fig. 1. Calculate the tripartite relationship of advertising. 

In Fig. 1, internet platforms enhance user experience and 
increase user stickiness through personalized and precise 
recommendations. The user's click behavior on the pushed 
product is used as feedback to promote the optimization of the 
push product mechanism on various internet platforms. This 
can increase platform revenue while improving user 
experience. The data related to CTR prediction comes from 
the Criteo dataset. 0 means the user without clicking, and 1 
indicates that the user clicked. There are 13 numerical features 
and 26 string features in the data [18]. Before building a 
prediction model, it is necessary to complete data processing 
and feature engineering. The data preprocessing process 
involves descriptive statistics of the overall data, as Fig. 2. 

In Fig. 2, first of all, the data is processed separately 
according to the type in the database, and the string data is 
characteristic processed, that is, One-hot coding. The data that 
has been uniquely hot coded will become a high-dimensional 
sparse matrix [19]. Next, data normalization and descriptive 
statistics were performed on the processed string and 
numerical data, and the data was segmented into a test and a 
training set in a 1:4 ratio. Feature engineering includes feature 
processing and feature selection. Before establishing a 
prediction model, the first step is to standardize the features, 
scale the original data proportionally, and map it to the inter 
cell range. The expression of the Max Min standardized 
transformation is Eq. (1). 

min

max min

x x
x

x x





 (1) 

In Eq. (1), after feature processing, the numerical data is 
uniformly normalized to the range of [0,1] intervals. The 
technical process of feature selection is Fig. 3. 
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Fig. 2. Data preprocessing flowchart. 
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Fig. 3. Feature selection technical process. 

In Fig. 3, a part of the feature subset is generated from the 
original feature set, and the optimal feature subset is generated 
by evaluating the selected subset that meets the criteria. If the 
criteria are not met, continue selecting in the feature subset. In 
the process of calculating advertising click logs, there are 
extremely few cases where users click on the logs, with the 
vast majority being cases where users have not clicked. There 
is a problem of category imbalance in CTR prediction. 
Category imbalance refers to the significant difference in the 
number of training samples for sample data in classification 
tasks. To avoid imbalanced class distribution, data sampling 
uses an under sampling method that removes the number of 
multiple class samples. The CTR prediction results only have 
two possibilities: clicking or not clicking, which belongs to the 
binary classification problem: user clicks are represented by 
y=1, and user clicks are represented by y=0. Table Ⅰ shows the 
binary confusion matrix on the obtained test set. 

TABLE I.  DICHOTOMOUS CONFUSION MATRIX 

Predictive Value 

 

True Value 

Regular Class  1y   Negative Class  0y   

Regular class  ˆ 1y   TP FN 

Negative class

 ˆ 0y   
FP TN 

TP represents the amount of correctly predicted positive 
samples. FP is the prediction error numbers for negative 
examples. FN represents the quantity of prediction errors for 
active samples. TN refers to the correct negative example 
amounts predicted. From the confusion matrix, the total 
evaluation index of the method is Eq. (2). 

TP TN
accuracy

TP FN FP TN




  
 (2) 

In Eq. (2), Accuracy, Precision and Recall rate are all used 
as measurement indicators. Precision is the possibility of true 
prediction in the positive sample predicted by the model, 
expressed as follows. 

Pr
TP

ecision
TP FP




 (3) 

The recall rate represents the proportion of all active 
examples, as expressed in Eq. (4). 

Re
TP

call
TP FN




 (4) 

The ROC indicator is connected with True Positive Rate 
(TPR) and False Positive Ratio (FPR), where the TPR 
calculation formula is Eq. (5) 

TP
TPR TruePositiveRate

TP FN
 


 (5) 

The FPR calculation formula is Eq. (6). 

FP
FPR FalsePositiveRate

FP TN
 


 (6) 

TPR and FPR are interdependent, and the larger the TPR 
and the smaller the FPR, the more superior the classification 
performance. Logloss index of the logarithmic loss function 
measures the prediction accuracy of the classifier, and can also 
be used as the standard of the classification effect, as shown in 
Eq. (7). 

 
1 1

1
log log

N M

ij ij

i i

loss y p
N

 

    (7) 

In Eq. (7), N  is the gross samples, and ijp  represents 

the predicted CTR of users to advertisements. The logarithmic 
loss of all samples represents the average logarithmic loss of 
each sample, and the smaller the value, the better the model 
performance. The evaluation indicator Area Under Curve 
(AUC) of the method is expressed as the area enclosed by the 
coordinate axis under the ROC curve. In terms of CTR 
prediction, the larger the AUC, the better the training effect. 
The smaller the Logloss value, the higher the accuracy of the 
prediction model [20]. 
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B. DNN-based Prediction of Advertising CTR 

On the basis of constructing A-CTR-P, further research is 
conducted on the use of DNN for CTR prediction. DNN is a 
multi-layer unsupervised neural network that uses the output 
features of the previous layer as inputs to the next layer for 
feature learning. After layer by layer feature mapping, the 
features of existing spatial samples are mapped to another 
feature space to learn better feature expression for existing 
inputs. DNN has multiple nonlinear mapping feature 
transformations that can fit highly complex functions [21]. 
The structure is Fig. 4. 

X1

X2

X3

Xn

First layer 

input

Second 

layer 

Third 

layer 

Fourth 

layer

（L-1)

layer 

L layer (L+1) 

layer 

(L+2) Layer 

Output 

Input layer Hidden layer Output layer

…
…

……

 

Fig. 4. DNN model structure. 

In Fig. 4, DNN includes input, hidden and output layers. In 
CTR prediction, i.e. the binary classification {0,1} problem, 
the DNN input layer with an L-layer hidden layer is Eq. (8). 

 1 2 3, , ,..., nX X X X X  (8) 

n  in Eq. (8) means the input quantities. The hidden layer 

is Eq. (9). 

         1
1,2,3,..., 1

l l l l
h f W h b l L


      (9) 

In Eq. (9), 
 l

h  represents the input vector of L+1,  f   

is the activation function. 
 l

W  represents the weight matrix 

of L-1. 
 l

b  is the offset vector of L. The output layer is Eq. 

(10). 

 arg max , ; ,pre

C

y P y C X w b   (10) 

In Eq. (10), X  represents the input vector, and 

 , ; ,P y C X w b  represents the probability that the output is 

equal to C . prey  is the output of the final model and the 

corresponding category C  when  , ; ,P y C X w b  is at its 

maximum, resulting in category 0 or 1. The key solution 

 ,w b  of DNN model calculation makes the loss function the 

smallest, and the DNN weight could be trained through 
Stochastic Gradient Descent (SGD). SGD is an optimization 
algorithm used to update DNN parameters on a gradient basis. 
Each iteration will randomly select a small batch of samples to 
calculate the gradient of the loss function, and use the gradient 
to update the parameters. This random characteristic makes 
the algorithm more robust, avoiding getting stuck in local 
minima, and also accelerates training speed [22]. Random 

gradient descent is the average extraction of a small batch of 

samples 
    1

,...
m

B x x  from the training set. m  is 

usually a relatively small number. When the amount of data is 
large, it is necessary to iterate with abundant samples to gain 
the optimal solution, as expressed in Eq. (11). 

    
1

1
, ,

m
i i

i

g L x y
m

 


    (11) 

Eq. (11) uses samples from a small batch of B . To obtain 
the minimum cost function and the optimal parameters, the 
weight update rules used in the training of DNN are Eq. (12). 

     1r r rE  


   (12) 

In Eq. (12),   is the weight,   is the gradient, and E  

is the error function. The selection of activation function 
includes Sigmaid and Rectified Linear Unit (Relu). In the 
sigmoid function, when any input value is x , the output value 

is between the intervals (0, 1). When the input value is 0, the 
output value is 0.5. The sigmoid function can be represented 
as Eq. (13). 

 
 

1

1 exp
f x

x


 
(13) 

The Relu function is Eq. (14). 

   max 0,g x x  (14) 

The derivative of  g x  can be obtained from Eq. (14), 

which can be gained as Eq. (15). 

 
1, 0

0, 0

x
g x

x


 


 (15) 

In Eq. (15), if the input value > 0, the output is equal to it; 
If it < 0, the output = 0. DNN can handle high-dimensional 
sparse category features, but its ability to learn samples with 
multiple parameters, longer training time, and fewer 
categories is limited. SDNN is a research on random 
undersampling of data based on DNN, in order to improve the 
noise and imbalance of the data. Random undersampling can 
improve runtime and solve storage problems by reducing the 
number of samples. The SDNN structure is listed in Fig. 5. 

In Fig. 5, the input numeric data and string data are 
normalized and heat coded respectively to obtain a normalized 
numeric matrix and a sparse matrix. The two are connected by 
a matrix to form training data. The training data will be 
normalized using resampling techniques. Input the resampled 
data for deep feature learning of DNN, and then output the 
predicted value probability and corresponding predicted labels. 
SDNN is a new method improved in DNN. After normalizing 
and encoding the input data, a random under sampling process 
is added to the data, thereby improving the impact of data 
imbalance on DNN and mining complex association 
relationships in features. The process framework of the SDNN 
algorithm is Fig. 6. 
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Fig. 6. SDNN algorithm process. 

In Fig. 6, the input training data is separated into a training 
and a validation set in 9:1. Before constructing the DNN, a 
random under sampling technique is taken to the training set, 
and then a fully connected DNN is established on the 
resampled dataset. In training, the loss function on the 
verification set needs to be calculated. When the number of 
iterations increases and the loss function no longer changes or 
changes very little, that is, loss<1e-4, the training ends. For 
parameter issues, the study adopts the dropout technique 
proposed by Hintion. Dropout can ensure that weight updates 
no longer rely on the joint action between hidden layer nodes. 
Overall, the network structure undergoes changes during each 
DNN training session. The general effect of the final model 
depends on the synthesis of different model predictions each 
time. 

IV. ANALYSIS OF A-CTR-P RESULTS BASED ON DNN 

Starting from DNN, to construct a prediction model and 
first conduct model exploration experiments based on DNN. 
To comprehensively verify the effectiveness of the DNN, the 
DNN model and the improved model SDNN were studied and 
designed. The activation function Relu and Sigmaid were 
compared and analyzed, and the key parameter dropout was 
effectively explored. First, a comparative analysis of the 
activation function Relu and Sigmaid is carried out, as listed 
in Fig. 7. 
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Fig. 7. Relu and sigmoid activation function and gradient comparison 

diagram. 

In Fig. 7(a), the input value of the sigmoid activation 
function is less than 0 and approaches 0, while the output 
value is greater than 0 and approaches 1. In the process of 
backpropagation, only when the input is around 0 has good 
activation. In Fig. 7(b), the sigmoid function makes the neural 
network better at feature recognition, but generally causes the 
gradient to disappear within five layers. The Relu activation 
function is constant at gradients greater than 0, effectively 
avoiding the matter of gradient disappearance. The gradient of 
the Relu function is relatively stable compared to the sigmoid 
function, indicating that the AUC value of the Relu is 
relatively stable. To study the feature learning ability of 
hidden layers, the effects of the model structures of Relu 
DNN/SDNN and Sigmaid DNN/SDNN on AUC were 
compared and analyzed, as displayed in Fig. 8. 
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Fig. 8. Comparison rendering Relu/sigmoid activation function and gradient comparison diagram. 

In Fig. 8(a), the AUC values of Sigmaid and Relu are 
similar when the hidden layers are 2. The AUC curve of 
Sigmaid DNN gradually deducts as the hidden layers increases. 
When the hidden layer amounts are 5, the AUC value is the 
lowest, at 0.5417. The AUC values of Relu DNN are all 
around 0.70, and the curve is relatively stable. The AUC 
reaches its peak at 0.7181 when the layers are 3. The AUC of 
Relu DNN has significantly lifted, and Relu represents the 
relative stability of the prediction effect. In Fig. 8(b), until the 
layers are 5, the AUC value of Sigmaid SDNN is the lowest, 
at 0.5242. The AUC value of Relu SDNN is relatively stable, 
reaching a peak of 0.7369 when the number of hidden layers is 
3. Under the same model structure, the AUC value of SDNN 
is higher than that of DNN, indicating that DNN random 
under sampling helps to improve the AUC value. The Relu 
SDNN model was selected for the study, and the parameter 
settings are Table Ⅱ. 

TABLE II.  DNN PARAMETER SETTINGS 

Items Settings 

Model structure 2022-1024-1024-800-2 

Objective function Mean_squared_error 

Max-iterations for training 200 

Activation function Relu 

Regularizer L2 

To ensure the effectiveness of the algorithm, research was 
conducted under GPU parallel acceleration. The training time 
of the DNN model is 277.1801s, and the SDNN is 74.1490s, 
which is approximately four times that of the SDNN. The 
training time of SDNN has been reduced by about 73.25%, 
greatly improving the computational efficiency of DNN. DNN 
trained on the original data and reduced the data samples by 
60% after under sampling. The training scale of SDNN has 
decreased. However, the reduction of training data did not 
make the prediction performance of SDNN worse; on the 
contrary, it also improved the computational efficiency of the 
algorithm. Considering that the number of network layers and 
the number of iterations in the training phase of SDNN also 
have an impact on the prediction results of the model, in order 
to obtain more reasonable parameter values, the experiment 
was trained on a training set with a data size of 400000 
samples. In the experiment, different network layers and 

iterations were selected to obtain the AUC values of the model, 

as shown in Table Ⅲ. 

TABLE III.  AUC VALUES OF THE MODEL UNDER DIFFERENT NETWORK 

LAYERS AND ITERATIONS 

Number of 

layers 

Iterations 

50 70 90 110 130 150 

2 0.8103 0.8213 0.8237 0.8251 0.8248 0.8242 

3 0.7821 0.8103 0.8194 0.8215 0.8202 0.8214 

4 0.8215 0.8327 0.8392 0.8482 0.8501 0.8503 

5 0.7979 0.8267 0.8372 0.8380 0.8376 0.8371 

6 0.8064 0.8132 0.8158 0.8263 0.8257 0.8278 

In Table Ⅲ, regardless of the number of iterations, the 

AUC of the model is the highest when the number of network 
layers is 4. Regardless of the number of network layers, when 
the number of iterations is less than 110, the AUC value of the 
model remains increased. When the number of iterations is 
110 or above, the AUC value of the model is relatively stable 
and does not change much. To determine the values of the key 
parameter dropout in the DNN model, the study was 
conducted from 0.2 to 0.9 in steps of 0.1. The impact of 
adjusting the dropout parameter on the prediction performance 
of SDNN, as well as the comprehensive comparison of the 
four models with a dropout of 0.5 is exhibited in Fig. 9. 

In Fig. 9(a), as the dropout increases, the AUC curve 
gradually rises and gradually decreases after reaching its peak. 
When the dropout is greater than 0.8, the AUC curve sharply 
decreases. When the dropout is 0.5, AUC reaches its peak at 
0.7394. When the dropout is less than 0.8, the AUC curve is 
relatively stable. Therefore, the parameter dropout value is set 
to 0.5. In Fig. 9(b), the AUC value of DNN is 0.7092, the 
AUC value of DNN model trained with dropout is 0.7300, and 
the AUC value of SDNN is 0.7207. The SDNN model trained 
with dropout has the highest AUC, which is 0.7394. The AUC 
value of SDNN has been improved, indicating that resampling 
can achieve the goal of eliminating data imbalance. Balanced 
data categories have a certain effect on improving prediction 
performance. As a result of the large size of the data itself, the 
SDNN was selected for comparative analysis between the 
training and the test set. When the dropout parameter is 0.5, 
the training iteration process of SDNN is Fig. 10. 
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Fig. 9. Comprehensive comparison chart. 
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Fig. 10. The training iteration process of SDNN. 

In Fig. 10(a), when the number of iterations of the SDNN 
model training set trained with dropout is 200, the loss 
function curve still shows a downward trend, and the loss 
function is 0.085. In Fig. 10(b), when the number of iterations 
of the verification set is the 110th, the loss function converges, 
and the value of the loss function is 0.201. The number of 
iterations decreases rapidly before 110, and after 110, the 
curve oscillates and no longer decreases. SDNN is effectively 
trained. To evaluate the predictive precision, a comparative 
analysis was performed on four models: DNN, SDNN, DNN 
trained with dropout, and SDNN trained with dropout. The 
AUC and Logloss values of the four methods are listed in 
Fig. 11. 

In Fig. 11(a), the SDNN trained with dropout has the 
highest average AUC, reaching convergence at 110 iterations 
with an AUC of 0.7375. The DNN trained with dropout 

converges at 130 iterations, with an AUC of 0.7300. SDNN 
converges at 120 iterations, with an AUC of 0.7260. The 
average AUC of DNN is the lowest, and it gradually 
converges when the number of iterations is 140, at which 
point the AUC is 0.7255. In Fig. 11(b), the Logloss curve of 
the SDNN trained with dropout converges at 110 iterations, 
with a Logloss value of 0.201. When the number of iterations 
is 110, the Logloss value of DNN is 0.208, the Logloss value 
of SDNN is 0.207, and the Logloss value of DNN trained with 
dropout is 0.203. At this point, the Logloss value of SDNN 
decreased by 0.4% compared to DNN. The application effects 
of the four models in the test training set are represented by 
ROC curves. At the same time, to compare the relationship 
between the ROC curves of various models more clearly, the 
area of curve FPR0.2 to 0.3 is enlarged. The comparison of 
ROC curves and ROC partial curves of the four models are 
demonstrated in Fig. 12. 
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Fig. 11. Comparison of convergence rates under different models. 
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Fig. 12. Comparison between ROC curve and ROC local curve. 

In Fig. 12(a), the area under the ROC of DNN is the 
smallest, at 0.7092, indicating that its AUC is the smallest 
among the four models. The area under the ROC curve of 
DNN and SDNN trained with dropout is similar to that of 
SDNN trained with dropout. In Fig. 12(b), the AUC value of 
DNN trained with dropout is 0.7300, SDNN trained with 
dropout is 0.7394, and SDNN is 0.7207. Compared to DNN, 
SDNN increased AUC by 1.6%. Although the improvement is 
not significant solely in terms of numerical values, the CTR 
prediction problem of internet advertising companies involves 
massive amounts of data every day. Due to the difficulty in 
estimating costs, any slight increase in AUC value will result 
in significant advertising effectiveness. 

V. DISCUSSION 

The complexity of the model is related to its performance. 
The higher the complexity of the model, the more accurate the 
error of the training set at the end of the month, and the 
resulting model accuracy. However, higher complexity may 
lead to an increase in the computational workload and training 
time of the model, leading to an increase in research costs. 
Therefore, it is necessary to study and select the appropriate 
number of network structure layers and iterations. The study 
selects a network layer of 4, iteration number of 110, and 
parameter dropout value of 0.5. Under these conditions, the 
model studied can improve the predictive accuracy of 
advertising placement in a targeted manner, which plays a 
certain role in making marketing decisions for enterprises. 

VI. CONCLUSION 

To improve the prediction accuracy of advertising 
placement, an improved DNN based A-CTR-P: SDNN was 
studied and designed, while the activation function and 
parameter dropout were determined. The prediction accuracy 
of DNN, DNN trained with dropout, SDNN, and SDNN 
trained with dropout were compared and analyzed. The results 
indicate that when the hidden layers have 5, the AUC of 
Sigmaid DNN is the lowest, at 0.5417. When there are 3 
hidden layers, the AUC of Relu DNN reaches its peak at 
0.7181, and the AUC is relatively stable at around 0.70. The 
AUC value of Relu DNN has greatly lifted, and Relu 
represents the relative stability of the prediction effect. Under 
the same model structure, the AUC value of SDNN is higher 
than that of DNN, and the improvement effect of SDNN on 
DNN is conducive to the improvement of AUC. When the 
dropout is around 0.5 and the SDNN prediction model training 

set has 200 iterations, the loss function curve still maintains a 
downward trend, at which point the loss function is 0.085. The 
loss function curve does not decrease until the 110th time of 
the validation set, at which point the function value is 0.201. 
When the number of iterations is 110, the Logloss value of 
DNN is 0.208, and the Logloss value of SDNN is 0.207. At 
this time, the Logloss value of SDNN decreases by 0.4% 
compared to DNN. Comparing the ROC curves of DNN and 
SDNN, the AUC of DNN is 0.7092 and that of SDNN is 
0.7207. The prediction accuracy of SDNN is higher than that 
of DNN, with an increase of 1.6% in AUC. This research 
result can accurately target users and save the operating costs 
of the advertising placement system, providing a new 
direction for advertising companies' marketing and effectively 
ensuring corporate profits. One of the future research 
directions is to integrate user social information into 
advertising CTR prediction models, enrich user information, 
and improve user expression information. However, due to 
equipment limitations and limited training data, the 
advantages of deep learning cannot be fully utilized. So in the 
future, the amount of training data will be increased so that the 
model can perform better. 
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Abstract—With the arrival of the synthetic talent era, laptop 

technological know-how for the safety and inheritance of 

intangible cultural heritage has added a new way of thinking, 

and the range of intangible cultural heritage additionally offers 

greater chances for laptop technology, the utility of laptop talent 

science to New Year's Eve artwork of the applicable lookup there 

are many gaps. Training of Cyclic Generative Adversarial 

Network (CycleGAN) realize the task of extracting plots of 

different site types from planar maps and the Rendering 

generation from planar color block map to color texture map. 

This paper first introduces the B/S community architecture, 

Python programming technological know-how and Django 

framework. Then the unique approach of using pc Genius to the 

project of rendering Chinese New Year artwork is clarified via 

modeling, studying algorithms, and community architecture. 

Finally, a hierarchical fusion generative adversarial neural 

community structure is designed primarily based on generative 

adversarial neural networks. The structural and textural features 

of the image are fused by texture GAN and then rendered to 

generate the New Year paintings. The test results show that this 

kind of algorithm draws clear texture, realistic images and full 

color of the New Year's pictures, and the IS index reaches 3.16 in 

the quantitative analysis, which is higher than other comparison 

algorithms. 

Keywords—B/S architecture; intelligent rendering; adversarial 

neural network; Chinese New Year painting 

I. INTRODUCTION 

There are two essential standard approaches to instructing 
painting: one is the way of offline teaching, and the different 
is the way of online video teaching. Offline introduction is an 
expert instructor and college students face-to-face teaching; 
this offline coaching is the most common way of educating 
artwork education [1-3]. The online video instructing 
technique is that the instructor documents the video in 
advance, and then the college students pay to get the 
instructing video. The two present regular portray teaching 
strategies have the following disadvantages. 

1) Offline teaching methods of one-on-one teaching is the 

teacher to meet the requirements of the students at the 

designated location of the class; this class is expensive; if it is 

a one-to-many teaching mode, although the cost can be 

relatively reduced, the teaching effect cannot be guaranteed; 

2) The relevant video teaching method is the teacher to 

meet the requirements of the students to the designated 

location of the class. 

3) Fewer relevant professional teachers, but the market 

demand, resulting in several students still in the school stage 

for unregulated training courses, resulting in uneven teaching 

levels. 

4) Teachers and students offline teaching methods by 

space, time limitations, teachers and students or student's 

parents must be based on the designated time to the designated 

place of class teaching. 

5) The traditional video teaching method is usually that 

the teacher records the video in advance, and then the students 

watch the video to learn. This teaching method lacks 

interaction between the teacher and the students and is 

passive. 

Painting is one of the oldest types of art, and its content 
material has advanced all through human records and 
exclusive cultures. In modern times, with the popularization of 
electronic information technology, all kinds of electronic 
drawing board software and hardware have gradually become 
the main tools for people to create paintings, such as Adobe's 
Photoshop, Apple's iPad, Apple Pencil, etc., and the digital 
form of photographs produced by them have been widely used 
in various aspects of production and life, such as news 
dissemination, prototyping, film and television creation, etc. 
In general, portraying wholly demonstrates human nature, and 
it is the essential painting shape, focusing on realism. In 
general, representation wholly shows human knowledge and 
creativity and is a critical potential in visible conversation for 
humans regardless of its shape and tools. In the modern-day 
community era, the digital shape of portray can be very handy 
to disseminate and use, is one of the major types of 
contemporary media, and consequently, has a very realistic fee 
and realistic significance [4, 5]. 

The main manifestation of program communication, the 
canonical representation of the floor plan with the 
advancement of AI technology, the design drawing and 
high-quality rendering based on the design is crucial for the 
design presentation [4]. Therefore, machine learning (Machine 
Learning) of the setup data makes it possible for Artificial 
Intelligence Aided Design (Artificial Intelligence Aided 
planner often spends a lot of time to collect plan cases that can 
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be drawn from, Design, AIAD), which, Deep Learning and 
rendering of the floor plan using a variety of software. At 
present, computer vision (Deep Learning) has been in the 
design of image analysis and generation of consciousness 
(Computer Vision) in the field of image recognition; 
generation technology shows great potential for application. In 
recent years, in architecture and graphic arts has been more 
mature, so that AI recognition case plane and rendering 
cartography design field, professional image data sets and 
deep learning applications do not become possible. And the 
realization of this automated analysis and mapping of the front 
break emerges, designers rely on interdisciplinary cooperation 
to develop AIAD field mentioning is a high-quality landscape 
garden floor plan training set. Unlike common face or object 
image databases, Landscape Architecture Flat View to 
improve the efficiency of design analysis and mapping. And 
landscape architecture discipline to carry out this type of 
research limitations mainly from the interdisciplinary 
cooperation and the number of face database has outstanding 
professionalism: 1) the variety of land types: the lack of data 
sets. 2) drawing expression both normative and artistic; 3) 
access to the threshold of the image is to present the design 
scheme is an important carrier of the Landscape Garden high, 
the need for professionals to carry out careful screening and 
data annotation Lin design floor plan is the designer case to 
draw upon, Concept presentation and Data Labeling. 

Artificial intelligence is an important engine for future 
economic development, and machine learning technology is a 
major research field of artificial intelligence; the current 
machine learning technology, according to the different 
learning modes, is roughly divided into three categories: 
supervised learning, unsupervised learning and reinforcement 
learning. Supervised gaining knowledge is a studying 
technique that depends on statistics labeling, primarily the use 
of statistics labeling statistics to supervise the coaching model 
and then using the dummy to predict the new data, in general, 
used in classification, regression and different tasks [6]. In 
general, supervised and unsupervised learning focus on the 
perception and understanding of data; in contrast, 

reinforcement learning methods not only realize the 
perception and understanding of data but also focus on 
generating intelligent decisions and actions according to the 
task goals, which can realize more complex functions and 
become a hot research topic in recent years. 

II. RELEVANT THEORIES AND TECHNOLOGIES 

Technology is the basis for realizing various functions. In 
building a platform for processing and analyzing painting 
images, some important theoretical techniques provide 
important support for the platform's design. This paper adopts 
the Python+Django technology framework for design and uses 
PyCharm for design and debugging. The B/S architecture is 
used for system design to facilitate subsequent upgrading and 
maintenance [7, 8]. Before introducing the platform, the 
theoretical technologies involved are first introduced and 
summarized. 

A. Python Technology 

Python is a high-level and broadly used programming 
language. It has the benefits of excessive efficiency, low 
overhead, open source, portability, sturdy interpretability, etc., 
and has been preferred to utilize builders quickly. Python's 
fusion of several algorithmic programs determines that it can 
play a necessary position in unique fields. The general 
architecture of Python's distribution of functions is shown in 
Fig. 1 as follows: 

 

Fig. 1. Python overall architecture diagram. 

As shown in Fig. 1, the overall architecture of Python can 
be divided into three parts: Python module libraries, 
commonly used standard libraries and runtime environments. 
For the commonly used syntax standard libraries of Python, 
(see Table I). 

TABLE I. COMMON SYNTAX STANDARD LIBRARY OF PYTHON 

Grammar Library Related Explanations 

atexit 
Functions that are allowed to be called when 

the program exits 

argparse A function that parses a command run 

bisect 
Providing a binary lookup algorithm for 

sorted lists 

calendar Date-related functions 

codecs Functions related to coding and decoding data 

collections Useful data structures 

copy Functions for copying data 

B. Cornerstone Image Support Technology 

Cornerstone.js is a medical image viewing tool written in 
Js script to support the display and interaction of medical 
images. As its name suggests, it has a “cornerstone” role in the 
image display field, and many image reading systems for 
artistic paintings are based on Cornerstone.js. Rich scripts 
provide powerful technical support for browsing image data. 
Basic operations such as zooming and panning of image data 
can be realized. 

Currently, most home portray exhibition structures mixed 
with AI are also developed primarily based on Cornerstone.js. 
The Internet web page multi-threaded decoding used in this 
script quickens the show of snapshots and helps the Internet to 
practice compression strategies such as JPEG to transmit 
images. Modularity (component design) allows it to be 
embedded in extraordinary front-end frameworks for 
convenient invocation through developers. As proven in the 
following code, it can recognize the show of DICOM portray 
images [9, 10]. 
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const 

element=document.getElementById(„demo-element‟); 

const imageId=„http://example.url.com/image.dcm‟; 

cornerstone.enable(element); 

cornerstone.loadAndCacheImage(imageId).then(function(i

mage){ 

cornerstone.displayImage(element,image); 

cornerstoneTools.mouseInput.enable(element); 

The flow when Cornerstone performs image display is 
shown in Fig. 2. 

 

Fig. 2. Cornerstone flowchart.

C. Web Framework Technology 

Web framework technological know-how is a disbursed 
utility software architecture, which is ordinarily divided into 
two foremost parts: client-side and server-side. The customer 
aspect frequently includes Html language, script program, 
CSS style, plug-in technological know-how and so on [11]. 

Each element on the “active” page has a variety of labels. web 
server development technology is also from static to dynamic 
gradual development, gradually being perfected. Server-side 
technologies include servers, CGI, ASP, Servlet and JSP 
technologies [12, 13]. Fig. 3 shows the Web application 
processing flowchart. 

 

Fig. 3. Web application processing flow chart. 

Web technology is more in line with the current technical 
requirements and is an important direction for the future 
development of network architecture. Therefore, this paper 
adopts the B/S architecture model that satisfies Web 
technology for the research and development of image 
processing systems [13]. 

D. MVT Framework 

Generally, in improving the project, it is fundamental to 
first classify the functions, a massive piece of the task 
damaged down into many small tasks, and as a way as viable 
to comprehend the low coupling of the range of modules to 
beautify the scalability and portability.  
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MVC's full spelling for Model-View-Controller, after 
continuous development and integration, the idea of MVC has 
been applied to Web development. It plays an important role, 
known as Web MVC framework. In MVC, M is model 
(business logic layer), V is view (interface layer), C is 
controller (controller), used to schedule View layer and Model 
layer. 

Python language Django framework uses the MVT 
architecture pattern. In Django for web development, this 
framework also follows the MVC idea. However, in Django, 
this architecture is called MVT, but the essence of the MVC 
pattern is the same. 

The operational logic between the three MVTs is shown in 
the following Fig. 4. 

 

Fig. 4. MVT operation logic diagram. 

Various supporting technologies are indispensable in the 
design and development, and the intermingling of different 
technologies lays a cornerstone foundation for the design and 
development of the platform [14]. Coordinating the different 
technologies to achieve the desired effect is an important and 
complex process. The role of different technologies are 
skillfully combined, in line with the needs of the current form 
of social development, to provide the necessary technical 
support for the exchange and integration of different fields. 

E. Architecture Mode 

The b/s structure is a famous community shape mode after 
the upward jab of the Web. b/s shape comprises the show, 
characteristic, and statistics layers. This mannequin unifies the 
patron and centralizes the core implementation of the device 
on the server side, simplifying improvement and maintenance 
[15,16]. The statistics layer strategies and calculates the 
request based on the user's conduct. 

The network structure of the b/s model is shown in the 
following Fig. 5. 

 

Fig. 5. Schematic diagram of the b/s architecture network structure. 
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The final processed page information or data is returned to 
the browser, and the browser displays the results to the 
browser by rendering the information returned by the server. 
The page information or data is returned to the browser, and 
the browser, by rendering the information returned by the 
server to display the results on the page [17]. 

Compared with the c/s model, the b/s model has more 
prominent advantages and is, therefore, more popular. 

1) Easy maintenance and upgrading: In the common c/s 

model, upgrading the gadget requires upgrading each the 

customer and the server. After upgrading the software, every 

consumer desires to improve his/her purchaser to use it. If 

widely widespread improvements are required, the work of 

gadget directors in retaining the gadget will be very 

time-consuming and poorly maintained. But b/s structure 

solely wants to focus on upgrading the machine saved on the 

server can be, all the purchasers, that is, the browser, do no 

longer want to do any maintenance. 

2) Superior performance: With the development of the 

Web, b/s architecture is widely used, but also promotes the 

development of Ajax technology, which makes part of the data 

processing in the client can be carried out, greatly reducing the 

burden on the Web server, and can realize the page local 

real-time refreshing, improve the interactive performance of 

the page. 

3) Low development costs, more options: Software 

development based on b/s architecture generally only needs to 

be installed on a Linux server, so there are many choices of 

servers and high security. The Linux operating system and the 

database's connection are free, so this not only greatly reduce 

the cost of software development but also many choices. 

4) High reusability: The c/s architecture of the program 

needs to consider the whole software design from the whole; 

when there is a problem, or the system needs to be upgraded 

and changed, it may need to be redesigned to make a 

completely new system. Software with b/s architecture can be 

largely divided into different components by functional 

modules to achieve high reusability. 

When the software is changed from c/s architecture to b/s 
architecture, the system software no longer needs the 
developers to specialize in the development of the client 
software. Still, it only needs to focus on the update of the 
program to free up the labor force [18]. At the same time, the 
use of the browser as a client, the development of a more 
friendly interface, while the newly developed system does not 
require users to learn from scratch, greatly reduces the user's 
learning costs. 

III. REINFORCEMENT LEARNING BASED STROKE PAINTING 

SIMULATION 

A. Model-based DDPG Algorithm 

Fig. 6 shows the general framework of the algorithm, 
which is generally a Model-based Deep Deterministic Policy 
Gradient (Model-based DDPG). At the core of the framework 
is a drawing intelligence, whose goal is to decompose a given 
target image into a number of strokes, and let these strokes 
reconstruct the target image on the drawing board by means of 
a renderer, which is "model-based" in the sense that it utilizes 
the explicit model of a discriminator and a neural renderer [19, 
20]. In order to simulate the human drawing process, this 
paper will use a sequential Markov decision process to model 
it: in the inference phase, the intelligent body decides the 
control parameters (i.e., actions) for the next stroke in each 
step based on the observed target image and the current state 
of the drawing board, and the renderer receives the control 
parameters and draws the strokes on the drawing board; in the 
training phase, the training samples are randomly sampled 
from the empirical recall cache, and then the discriminators 
and neural renderers are used to reconstruct the target image 
with the strokes [21]. 

 

Fig. 6. The general framework of the algorithm (left, inference phase; right, training phase). 

B. Neural Renderer 

1) Task definition: In the reinforcement learning drawing 

simulation framework, the task of the neural renderer is to 

render the input stroke control parameters (i.e., the action 

produced by the drawing intelligences) into a rasterized image 

of the stroke, which is then added to the current drawing 
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board. Specifically, neural renderers are used for three 

reasons. 

a) Due to the differentiable nature of the neural 

renderer, the errors of the strokes can be back-propagated 

through the renderer, which is crucial for the model-based 

DDPG algorithm used in this paper; 

b) The neural renderer can be trained by a supervised 

learning algorithm to mimic a real renderer rendering strokes. 

In this way, existing real renderers can be used to train the 

neural renderer, avoiding repetitive manual design [22, 23]. 

2) Learning algorithm: In this paper, we use the 

supervised learning method to train the neural renderer. For 

each stroke, suppose the corresponding stroke renderer is 

GTR , the learning goal of the neural renderer R is to hope that 

for any drawing board state C and stroke control parameter a, 

its rendering result is as similar as possible to 
GTR , and 

ideally, the two are equal, i.e. (as shown in Fig. 7). 

   , ,GTR C a R C a
   (1) 

For the rendering process designed in this paper, the output 
St at of the neural renderer subject network is independent of 
the drawing board state, taking into account that different 
strokes have different degrees of prominence in different 
board states (e.g., black strokes are almost invisible in the 
black drawing board, while very obvious in the white drawing 
board). Therefore, during the training process, this paper 

defines two standard states for the board, 
BC , 

WC , which 

denote the empty boards of pure black and pure white, 
respectively, and then measures the gap in rendering results 
using the L2 distance, and ultimately constructs the objective 
function of the learning as, 

 

Fig. 7. Neural renderer training approach. 
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Where 
R

W  denotes the parameters of the neural renderer, 

 U A  denotes the uniform distribution defined on the stroke 

control parameter space A. The learning process of the neural 
renderer is to minimize the objective function. 

 Rmin J
W

W
    (3) 

In practice, this paper uses a stochastic gradient descent 
algorithm to solve this optimization problem and complete the 
training of the neural renderer. As in Fig. 7, the sampled stroke 

control parameters will be sent to the real renderer 
GTR , 

which renders the stroke on the blank drawing board 
/W BC  

with the result  ,GT WR C a , and the neural renderer 

synthesizes the 
tS , 

tα  internally according to the same 

control parameters, and then obtains the rendering result 

 ,GT WR C a  according to Eq. 3, and finally calculates the L2 

of the two results distance (i.e., MSE loss) to update the 
network parameters of the neural renderer. 

3) Network structure: The neural renderer in this paper 

uses a two-way architecture divided into a shading network 

and a rasterization network. The shading network is used to 

output the stroke image 
tS , whose input is the complete 

stroke control parameters, and the network consists of six 

layers of inverse convolutional layers. The rasterization 

network is used to output the transparency image 
tα , whose 
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input is the part of the stroke control parameter that does not 

contain color, and the network consists of four fully-connected 

layers and three Shuffle convolutional layers. 

C. Stroke Translator 

1) Task definition: The undertaking of the stroke translator is 

to translate the managed parameters of one variety of 

strokes into these of any other by means of the capacity of 

a neural network so that the rendering consequences of the 

two sorts of strokes are as visually comparable as possible 

[24]. After the intelligent body has been trained to master 

one type of stroke, the control parameters of the stroke 

generated by the intelligent body during the painting 

process can be collected and then converted into the 

control parameters of another type of stroke using a stroke 

translator, and finally rendered by a renderer to obtain the 

painting results of another type of stroke. In this way, the 

painting results of multiple styles of strokes can be 

obtained with less time and computational resources [25, 

26]. Let the control parameter of the source stroke A be 

AAa A  and the control parameter of the target stroke B 

be 
BBa A ; the translator 

ABT  translates the source 

stroke into the target stroke, i.e. 

 ABT ; T

B Aa a W
    (4) 

Where T
W  denotes the parameters of the translator. 

2) Learning algorithm: In this paper, we use a supervised 

learning method to train a stroke translator. Assuming that the 

renderer of the source stroke A is 
A

GTR  and the renderer of 

the target stroke B is BR , where BR  is a neural renderer, the 

learning goal of the translator is to hope that for any source 

stroke 
AAa A  and any drawing-board state C, the renderer 

is able to find a corresponding target stroke 

 AB BT ; T

Aa W A  so that the rendering results of the two 

strokes  ,A

GT AR C a  and   ,B

AB AR C T a  are as similar as 

possible visually. For this, this paper defines two standard 

drawing board states, 
BC ,     Wand C , which denote pure black 

and pure white empty drawing boards, respectively, and then 

measures the gap between the rendering results using the L2 

distance and finally constructs the learned objective function 

as, 
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Where  U AA  denotes the uniform distribution defined 

on the stroke control parameter space
AA , and the learning 

process of the translator is to minimize the objective function, 
i.e. 

 Tmin J
W

W
    (6) 

Due to the differentiable property of the neural renderer
BR , this optimization problem is solved by stochastic gradient 

descent algorithm in this paper to complete the training of the 

stroke translator. For the sampled control parameter 
Aa , the 

corresponding neural renderer A

GTR  is first used to render the 

stroke  / ,A

GT W B AR C a  on a blank drawing board 
/B WC , then 

the control parameter 
Aa  is converted to 

Ba  by the 

translator 
ABT , and then the renderer BR  is used to obtain 

the rendering result   / , ;B T

W B AB AR C T a W , and finally 

calculate the L2 distance (i.e., MSE loss) of the two results to 
update the network parameters of the translator [27]. 

3) Network structure: Since the translation process of the 

two-stroke control parameters is equivalent to completing a 

kind of mapping, this paper adopts a four-layer 

fully-connected network to construct the stroke translator, the 

size of the input layer is the number of control parameters of 

the source stroke, and the size of the output layer is the 

number of control parameters of the target stroke. 

IV. DESIGN OF INTELLIGENT RENDERING GENERATION 

ALGORITHM BASED ON IMAGE TEXTURE 

At present, although it is possible to render images, the 
processing of image details and textures is not satisfactory. In 
order to solve this problem, an intelligent painting generation 
algorithm based on image texture drawing technique is 
proposed and a hierarchical fusion generation countermeasure 
neural network is constructed. It renders the image using 
structural GAN and texture GAN, which further generates the 
texture details of the image and makes the image clearer and 
more realistic. 

A. Generative Adversarial Neural Network 

Generative Adversarial Networks (GAN) is a new kind of 
deep generative mannequin proposed by using Goodfellow et 
al. It has been effectively utilized to picture generation, video 
generation, picture fashion migration and picture 
complementation and different scenarios. 

 

Fig. 8. Schematic diagram of GAN structure. 
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The generative adversarial community is stimulated via the 
zero-sum sport in recreation theory, which regards the trouble 
of producing statistics as a disagreement and sport between 
two networks, the discriminator and the generator. The 
position of the generator is to synthesize statistics in a given 
uniformly dispensed noise or generally dispensed noise [28, 
29]. The two networks are trained, improved in the 
confrontation, and then continue the confrontation after 
repeated confrontations to obtain progress so that the 
generated data is constantly close to the real data until it 
cannot be distinguished from the real data so that the desired 
data content can be obtained. The principle of the GAN 
structure is shown in Fig. 8. 

Definition G is a network to generate images, which can 
be called a generator, and z represents a random noise through 
the noise generated by the image can be recorded as G(z). D is 
a discriminative network, also known as a discriminator, 
whose role is to distinguish whether the noise generated by the 
image is real. If x represents an image, when the input 
parameter value x, the output D(x) represents the probability 
value that this image is a real image. When the value is equal 
to 1, it means that x must be a real image; and when the value 
is 0, it means that the image x is not a real image. During the 
training process, the generator and the discriminator play with 
each other; the mathematical relationship between the two can 
be expressed as follows: 

     

     

data
, ln

ln 1
z

x p x
G D

z p z

min maxV D G E D x

E D G z





   

 
    (7) 

Where E is the probability function, x is the real data, z is 

the noise,  data   x  denotes the distribution of the real data set, 

()D  denotes the discriminator,  zp z  denotes the defined a 

priori noise, and ()G  denotes the generator.   D G z  

characterizes the probability of the D network to judge 
whether the image generated by G is real or not, and G, in 
order to make the image it generates converge as much as 
possible to the real image, needs to deceive the D network. G, 
in order to make the image generated by itself as close as 
possible to the real image, it needs to deceive the D network. 
Given any function D and G, there is a unique solution, and 

when G can generate a false image  G z , the value of 

  D G z  is always 0.5. As a result, the overall model can 

reach the global optimal state. In practice, it is found that 

maximizing   lnD G z  is better than minimizing

   ln 1 D G z . 

Unlike typical coaching models, GAN implements two 
exclusive networks and an adversarial education method. It 
makes use of the returned propagation mechanism, in which a 
clearer and greater sensible pattern can be synthesized besides 
the complicated Markov Chain, and the computation is 
surprisingly simple Model Design 

1) Model architecture: The paper proposes to generate an 

adversarial neural network based on the hierarchical fusion of 

image structure and texture to realize the intelligent generation 

of painting images so as to assist the creators to create better 

works. Its main model architecture is shown in Fig. 9 

The sketches drawn are first fed into the system model for 
normalization preprocessing to ensure that the image 
conforms to the model. 

 

Fig. 9. The model architecture of the paper. 

2) Structural GAN: The input of the generative network G 

is collected from uniformly distributed noise, and the output is 

a structural line drawing. A 100-dimensional vector is used to 

represent the input noise z, and the size of the output image is 
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72×72×3. The discriminative network D will classify the 

generated structural line drawings based on the real images 

obtained from deep learning. The generative network adopts a 

10-layer model and performs convolutional operations after 

passing through the fully connected layers to finally generate 

the structural line drawings. In the setup, batch normalization 

is used in each layer, and the ReLU activation function is used 

except for the last layer, which uses the Tanh activation 

function [30]. 

3) Texture GAN: The generated network is modified as a 

conditional GAN, that is, the conditional information is used 

as additional input for generator G and discriminator D. As an 

addition to discriminator D, the structure line map not only 

makes the generated image more real after input, but also 

requires the generated image to match the structure line map 

to ensure its controllability. When training the discriminator, 

only the real image and its corresponding structural line 

drawings are considered as positive examples, so that a higher 

resolution 128×128×3 image can be generated by texture 

GAN. 

For example, if the image  1, , Mx x x , its 

corresponding structural line drawing is  1, , MC C C , 

and the uniformly distributed noise is  1,ˆ ˆ ˆ, Mz z z , the 

generating function can be changed from  iG z  to 

 ,i iG C z , and the discriminative function can be changed 

from  iD x  to  ,i iD C x  losses of the discriminative 

network can be rewritten as follows, respectively. 

     cond

/2 1
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i i i

i M
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 (9) 

In the generator network architecture, a 128×128×3 
textured line graph and 100-dimensional vector noise z  are 
taken as inputs to the network. The inputs to the network are 
the structured lines and the concatenation of images. The two 
will first go into the convolutional layer and the inverse 
convolutional layer, respectively, and then merge to form the 
32×32×192 feature maps and further perform seven layers of 
convolution and inverse convolution on the top of these 
feature maps. The final output is a 128×128×3 image. 

4) Joint model: The discriminator in the texture GAN 

treats the generated pattern line drawings and images as 

negative samples and the real structure line drawings and real 

images as positive samples [31]. As a result, the generator 

network loss function of the structural GAN can be expressed 

as follows: 

      joint  cond , ,ˆ ˆ ˆG G GL z z L z L G z z  
  (10) 

Where ẑ  and z  represent two sets of uniformly 
distributed samples in structural GAN and texture GAN, 
respectively. The first term on the right side of the equation 
represents the adversarial loss of the structural GAN 
discriminator, and the second term on the right side of the 
equation represents the loss of the texture GAN.   is a 

hyperparameter, and its value is set to 0.1 in this experiment, 
which is smaller than the learning rate of the texture GAN, so 
as to avoid the occurrence of the overfitting situation. 

B. Test Results and Analysis 

1) Experimental environment: The experimental 

environment is Python 3.6, the processor is i7-6800k, the 

memory is 32 GB, the graphics card is GTX2080Ti, the 

operating system is Linux, and the experiment is based on the 

open-source deep learning framework PyTorch for simulation 

[32]. 

The experiments were optimized using Adam optimizer, 
where the momentum term β=0.5, β2=0.999, and the batch size 
M is 128, and the inputs and outputs of all the networks are 
scaled to [-1, 1]. The learning rate of both structural GAN and 
texture GAN is set to 0.0002. In joint learning, the learning 
rate of texture GAN is set to 10

-6
, and the learning rate of 

structural GAN is set to 10-7. In addition, the rest of the 
parameter settings are designed according to the parameters of 
the experiments in DCGANI. 

2) Experimental parameter settings: All algorithms 

involving stochastic gradient descent in this paper were 

trained using the Adam optimizer. The neural renderer and 

translator learning rates are updated using an exponential 

update strategy every 100 Epochs, and the reinforcement 

learning uses a manual method to update the learning rates. 

The dimensions of both the drawing board and the target 

image are set to H×W×3= 128×128×3. Noting that the limited 

number of steps for the drawing intelligences is 40 and the 

size of the action combination is 5, which corresponds to a 

total number of strokes of 40×5=200. 

3) Experimental results: It can be found that after the 

fusion of the generative adversarial neural network, the final 

image is more realistic in texture and does not change the 

original object that the painter is trying to depict, so the model 

works well. 

In Fig. 10, as can be seen from the figure, according to the 
training method proposed in this paper, the model can 
converge to a stable value within 140 Epochs, which indicates 
the feasibility of the training method proposed in this paper. 
For different strokes, the neural renderer converges to 
different values: the point-like texture of chalk strokes is more 
complex, which is difficult for the neural renderer to learn. 
Watercolor strokes and oil strokes are relatively simple, and 
thus converge to higher precision, but due to the difficulty in 
learning the texture of the details of the oil strokes, the 
convergence precision is relatively low. This may be due to 
the fact that the strokes are relatively “light,” and thus, the 
absolute value of the noise is small, resulting in a high PSNR 
value. 
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Fig. 10. Stroke renderer training content. 

The translator is further applied to the reinforcement 
learning drawing simulation framework to translate the stroke 
control parameters generated by the intelligent body, and the 
drawing results of different stroke styles can be obtained. 

Overall, the translated drawing results can basically maintain 
the content of the original results, but the details may be lost, 
and the differences between different strokes are huge, as 
shown in Fig. 11. 

 

Fig. 11. Stroke translator training process. 

 

Fig. 12. Neural renderer ablation experiments. 

In the case of training using black and white panels, 
neither the rasterization network nor the coloring network 
alone can achieve the best results, illustrating the effectiveness 
of the two-way network. In the case of using the two-way 
network, neither the black drawing board alone nor the white 
drawing board alone can achieve the best results, illustrating 
the effectiveness of the training method proposed in this paper 
(as shown in Fig. 12). 

4) Experimental analysis and comparison: The paper also 

quantitatively analyzes the generated images and evaluates the 

quality of the generated images by the international common 

evaluation index IS. The larger the value of IS, the higher the 

quality of the generated images and the more realistic the 

effect, which mainly examines two aspects of the image 

performance: 1) whether the generated images are clear or not; 

2) whether the generated images are varied or not. 

In GAN, the conditional probability  p y x∣  is usually 

expected to be highly predictable. Where x denotes a given 
image, and y denotes a specific object contained in the image. 
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IS uses a fixed classification network, Inception Network, to 
realize the classification of the generated image and then 

predicts  p y x∣ . In terms of diversity, the edge probabilities 

are computed using the following formula. 

  d
z
p y x G z z ∣

   (11) 

In summary, the formula for IS is as follows: 

    kl ( lol
IS x pE D p y p y

G e 
   (12) 

where, Dx is the discriminant function containing the 
KL-Divergence constraint. In order to better validate the effect 
of this experiment, 1000 images were also generated using 
DCGAN and ProGAN respectively, and 10 evaluations were 
done using MNIST samples to take the mean value. The 
experimental results obtained are shown in Table II. 

TABLE II. IS ASSESSMENT RESULTS 

arithmetic IS 

GAN 0.8 

DCGAN 1.44 

ProGAN 1.87 

Methodology of this paper 2.30 

As can be viewed from Table I, the IS fee of the paper's 
approach is the highest, which shows that the photo generated 
the usage of the hierarchical fusion facets is of greater nice 
and has clearer and extra practical important points. 

In this section, the portray consequences generated by way 
of the techniques in this paper are in contrast (the goal 
photograph is from the take a look at dataset), the quantitative 
assessment is completed via calculating the similarity index 
between the portray consequences generated by way of every 
approach and the goal photograph (taking the common price 
of the complete dataset), and the qualitative evaluation is 
finished through examining the true portray effects of one of a 
kind methods. 

The parameters of several comparison methods were set as 
follows: 

Using ink strokes, in order to make the size of the output 
image 128×128, the grid is set to 3x3, 23 strokes per grid 
totaling 207 strokes, and the number of iteration steps is 50; 

Using watercolor brushstrokes, the size of the board is 
128×128; using the pre-training model and parameters 
provided in the original article, the number of painting steps is 
40, corresponding to the number of strokes is 40×5=200; 

Using oil brush strokes, the board size is 128×128, and the 
number of strokes is limited to 200. 

To summarize the floor plan rendering capabilities of the 
model: 1) the quality of CyceGAN rendered floor plan meets 
the need for clear presentation; 2) Epoch50 rendering is flatter, 
Epoch300 is rich in detail but has a certain chance of 
producing pixelated details, 3) the rendering of the nature of 
the land is accurately expressed, but the rendering of the 

structures is not prominent enough and needs to be manually 
further emphasized, and 4) the middle of the rendering colors 
is not as good as the middle of the rendering, and there is a 
certain lack of transition tones which are somewhat missing. 

V. CONCLUSION 

With the rapid development of Web technology, basic 
application systems based on b/s architecture have been 
widely developed and applied, and software based on b/s 
architecture has become the trend of software development. 
As a common form of artistic creation, painting is an 
important means of visual communication in the fields of 
news dissemination, prototype design, movie and television 
creation. The content of digital painting is easier to 
disseminate in the current network era and has important 
research and application value. In this paper, based on the 
previous research work, an image generation algorithm is 
proposed based on the intelligent rendering algorithm of 
image texture, which generates the structural line drawing 
through the structural GAN, and then through the rendering of 
the texture GAN to generate the ideal effect of the painting. 
The main conclusions are: 

1) This chapter mainly introduces the related technical 

theories involved in the art image processing platform, the B/S 

network architecture which is popular among developers 

nowadays, the Python programming technology which has a 

great momentum, and the Django framework which is 

convenient for researchers in Python technology. 

2) This chapter first introduces the model-based DDPG 

reinforcement learning approach as the main framework and 

clarifies in detail how reinforcement learning is applied to the 

task of painting simulation through three aspects: modeling, 

learning algorithm, and network architecture. Then, we 

introduce a two-way neural renderer for constructing the 

drawing simulation environment and a stroke translator that 

can realize the conversion of stroke control parameters. 

3) Based on the existing open-source drawing board and 

renderer technologies, this paper defines a variety of stroke 

rendering methods and integrates them into a unified renderer 

framework to construct various drawing simulation 

environments. On this basis, this paper uses a unified two-way 

neural network structure and training method to realize a 

neural renderer that can be used for different stroke rendering. 

From the experimental results, it can be seen that the two-way 

neural renderer used in this paper combined with the DDPG 

reinforcement learning framework can effectively generate the 

drawing content of multiple stroke styles and realize the 

simulation of the drawing process; the stroke translator 

proposed in this paper can complete the expected translation 

of stroke control parameters and realize the migration of 

multiple stroke drawing styles. 

REFERENCES 

[1] Jiang Y. Computer Vision Object Detection Algorithm based on 
Convolutional Neural Network. Journal of Shenyang University of 
Technology, 2021, 43(5): 557-562. 

[2] Chen J, Du M, Zheng J, et al. Double Level stroke line simplification 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

861 | P a g e  

www.ijacsa.thesai.org 

Method based on drawing time sequence. Journal of Computer-Aided 
Design and Graphics, 2019, 9. 

[3] Kong S, Yin J. Design of real-time rendering system for 3D animation 
image texture. Modern Electronic Technique, 2018, 41(5): 102-105. 

[4] Xu Q, Zhong S, Chen K, et al. Optimal selection method of CycleGAN 
Cycle consistent loss coefficient in image generation with different 
texture complexity. Computer Science, 2019, 46(1): 100-106. 

[5] Ma Y, Xu X, Zhang R, et al. Research progress of generative adversarial 
networks and their applications in image generation. Journal of 
Computer Science and Exploration, 2021, 15(10): 1795. 

[6] Chen F, Zhu F, Wu Q, et al. Review of generative adversarial networks 
and their applications in image generation. Chinese Journal of 
Computers, 2021, 44(2): 347-369. 

[7] Liang J, Wei J, Jiang Z. A review of generative adversarial networks. 
Exploration of Computer Science and Technology, 2020, 14(1): 1-17. 

[8] Wang K, Gou C, Duan Y, et al. Research progress and prospects of 
generative adversarial networks. Acta Automatica Sinica, 2017, 43(3): 
321-332. 

[9] Ye W, Gao H, Weng S, et al. A two-stage art font rendering method 
based on CGAN network. Journal of Guangdong University of 
Technology, 2019, 36(03): 47-55. 

[10] Zhu Danni, Xu Xiao-Hua, He Jing-Jing, et al. Non-reference super 
resolution image quality evaluation using multi-layer perceptron 
regression. Journal of Xi'an Polytechnic University, 2022, 36(5). 

[11] Popa T, Ibanez L, Levy E, et al. Tumor volume measurement and 
volume measurement comparison plug-ins for VolView using ITK. 
Medical Imaging 2006: Visualization, Image-Guided Procedures, and 
Display. SPIE, 2006, 6141: 395-402. 

[12] Tang C, Yuan J, Xia C. Research and design of medical image reading 
system based on B/S structure. Computer and Digital Engineering, 2014, 
42(2): 311-314. 

[13] He J, Bao Y, Zhang J, et al. Design and implementation of Medical 
Laboratory Information Platform (LIs) based on B/s model. Computer 
Application and Software, 2016, 33(3): 83-86.  

[14] Mukai Y U, Tokoi K. Watercolor Rendering with Consideration of 
Motion. 

[15] Frans K, Soros L, Witkowski O. Clipdraw: Exploring text-to-drawing 
synthesis through language-image encoders. Advances in Neural 
Information Processing Systems, 2022, 35: 5207-5218. 

[16] Huang X, Belongie S. Arbitrary style transfer in real-time with adaptive 
instance normalization. Proceedings of the IEEE international 
conference on computer vision. 2017: 1501-1510. 

[17] Kotovenko D, Sanakoyeu A, Ma P, et al. A content transformation block 
for image style transfer. Proceedings of the IEEE/CVF Conference on 
Computer Vision and Pattern Recognition. 2019: 10032-10041. 

[18] Lee J, Hwangbo J, Wellhausen L, et al. Learning quadrupedal 
locomotion over challenging terrain. Science Robotics, 2020, 5(47): 
eabc5986. 

[19] Li G. Application of 3ds Max Rendering Technology in Virtual Scene 
Design Experimental Teaching. Art Education Research, 2015 (1): 
170-173. 

[20] Ren S, He K, Girshick R, et al. Faster r-cnn: Towards real-time object 
detection with region proposal networks. Advances in neural information 
processing systems, 2015, 28. 

[21] Wang T, Gao X. A rendering method of multi-stroke anisotropic Van 
Gogh style oil painting. Computational Technology and Automation, 
2017, 36(2): 125-128. 

[22] Sanakoyeu A, Kotovenko D, Lang S, et al. A style-aware content loss for 
real-time hd style transfer. proceedings of the European conference on 
computer vision (ECCV). 2018: 698-714. 

[23] Zhu J Y, Park T, Isola P, et al. Unpaired image-to-image translation using 
cycle-consistent adversarial networks. Proceedings of the IEEE 
international conference on computer vision. 2017: 2223-2232. 

[24] Kim T, Cha M, Kim H, et al. Learning to discover cross-domain 
relations with generative adversarial networks. International conference 
on machine learning. PMLR, 2017: 1857-1865. 

[25] Levine S, Pastor P, Krizhevsky A, et al. Learning hand-eye coordination 
for robotic grasping with deep learning and large-scale data collection. 
The International journal of robotics research, 2018, 37(4-5): 421-436. 

[26] Zhang L, Ping X, Zhang T. Image information camouflage algorithm 
with first-order statistical feature preserving. Journal of Computer-Aided 
Design and Graphics, 2005, 17(1): 99-104. 

[27] Guan Q, Zhu J, Zhao X, et al. An image steganography method based on 
linear programming feature selection and integrated classifier. Journal of 
Cyber Security, 2018, 3(1). 

[28] Zhang R, Isola P, Efros A A, et al. The unreasonable effectiveness of 
deep features as a perceptual metric. Proceedings of the IEEE 
conference on computer vision and pattern recognition. 2018: 586-595. 

[29] Isola P, Zhu J Y, Zhou T, et al. Image-to-image translation with 
conditional adversarial networks. Proceedings of the IEEE conference 
on computer vision and pattern recognition. 2017: 1125-1134. 

[30] Sekhon A. Synthesizing Programs for Images using Reinforced 
Adversarial Learning. 

[31] Kosugi S, Yamasaki T. Unpaired image enhancement featuring 
reinforcement-learning-controlled image editing software. Proceedings 
of the AAAI conference on artificial intelligence. 2020, 34(7): 
11296-11303. 

[32] Silver D, Huang A, Maddison C J, et al. Mastering the game of Go with 
deep neural networks and tree search. nature, 2016, 529(7587): 484-489. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

862 | P a g e  

www.ijacsa.thesai.org 

Using EEG Effective Connectivity Based on Granger 

Causality and Directed Transfer Function for Emotion 

Recognition 

Weisong Wang, Wenjing Sun* 

School of Marxism, XinJiang Normal University, WuLuMuQi 830017, Xinjiang, China 

School of Marxism, Guangxi Science and Technology Normal University, LaiBin 546199, Guangxi, China 

 

 
Abstract—Emotion is a complex phenomenon that originates 

from everyday issues and has significant effects on individual 

decisions. Electroencephalography (EEG) is one of the widely 

used tools in examining the neural correlates of emotions. In this 

research, two concepts of Granger causality and directional 

transfer function were utilized to analyze EEG data recorded 

from 36 healthy volunteers in positive, negative and neutral 

emotional states and determine the effective connectivity between 

different brain sources (obtained through independent 

component analysis). Shannon entropy was utilized to sort the 

brain sources obtained by the ICA method, and average 

topography helps to add spatial information to the proposed 

connectivity models. According to the obtained confusion matrix, 

our method yielded an overall accuracy of 75% in recognizing 

three emotional states. Positive emotion was recognized with the 

highest accuracy of 87.96% (precision = 0.78, recall = 0.78 and 

F1-score = 0.81), followed by neutral (accuracy = 82.41%) and 

negative (accuracy = 79.63%) emotions. Indeed, our proposed 

method achieved the highest recognition accuracy for positive 

emotion. The proposed model in the present study has the ability 

to identify emotions in a completely personalized way based on 

neurobiological data. In the future, the proposed approach in the 

present study can be integrated with machine learning and 

neural network methods. 

Keywords—EEG; effective connectivity; granger causality; 

directed transfer function; emotion recognition  

I. INTRODUCTION  

Emotion is a complex phenomenon that originates from 
everyday issues and has significant effects on individual 
decisions. The extent of these decisions can affect the personal 
and social life of the people of society [1]. Emotions are very 
important in learning and communicating, and their expression 
plays a big role in human relationships. Emotions can directly 
affect a person's performance, and therefore, it is important to 
try to understand their sources and control them [2]. A certain 
emotion is one of the brain states that is produced by the 
electrical activity of millions of neurons and is associated with 
physiological changes in the whole body [3]. When 
experiencing emotions, the brain's left and right hemispheres 
are involved in different ways [4]. For example, it has been 
shown that the left prefrontal area is more involved in 
dependent emotional reactions and the right prefrontal area is 
involved in withdrawal reactions [5]. Generally, it is 
hypothesized that the left hemisphere is dominant in positive 

emotions, and the right hemisphere is dominant in negative 
emotions [6]. 

Electroencephalography (EEG) is one of the widely used 
tools in examining the neural correlates of emotions [7]. This 
instrument has many applications in cognitive neuroscience 
and psychiatry and improves our insight into various 
behavioral phenomena including depression [8], bipolar 
disorder [9-17] and hyperactivity [18-22]. Many researchers 
have applied various machine learning techniques to EEG data 
to develop an automated EEG-based emotion recognition 
system [23]. Zhang et al. applied the Empirical Mode 
Decomposition (EMD) technique to EEGs, calculated the 
sample entropy from the first four IMFs, and reported an 
average accuracy of 93.20% in classifying five distinct 
emotions [24]. Zheng and Lou trained deep belief networks by 
calculating entropy features from different EEG frequency 
bands and achieved an accuracy of 86.65% in detecting three 
negative, neutral and positive emotions [25]. Meng et al. 
proposed an EEG-based emotion recognition system based on 
entropy features and cascaded convolutional recurrent neural 
networks and achieved an accuracy of 94.85% in valence-
based classification problems [26]. Hwang et al. utilized 
convolutional neural networks along with generating topology-
keeping differential entropy features to prevent the loss of 
localized information and achieved an average accuracy of 
90% in recognizing three negative, positive and neutral 
emotions [27]. Nawaz et al. proposed an EEG-based emotion 
recognition system based on various linear and nonlinear 
features such as fractal dimension and wavelet energy, feature 
selection by principle component analysis, and multiple 
classifiers such as SVM and KNN, and reported an average 
accuracy of 77.60%, 78.96% and 77.62% in detecting 
dominance, arousal and valence emotions, respectively [28]. 
Two recent reviews on EEG-based emotion recognition 
emphasized the importance of such systems for various 
scientific fields, such as psychology and cognitive 
neuroscience, and highlighted the necessity of developing these 
systems with a special focus on regional brain connectivity [29, 
30]. 

In the last two decades, neuroscience studies have focused 
on the connections of different areas of the cerebral cortex and 
how these areas interact when performing a specific sensory-
motor or cognitive action to better understand brain function 
[31]. Many attempts have been made to quantify these 
connections through EEG analysis [32]. Functional 
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connectivity is an observable phenomenon that can be 
quantified by measuring statistical dependencies such as 
correlation or transfer entropy [33]. On the other hand, 
effective connectivity refers to the model parameters that 
attempt to explain the observed dependencies (functional 
connectivity). From this point of view, effective connectivity 
refers to the concept of coupling or direct causal influence by 
examining the direction of information dissemination [34, 35]. 
Bagherzadeh et al. achieved a high accuracy of 99% in the 
classification of five emotional states using effective EEG 
connectivity and convolutional neural networks [36]. In 
another study, Bagherzadeh et al. used EEG frequency 
effective connectivity maps based on the transfer learning 
technique and achieved an accuracy of 95% in the 
classification of five emotional states [37]. Although these 
studies have shown the high potential of EEG effective 
connectivity as a biomarker for human emotion recognition, 
few studies have used this important feature of brain signals to 
develop EEG-based emotion recognition systems.  

Therefore, in this research, we aim to process EEG signals 
to estimate effective connectivity in brain resources and 
provide models to investigate how brain resources influence 
each other in order to detect three emotional states: neutral, 
negative, and positive. For this purpose, we investigated the 
potential of Granger causality and directed transfer function to 
estimate effective cortical connectivity in different emotions. 
Our research showed that these approaches can reveal 
noticeable effective connectivity patterns in each emotion, 
which can be classified in order to emotion recognition. 

II. METHODS 

Fig. 1 shows the work process of the current research. 
Considering that in this research, two concepts of Granger 
causality and directional transfer function are used in EEG data 
processing, it is necessary to briefly introduce these concepts 
first. 

A. Granger Causality 

Granger causality is a technique to derive specific kinds of 
causal dependence among stochastic samples by reducing the 

bias of predicting possible effects if past observations of the 
hypothesized causes are utilized to anticipate the effects plus 
previous observations of the possible effects. This concept was 
first proposed through Wiener and then reformulated through 
Granger based on linear autoregressive models. This algorithm 
considers two assumptions: (I) a cause should precede its 
effects, and (II) data on the past of a cause should enhance the 
anticipation of the effects above and beyond data on the 
collective past of the other observed samples.  To estimate 
influences from the channel xj to xi for n channel 
autoregressive processes, we considered n and n-1 multivariate 
autoregressive models. The model is fitted to overall n-channel 
system, resulting in the residual variance Vi,n(t) = var(Ei,n(t)) 
for time series xi. Then, a n-1 multivariate model is fitted for n-
1 channels, except for channel j, which results in the residual 
variance Vi,n-1(t) = var(Ei,n-1(t)). So, Granger causality is given 
by: 

          ( )    (
    ( )

      ( )
)  (1) 

B. Directed Transfer Function 

This method is used to measure the direction and frequency 
content of brain activities. The directed transfer function is a 
multivariate approach that is formulated by multivariate 
autoregressive models to investigate the causal relationships 
between EEG channels and recognize the directed 
dissemination of EEG activities. This algorithm works in the 
frequency domain to characterize regional connectivity based 
on the factorization of the coherence between two EEG 
channels.  

C. Dataset 

In this research, we utilized an EEG dataset on neutral, 
positive, and negative emotional states from [38]. This dataset 
includes EEG signals recorded from 36 young adults in the 
neutral, positive, and negative emotional states induced by 
standard images from the International Affective Picture 
System (IAPS). 16 Ag/AgCl electrodes were utilized to capture 
brain signals at a sampling rate of 512 Hz based on a 10-20 
international recording protocol. 

 

Fig. 1. Flow chart of the proposed method for EEG-based emotion recognition based on effective connectivity. 
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D. Data Preprocessing 

First, we applied a Butterworth band-pass filter (order 4) 
with a frequency of 1–60 Hz to the signals to cancel unwanted 
noise. A 50 Hz notch filter was then applied to the signals to 
cancel power line interference. Next, an experienced 
neurologist checked all EEGs and rejected all parts of the 
signals contaminated with various artifacts, such as body 
motion and eye blinking. After obtaining a clean EEG signal 
for each subject, independent component analysis (ICA) was 
applied to the signals to decompose them into independent 
components. A fast ICA algorithm was utilized in this work to 
decompose 16 source components from EEG channels. 
However, we encountered a bad situation when using ICA 
because the order of the extracted components changes in 
every run of the algorithm. To solve this problem, Shannon's 
entropy of sources was used as a measure of information to sort 
brain sources. Sources are sorted according to Shannon entropy 
value and in ascending order. These brain sources obtained 
from ICA were used for further analysis. 

E. Effective Connectivity Estimation 

EEGLAB and SIFT toolbox were utilized to estimate 
effective connectivity [39]. The first step to estimate the 
connectivity value is to fit a model to the data using Adaptive 
Multivariate Autoregressive (AMVAR) modeling, which is 
acceptable for this purpose. To adapt this model, the length of 
the window, the step of the window, and the order of the model 
should be selected. After selecting the values of these 
parameters, the accuracy of the fitted model is evaluated. 
Table I shows the selected values for these parameters. 

TABLE I. SELECTED VALUES FOR AMVAR MODEL PARAMETERS 

Parameter Value 

Window length (second) 5 

Window step (second) 1 

Model order 10 

It should be noted that the higher order of the model causes 
complexity, and the short length of the window leads to an 
increase in calculations. As a result, a trade-off should be made 
in choosing these parameters. If the model is sufficiently 
adapted to the data, the residual coefficients of the model 
should be small and uncorrelated relative to the real data. The 
presence of correlation in the residuals indicates the presence 
of correlated structures in the data that the model is unable to 
provide. To solve this issue, a null hypothesis with a 
significance level is considered, and the model is evaluated 
through it. To evaluate the whiteness of the residuals in this 
research, the autocorrelation function method with a 
significance level of 90% was utilized, as well as the 
consistency assessment through the percent consistency [40]. 
The stability of the model was evaluated with the stability 
index. A VAR model is stable if the augmented coefficient 
matrix of all stability indices is less than one [41].  

Granger causality and direct transfer function methods were 
used to estimate the effective connectivity. In this study, 
effective connectivity was estimated in four EEG frequency 
bands: delta (1-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), and beta 

(13-30 Hz). In fact, for six sources sorted by Shannon entropy, 
effective connectivity was estimated in these frequency bands.  

F. Performance Evaluaion 

To evaluate our proposed approach for emotion 
recognition, we utilized various classification metrics, 
including accuracy, precision, recall and F1-score. These 
metrics are given by: 

         
     

           
  (2) 

          
  

     
  (3) 

       
  

     
   (4) 

   
                  

                
  (5) 

where TP, TN, FP and FN denote true positive, true 
negative, false positive and false negative elements for a 
specified emotional class obtained from the confusion matrix. 

III. RESULTS 

First, the accuracy, stability, and consistency of the model 
were checked using the mentioned criteria. The results showed 
that the stability of all models was fully established, and the 
average model stability in all samples was about 78%. The 
average rejection of the null hypothesis was 93%. For each 
emotional state, the maximum number of connections in each 
frequency band was calculated. In each sample, a source can 
receive information from other sources. Fig. 2 shows a 
schematic of the calculation of the connectivity between 
sources as a sender or receiver of information. 

Based on the schematic shown in Fig. 2, the sources with 
the most receiving and sending information in three emotional 
states were determined based on averaging in different 
frequency bands as shown in Table II. 

 
Fig. 2. A schematic of the calculation of the connectivity between sources as 

a sender or receiver of information. Source 1 is the sender with 100%, and 
source 5 is the receiver with 100%. 

Based on the results obtained in Table II, the proposed 
model based on Granger causality and directed transfer 
function for effective connectivity for neutral, negative, and 
positive emotional states is shown in Fig. 3. The models 
presented in Fig. 3 are obtained from the statistical analysis of 
the connection between different sources. In fact, in these 
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models, the information related to the location of brain sources 
is not included, so they cannot be used to identify the location 
of connections. To solve this problem, topographic images of 
sources were used. 

TABLE II. SOURCES WITH THE MOST RECEIVING AND SENDING 

INFORMATION IN THREE EMOTIONAL STATES 

Emotional 

state 

Sending sources Receiving sources 

Source Percentage Source Percentage 

Neutral 
5 54.2 9 52.1 

7 48.4 7 46.8 

Negative 
6 47.1 8 48.7 

10 44.3 6 44.5 

Positive 
10 66.2 6 66.2 

9 43.1 7 49.2 

In this model, each circle represents a brain source, which 
is assigned a number based on Shannon entropy ranking. 

Arrows go from the source of the information transmitter to the 
source of the information receiver. The larger the diameter of 
an arrow, the greater the amount of information spread. 

In addition to separating different sources from each other, 
ICA provides us with information about the location of these 
sources on the scalp by producing images called the 
topography of a source. These images are important in that 
they can show how a source spatially affects the entire scalp. 
As a result, by considering the assumptions about the location 
that is activated during specific stimuli, the location of their 
sources can be identified. Accordingly, the topography of the 
sources whose models were created in the previous section was 
determined, and their average topography was examined in all 
samples. It is worth mentioning that the selected sources are 
the same in terms of entropy. The topography of source 10 in 
the positive emotion belongs to source 10 in terms of entropy 
in all samples. Table II and Fig. 3 specify the sources with the 
most output and input connections in each emotion. Based on 
this, Fig. 4 shows the average topography of these sources for 
positive, negative, and neutral emotional states. 

 

Fig. 3. Proposed model based on Granger causality and directed transfer function for effective connectivity for (A) positive, (B) neutral, and (C) negative 

emotional states. 

 

Fig. 4. Average topography images of 36 samples for sources with the most input and output connections, as specified in Fig. 3, extracted with independent 

component analysis, in (A) positive, (B) negative, and (C) neutral emotional states. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

866 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 5. The proposed models for effective connectivity in (A) positive, (B) negative, and (C) neutral emotional states with spatial information.

The images in Fig. 4 contain spatial information about 
brain sources. By combining these images with the information 
of the models from Fig. 3, other new models are presented that 
also contain spatial information about brain sources. Fig. 5 
shows the presented model for effective connectivity between 
brain sources in positive, negative, and neutral emotional states 
with spatial information. 

In this model, each circle represents a brain source, which 
is assigned a number based on Shannon entropy ranking. 
Arrows go from the source of the information transmitter to the 
source of the information receiver. The larger the diameter of 
an arrow, the greater the amount of information spread. 

The models presented in Fig. 5 are the average of all 
samples. In the next step, similarity measurement and labeling 
operations were performed for each sample. In other words, 
each individual's connectivity model was compared with the 
average models presented in Fig. 5 and labeled based on its 
similarity to each of the average models. The total number of 
samples is 36 subjects with three emotional states: positive, 
negative, and neutral. Therefore, there are 108 models with 
similar distribution in different emotional states. To measure 
the similarity of each sample in all emotional states and 
frequency bands, first, the average input and output 
information of all sources of that sample was calculated. The 
rate of receiving and sending information from all sources was 
determined for each sample. Then, in each sample, two sources 
that had the highest amount of receiving and sending 
information were selected. In the next step, the emotional state 
label of 108 samples was removed, and the samples were 
shuffled. Two selected sources from each sample were 
compared with the proposed models and given a label 
according to their similarity to each of the models as shown in 
Table III. 

TABLE III. THE RESULT OF LABELING SAMPLES FOR POSITIVE, 
NEGATIVE, AND NEUTRAL EMOTIONAL STATES IS BASED ON THE PROPOSED 

EFFECTIVE CONNECTIVITY MODELS 

  
Estimated label based on similarity with 

proposed models 

 
Emotional 

states 
Positive Neutral Negative 

Real label 

Positive 28 3 5 

Neutral 2 26 8 

Negative 3 6 27 

Table III shows the confusion matrix obtained by the 
proposed approach based on effective connectivity to identify 
positive, negative, and neutral emotions. According to the 

obtained confusion matrix, our method yielded an overall 
accuracy of 75% in recognizing three emotional states. Table 
IV shows the obtained classification criteria for each class. As 
shown, positive emotion was recognized with the highest 
accuracy of 87.96% (precision = 0.78, recall = 0.78, and F1-
score = 0.81), followed by neutral (accuracy = 82.41%) and 
negative (accuracy = 79.63%) emotions.  

TABLE IV. CALCULATED CLASSIFICATION CRITERIA FOR EACH POSITIVE, 
NEGATIVE, AND NEUTRAL EMOTIONAL STATE 

Class n (truth) 
Accuracy 

(%) 
Precision Recall F1-score 

Positive 33 87.96 0.78 0.85 0.81 

Neutral 35 82.41 0.72 0.74 0.73 

Negative 40 79.63 0.75 0.68 0.71 

IV. DISCUSSION 

The aim of this study was to estimate cortical effective 
connectivity from the EEG signal of emotions based on 
Granger causality and directed transfer function for the 
recognition of different human emotions. Our proposed method 
achieved the highest recognition accuracy for positive emotion. 
In the proposed model for positive emotion, source 10 had the 
highest amount of receiving information from other sources. 
This finding is consistent [38], where source 10 achieves the 
highest recognition accuracy for positive emotion. In the 
proposed model for negative emotion, source 8 had the highest 
amount of sending information to other sources. Abdolssalehi 
et al. also achieved the highest recognition accuracy for 
negative emotion through source 8 [38]. However, in [38], the 
authors relied on recurrence quantification analysis for pattern 
recognition from brain sources. 

In contrast, we utilized the effective connectivity between 
these sources and improved the results obtained in 
Abdolssalehi et al.’s work. In addition, as mentioned, sources 
10 and 8 had the highest amount of information exchange in 
positive and negative emotional states, respectively. The 
average topography of sources 10 and 8 of all samples was 
located in the left posterior hemisphere and the right posterior 
hemisphere, respectively. This finding is consistent with the 
valence hypothesis, which assumes the opposite predominance 
of the right hemisphere for negative emotions and the left 
hemisphere for positive emotions [49, 50]. Table V compares 
the findings of the present study with previous studies. As can 
be seen, our proposed system performs better than most of the 
previous methods. 
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TABLE V. COMPARING THE FINDINGS OF THE PRESENT STUDY WITH 

PREVIOUS STUDIES 

Reference Algorithm Results 

[42] 
Spectral features and SVM 
classifier 

49.4% like, 55.7% arousal, 
58.5% valence 

[43] 
Spectral features and SVM 
classifier 

79.59% sadness, 74.11% 

anger, 86.15% joy, 83.59% 

pleasure 

[44] 
Spectral and statistical features 

and LDA classifier 

62% anxiety, 50% 

engagement, 57% boredom 

[45] 

Spectral assymetry index, 

wavelet entropy and SVM 
classifier 

82.5% negative 

excitement, 64% neutral 

[46] 

Spectral features, Gabor 

transform and probabilistic 
neural network 

62.97% sadness, 69.74% 

disgust, 73.64% anger, 
56.79% fear 

[47] 
Spectral features and SVM 

classifier 

50.5% valence, 62.1% 

arousal 

[48] 
Spectral features and SVM 
classifier 

61% sadness, 58% fear, 
53% anger, 51% joy 

Our 

proposed 
approach 

Effective connectivity and 

confusion matrix 

87.96% positive, 82.41% 

neutral, 79.63% negative 

Most of the studies that have tried to recognize human 
emotions using EEG signals have used a variety of machine 
learning methods and artificial neural networks that provide us 
with a black box-like function [51-53]. Although some of these 
studies have reported very high detection accuracies, the 
process of pattern recognition in them is unclear and 
ambiguous [54]. However, in this research, we tried to choose 
and propose a transparent work process to overcome this 
important limitation of previous studies. Although we did not 
use learning machines and artificial neural networks for 
classification and pattern recognition, the obtained results are 
quite promising. Therefore, our proposed model can be very 
useful in various research fields, such as psychiatry, 
psychology, neuroscience, and cognitive science. The 
important thing to consider about our proposed model is that 
this model can work completely depending on a person, and it 
is a personalized model. Individual and cultural differences are 
very important issues in the development of emotion 
recognition systems. At the same time, most previous 
techniques ignore this important issue. However, the proposed 
model in the present study has the ability to identify emotions 
in a completely personalized way based on neurobiological 
data. In the future, the proposed approach in the present study 
can be integrated with machine learning and neural network 
methods and improve the proposed model. 

V. CONCLUSION 

In this study, a new method based on effective connectivity 
using Granger causality and directed transfer function was able 
to successfully extract connectivity patterns related to positive, 
negative and neutral emotions and led to the detection of these 
emotions based on EEG signal analysis. The obvious 
advantage of our method is its transparency in all stages of 
analysis and not using black boxes related to machine learning 
and neural networks, which increases its clinical applicability 
compared to previous works. However, this method needs 
further validation using different databases. In addition, our 
proposed method should be integrated with an artificial 
intelligence system to automate emotion recognition. In this 

study, only three emotions were investigated, and future 
studies should evaluate this method for other emotions as well. 

ACKNOWLEDGMENT 

This work was supported by the 2022 Guangxi University 
Young and Middle-aged Teachers' Basic Research Ability 
Improvement Project: Research and Practice of Applied 
Undergraduate Colleges Serving Local Economic 
Development - Taking Guangxi Normal University of Science 
and Technology as an Example (No.: 2022KY0847). 

REFERENCES 

[1] B. A. Erol, A. Majumdar, P. Benavidez, P. Rad, K.-K. R. Choo, and M. 
Jamshidi, "Toward artificial emotional intelligence for cooperative social 
human–machine interaction," IEEE Transactions on Computational 
Social Systems, vol. 7, no. 1, pp. 234-246, 2019. 

[2] L. F. Barrett, R. Adolphs, S. Marsella, A. M. Martinez, and S. D. Pollak, 
"Emotional expressions reconsidered: Challenges to inferring emotion 
from human facial movements," Psychological science in the public 
interest, vol. 20, no. 1, pp. 1-68, 2019. 

[3] M. P. Herzberg and M. R. Gunnar, "Early life stress and brain function: 
Activity and connectivity associated with processing emotion and 
reward," NeuroImage, vol. 209, p. 116493, 2020. 

[4] A. Dzedzickis, A. Kaklauskas, and V. Bucinskas, "Human emotion 
recognition: Review of sensors and methods," Sensors, vol. 20, no. 3, p. 
592, 2020. 

[5] X. Zhong, Y. Gu, Y. Luo, X. Zeng, and G. Liu, "Bi-hemisphere 
asymmetric attention network: recognizing emotion from EEG signals 
based on the transformer," Applied Intelligence, pp. 1-17, 2022. 

[6] M. Stanković and M. Nešić, "Functional brain asymmetry for emotions: 
Psychological stress-induced reversed hemispheric asymmetry in 
emotional face perception," Experimental Brain Research, vol. 238, no. 
11, pp. 2641-2651, 2020. 

[7] A. Khaleghi, M. R. Mohammadi, K. Shahi, and A. M. Nasrabadi, 
"Computational neuroscience approach to psychiatry: A review on 
theory-driven approaches," Clinical Psychopharmacology and 
Neuroscience, vol. 20, no. 1, p. 26, 2022. 

[8] A. Afzali, A. Khaleghi, B. Hatef, R. Akbari Movahed, and G. Pirzad 
Jahromi, "Automated major depressive disorder diagnosis using a dual-
input deep learning model and image generation from EEG signals," 
Waves in Random and Complex Media, pp. 1-16, 2023. 

[9] A. Khaleghi, M. R. Mohammadi, M. Moeini, H. Zarafshan, and M. 
Fadaei Fooladi, "Abnormalities of alpha activity in frontocentral region of 
the brain as a biomarker to diagnose adolescents with bipolar disorder," 
Clinical EEG and neuroscience, vol. 50, no. 5, pp. 311-318, 2019. 

[10] A. Khaleghi, M. R. Mohammadi, K. Shahi, and A. Motie Nasrabadi, "A 
neuronal population model based on cellular automata to simulate the 
electrical waves of the brain," Waves in Random and Complex Media, 
pp. 1-20, 2021. 

[11] A. Khaleghi, M. R. Mohammadi, K. Shahi, and A. M. Nasrabadi, 
"Possible Neuropathological Mechanisms Underlying the Increased 
Complexity of Brain Electrical Activity in Schizophrenia: A 
Computational Study," Iranian Journal of Psychiatry, pp. 1-7, 2023. 

[12] A. Khaleghi, A. Sheikhani, M. R. Mohammadi, and A. M. Nasrabadi, 
"Evaluation of cerebral cortex function in clients with bipolar mood 
disorder I (BMD I) compared with BMD II using QEEG analysis," 
Iranian Journal of Psychiatry, vol. 10, no. 2, p. 93, 2015. 

[13] A. Khaleghi et al., "EEG classification of adolescents with type I and type 
II of bipolar disorder," Australasian physical & engineering sciences in 
medicine, vol. 38, pp. 551-559, 2015. 

[14] M. Moeini, A. Khaleghi, N. Amiri, and Z. Niknam, "Quantitative 
electroencephalogram (QEEG) spectrum analysis of patients with 
schizoaffective disorder compared to normal subjects," Iranian Journal of 
Psychiatry, vol. 9, no. 4, p. 216, 2014. 

[15] M. Moeini, A. Khaleghi, and M. R. Mohammadi, "Characteristics of 
alpha band frequency in adolescents with bipolar II disorder: a resting-



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

868 | P a g e  

www.ijacsa.thesai.org 

state QEEG study," Iranian journal of psychiatry, vol. 10, no. 1, p. 8, 
2015. 

[16] M. Moeini, A. Khaleghi, M. R. Mohammadi, H. Zarafshan, R. L. Fazio, 
and H. Majidi, "Cortical alpha activity in schizoaffective patients," 
Iranian Journal of Psychiatry, vol. 12, no. 1, p. 1, 2017. 

[17] W. Xiao, G. Manyi, and A. Khaleghi, "Deficits in auditory and visual 
steady-state responses in adolescents with bipolar disorder," Journal of 
Psychiatric Research, vol. 151, pp. 368-376, 2022. 

[18] A. Khaleghi, P. M. Birgani, M. F. Fooladi, and M. R. Mohammadi, 
"Applicable features of electroencephalogram for ADHD diagnosis," 
Research on Biomedical Engineering, vol. 36, pp. 1-11, 2020. 

[19] A. Khaleghi, M. R. Mohammadi, G. P. Jahromi, and H. Zarafshan, "New 
ways to manage pandemics: Using technologies in the era of covid-19: A 
narrative review," Iranian journal of psychiatry, vol. 15, no. 3, p. 236, 
2020. 

[20] A. Khaleghi, H. Zarafshan, and M. R. Mohammadi, "Visual and auditory 
steady-state responses in attention-deficit/hyperactivity disorder," 
European archives of psychiatry and clinical neuroscience, vol. 269, pp. 
645-655, 2019. 

[21] M. R. Mohammadi, A. Khaleghi, A. M. Nasrabadi, S. Rafieivand, M. 
Begol, and H. Zarafshan, "EEG classification of ADHD and normal 
children using non-linear features and neural network," Biomedical 
Engineering Letters, vol. 6, pp. 66-73, 2016. 

[22] H. Zarafshan, A. Khaleghi, M. R. Mohammadi, M. Moeini, and N. 
Malmir, "Electroencephalogram complexity analysis in children with 
attention-deficit/hyperactivity disorder during a visual cognitive task," 
Journal of clinical and experimental neuropsychology, vol. 38, no. 3, pp. 
361-369, 2016. 

[23] D. Dadebayev, W. W. Goh, and E. X. Tan, "EEG-based emotion 
recognition: Review of commercial EEG devices and machine learning 
techniques," Journal of King Saud University-Computer and Information 
Sciences, vol. 34, no. 7, pp. 4385-4401, 2022. 

[24] Y. Zhang, X. Ji, and S. Zhang, "An approach to EEG-based emotion 
recognition using combined feature extraction method," Neuroscience 
letters, vol. 633, pp. 152-157, 2016. 

[25] W.-L. Zheng and B.-L. Lu, "Investigating critical frequency bands and 
channels for EEG-based emotion recognition with deep neural networks," 
IEEE Transactions on autonomous mental development, vol. 7, no. 3, pp. 
162-175, 2015. 

[26] M. Meng, Y. Zhang, Y. Ma, Y. Gao, and W. Kong, "EEG-based emotion 
recognition with cascaded convolutional recurrent neural networks," 
Pattern Analysis and Applications, vol. 26, no. 2, pp. 783-795, 2023. 

[27] S. Hwang, K. Hong, G. Son, and H. Byun, "Learning CNN features from 
DE features for EEG-based emotion recognition," Pattern Analysis and 
Applications, vol. 23, pp. 1323-1335, 2020. 

[28] R. Nawaz, K. H. Cheah, H. Nisar, and V. V. Yap, "Comparison of 
different feature extraction methods for EEG-based emotion recognition," 
Biocybernetics and Biomedical Engineering, vol. 40, no. 3, pp. 910-926, 
2020. 

[29] N. S. Suhaimi, J. Mountstephens, and J. Teo, "EEG-based emotion 
recognition: A state-of-the-art review of current trends and opportunities," 
Computational intelligence and neuroscience, vol. 2020, 2020. 

[30] X. Li et al., "EEG based emotion recognition: A tutorial and review," 
ACM Computing Surveys, vol. 55, no. 4, pp. 1-57, 2022. 

[31] L. E. Ismail and W. Karwowski, "A graph theory-based modeling of 
functional brain connectivity based on eeg: A systematic review in the 
context of neuroergonomics," IEEE Access, vol. 8, pp. 155103-155135, 
2020. 

[32] P. M. Rossini et al., "Methods for analysis of brain connectivity: An 
IFCN-sponsored review," Clinical Neurophysiology, vol. 130, no. 10, pp. 
1833-1858, 2019. 

[33] M. C. Stevens, "The developmental cognitive neuroscience of functional 
connectivity," Brain and cognition, vol. 70, no. 1, pp. 1-12, 2009. 

[34] D. Goldenberg and A. Galván, "The use of functional and effective 
connectivity techniques to understand the developing brain," 
Developmental cognitive neuroscience, vol. 12, pp. 155-164, 2015. 

[35] K. J. Friston, "Functional and effective connectivity: a review," Brain 
connectivity, vol. 1, no. 1, pp. 13-36, 2011. 

[36] S. Bagherzadeh, K. Maghooli, A. Shalbaf, and A. Maghsoudi, "Emotion 
recognition using effective connectivity and pre-trained convolutional 
neural networks in EEG signals," Cognitive Neurodynamics, vol. 16, no. 
5, pp. 1087-1106, 2022. 

[37] S. Bagherzadeh, K. Maghooli, A. Shalbaf, and A. Maghsoudi, 
"Recognition of emotional states using frequency effective connectivity 
maps through transfer learning approach from electroencephalogram 
signals," Biomedical Signal Processing and Control, vol. 75, p. 103544, 
2022. 

[38] M. Abdolssalehi, A. Motie-Nasrabadi, M. Abdossalehi, and F. A Motie 
Nasrabadiand, "Combining independent component analysis with chaotic 
quantifiers for the recognition of positive, negative and neutral emotions 
using EEG signals," Indian Journal of Scientific Research, 2014. 

[39] T. Mullen, A. Delorme, C. Kothe, and S. Makeig, "An 
electrophysiological information flow toolbox for EEGLAB," Biol. 
Cybern, vol. 83, pp. 35-45, 2010. 

[40] M. Ding, S. L. Bressler, W. Yang, and H. Liang, "Short-window spectral 
analysis of cortical event-related potentials by adaptive multivariate 
autoregressive modeling: data preprocessing, model validation, and 
variability assessment," Biological cybernetics, vol. 83, pp. 35-45, 2000. 

[41] L. Kilian and H. Lütkepohl, Structural vector autoregressive analysis. 
Cambridge University Press, 2017. 

[42] S. Koelstra et al., "Single trial classification of EEG and peripheral 
physiological signals for recognition of emotions induced by music 
videos," in Brain Informatics: International Conference, BI 2010, 
Toronto, ON, Canada, August 28-30, 2010. Proceedings, 2010: Springer, 
pp. 89-100.  

[43] Y.-P. Lin et al., "EEG-based emotion recognition in music listening," 
IEEE Transactions on Biomedical Engineering, vol. 57, no. 7, pp. 1798-
1806, 2010. 

[44] G. Chanel, C. Rebetez, M. Bétrancourt, and T. Pun, "Emotion assessment 
from physiological signals for adaptation of game difficulty," IEEE 
Transactions on Systems, Man, and Cybernetics-Part A: Systems and 
Humans, vol. 41, no. 6, pp. 1052-1063, 2011. 

[45] S. A. Hosseini and M. B. Naghibi-Sistani, "Emotion recognition method 
using entropy analysis of EEG signals," International Journal of Image, 
Graphics and Signal Processing, vol. 3, no. 5, p. 30, 2011. 

[46] S. Nasehi, H. Pourghassem, and I. Isfahan, "An optimal EEG-based 
emotion recognition algorithm using gabor," WSEAS transactions on 
signal processing, vol. 3, no. 8, pp. 87-99, 2012. 

[47] M. Soleymani, J. Lichtenauer, T. Pun, and M. Pantic, "A multimodal 
database for affect recognition and implicit tagging," IEEE transactions 
on affective computing, vol. 3, no. 1, pp. 42-55, 2011. 

[48] M. Mikhail, K. El-Ayat, J. A. Coan, and J. J. Allen, "Using minimal 
number of electrodes for emotion detection using brain signals produced 
from a new elicitation technique," International Journal of Autonomous 
and Adaptive Communications Systems, vol. 6, no. 1, pp. 80-97, 2013. 

[49] G. Gainotti, "The role of the right hemisphere in emotional and 
behavioral disorders of patients with frontotemporal lobar degeneration: 
an updated review," Frontiers in aging neuroscience, vol. 11, p. 55, 2019. 

[50] E. D. Ross, "Differential hemispheric lateralization of emotions and 
related display behaviors: emotion-type hypothesis," Brain Sciences, vol. 
11, no. 8, p. 1034, 2021. 

[51] E. H. Houssein, A. Hammad, and A. A. Ali, "Human emotion recognition 
from EEG-based brain–computer interface using machine learning: a 
comprehensive review," Neural Computing and Applications, vol. 34, no. 
15, pp. 12527-12557, 2022. 

[52] W. Li, W. Huan, B. Hou, Y. Tian, Z. Zhang, and A. Song, "Can emotion 
be transferred?—A review on transfer learning for EEG-Based Emotion 
Recognition," IEEE Transactions on Cognitive and Developmental 
Systems, vol. 14, no. 3, pp. 833-846, 2021. 

[53] H. Liu, Y. Zhang, Y. Li, and X. Kong, "Review on emotion recognition 
based on electroencephalography," Frontiers in Computational 
Neuroscience, vol. 15, p. 84, 2021. 

[54] M. Maithri et al., "Automated emotion recognition: Current trends and 
future perspectives," Computer methods and programs in biomedicine, 
vol. 215, p. 106646, 2022. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

869 | P a g e  

www.ijacsa.thesai.org 

Development of an Image Encryption Algorithm 

using Latin Square Matrix and Logistics Map 

Emmanuel Oluwatobi Asani
1
, Godsfavour Biety-Nwanju

2
, Abidemi Emmanuel Adeniyi

3
, 

Salil Bharany
4
, Ashraf Osman Ibrahim

5
, Anas W. Abulfaraj

6
, Wamda Nagmeldin

7
 

Department of Computer Science, Landmark University, Nigeria
1, 2

  

Landmark University SDG 11 Group, Landmark University, Nigeria
1 

Department of Computer Sciences, Precious Cornerstone University, Ibadan, Nigeria
3
 

Department of Computer Science and Engineering, Lovely Professional University, Phagwara, Punjab 144402, India
4 

Creative Advanced Machine Intelligence Research Centre, Faculty of Computing and Informatics,  

Universiti Malaysia Sabah, Jalan UMS, 88400 Kota Kinabalu, Sabah, Malaysia
5
  

Department of Information Systems, King Abdulaziz University, P.O. Box 344, Rabigh; 21911, Saudi Arabia
6
  

Department of Information Systems, College of Computer Engineering and Sciences,  

Prince Sattam bin Abdulaziz University, Al-Kharj 11942, Saudi Arabia
7
  

 

 
Abstract—The goal of this study was to develop a robust 

image cryptographic scheme based on Latin Square Matrix and 

Logistics Map, capable of effectively securing sensitive data. 

Logistics mapping is a comparatively strong chaos system which 

enciphers with an unpredictability that significantly reduces the 

chance of deciphering. Additionally, the Latin square matrix 

stands out for its uniform histogram distribution, thereby 

bolstering its encryption's potency. The consequent integration of 

these algorithms in this study was therefore grounded in the 

scientific rationale of establishing a strong and resilient cypher 

technique. The study provides a new chaos-based method and 

extends the application of the probabilistic approach to the 

domain of symmetric key image encryption. Permutation and 

substitution approaches of image encryption were deployed to 

address the issue of images volume and differing sizes. The issue 

of misplaced pixel positions in the image was also adequately 

addressed, making it an effective method for image encryption. 

The hybrid technique was simulated on image data and 

evaluated to gauge its performance. Results showed that the 

algorithm was able to securely protect image data and the private 

information associated with them, while also making it very 

difficult for unauthorized users to decrypt the information. The 

average encryption time of 184(μs) on seven (7) images showed 

that it could to be deployed for real-time systems. The proposed 

method obtained an average entropy of 7.9398 with key space of 

1.17x1077 and an average avalanche effect (%) of 49.9823 

confirming the security and resilience of the developed method. 

Keywords—Image encryption; algorithm; logistics map; Latin 

square matrix; chaos technology 

I. INTRODUCTION 

As a result of the massive development of digital 
information technology, an ever-increasing volume of image 
data is being generated and distributed over the interconnected 
networks of computing infrastructure. These images typically 
contain confidential information such as trade secrets, military 
secrets, confidential medical reports and other types of secrets. 
It is therefore critical to protect sensitive data contained in 
these images from unauthorized access; many industries and 
fields rely on the secure transmission of such data [1].  As a 

result, image transmission security has emerged as one of the 
most pressing topics in information sciences [1].  

The method that is utilized to protect the confidentiality of 
images is known as cryptography. Cryptography is a method 
for safely transmitting data and communications by utilizing 
certain keys. This ensures that only the receiver to whom the 
information is addressed is aware of the true content of the 
message, hence preventing unauthorized access [2, 3]. It has a 
significant impact on the conversations that take place over 
mobile phones, as well as on e-commerce, the sending of 
emails, the transmission of financial information, and other 
areas of an individual's day-to-day life. The prefix "crypt" in 
the word "cryptography" refers to something that is "hidden" or 
"written" [4]. Information is encrypted by the use of 
mathematical presumptions and algorithms in the field of 
cryptography. These techniques are used to encode information 
before it is delivered, making it harder to decipher the 
information from its original form. Cryptography provides 
privacy by ensuring that transmitted data isn’t known by 
external parties, it is reliable because it ensures there is no form 
of modification during storage and transfer of data from the 
sender to the receiver [4]. 

Encryption is a method of data security that entails 
encoding the data in such a way that it can only be deciphered 
by those who have been granted permission to do so. Examples 
of data that can be encrypted include multimedia files and 
sensitive papers [3]. Encryption and decryption are both 
possible outcomes of the usage of cryptography. Image 
encryption refers to the process of hiding an image using an 
encryption algorithm in such a way that its private information 
is protected and it is unavailable to attackers or unauthorized 
users [5]. Images are encrypted for a variety of purposes, 
including identifying the image's source, securing copyright 
information, preventing piracy, and preventing individuals who 
shouldn't have access to them from viewing them. Image 
encryption allows images to be shared via e-mail, the internet 
and other transmission media without worrying about these 
images being seen by unauthorized users. According to [6], all 
internet-connected citizens share more than 1.8 billion images 
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per day. This shows how much sensitive data can be lost just in 
a day and therefore shows the importance of encrypting these 
images. The development of good encryption algorithms has 
resulted from the necessity to meet the security needs of digital 
images [7, 8]. Therefore, in this study, a Latin square matrix 
and logistics mapping cryptographic scheme for image 
encryption was designed, simulated and implemented.  

The study contributes significantly in advancing the 
frontiers of cryptography through the innovative integration of 
chaos-based and probabilistic encryption techniques, ensuring 
that the enciphering and deciphering phases are error-resistant. 
Chaos-based encryption techniques are known for their ability 
to provide high levels of security due to their inherent 
unpredictability, while the integration of probabilistic 
techniques ensures that the crypto processes are not 
deterministic but involves randomness, thus enhancing their 
resilience against various attacks. One other notable feature of 
the proposed method is its ability to handle images of varying 
sizes. This scalability is crucial in practical applications where 
images may have different dimensions. The developed 
technique also achieves semantic security, meaning that even 
with knowledge of parts of the plain images, it is 
computationally infeasible to recover the key or glean 
meaningful information from it. In summary, this study 
introduces a novel chaos-based image encryption method with 
a probabilistic approach, addressing the unique challenges 
posed by image data. Statistical, computational and differential 
attack evaluations conducted on the developed algorithm 
further highlight the effectiveness of the proposed method. The 
developed encryption method is secure, as it has a large key 
space, a high level of sensitivity to both cipher keys and plain 
images, and no known weaknesses. 

The remaining sections of this study are highlighted as 
follows: Section II discusses the related work by previous 
researchers in the area of image encryption. Section III gives 
the details of the methodology used in this study. Section IV 
gives the obtained results. Section V concludes the study while 
Section VI provides the recommendation. 

II. RELATED WORK 

Patel & Thanikaiselvan [9] presented a new image 
encryption algorithm that used Latin Square and Machine 
Learning techniques. The algorithm first generated a chaotic 
sequence using neural network-based pseudo-random number 
generator. This sequence was then used to create encryption 
key images, which were XORed with the input image to 
produce the encrypted image. The proposed algorithm was 
iterated a finite number of times to generate a cipher image 
population. A genetic algorithm was then used to optimize the 
population and find the least correlated cipher image. The 
model was resistant to communication channel attacks, such as 
noise addition, cropping, and JPEG compression. 

Wang et al. [10] proposed a new image encryption 
algorithm that used Latin square matrices. The algorithm first 
generated a chaotic sequence using a Lorenz system. This 
sequence was then used to create a Latin square matrix, which 
was used to permute the pixels of the input image. The 
permuted was then diffused using a logistic map. The 
simulation results from the proposed image encryption 

algorithm showed that it outperformed many existing image 
security algorithms. The algorithm was also resistant to 
communication channel attacks. A further investigation of this 
study is recommended, as it showed promises in protecting 
sensitive data in several applications. 

Zhang et al. [11] introduced and implemented a Latin 
Square and random-shift based chaotic image encryption 
scheme. In some contexts, it was also referred to as the LSRS 
algorithm. The LSRS algorithm made use of a structure that 
consisted of pixel scrambling, replacement, and bit scrambling. 
The generation of Latin squares during the encryption process 
was correlated to the chaotic sequence, and this generation 
contributed to an increase in the system's overall level of 
security. In this line of study, the difficulty of decoding the 
method increased as a result of the fact that each encrypted 
image corresponds to a Latin square lookup table. The results 
of the simulation validated the LSRS algorithm's reliability as 
well as its efficiency.  

Xu et al., [12], presented an algorithm that made use of 
self-orthogonal Latin Squares as its basis. This algorithm was 
also referred to as SOLS. In one cycle of encryption, the 
algorithm used the "permutation-substitution permutation" 
mode and the entire encryption procedure was carried out by a 
single SOLS. This research demonstrated that the substitution 
operation could be protected from differential attack by using 
permutation procedures at both the top and bottom levels 
during a single round of encryption. Therefore, at the bottom 
level, both substitution and permutation operations contributed 
to the diffusion effect. The results of the complexity analysis 
and simulation in the study demonstrates that the newly created 
algorithm was both secure and efficient, which demonstrates 
that it is suitable for use in real-time applications.  

Zhang & Chen [13] developed a technique of encryption 
based on Henon chaotic maps. This encryption algorithm 
employed a two-phase encryption strategy. In the first step, the 
original image was fused with a key image, and the process 
was repeated in the second step. The authors asserted that their 
encryption approach was suitable and more resistant to brute 
force attacks than other similar methods since they employed 
both the key-image and the plain image back.  

III. METHODOLOGY 

This study provides a new chaos-based method and extends 
the application of the probabilistic approach to the domain of 
symmetric key image encryption. It has been carefully 
developed to make certain that the cipher text is unpredictable. 
This method of image encryption made use of two different 
approaches, namely permutation and substitution, to encrypt 
square images. Permutation is referred to as the process of 
shifting around the locations of an image's pixels and 
substitution as a method for modifying the values of the pixels 
that are adjacent to one another. This approach addresses the 
issue of encrypting images with voluminous data because it is 
probabilistic and can accommodate images of any size. It 
generates a key stream using randomness, which is 
subsequently used in various phases to carry out operations of 
permutation and substitution thereby achieving semantic 
security. The processes of permutation and substitution was 
carried out without the need to wrongly misplace the pixel 
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positions in the image, making it an effective method for image 
encryption.  

The encryption process which includes a fusion of the Latin 
Square Encryption (involving random key generation, 
generation of Latin Squares, Latin Square whitening, Latin 
Square permutation) and Logistic map Encryption. This 
process is represented algorithmically in Algorithm 1, while 
Fig. 1 depicts the framework of the proposed hybrid model. 

 

Fig. 1. Proposed fused latin square - logistic map encryption model. 

Algorithm 1: Fused Latin Square - Logistic map Encryption 

Input: p: Original image 

Output: C: ciphered image 

1. Import image and essential libraries; 

2. Define             to generate a 256-bit key; 

3. Using predefined              produce   Latin squares of order 

  dependent on the random key  ; 

4. Define a                 and use it to perform Latin square 

whitening; 

5. Use the predefined                   to randomly rearrange the 

image’s pixel values; 

6. Define             to obtain the bits from each row and column 

and perform     operations on the obtained bits   and previous 

matrix  ; 

7. Set               and                 ; 

8. Define                           for colour images and 

                               for grayscale images to 

obtain the image matrix. 

9. Encrypted image for the first time with the hexadecimal key 

sequence K. 

10. Conduct substitution on the image that has already been encrypted; 

11. Return Cipher Image C 

A. Random Key Generation 

Algorithm 2 presents the method for generating random 
key using the         function. 

Algorithm 2: Random Key Generation Algorithm 

Input: image matrix 

Output: k  a 256-bit random key in HEX 

1. Define a function          ; 

2. Parse           using the string and length as parameters; 

3. Convert decimal string to a hexadecimal string           ; 

4. Define function            ; 
5. Return key k. 

B. Permutation Phase 

1) Generating latin square: A Latin square of order   is a 

square matrix with dimensions    , whose entries consist of 

  symbols ordered so that each symbol appears exactly once 

in each row and column. An   Latin square   of order   that is 

dependent on the key   is generated in this phase of the 

process. The mathematical modelling of a Latin square   of 

order   that can be derived using a tri-tuple function    of 

        is presented as follows: 

           {
                    
                        

  (1) 

Where   denotes the index of a line of an element of 
                         ,   denotes the index of a column 
of an element of        ,   denotes the index of a symbol 
element in   and    is     symbol in the whole  
               . This implies that each symbol appears 
exactly once in each row and each column of  . 

2) Latin square whitening: The term "Latin square 

Whitening" refers to an operation that combines the plaintext 

"P" with a pseudo random sequence. With the aid of the 

                      function, a   Latin Square   of 

order   that is determined by the key   is produced. An 

example is the     operation. When it comes to image 

encryption, a plaintext message is represented by an image 

block denoted by the letter   and made up of a certain number 

of pixels. Multiple binary bits (a byte) are used to represent 

each individual pixel. Since the goal of key whitening is to 

combine plaintext information with encryption keys, we 

describe it as an encrypted text that operates over a finite field 

        and is applied to the image data. A 

computational illustration of this is provided below: 

   [   ]     (2) 

where   represents a byte in the plaintext,   is the byte's 
appropriate position in the keyed Latin square, and   represents 
the outcome of the whitening. The computations performed 
over         are denoted by [ ]  . The whitening effect 
caused by the procedure described above can be easily undone 
by using; 

   [   ]     (3) 
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Plaintext byte   represents a pixel in image encryption; for 
example, it might be identified at the intersection of the rth row 
and the cth column (i.e.,        ).) 

Now let          be an element situated at the relevant 
position in the keyed Latin square  , and let   be the ciphertext 
byte with         , and then we will get the pixel-level 
equation below which is consistently utilized in the process of 
key whitening; 

{
         [            [ ]         ]  

           [               ]   [ ]  
  (4) 

where the rotating parameter is            , symbol   
indicates the existing round number   [   ] , and    
represents the spatial rotating function      , which rotates an 
image   in accordance with various values of the direction   as 
defined below; 

         {

                                   
                      

                         
    (5a) 

Observe that the following identity is always true if 
            : 

              (5b) 

3) Latin square permutation: At this phase, the Latin 

square is utilized to permute the image's pixels. If we take 

both the input and output   and   in FRM (Forward Row 

Mapping) and IRM (Inverse Row Mapping) to be indices, then 

a FRM defines a mapping from [             ] to [          
   ], and an IRM defines the matching inverse mapping to 

that FRM mapping. Consequently, the Latin square P-box 

row, also known as the PLCL, can be defined as follows: 

      {
                          

                          
  (6) 

   and    represent the column indices before and after the 
mapping, respectively, in this equation. In a comparable way, 
the P-column Latin square box, often known as the PCCL, can 
alternatively be calculated with the aid of the following 
equations: 

      {
                            

                           
  (7) 

In this operation, the row indices both before and after the 
mapping are shown by the notation    and   , respectively. 
Using a cascading method for the row permutations PLCLs, in 
addition to the column permutations known as PCCLs in the 
following manner allows us to construct our Latin square 
permutation with the highest level of performance possible: 

{
                            

                          
  (8) 

In a broad sense, the function of the Latin square 
permutation can be expressed in the following manner: 

     {
            
           

   (9) 

4) Substitution using logistics maps: The logistic map 

examines discrete time steps using a nonlinear difference 

equation. It is named the logistic map because it translates the 

value of the population at each given time step to its value at 

the subsequent time step. 

The utilization of key mixing is included in this 
implementation. Following the completion of each pixel 
encryption, the initial values of the chaos map are recalculated 
with the addition of the key value as well as the value of the 
previous encryption. Logistics map is defined as follows; 

                     
         

  

                     
         

  (10) 

                     
         

  

           represent system variables,   and   are 
parameters, while   shows iterations. For         , the 
map turns chaotic and for    , the chaotic values produce in 

the full range of  –  . The flowchart for decryption is shown in 
Fig. 2. 

C. Decryption 

The decryption process converts the enciphered image back 
to plain image via the following algorithmic process. 

1) Load the enciphered image; 

2) Define                                   ; 

3) Generate Key-dependent         Latin Squares  ; 

4) Extract a keyed Latin square; 

5) Perform Latin square permutation using    
                                   ; 

6) Perform Latin square whitening utilizing    
                                 ; 

7) Return P; 

Fig. 2 presents the flowchart of the decryption process. 

 

Fig. 2. Flow chart representation of the decryption process. 
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IV. RESULTS AND DISCUSSIONS 

A. Simulation Results 

The fused encryption algorithm was experimented on seven 
(7) image dataset (Baboon, Lena, Peppers, Man, Water Lilies, 
Airplane and Fruits) to demonstrate the performance of the 
technique in terms of complexity and security. The 
experimental results are presented as follows: 

1) Histogram analysis: The act of making ciphertext more 

widely available is one that bears significant importance. To 

be more specific, it should conceal the excessive sections of 

the plain image and should not reveal any information about 

the image or the relationship between the image and the 

enciphered image. Additionally, it should conceal its 

redundant elements [14]. Algorithm 3 depicts the process of 

finding the image histogram. 

Algorithm 3: Histogram Algorithm 

Input: Image, 

Output: Histogram graph. 

1. Import cv2 and from matplotlib import pyplot as plt; 

2. set                                          to read the 

images from their location path; 

3. set                    [   ] [ ]      [   ] [     ]  to 

find the frequency of pixels in range      ; 

4. Display the plotting graph of an image using                 and 

            

Fig. 3 and Fig. 4 contain the histograms of both the plain 
image and the encrypted form of those images respectively that 
were produced by the proposed approach. Both sets of 
histograms were generated by the proposed scheme. It is clear 
from the fact that the histograms of the cipher-images are 
relatively uniform, and they are notably different from that of 
the plain image. As a result, they do not present any signals 
that may be utilized to launch a statistical attack on the cipher.  

  

Fig. 3. Plain image and it’s histogram. 

  

Fig. 4. Enciphered Fig. 3 and it’s histogram. 

2) Key space analysis: The larger the key space, the 

greater the ability to fight against an attack using brute force, 

because the process of decryption is strenuous for the attacker, 

and the sophisticated nature of the information makes it 

impossible to retrieve [15]. However, if the key that is being 

encrypted is relatively simple, even the most robust encryption 

method can be broken using exhaustive search attack. This is 

not the case if the key is long [16]. The initial secret keys in 

the proposed approach were set to have a length of 256-bits. 

Because of this, the key space was 2256, which is equivalent 

to 1.17 × 1077, making it sufficiently enormous to withstand 

any type of brute-force attack. 

3) An evaluation of the correlation between adjacent 

pixels: A term referred to as an image’s “intrinsic feature” 

describes the strong correlation that exists between the 

image’s individual pixels. As a result, to increase resistance 

against statistical analysis, a secure encryption technique 

should remove it entirely. Within the scope of this work, 

visual autocorrelation analysis was conducted. Algorithm 4. 

depicts the process of plotting an auto-correlation pixel effect 

graph; 

Algorithm 4: Auto-correlation pixel effect Algorithm 

Input: Image, 

Output: Histogram graph. 

1. Import cv2, from matplotlib import pyplot as plt and pandas as pd;  

2. Declare data = pd.read_csv(“daily-minimum-temperatures-in-

blr.csv”,header=0, index_col=0, parse_dates=True, squeeze=True) 

to read the data from the csv; 

3. Display top 100 data using data.head(100); 

4. Display the plotting graph of an image using 

pd.plotting.lag_plot(data, lag=1); 

Fig. 5 and Fig. 6 presents the autocorrelation results of both 
an original image and its enciphered version signposting the 
algorithms resilience to statistical analysis. 

      

Fig. 5.  Original image and its auto-correlation result. 

      

Fig. 6. Cipher image and its auto-correlation result. 

4) Execution time: The execution time (ET) of the fused 

algorithm was computed programmatically using the 

following formula: 
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                          (11) 

The average execution time result for this algorithm was 
calculated to be       demonstrating the algorithms efficiency 
for real time applications. Table I presents the ET for seven 
images. 

TABLE I. EXECUTION TIME OF ALGORITHM RESULTS 

Image ET( s) 

Baboon 233 

Lena 210 

Peppers 190 

Man 120 

Water Lilies 155 

Airplane 146 

Fruits 245 

Average ET 184 

5) Mean Square Error (MSE): The MSE value is the 

average difference between the pixels throughout the entire 

image. It is utilized to determine how accurate the pixel value 

is, and the error value is just the difference between the two. A 

larger value for MSE denotes a greater degree of dissimilarity 

between the processed image and the original image. In spite 

of this, it is important to apply appropriate precautions when 

working with the edges. The mean square error (MSE) can be 

computed using the formula that is provided in the following 

equation. 

     
 

  
 ∑ ∑                    

   
   
    (12) 

In this case, AB refers to the size of the image, O refers to 
the image before it was processed, and R refers to the image 
after it was processed. 

The MSE was calculated for the seven images in this study, 
and the calculation returns an average result of 0.0, which 
indicates that there was no error done on the edges of the 
images while they were being encrypted. 

6) Peak Signal Noise Ratio (PSNR): When comparing the 

squared error of the original image and the modified version, 

the Peak Signal to Noise Ratio (PSNR) and the Mean Square 

Error (MSE) are useful metrics to use. There is a connection 

that works reversely between PSNR and MSE. Therefore, a 

greater PSNR number suggests that the image has a higher 

quality (better). The ratio of the PSNR values of the decrypted 

and original versions is used to measure the image's quality. In 

this study, the PSNR value for the seven images experimented 

reached infinity, indicating a superior image quality. It has 

been determined, based on measurements, to be represented 

as: 

             
        

   
  (13) 

Algorithm 5 shows the step-by-step process of calculating 
PSNR 

Algorithm 5: PSNR Algorithm 

Input: Original image, decrypted image, 

Output: PSNR value. 

1. Import cv2 and math, from skimage import metrics; 

2. Set                                            

                               to read the images from 

their location path; 

3. Assign            ; 

4. Set 

           

                                                       

      

5. Print                       

7) Root Mean Square Error (RMSE): The RMSE value 

approximates the MSE value that provides accurate and 

reliable results [17]. Root mean square error (RMSE) is used 

to measure the difference between the original image and the 

segmented image [18]. It can be expressed in mathematical 

terms as; 

      √
∑ ∑ [               ]  

   
 
   

  
 (14) 

where the values of the coordinates are denoted by the 
letters   and   and the size of the array is    . Both the 
original and the decrypted versions of the image are indicated 
by the notation Or and De, respectively [19]. The interval 
[   ] denotes the range of the RMSE. The smaller the value 
of Root Mean Square Error (RMSE), the more effective the 
segmentation. In this work, RMSE as calculated on the image 
datasets resulted to 0.0, which indicates that there is effective 
image segmentation while the images were being encrypted.  

8) Structural Similarity Index (SSIM): The SSIM 

demonstrates the correspondence between the decrypted and 

original image. This number is an evaluation and estimate of 

the image's quality that was produced from several different 

areas of the image that were the same size. SSIM is 

represented mathematically in Eq. (15). 

      
                        

   
      

          
      

       
  (15) 

Here,    symbolizes the average of the inputs (I), while     
represents the images after they have been decrypted (De). The 
standard deviations of the I and the De are, respectively,   

  

and    
 . "    " stands for the covariance of the values I and 

De, while "CI1" and "CI2" stand for the regularization using the 
values (0.01P)

2
 and (0.01P)

2
, respectively. The results of the 

SSIM can range from 0 to 1, with 1 indicating an excellent 
match between the original image and the image that has been 
modified. Moreover, good encryption algorithms should have 
SSIM values that fall anywhere between 0.97 and 1. In this 
study, the average SSIM value is 1 indicating that there is an 
exact match between the two images. 

9) Relative Average Spectral Error (RASE): RASE is a 

method that is used to calculate the overall performance of 
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image fusion algorithms for each spectral band. The following 

is the formula that is used to calculate RASE: 

      
   

 
√

 

 
 ∑       

         (16) 

x is the total exposure value of the L band (Bi) in the 
original multispectral image, whereas RMSE is the minimal 
square error that evaluates the effectiveness of each band in the 
merged image. The perfect value would be 0. In this study, 
RASE was calculated to be 0, which indicates that the 
methodology used was effective.  

10) Relative dimensionless global error in synthesis 

(ERGAS): ERGAS is a metric that determines the overall 

quality of the merged image. The inaccuracy when the quality 

of anything improves, shows that there is a substantial 

tendency for ERGAS to decrease. As a result, it is an effective 

measure of the quality. Cases that are considered to be of 

"high quality" have error ERGAS values that are equal to or 

lower than 3, whereas cases that are considered to be of "poor 

quality" have error ERGAS values that are greater than 3. 0 is 

the optimum value for it. The average ERGAS of this work 

was computed to be 0.057143. Table II shows results of the 

analysis. This demonstrates that the algorithm is efficient. It is 

denoted mathematically as: 

         
  

 
√

 

 
∑

         

  

 
     (17) 

TABLE II. ERGAS RESULTS 

Image ERGAS 

Baboon 0.00 

Lena 0.10 

Peppers 0.20 

Man 0.50 

Water Lilies 1.00 

Airplane 0.00 

Fruits 0.00 

Avg ERGAS 0.057143 

11) Information entropy analysis: The entropy of the 

information is a measure of how random the information is, 

and it may be computed as follows [19]: 

       ∑                  
   
    (18) 

Each gray level in an image with 256 gray levels contains 8 
bits of data associated with it [20]. When the probability of 
each gray level is the same, the encrypted image is able to 
obtain the ideal entropy of 8, which indicates that each gray 
level of the encrypted image is evenly distributed. The fused 
encryption’s entropy analysis on the enciphered images 
showed that the average information entropy was 7.53302, 
which is relatively close to the number 8. Hence, cipher images 
have a stronger random distribution, and the risk of 
information disclosure is completely eliminated. Table III 
depicts the results of evaluation. 

TABLE III. AVERAGE OF INFORMATION ENTROPY RESULTS 

Image Entropy 

Baboon 7.8693 

Lena 7.9976 

Peppers 7.9943 

Man 7.8997 

Water Lilies 7.9907 

Airplane 7.993 

Fruits 7.8330 

Avg entropy 7.9397 

12) Differential attack analysis: In most cases, attackers 

will begin by making a few alterations to the plain image. 

Next, they will encrypt both the plain image and the modified 

plain image using the same encryption algorithm. Finally, they 

will compare the two cipher images in order to gain further 

insight into the connection between the plain image and the 

cipher image. The number of pixels change rate (NPCR) and 

the unified average change intensity (UACI) are calculated to 

enhance the anti-differential attack performance of the 

encryption algorithm. In order to test the effect of slightly 

changing the plain image on the corresponding cipher image, 

the equations for NPCR and UACI are as follows: 

      
∑ ∑        

   
 
   

    
        (19) 

      
∑ ∑          

   
 
             

    
      (20) 

If the height and breadth of the cipher image are denoted by 
A and B and C1, C2 are two cipher images, and there is a 
difference of one bit between each answering plain image and 
each cipher image. The values of NPCR and UACI that should 
be anticipated for an image are the following: NPCR = 
99.6094% and UACI = 33.4094%, respectively. 

During the simulation, we selected a pixel at random for 
each of the image data in order to alter the value of that pixel. 
After that, we encrypted the images both before and after the 
change in order to obtain two cipher images, then we computed 
the NPCR and UACI. It was deduced, based on the simulation 
result, that the NPCR of the encrypted image was 99.60983 % 
and that the UACI was 33.4235 %, both of which are 
extremely similar to the value that was anticipated. Hence, the 
encryption technique is sensitive to alterations and has the 
ability to withstand differential attack. Table IV indicates result 
of the analysis. 

TABLE IV. RESULTS OF NPCR AND UACI ANALYSIS 

Image NPCR UACI 

Baboon 99.6087 33.5866 

Lena 99.6047 33.4082 

Peppers 99.6076 33.2532 

Man 99.6087 33.8456 

Water Lilies 99.6067 33.2659 

Airplane 99.6077 33.2418 

Fruits 99.6083 33.4235 

Avg entropy 99.6074 33.43211 
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13) Avalanche effect: To examine key sensitivity and 

demonstrate the robustness of the suggested scheme against 

differential cryptanalysis, evaluations on avalanche properties 

were conducted. In [20], it was stated that the avalanche effect 

of the technique should always be   50%. As part of this 

study, the avalanche effect of encryption algorithm was 

evaluated. The pattern of the number of bits modified in 

cipher with a single bit change in the secret key revealed that, 

regardless of the position of the key bit altered, the average 

change in the number of bits in the cipher text was 49.98235   

14) which is roughly 50%. It shows in Table V that the 

proposed method has high key sensitivity, high confusion, and 

consistent and significant contributions from all key bits to the 

cipher bits. Algorithm 6 depicts the step-by-step process of 

this security analysis. Avalanche effect is calculated with the 

formula below: 

                 
                                    

                            
  (21) 

Algorithm 6: Avalanche Effect Algorithm 

Input: Original image, 

Output: Avalanche value. 

1. Def x0 as first cipher; 

2. Def x1 as second cipher after 1 bit change; 

3. Print bitwise xor operation; 

4. Count 1s in binary;  

5. Evaluate equation of avalanche effect; 

6. Divide result in step 5 by the longest binary string. 

Table VI presents a comparison of this study with other 
state-of-the-art techniques, based on multiple evaluation 
metrics, while Fig. VII presents a comparative analysis of our 
techniques’ encryption time with other authors. The 
comparison showed that our technique efficient and competes 
very favourably against other state-of-the-art techniques. 

The plot displays the encryption time of the proposed 
method at 184( s) and plotted against various authors in the 
related work. The plot shows that the developed model 
achieves second best encryption time when compared to other 
state-of-the-art results. Fig. 8 shows the plot of average 
avalanche effect obtained from the experiment. 

TABLE V. AVALANCHE EFFECT RESULTS FOR EACH BIT CHANGED IN THE 

SECRET KEY 

Image paswd (%) pstd (%) qwd (%) 

Baboon 50.0208 49.9652 49.9350 

Lena 50.0101 49.9916 49.9764 

Peppers 50.0258 50.0204 49.9737 

Man 49.7809 50.0052 49.9801 

fruits 50.0600 50.0015 49.9448 

Water lilies 49.9740 50.0458 49.9770 

Airplane 49.9862 49.9702 49.9845 

Average 49.97969 49.99999 49.9673 

Average Avalanche effect = 49.98235% 

 

Fig. 7. Plot of encryption time and various authors result. 

 

Fig. 8. Plot of average avalanche effect obtained from the experiment. 

TABLE VI. COMPARISON OF SIMULATION RESULTS WITH RELATED SCHEMES 

Author(s)/Reference 
Average 

Entropy 
Key Space 

Average 

NPCR (%) 

Average 

UACI (%) 

Average 

MSE 

Average 

RMSE 

Average 

SSIM 

Execution 

Time ( s) 

Average Avalanche 

Effect (%) 

Developed method 7.9398 1.17× 1077 99.6074 33.4321 1.00 0.0 1.0 184 49.9823 

(Sravanthi et al.,2019) 7.9993 1.1×2377 99.6098 33.4707 0.97 0.0 0.3 250 50.0123 

(Rehman et al., 2018) 7.6635 1094 99.5999 33.3848 1.00 0.0 0.0 180 49.9767 

(Patro et al., 2018) 7.9998 1.9×2426 99.6028 33.4021 0.99 0.0 0.1 186 50.0987 

(Wu et al., 2018) 7.9196 1088 99.6090 33.4227 1.00 0.0 0.2 187 49.9106 

(Gan et al., 2018) 7.9993 2470 99.6000 33.4400 0.96 0.0 0.1 210 50.0736 

(Li et al., 2017) 7.9272 2273 99.6100 33.4600 0.95 0.0 1.0 230 49.8735 

(Pak et al., 2017) - 2138 99.6236 33.3441 0.99 0.0 1.0 178 49.8807 
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The avalanche effect is considered as one the desirable 
property of any encryption algorithm. The effect ensures that 
an attacker cannot easily predict a plain-text through a 
statistical analysis. 

V. CONCLUSION 

The study’s objective was to develop a resilient encryption 
scheme to protect images from being decrypted. A strong 
algorithm for encrypting images should be resistant to attacks, 
and its efficiency should be unaffected by either the encryption 
key or the image that has been encrypted. It should have a large 
key space. This algorithm with all its component parts and 
stages, satisfies each one of these criteria, and it also has 
certain unique qualities. As this proposed algorithm is 
completely described in integers, it is computationally efficient 
in either software or hardware and does not lead to 
complications with finite precision or discretization. In 
addition, the suggested approach builds all encryption 
primitives based on a key generator. These encryption 
primitives include substitution and permutation, and because of 
changes, the proposed method achieves high sensitivity to any 
key change. The suggested technique additionally combines 
probabilistic encryption, which provides the conversion of a 
single plain image into numerous cipher images utilizing a 
single encryption key, and assures that the decoding phase is 
error-resistant up to a preset level. Statistical, computational 
and differential attack evaluations have been conducted on the 
developed algorithm. All experimental results indicated that 
the proposed encryption method is secure, as it has a large key 
space, a high level of sensitivity to both cipher keys and plain 
images, and no known weaknesses. 

VI. RECOMMENDATION 

It is strongly suggested that this method be utilized 
whenever images need to be encrypted. In addition, more 
research can be done on the algorithm to enhance its current 
capabilities and make it even more powerful than it now is. 
Additional statistical analysis can be carried out 
computationally as well as visually. 
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Abstract—When an image undergoes hybrid post-processing 

transformation, detecting tamper region, localizing it and 

segmentation becomes very difficult tasks. In particular, when a 

copy-move attack with hybrid transformation has similar 

contrast and illumination parameters with an authenticated 

image it makes tamper detection difficult. Alongside, under 

small-smooth attack existing tamper identification model 

provides a very poor segmentation outcome and sometimes fails 

to identify an image as tampered. This article focused on 

addressing the difficulty through the adoption of the Deep 

Learning model. The proposed technique is efficient in detecting 

tampering with good segmentation outcomes. However, existing 

models fail to distinguish adjacent pixels' relationships affecting 

segmentation outcomes. In this paper, an Improved Convolution 

Neural Network (ICNN) assuring correlation awareness-based 

Tamper Detection and Segmentation (TDS) model for image 

forensics is presented. This model brings good correlation among 

adjacent pixels through the introduction of an additional layer 

namely the correlation layer alongside vertical and horizontal 

layers.  The TDS-ICNN is very effective in localizing and 

segmenting tamper regions even under small-smooth post-

processing tampering attacks by using a feature descriptor built 

using aggregated three-layer ICNN architecture. An experiment 

is done to study TDS-ICNN with other tamper identification 

models using various datasets such as MICC, Coverage, and 

CoMoFoD. The TDS-ICNN is very efficient under different post-

processing hybrid attacks when compared with existing models. 

Keywords—Convolution neural networks; digital image 

forensic; hybrid image transformation; resampling feature; 

segmentation 

I. INTRODUCTION 

Image authentication methods are characterized in the 
following two classes: (1) Active and (2) Blind or Passive. 
Digital Watermarking has been proposed as an active method 
using which an image can be authenticated [1]. The main aim 
of watermarking is to ensure the protection of copyright, 
authentication of content, ownership recognition, and data 
integrity. Watermarking ensures content from modification 
only and also provides data integrity and content 
authentication. Watermarks generally are indivisible from the 
digitized picture element they are embedded in. Further, the 

watermarks undergo a similar transformation in the picture. 
The major drawback of using watermarking is that it 
prerequisites watermark to be embedded during capturing of 
the image. This also binds/restricts its applicability to real-
time environment usage. Thus, they are used only in 
controlled surroundings such as in armed forces and 
surveillance environments. Furthermore, some watermarks 
may break down the image quality. 

Passive or blind forgery detection considers images 
without any digital signature, digital watermark, or any other 
prior information and checks the authenticity and origin of the 
image. Image forgery may not leave any visual clues of 
tampering being done. But there are high chance that it most 
probably perturbs the underlying statistical characteristics of 
an original image or modifies the scene of an image. These 
inconsistencies are utilized for tampering identification. Since 
this method doesn't require any prior knowledge of the 
picture. Passive forgery authentication techniques are further 
divided into forgery-dependent techniques and forgery-
independent techniques as shown in Fig. 1. Forgery-dependent 
methodologies are delineated to identify a particular class of 
tampering for example splicing, copy-clone, etc. which relies 
on the forgery class type used on a picture. Whereas latter, the 
independent methods identify tampering using artifact traces 
left in the procedure of carrying out light inconsistencies and 
re-sampling. Existing forgery detection techniques recognize 
various traces of forged segments and identify them and the 
forged segment is localized [2]. 

Over many years, several attempts have been made for the 
classification of whether given images are authenticated or 
forged. Nonetheless, just a couple of works [3] endeavor to 
localize tampering at the pixel level. Recent methodologies [4] 
have aimed at addressing the localization issue by 
characterizing patches as tampered. Establishing the location 
of the tampered region ring is an exceptionally difficult job 
and also well-crafted tampering of pictures doesn't leave any 
visual hints. A sample repetition of well-crafted image 
tampering is shown in Fig. 1, where image one and three 
defines the tampered image, and image two and four defines 
the ground truth of the respective image that has been forged 
through transformation attacks. In Fig. 1(a), a copy-clone 
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attack is presented where a set of objects is copied and pasted 
into the different regions within the image. Here one image is 
the source and the other is the copy-moved object. Fig. 1(b), 
defines the spliced attack, here an object within an image is 
spliced and copied into a different image. Fig. 1(c), shows an 
object removal attack, where an image is blended on top of 
some-other object. 

 
(a) 

 
(b) 

 
(c) 

Fig. 1. Different types of tampering attacks [7]. 

The majority of the cutting-edge image forgery detection 
approaches uses statistical properties through frequency 
domain feature. In [5], the artifact was introduced by applying 
a different level of JPEG compression for the identification of 
tampered images. In [6], additional noisy information was 
added to images that were compressed through JPEG to work 
on the presentation of resampling identification. Recently, the 
DL method has provided some very good results in computer 
vision applications, for example, object detection, 
hyperspectral crop classification, image registration, and 
segmentation, etc. Recently, DL models like auto-encoders [7] 
and Convolutional Neural Networks (CNN) [8], [9] have been 
employed for image tampering detection with good results. 
Existing tampering detection models are predominantly 
designed to detect only one kind of attack [10], [11]. In this 
way, one methodology probably won't excel in different sorts 
of tampering attacks. Additionally, it appears to be not 
realistic to expect this sort of attack well in advance. 

Segmenting the tampering region is more challenging as 
compared to object segmentation because here only the region 
that is tampered only must be segmented.  Recently, CNN has 
been emphasized with good effect for object segmentation 
strategies [12], [13]. In [12], a fully connected CNN has been 
used for studying object features and shape features through 
the extraction of features in a hierarchical manner. The CNN-
based method provides good performance in the field of 

segmentation and object classification. In image tampering 
only the tampered region must be segmented and well-crafted 
tampered image differentiating between genuine and tampered 
is very difficult because they look very comparable. Although 
CNN produces spatial guides for various districts of sections, 
it can't sum up some different statistical noise made by various 
tampering methods. Consequently, the tampering region 
localization using a standard CNN-based design may not 
provide the ideal performance requirement of a realistic 
attack. In [13], studied different image forgery segmentation 
models were studied [14]. The study shows that the existing 
model performs badly in detecting copy-clone and object-
removal. Using the resampling feature [4] the artifacts were 
created (i.e., resampling, compression) using tampered images 
can be learned [15]. The resampling attack generally 
occasionally allows correlation among pixels because of 
interpolation. The CNN-based [16], [17], image forgery 
identification model learns resampling features [18] very well 
using spatial maps produced through translation invariance of 
various regions of images [19], [20]. Thus, this research work 
aims to build an efficient resampling feature detection through 
CNN to detect hybrid attacks and achieve better-tampered 
region segmentation outcomes [21], [22]. The significance of 
the research work is as follows: 

 This paper presented an improved CNN for tampering 
detection and segmentation in the image by adding to 
additional layer to retain the correlation between 
horizontal and vertical streams for exploiting good-
quality resampling features.  

 The TDS-ICNN model can work well considering 
different attacks such as scaling, compression, and 
rotation attacks.  

 The TDS-ICNN is efficient in detecting multiple 
tampered regions within the same image. 

  The TDS-ICNN can even detect image tampering 
attacks under noisy and small-smooth regions. An 
improved tampering area segmentation outcome using 
TDS-ICNN for tampering dataset with hybrid 
transformation attack is achieved. On the other side, the 
existing model works well i.e., good segmentation for 
some datasets, and for other datasets, very poor result is 
achieved. 

 This shows the robustness of the TDS-ICNN model. An 
improved ROC performance is achieved using the TDS-
ICNN model for carrying out classification tasks such 
as whether a given image is authenticated or tampered 
with considering diverse tampering datasets such as 
CoMoFoD, Coverage, and MICC. 

The manuscript is arranged as follows: Section II discusses 
various current methodologies to detect tampering in 
multimedia content. Section III presents the material and 
method used for performing tampering detection methods. 
Section IV presents with working structure of the proposed 
tampering detection and segmentation model. Section V 
presents the experiment analysis of the proposed method with 
various other tampering detection methodologies. Section VI 
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concludes the research significance with future research 
direction. 

II. RELATED WORK 

The section studies various recent methodologies for 
detecting tampering in multimedia content. In [8] developed a 
robust image tampering detection method using CNN, where 
an image undergoes double compression tampering attacks; 
the model attains an accuracy of 92% using the CASIA v2 
dataset. Similarly, [9] used ResNet50v2 for constructing 
batchwise CNN to detect image tampering. Experiment 
outcomes show 99.3 accuracy on the Casia v1 dataset and 
81% accuracy on the CASIA v2 dataset. In [11] designed a 
tampering detection by training CNN with both unseen noise 
and predictable noise for online social network platforms. The 
model works well for social platforms; however, considering 
other domains the model fails to accurately detect tampering 
in images.  In [18] designed pulse-CNN model to extract the 
contour features of potential tampering that had undergone 
complex tampering attacks like noise, scaling, and rotation 
attacks. The experiment outcome shows the model achieved a 
precision of 95.27% and 95.3% on the CASIA and CoMoFoD 
datasets, respectively. 

In [23] introduced an end-to-end deep neural network 
namely BusterNet with two layers to capture the tamper 
feature followed by a fusion layer to merge the feature for 
segmentation of copy-move tamper region. Experiments are 
done on CASIA and CoMoFoD and segmentation output is 
given at pixel-level. Similarly, in [26] designed adaptive-
attention residual refined network (AR-Net) to extract 
tampered object features, and feature maps correlation is done 
after which the fusion of features is performed using pyramid 
pooling. The experiment is done using CASIA II, Coverage, 
and CoMoFoD. In [27] developed a copy-move tampering 
detection mechanism using source-target region 
distinguishment network (STRDNet) by extending BusterNet. 
The model additionally introduces a filter at the pooling layer 
with a double self-correlation layer for establishing feature 
matching hierarchically. The experiment is done using 
CASIA, CoMoFoD, and Coverage datasets and the 
segmentation outcome is given at the pixel level. In [29] 
introduced an effective block-level feature optimization 
trained with deep CNN. The deep CNN uses a feature pyramid 
for robust detection accuracy against scaling attacks. The 
experiment is done using CASIA II with 57.48% and the 
CoMoFoD dataset with a precision of 50.11% and the 
boundary pixel direction aids in the detection of segmentation 
edges and can tolerate noise, compression, blurring, and color 
addition. 

In [24] designed a key-point-based clustering method to 
detect tampering attacks under small-smooth regions. 
Experiments are done on MICC, GRIP, FAU, and Coverage 
with good true positive rates of 97.5%, 100.0%, 100%, and 
80.22%, respectively. In [25] designed a new SIFT key points 
extraction through effective clustering for identifying 

tampered regions utilizing similarities. The clustering process 
to identify similarities is done considering color with different 
scales and smaller cluster size is considered to reduce 
computational overhead. In obtaining more quality outcomes 
pixel level similarity is done iteratively. The experiment is 
done using D0 datasets and pixel-level analysis segmentation 
accuracy is measured. In [30] combined both accelerated 
KAZE (A-KAZE) and speeded up robust features (SURF) for 
extraction of features by keeping the contrast level reasonably 
low. Then, to eliminate the mismatch density-based spatial 
clustering (DBSCAN) is used. Then, the affine matrix is 
applied to improve the tampering localization accuracy. The 
experiment is done with Ardizzone (D0) with 92.75% 
precision and the CoMoFoD dataset [31] with 95.23%. The 
overall survey shows key-point-based tampering detection is 
predominantly studied its performance using the MICC and 
DO dataset and the CNN-based model is predominantly 
studied using CASIA, Coverage, and CoMoFoD dataset. 

The result attained using existing tampering detection 
methods have obtained satisfactory results; however, there is 
still wide scope to improve the results, as the existing model 
failed to provide good segmentation result under small-smooth 
robust tampering attacks which undergoes diverse post-
processing attacks. Further, the model must be tested under 
different kinds of datasets; and most of the existing methods 
failed to provide pixel-level segmentation analysis. The 
current methods failed to extract feature correlation between 
horizontal and vertical layers; as a result, higher false positive 
is experienced with poor segmentation outcomes. In 
overcoming the research issues in the next section, the 
proposed methodology is presented. 

III. MATERIALS AND METHODS USED 

A. Dataset Used 

The dataset used in this work is listed below: 

1) MICC: The dataset is composed of 600 images out of 

which, 160 images are forged, and the remaining 440 images 

are authenticated. The dataset is composed of different attacks 

like scaling and rotation made of plants, artifacts, animals, etc. 

2) CoMoFoD: The dataset is made of a total of 260 

images where several post—processing attacks are done. The 

resolution images are 512×512 for 200 images where different 

post-processing attacks have been done to obtain a total of 

10,400 images. The other 60 images have a resolution of 

3000×2000 and different post-processing attacks like 

compression, blurring, scaling, rotation, and noise addition 

have been created to obtain a total of 3120 images. 

3) Coverage: The dataset is composed of different copy-

clone attacks with a total of 100 images of tampered and as 

well as authenticated ones. The image size is 400×486 with 

complex attacks like rotation, scaling, and illumination 

attacks. 
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Fig. 2. Architecture of tampering detection and segmentation using improved convolution neural network.

B. Preprocessing 

The work has used a total of three datasets; in this first, the 
image is resized to         into the non-overlapping region 
of               similar to the work presented in [17]; thus, 
induces certain artifacts. In [17] used space-filling curve for 
extracting correlation among both horizontal and vertical 
streams; the model achieved good, tampered region detection 
accuracies; however, with poor segmentation accuracies; 
especially under small-smooth hybrid attacks. In addressing 
the segmentation problem, this paper introduces an improved 
CNN model that with an additional layer to obtain a good 
correlated features-map for achieving improved tampered 
region detection and segmentation outcome. 

IV. PROPOSED METHODOLOGY 

The methodology to localize and segment tamper regions 
considering hybrid attacks using TDS-ICNN is presented in 
this section. The feature extraction process using TDS-ICNN. 
Lastly, extracted features are highly correlated and training is 
done to create a good descriptor in classifying whether a given 
image is authenticated or tampered with. 

A. System Model and Architecture 

The preprocessed image are passed into proposed 
improved CNN model for extraction of resampling features 
and identify the tampered region and segment it. In this work 

50% of images from three different dataset is taken as input 
during training process of ICNN and tampering detection and 
segmentation model is constructed. The architecture of TDS-
ICNN is given in Fig. 2. The working of tampering detection 
using ICNN architecture is given in Algorithm 1. 

Algorithm 1: the ICNN-based tampering detection and 
segmentation. 

Step 1. Start 

Step 2. Load the images. 

Step 3. Preprocess image into 512×512 into the non-overlapping 
region of 64 (i.e.,8×8) 

Step 4. Pass the image into a three-layer ICNN. 

Step 5. The first layer extracts the multi-dimensional RSF with the 
presence of noise. The RSF is captured by considering the difference 
between adjacent pixels across vertically and horizontally directions. 

Step 6. The middle layer extracts the high-level feature across vertical 
and horizontal directions. The features that are correlated across both 
horizontal and vertical directions are aggregated. 

Step 7. The, using last layer i.e., SoftMax and sigmoid function takes 
aggregated features as input for learning diverse features and 
optimizing binary tampering detection problems in multimedia 
forensics, respectively. 

Step 8. Store the result and segmentation outcome. 

Step 9. Stop  
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A detailed explanation of the different layers is given 
below. 

B. Extraction of Noisy Features 

In multimedia forensic extraction of resampling features is 
difficult as it is dependent on the information presented in a 
respective image. Nonetheless, some existing methodologies 
showed RSF extraction is not dependent on an image by 
extracting RSF through spatial domain using redundant 
feature properties. In this work, the noise is modeled by 
interpolating the current pixel with neighboring pixels and the 
difference in estimates is computed considering the image size 
of        . In extracting the initial resampling feature with 
minimal training overhead two high-pass filters are used CNN 
kernel namely horizontal     and vertical     filters. Then 
the image is convoluted with padding and stride set to 1 using 
these filters, after that the difference (i.e., correlation) between 
neighboring pixels in vertical and as well horizontal direction 
are extracted to obtain a residual map of          . 

C. High-level Feature Extraction 

This layer takes input from the previous layer for 
extraction of high-level features. The standard tampered 
region detection and segmentation model extracts features and 
correlates through each direction individually; as a result, 
exhibits very poor performance. However, in this paper, the 
RSF features are extracted and weighted in both directions 
individually, where it is composed of five similar groups. The 
group encompasses 4-layer such as convolutional layer, batch 
normalize layer, activation layer, and pooling layer. The fifth 
group has correlated features collected from the middle layer 
of TDS-ICNN. Finally, the features from different layers are 
aggregated to obtain the final RSF feature to perform tapering 
detection classification. 

The middle layer in TDS-ICNN fuses the correlated 
features from both directions. The middle layer is composed 
of 4 groups such as convolutional layer, batch normalize layer, 
activation layer, and pooling layer. The feature extracted from 
group 1 from horizontal and vertical streams is fused 
considering     convolutional kernel with stride set to  . 
The remaining three groups are utilized for the extraction of 
high-level RSF illustrations of aggregated tampering 
information. Finally, by interpolating in both directions 
backward the feature map is established. 

D. Classification 

The ICNN introduces fully-connected CNN employing 
SoftMax/Sigmoid operation. The model takes input features 
from the middle layer and performs classification based on 
probability estimates that belong to the tampered or non-
tampered group using the following equation. 

     |   
 

              (1) 

     |   
   

∑     
   

           (2) 

where Eq. (1) defines the sigmoid operation of a fully 
connected layer for performing classification of establishing 
whether an image is tampered with or not as output.  The 
parameter      |   defines the probability of whether   is 

classified into the respective group. Eq. (2) is used for 
detecting multiple tampered regions using SoftMax operation, 

where    is the fully connected layer output of the     neuron. 
The parameter      |   defines the probability of whether 

  belongs to         group. 

E. Convolution Layer 

The feature extraction done using the convolutional layer 
is as follows 

  
    ∑   

         
      

    
     (3) 

where   
   

 defines the     feature-map established inside 

        layer,   
     

 represents the     feature-map 

established inside             layer,    
   

 defines       
channel of     convolutional kernel inside         layer, and 

  
   

 represents     bias parameter of     layers, and   

represent two-dimension convolution operation. The 
convolutional layer is set to   filters with sizes of        
   and      and a stride of  . 

F. Batch Normalization 

The feature map extracted in the previous layer is 
normalized according to feature variance according to its 
distribution in the middle layer. The batch normalizer operates 
between activation and convolutional layers. The average 
between total information inside the batch is described as 
follows 

  
 

 
∑   

 
      (4) 

where   defines the average,   defines the overall size of 

the feature used, and    represents the     information used. In 

a similar, manner the difference between the total features 
inside the batch is estimated as follows 

   
 

 
∑ (    )

  
      (5) 

where    defines the difference. In this work, 
normalization is done on each feature to obtain new feature 
sets  ̂  with average initialized to   and difference initialized 

to 1 and is obtained using the following equation 

 ̂  
    

√    
   (6) 

where   defines a trivial floating-point parameter higher 
than   that is used for avoiding dividing by zero error. The 
final batch-normalized feature is expressed as follows 

     ̂      (7) 

where,   and   are the CNN extracted features, and    

defines batch normalization     output. In this work to obtain 
better features an activation function is used that is non-linear. 
The adoption of such a layer will not cause significant changes 
due to smaller fluctuations in prediction error. 

G. Activation 

In this work, the TDS is represented in the form of 
different spaces for achieving better-tampered region detection 
in multimedia forensics. The work uses TanH as an activation 
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function instead of ReLu and Sigmoid because it works well 
for features with higher differences. 

H. Pooling Layer 

The element size is reduced by down-sampling the feature 
maps and establishing the hierarchical structure by observing 
continuous features' convolutional filter. The max pooling 
kernel size is set to 3 3 and stride of   and is applied to all 
pooling layers except the 5

th
 layer of both streams for 

providing maximum parameter in each input feature-maps by 
capturing patterns on neighboring pixels. The average pooling 
is used in the last pooling layer of both streams for down-
sampling the feature maps to   to minimize the model 
parameter of fully connected CNN. The adoption of such a 
mechanism significantly aided in achieving improved 
tampered region identification and segmentation using the 
proposed methodology. 

V. EXPERIMENTAL STUDY 

In this section experiment is done to validate the 
performance of TDS-ICNN over existing tampering detection 
methodologies like copy-move forgery detection using binary 
descriptor feature (CMFD-BDF) [22], BusterNet [23], fast and 
efficient CMFD (FE-CMFD) [24], AR-Net [26], and 
STRDNet [27]. 

A. Setup and Metrics 

The TDS-ICNN model is modeled utilizing Python, C++, 
and Matlab libraries. The Intel I-7 processor with 16 GB RAM 
running with Windows 10 platform is used for conducting the 
experiments. Performance is evaluated using MICC-600, 
Coverage, and CoMoFoD dataset. The MICC-F600 dataset 
undergoes scaling and rotation post-processing tamper attacks. 
The CoMoFoD dataset undergoes compression, scaling, and 
rotation post-processing tamper attacks. The coverage dataset 
undergoes compression, scaling, and post-processing tamper 
attacks. The ROC metrics used are recall/ true positive rate 
(TPR), false positive rate (FPR), and F1-score for validating 
different tamper identification models. 

                            
  

         
     (8) 

                         
  

       
    (9) 

          
   

                 
  (10) 

         
(         )

                     
  (11) 

    

(a) original 
image 

(b) Ground Truth (c) Segmentation 
outcome 

utilizing existing 
method [28] 
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Fig. 4. Recall performance for MICC-600 dataset. 

B. MICC Dataset 

The experiment is conducted using the MICC-F600 
dataset. The tampering segmentation result utilizing TDS-
ICNN and other recent tamper identification models is 
graphically represented in Fig. 3. From Fig. 3 it is seen that 
TDS-ICNN provides improved tampering region segmentation 
outcomes when compared with existing models. Fig. 4 shows 
recall performance achieved utilizing TDS-ICNN and other 
existing tampering detection methodologies. Fig. 5 shows 
false positive rate performance achieved utilizing TDS-ICNN 
and other existing tampering detection methodologies. Fig. 6 
shows the F1-score at image level performance achieved 
utilizing TDS-ICNN and other existing tampering detection 
methodologies. Fig. 7 shows that the F1-score at pixel-level 
performance was achieved utilizing TDS-ICNN and other 
existing tampering detection methodologies. The outcome 
obtained from Table I shows that TDS-ICNN improves 
detection accuracy and reduces false positives; thus, it can be 
adapted to provide a reliable tamper identification model. 

 
Fig. 5. False positive rate for MICC-600 dataset. 
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Fig. 7. F1-Score at pixel level performance for MICC-600 dataset. 

TABLE I.  COMPARATIVE STUDY FOR MICC DATASET 

Methodology 
used 

Performance metrics 

TPR FPR 
F1-Score 

image 
F1-Score 

pixel 

CMFD-BDF 
[22] 

89.14   92.6   

FE-CMFD 
[24] 

  5.68 91.5 91.8 

TDS-ICNN 
[Proposed] 

99.1 1.4 98.6 96.5 
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Fig. 8. Tampering region segmentation outcome using coverage dataset of 

proposed tampering and existing AR-Net tampering detection method. 

C. Coverage Dataset 

Here experiment is carried out using a coverage dataset. In 
the dataset is very difficult to classify which is authenticated 
and which is tampered one. The tampering segmentation 

results utilizing TDS-ICNN and other recent tamper 
identification models are graphically represented in Fig. 8 and 
Fig. 9. The result proves improved tamper region 
segmentation outcomes utilizing TDS-ICNN concerning 
recent tamper identification models. Fig. 10 shows the 
accuracy of performance achieved utilizing TDS-ICNN and 
other existing tampering detection methodologies. Fig. 11 
shows the F1-score utilizing TDS-ICNN and other recent 
tamper identification methodologies. The outcome obtained 
from Table II shows that TDS-ICNN improves detection 
accuracy and reduce false positive and hence, it can be 
adopted to provide a reliable tamper identification model. 
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TABLE II.  COMPARATIVE STUDY FOR COVERAGE DATASET 

Methodology used 
Performance metrics 

Accuracy F1-Score 

Base [26] 0.8581   

Base-Ada-Atten [26] 0.8542   

AR-Net [26] 0.8488   

BusterNet [27]  0.464 

STRDNet [27]  0.677 

TDS-ICNN [Proposed] 0.8563 0.7456 
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The CoMoFoD dataset is utilized for studying the 
performance of TDS-ICNN with other recent tamper 
identification models. The dataset has diverse post-processing 
attacks being accrued out; thus, making it extremely 
challenging to detect tamper regions and localize them. The 
tampering segmentation result utilizing TDS-ICNN and other 
recent tamper identification models is graphically represented 
in Fig. 12. From Fig. 12 it can be stated that TDS-ICNN 
improves tamper region segmentation outcomes when 
compared with existing models. Fig. 13 shows recall 
performance achieved utilizing TDS-ICNN and other existing 
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tampering detection methodologies. Fig. 14 shows the 
precision performance achieved utilizing TDS-ICNN and 
other existing tampering detection methodologies. Fig. 15 
shows the F1-score result utilizing TDS-ICNN and other 
recent tamper identification methodologies. The outcome 
obtained in Table III shows that TDS-ICNN improves 
detection accuracy and reduces false positives; thus, can be 
adapted to provide a reliable tamper identification model. 

 
Fig. 10. Accuracy performance for coverage dataset. 

 

Fig. 11. F1-Score performance for coverage dataset. 
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Fig. 12. Tampering region segmentation outcome using CoMoFoD dataset. 
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TABLE III.  COMPARATIVE STUDY FOR COMOFOD DATASET 

Methodology 
used 

Performance metrics 

Recall Precision F1-Score 

Base [26] 0.3811 0.4768 0.4236 

Base-Ada-
Atten [26] 

0.4075 0.4661 0.4349 

AR-Net [26] 0.4655 0.5421 0.5009 

BusterNet 
[27] 

    0.493 

STRDNet 
[27] 

    0.511 

TDS-ICNN 
[Proposed] 

0.89 0.7654 0.856 

VI. CONCLUSION 

The research work has presented a technique namely TDS-
ICNN to identify whether an image is authenticated or 
tampered with. The preprocessing technique and feature 
extraction technique adopted in TDS-ICNN can retain spatial 
features concerning different patches. Alongside this, a good 
correlation exists among both horizontal and vertical curves 
through the introduction of a correlation layer. To eliminate 
spatial dependencies, the features extracted are aggregated and 
a descriptor is constructed to perform classification. The 
experiment is conducted using three datasets, such as MICC-
600, Coverage, and CoMoFoD. For the MICC dataset the 
existing methods namely CMFD-BDF attains a TPR and F1-
Score of 89.14% and 92.6%, respectively; however, the 
proposed TDS-ICNN attains a TPR and F1-score of 99.1% 
and 98.6%, respectively. For the Coverage dataset the existing 
methods namely AR-Net attain an accuracy of 84.88% and the 
proposed TDS-ICNN attains an accuracy of 85.63%, 
respectively. Similarly, the STRDNet attains an F1-score of 
67.7%, and the proposed TDS-ICNN attains an F1-Score of 
74.56%. For the CoMoFoD dataset the existing methods 
namely AR-Net attains a recall, precision, and F1-Score of 
46.55%, 54.21%, and 50.09%, respectively; however, the 
proposed TDS-ICNN attains a recall, precision, and F1-Score 
of 89.0%, 76.54%, and 85.6%, respectively. The result 
attained shows that superior performance is achieved using 
TDS-ICNN in comparison with other standard tamper 
detection methods. A good ROC performance such as TPR, 
FPR, F1-Score, and accuracy in comparison with other 
existing tamper detection methodologies is achieved. The 
significant result provides a satisfactory benchmark for using 
it for real-time tampering image circulation in social media 
platforms and WhatsApp messenger; thereby can prevent 
misleading information circulation. 

Future work would be focused on studying the model 
performance on other standard datasets like CASIA, and DO. 
The work would further investigate how the proposed model 
can be used to detect tampering in video. Further, would focus 
on developing an ensemble learning model to improve 
tampering detection accuracy with fewer false positives. 
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Abstract—Loss of life and property often occur due to natural 

disasters and other significant occurrences like earthquakes, 

which make manual damage assessment a time-consuming and 

inefficient process. In an attempt to address this challenge, 

researchers have been investigating the field of automated 

damage assessment in Remote Sensing. With time, this area of 

research has transformed from conventional machine learning 

techniques to more sophisticated deep learning techniques. The 

study puts forward the PRESSNet model as a solution for 

assessing building damage. The effectiveness of the proposed 

PRESSNet model is compared to that of a baseline model, 

PSPNet, and ResNet 50, across different types of damage. This 

study contributes by introducing the spatial attention module to 

the baseline model. The xBD Dataset was used both before and 

after the Palu earthquake disaster. The results show that 

PRESSNet performs similarly or slightly better than the baseline 

model in all damage categories. This illustrates the impressive 

ability of the proposed PRESSNet architecture to accurately 

detect and classify building damage. This research sheds light on 

the development of effective models for assessing disaster damage 

and lays the foundation for future progress in this crucial area. 

Keywords—Remote sensing; deep learning; PSPNet; ResNet; 

spatial attention 

I. INTRODUCTION 

In an era characterized by an increasing frequency of 
natural disasters, including earthquakes, floods, and hurricanes, 
which yield dire consequences, the importance of proficient 
crisis management becomes paramount. These catastrophic 
events result in not only the unfortunate loss of human lives but 
also substantial property damage [1]. Access to crucial 
information, both before and after a catastrophic event, proves 
to be of utmost importance in enhancing disaster response 
strategies and mitigating the impact on human lives and 
physical infrastructure [2]. In addition to enhancing the 
capacity for early detection and warning before the crisis 
begins, it is crucial to gather information about a disaster as 
soon as it occurs [3]. 

Assessing structural damage to buildings stands as a critical 
issue in the field of disaster response, as it has been identified 
as a prominent factor contributing to the loss of life during 
natural calamities [4]. The precise assessment of such harm is 
crucial to enhance emergency response efforts and ultimately 
preserve a greater number of lives. Recent advancements in 
remote sensing technology and the deployment of satellite 
constellations have greatly enhanced our ability to obtain high-
resolution satellite (HRS) data [5]. Integrating this wealth of 
data with machine learning (ML) and deep learning (DL) 

methodologies offers a promising approach for evaluating 
structural damage in the aftermath of a calamitous event [5]. 

Assessing structural damage to buildings stands as a critical 
issue in the field of disaster response, as it has been identified 
as a prominent factor contributing to the loss of life during 
natural calamities [4]. The precise assessment of such harm is 
crucial to enhance emergency response efforts and ultimately 
preserve a greater number of lives. Recent advancements in 
remote sensing technology and the deployment of satellite 
constellations have greatly enhanced our ability to obtain high-
resolution satellite (HRS) data. Integrating this wealth of data 
with machine learning (ML) and deep learning (DL) 
methodologies offers a promising approach for evaluating 
structural damage in the aftermath of a calamitous event [5]. 

However, recent evaluations of the PSPNet model, which 
employs ResNet 50 as its underlying framework, have 
identified shortcomings in effectively gathering and leveraging 
contextual information at various scales, particularly in the 
intricate realm of building degradation [8]. To address this 
challenge, the present study introduces the PRESSNet 
framework, which utilizes spatial attention mechanisms to 
enhance the identification and prioritization of critical regions 
inside a building that exhibit signs of structural deterioration. 
PRESSNet's performance in accurately evaluating the extent of 
building damage surpasses that of the PSPNet + ResNet-50 
model, showcasing its capacity to augment disaster response 
efforts. 

The primary objective of this study is to underscore the 
importance of spatial attention mechanisms within deep 
learning models for the purpose of disaster response. 
PRESSNet's contribution to the advancement of computer 
vision research in disaster management lies in its emphasis on 
the effective identification and classification of different levels 
of damage. This study highlights the significance of attention 
mechanisms in improving the performance of convolutional 
neural networks, thereby contributing to the development of 
more efficient disaster response systems. 

Furthermore, this study introduces the PRESSNet model as 
a solution for assessing building damage. It compares the 
effectiveness of PRESSNet to that of a baseline model, 
PSPNet, and ResNet 50, across different types of damage. The 
xBD Dataset is utilized both before and after the Palu 
earthquake disaster. The results demonstrate that PRESSNet 
performs similarly or slightly better than the baseline model in 
all damage categories. The baseline model exhibits strong 
performance with a macro-average F1 score of 89.5%, while 
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PRESSNet slightly outperforms it, achieving a macro-average 
F1 score of 90%. This illustrates the impressive ability of the 
proposed PRESSNet architecture to accurately detect and 
classify building damage. This research sheds light on the 
development of effective models for assessing disaster damage 
and lays the foundation for future progress in this crucial area. 

II. RELATED STUDIES 

A. Building Damage Assessment in High Resolution Satellite 

Imagery using Deep Learning 

The assessment of building damage using deep learning 
models, particularly convolutional neural networks (CNNs), 
has been a prominent subject of investigation within the 
domain of remote sensing utilizing satellite and aerial 
photography. The authors, Garg et al. [8], introduced a deep 
convolutional neural network (CNN) that utilizes transfer 
learning to do building damage assessment using satellite 
photos. The model underwent training by utilizing a pre-
existing VGG16 network, which was subsequently fine-tuned 
using a dataset specifically curated for earthquake-affected 
buildings. The results indicate that the suggested model had 
superior performance compared to standard machine learning 
techniques, achieving an accuracy of 87% on the test dataset. 

The authors, Hu et al. [9], introduced an innovative 
methodology that uses deep learning techniques to evaluate 
structural harm in buildings through the analysis of aerial 
photography. The employed methodology involved the 
utilization of a Siamese network architecture to conduct a 
comparative analysis of aerial photos captured before and after 
a catastrophic event. The objective was to accurately detect and 
pinpoint areas where structural damage to buildings had 
occurred. The model achieved an overall accuracy of 92.65 
percent on the test dataset. 

Using satellite data, Shah et al. [10] created a deep 
convolutional neural network (CNN) method that makes use of 
transfer learning to assess the degree of building damage. The 
model under consideration utilized a pre-existing ResNet-50 
network [11], which was subsequently refined through the 
process of fine-tuning. A dataset of buildings damaged by 
Hurricane Harvey served as the basis for this refinement. 
Waseem et al. [12] developed a system based on deep learning 
methods to assess the degree of building damage using satellite 
data. The proposed model integrates features derived from a 
pre-trained ResNet 50 network with manually engineered 
characteristics, including texture and color features. 

B. PSPNet 

The assessment of building damage holds significant 
importance in the aftermath of disasters, as it serves to guide 
relief operations, optimize resource allocation, and ascertain 
the overall consequences of both natural and human-induced 
calamities. The assessment of building damage has been 
significantly improved with the application of convolutional 
neural networks (CNNs), thanks to recent breakthroughs in 
computer vision and deep learning. The Pyramid Scene Parsing 
Network (PSPNet) is a convolutional neural network (CNN) 
architecture that has gained significant recognition due to its 
capacity to effectively capture contextual information at 
several scales. 

The Pyramid Scene Parsing Network (PSPNet) is a 
convolutional neural network that uses a pyramid pooling 
module to capture contextual information at many scales. 
Additionally, it incorporates a spatial attention module to 
enhance important features and suppress non-informative ones 
[13]. The inclusion of the pyramid pooling module in PSPNet 
facilitates the efficient extraction of features at different scales. 
This capability is crucial in accurately identifying zones of 
building damage that exhibit diverse sizes. The architecture of 
PSPNet incorporates a pyramid pooling module that effectively 
combines contextual information from multiple scales. The 
module presented in this study is designed to gather contextual 
information at many scales. This enables the model to 
effectively capture both global and local contextual 
information that is relevant for building damage assessment. 
The inclusion of the pyramid pooling module significantly 
contributes to the model's ability to effectively differentiate 
between regions that are damaged and those that are 
unaffected. 

Dilated convolutions, which are also called atrous 
convolutions, are used in the PSPNet architecture to increase 
the receptive field while keeping the spatial resolution the 
same. Dilated convolutions enable the neural network to record 
a wider contextual range by introducing gaps inside the 
convolutional kernels, thereby maintaining the integrity of 
spatial details. The PSPNet employs a fusion technique to 
effectively integrate contextual information by merging 
elements at many scales. The final segmentation map is 
generated by combining and refining the multi-scale feature 
maps from the pyramid pooling module using convolutional 
layers. 

The PSPNet model comprises three primary components, 
each serving distinct roles. By using ResNet 50 as the 
underlying framework, it is possible to create a feature map 
from an input image. The pyramid parsing module utilizes the 
feature map of the initial module, ResNet 50, to extract 
representations of four separate sub-representations. These sub-
representations are obtained using convolution operations of 
sizes 1×1, 2×2, 3×3, and 6×6. The result of the representation 
that was restored in the preceding layer is increased in size and 
combined with all of the increased representations, together 
with the characteristics that were mapped in the initial module. 
The convolutional layer utilizes a representation of the input 
image produced from the second module in order to obtain the 
final semantic segmentation results. 

The point-wise attention blinders used for the research 
conducted by Hamdi et al. [14] exhibit dissimilarities when 
compared to the blinders employed in other studies. The PSA 
module specifically instructs on the implementation of 
location- and category-sensitive masks that possess self-
adaptive capabilities. The Public Service Announcement (PSA) 
acquires the ability to gather contextual information for each 
unique point in a manner that is flexible and tailored to the 
specific needs of the user. 

The method of pooling known as shift pooling was 
introduced by Yuan et al. [15] and was implemented to 
enhance the performance of PSPNet. The repositioning of the 
pooling grid allows for the comprehensive acquisition of local 
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feature information by the pixels located at the edges and 
corners of the grid, resulting in enhanced segmentation 
outcomes. 

C. Spatial Attention Mechanism Module 

 The spatial attention mechanism (SAM) has been 
identified as a highly successful approach for evaluating 
building damage and other computer vision tasks. The Spatial 
Attention Module (SAM) is employed to consolidate 
comparable picture information and augment the network's 
capacity to depict these characteristics. The utilization of SAM 
allows the model to effectively allocate importance to 
informative traits while simultaneously suppressing non-
informative ones through the selective concentration on 
pertinent regions. This approach has been widely employed in 
several deep learning models to evaluate the extent of building 
damage. 

Chen et al. [16] introduced a novel approach for enhancing 
the precision and consistency of building damage assessment. 
Their proposed method involves utilizing a change detection 
feature extractor, which incorporates a pyramid spatial 
temporal attention module. The experiments showed that this 
module, called SAM, makes it possible for the network to 
capture similar features and highlight the unique features of 
damaged regions. 

The domain of remote sensing through satellite and aerial 
imaging has witnessed significant research activity in the realm 
of building damage assessment. Deep learning models, 
particularly convolutional neural networks (CNNs), have 
emerged as a prominent approach in this subject. The authors, 
Garg et al. [8], introduced a deep convolutional neural network 
(CNN) that utilizes transfer learning to do building damage 
assessment using satellite photos. The model underwent 
training by utilizing a pre-existing VGG16 network and 
subsequently underwent refinement through the utilization of a 
dataset consisting of buildings impacted by earthquakes. The 
results indicate that the suggested model exhibited superior 
performance compared to standard machine learning 
techniques, achieving an accuracy rate of 87% on the test 
dataset. 

Attention mechanisms are widely used in deep learning. An 
attention model was created by Mnih et al. [17] that picks a 
number of regions or sites for processing in an adaptive 
manner. Multiple attention masks were found by Chen et al. 
[18] to combine feature maps or forecasts from many branches. 
Pre- and Post-Disaster Imagery were recovered from a single 
model with the same weight in investigations conducted by 
Weber et al. [19], and the output features were layered 
(concatenated) to derive features between pre and post. 

A self-attention machine translation model was developed 
by Vaswani et al. [20]. The correlation matrix between each 
spatial location in the feature map was calculated by Wang et 
al. [21] to identify attention masks. Zhao et al.'s [22] point-wise 
spatial attention network (PSANet) was suggested as a way to 
relax the local neighborhood constraint. A self-adaptively 
learnt attention mask connects each location on the feature map 
to every other location. Additionally, scene understanding is 
allowed through bidirectional information propagation. The 

forecast of the current position can be aided by knowledge 
from previous positions, and the prediction of other positions 
can benefit from information from the current one. 

III. RESEARCH METHODOLOGY 

A. Dataset 

The applied dataset is the 2018 Palu earthquake from the 
Tier 1 XBD dataset (https://xview2.org). Fig. 1. shows the map 
of Palu.  No damage, minor damage, major damage, and 
destroyed are the four levels of damage. Pre- and post-disaster 
dataset images are distributed as follows: 80% to the training 
dataset and 20% to the test dataset. 

B. Data Preprocessing 

The original dimension of the Palu dataset was 128 x 128 
pixels, which has been reduced to 64 x 64. No Damage and 
Destroyed are the two classes or levels within this research. 
Pre- and post-disaster images for the Train Dataset increased 
from 54 to 3264. Pre and Post Images increased from 15 
Images (1024x1024) to 1024 Images (256x256) in the test 
dataset. The training dataset is composed of 70% Training data 
and 30% Validation data. The training dataset is then rotated 
by 30 degrees to generate a new patch. The Steps per Epoch 
used for this research are 16000 for Training and 5000 for 
validation. 

The training dataset was used to optimize the neural 
network, whereas the validation dataset was used to evaluate 
the network's training efficacy. Using the evaluation dataset, 
the effectiveness of the optimized neural network was 
determined. The validation and training images were read into 
(256, 256, 4) arrays of the form. The labels were interpreted as 
an array of shapes (256, 256, 1), with the values 1 or 0 
indicating whether the item is damaged or not. 

 
Fig. 1. Palu earthquake, 2018. 

C. Proposed Method 

This study proposed the model PRESS-Net, which consists 
of the single segmentation model PSPNet[10] using 
ResNet[12] as a with different backbone using ResNet 50 and 
ResNet 101 with Hyperparameter Tuning and Spatial Attention 
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Module [23] to learn which feature and where the location of 
feature is important to be selected. 

 
Fig. 2. Spatial attention module architecture. 

The spatial attention map is generated by applying the 
interspatial relationship between features. When compared to 
channel attention, the spatial attention module architecture (see 
Fig. 2) emphasizes "where" as an additional information 
component. We first use average-pooling and max-pooling 
operations along the channel axis to compute spatial attention, 
and we then concatenate the results to provide an efficient 
feature descriptor. It has been proven that aggregating 
procedures applied along the channel axis can effectively 
highlight informative regions. We apply a convolution layer to 
the concatenated feature descriptor to generate a spatial 
attention map   ( )   

      that encodes where to highlight 
or suppress. 

The computation for spatial attention is as follows: 

  ( )   ( 
    ([       ( )        ( )]))  

  (     ([    
        

 ])) 

 Where   denotes the sigmoid function and       
represents a convolution operation with the filter size of 
7 × 7 [23]. 

Algorithm 1: Pseudocode for building segmentation using CNNs 

Inputs: xBD Dataset  

Output: Segmented building damage 

1. Start: 

2.    Load and preprocess the xBD Dataset 

3.    Apply noise removal to the Palu dataset 

4.    Initialize training loop counter i = 1 

5.    Set maximum training loops as MAX_LOOPS 

6.    Do while i <= MAX_LOOPS: 

7.    # Training Data Augmentation 

8.         Augment training data and masks 

9.    # Split dataset into training and validation sets 

10.         Split Augmented Data into X_train, X_val and Augmented 

Masks into y_train, y_val 

11.    # Create the PSPNet model with ResNet-50 backbone and spatial 

attention 

12.         pspnet_model = create_pspnet(input_shape, num_classes) 

13.     # Train the model 

14.         Train pspnet_model on X_train and y_train for a specified 

number of epochs 

15.     # Evaluate the model's performance on validation set 

16.         Evaluate pspnet_model on X_val and y_val to get validation 

loss and accuracy 

17.     # Print evaluation results (optional) 

18.         Print "Validation Loss:", validation_loss 

19.         Print "Validation Accuracy:", validation_accuracy 

20.     # Save the trained model (optional) 

21.         Save pspnet_model to disk with a suitable filename 

22.     # Increment training loop counter 

23.          Increment i 

24.   End do while 

25. End 

 The process begins by loading a dataset called xBD, 
containing images of building damage. These images 
are prepared for analysis by removing any distracting 
noise from them, which helps the algorithm focus on 
the key information. To train an accurate model, a 
training loop is set up. A loop counter named 'i' starts at 
1, and a maximum number of loops (MAX_LOOPS) is 
predetermined to manage the training process. Inside 
the loop, data augmentation is applied to the training 
images and their corresponding masks. 

 This augmentation involves making small changes to 
the images, like flipping or rotating, to create a more 
varied dataset. This diversity helps the model learn 
better. The augmented data is divided into two parts: 
one for training (X_train and y_train) and another for 
validation (X_val and y_val). This separation helps 
evaluate how well the model performs on new, unseen 
data. Within the loop, a specialized model called 
PSPNet is constructed. It's designed to understand and 
segment building damage. 

 This model uses a ResNet-50 backbone, which helps 
identify important features, and a spatial attention 
module to focus on critical parts of the image. The 
PSPNet model is trained using augmented training data. 
It learns from the images and their associated masks 
that indicate where building damage is present. This 
training process continues for a set number of cycles, 
improving the model's accuracy with each iteration. 
After training, the model's performance is tested on the 
validation dataset. This helps measure how well the 
model has learned to identify building damage. The 
results, such as validation loss and accuracy, can be 
printed out to assess the model's progress. If desired, the 
trained PSPNet model can be saved to the computer's 
storage. This way, the model can be reused later 
without needing to go through the training process 
again. The loop repeats as long as the loop counter 'i' is 
within the set maximum number of loops 
(MAX_LOOPS). In each loop, the model's 
understanding of building damage is refined, leading to 
better performance. 

 Once the desired number of loops is completed, the 
algorithm finishes its execution. This systematic 
approach helps create a reliable model for segmenting 
building damage from images, contributing to more 
accurate and efficient analyses. 

 PRESSNet is a deep learning model that incorporates 
the PSPNet model, ResNet 50 architecture, and a spatial 
attention mechanism to improve image segmentation 
performance. The evaluation metrics for this research 
will be the macro-average F1 Score, which will be used 
to compare the baseline model and the proposed model. 
The architecture can be seen in Fig. 3. 

 The ResNet 50 backbone functions as the network's 
foundation. Multiple residual blocks are layered to 
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create a deep convolutional neural network. Each 
residual block is comprised of multiple convolutional 
layers, enabling the network to learn increasingly 
complex characteristics. 

The skip connections in the residual blocks permit gradient 
flow during training, thereby resolving the vanishing gradient 
problem and enhancing the network's capacity to acquire 
meaningful representations. The ResNet 50 backbone analyzes 
the input image and extracts multiple levels of hierarchical 
features, capturing both low-level details and high-level 
semantic information. The PSPNet (Pyramid Scene Parsing 
Network) module is incorporated into the architecture to 
collect contextual data at multiple scales. 

The module operates on the ResNet 50 backbone's 
generated feature maps. It utilizes a pyramid pooling 
mechanism to combine spatially distinct features. Pyramid 
pooling is accomplished by dividing the feature maps into 
multiple regions of differing sizes and then performing pooling 
operations (such as average pooling) within each region. By 
combining features at various dimensions, the PSPNet module 
captures both local details and global context, giving the 
network a comprehensive understanding of the image. 

 

Fig. 3. The PRESSNet architecture. 

The spatial attention mechanism is implemented to 
selectively highlight informative image regions. It improves 
the network's discriminative ability by focusing on pertinent 
features and suppressing irrelevant or chaotic regions. 
Indicating the significance of each location, the mechanism 
allocates attention weights to various spatial locations in the 
feature maps. 

During the training process, these attention weights are 
learned, allowing the network to automatically attend to 
informative regions. The spatial attention mechanism helps the 
network make more accurate predictions and improves its 
overall performance by focusing on pertinent features. The 
ResNet-50 backbone in the PRESSNet architecture extracts 
complex image features. The PSPNet module then processes 
these features to capture contextual information at multiple 
scales. Lastly, the spatial attention mechanism selectively 
accentuates significant regions, thereby enhancing the 
network's capacity to concentrate on pertinent features. 

By integrating these elements, the architecture is able to 
effectively capture both local and global context, extract high-
level characteristics, and selectively focus on informative 
regions. This improves the performance of various image 
comprehension tasks, such as semantic segmentation, where 
precise object boundary delineation and accurate pixel-level 
predictions are essential. 

IV. RESULT AND DISCUSSION 

PRESSNet made use of the Palu earthquake disaster 
dataset, which it acquired from the xBD dataset. The proposed 
method, which is called "PRESSNet," combines the 
effectiveness of the PSPNet model with the architecture of 
"ResNet-50" and adds a "spatial attention" mechanism to get 
great results in tasks that have to do with understanding 
pictures. The ResNet-50 architecture is part of the PRESSNet 
framework. It uses deep residual blocks to collect high-level 
features and get discriminative representations in a way that 
uses few resources. The PSPNet model improves network 
performance by incorporating a pyramid pooling module that 
effectively combines contextual information from several 
dimensions. This enables the model to capture both local and 
global context, leading to enhanced performance. Furthermore, 
the integration of a spatial attention mechanism into PRESS-
Net enables the network to prioritize informative regions 
within the input image. This capability allows the network to 
concentrate on pertinent characteristics while effectively 
reducing the impact of noise and distractions. Through the 
integration of several components, the suggested PRESS-Net 
exhibits remarkable performance in the field of image analysis, 
showcasing the efficacy of including the PSPNet model 
alongside ResNet-50 and spatial attention mechanisms for the 
purpose of enhancing image processing tasks. The test results 
are displayed in Table I. 

The assessment of various damage classes was conducted 
using three models: the baseline model (PSPNet+ResNet50), 
PRESSNet, and the PSPNet + ResNet 101 + Spatial Attention 
model. The evaluation revealed that the baseline model 
achieved an F1 score of 98.6% for the "Background" class. 
PRESSNet demonstrated a little superior performance 
compared to the base model, as seen by its F1 score of 98.62%. 
The F1 score achieved by the enhanced model 
PSPNet+ResNet101+spatial attention was 94.3%. The baseline 
model attained an F1 score of 88.6% for the "No Damage" 
category. The performance of PRESSNet was somewhat 
inferior to that of F1, as evidenced by its score of 88.2%. 

The combination of PSPNet, ResNet 101, and spatial 
attention achieved a notable F1 score of 75.1%. The baseline 
model obtained an F1 score of 81.2% in the "Destroyed" class. 
The performance of PRESSNet showed a slight superiority 
compared to F1, as substantiated by its score of 82.4%. The 
PSPNet+ResNet101+spatial attention model had a significantly 
diminished performance, as evidenced by an F1 score of 
28.3%. The observed substantial decrease in the F1 score 
pertaining to the "Destroyed" class, resulting from the 
utilization of an alternative backbone 
(PSPNet+ResNet101+spatial attention) in comparison to the 
baseline model (PSPNet+ResNet50) and PRESSNet, raises the 
inquiry regarding the underlying reasons for the drop in 
performance. 

Several factors may have contributed to this performance 
loss that the PSPNet+ResNet101+Spatial Attention model is 
more complicated than the base model. It includes a more 
advanced ResNet architecture (ResNet 101) and spatial 
attention. It may have been more difficult to learn effective 
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representations for the “Destroyed” class due to the increased 
model complexity, resulting in a lower F1 score. 

If the “Destroyed” class is not adequately represented in the 
training data, the model may struggle to acquire meaningful 
patterns for this class. Insufficient data can result in inaccurate 
generalizations and diminished performance, especially when 
dealing with uncommon or underrepresented groups. 

Imbalance in Class Distribution: If the dataset is 
imbalanced, i.e., there is a significant difference in the number 
of samples between classes, the model’s performance may be 
negatively impacted. If the “Destroyed” class is 
underrepresented relative to other classes, the model may not 
have had sufficient exposure to acquire its unique 
characteristics, resulting in a lower F1 score. 

To resolve the low F1 score for the “Destroyed” class in the 
improved model, it may be advantageous to investigate and 
analyze the specific difficulties and constraints posed by this 
class in greater depth. Obtaining more representative training 
data, meticulously balancing the class distribution, and refining 
the model architecture and hyperparameters could be potential 
solutions for improving the model’s performance on the 
“Destroyed” class. 

The baseline model (PSPNet+ResNet50) received an F1 
score of 89.5% based on the macro-average F1 scores, which 
provide a comprehensive performance measurement. With an 
F1 score of 89.7%, PRESSNet outperformed the baseline 
model by a small margin. The performance of the improved 
model, PSPNet+ResNet101+spatial attention, was 66% on the 
F1 scale. 

Fig. 4 shows the result between the baseline model, 
PRESS-Net, and PSPNet + ResNet 101 + Spatial Attention. In 
general, PRESSNet performs comparably or slightly better 
than the baseline model (PSPNet+ResNet50) across all damage 
classes. However, the model that used ResNet 101 backbone 
did not improve performance across all classes, with the 
"Destroyed" class experiencing a significant performance 
decline. 

It is essential to observe that these results are dependent on 
the evaluation metrics and data set employed. To comprehend 
the factors contributing to the performance disparities between 
models, additional analysis and investigation are required. 

TABLE I.  THE TEST RESULT 

Class 

Deep Learning Model 

Baseline 

Model 

(PSPNet + 

ResNet 50) 

PSPNet + 

Resnet 50 + 

Spatial Attention 

PSPNet + Resnet 

101 + Spatial 

Attention 

F1 

Background 
(Class 0) 

0.986 0.986 0.943 

F1  

No Damage 
(Class 1) 

0.886 0.882 0.751 

F1  

Destroyed 
(Class 2) 

0.812 0.824 0.280 

Macro 

Average F1 
0.895 0.900 0.659 

      
      (a) Pre-Disaster Image   (b) Post-Disaster Image      (c) Ground Truth 

  
 (d) Baseline Model (PSPNet + ResNet 50)          (e) PRESS-Net  

 
(f) PSP-Net +ResNet 101 +Spatial Attention 

Fig. 4. The test result. 

V. CONCLUSION 

This paper presents the PRESS-Net methodology for 
developing semantic segmentation models, with a particular 
focus on leveraging the Palu earthquake disaster dataset 
obtained from the xBD dataset. The PRESS-Net model 
achieved remarkable results in the field of image understanding 
by combining the beneficial aspects of the PSPNet model with 
the ResNet-50 architecture while also incorporating a spatial 
attention mechanism. The examined technique has 
demonstrated enhanced performance in comparison to the 
baseline model (PSPNet+ResNet50), particularly in its capacity 
to capture both local and global context information. 

Upon conducting a comparative analysis of different 
versions of the model, this research has come across surprising 
findings. The baseline model (PSPNet+ResNet50) 
demonstrated commendable performance, achieving an F1 
Score of 89.5%. The percentage was elevated to 89.7% as a 
result of the intervention of PRESS-Net. The F1 Score of the 
more intricate model, which combines PSPNet, ResNet101, 
and spatial attention, experienced a decrease to 66.0%. This 
decrease was particularly notable in the "Destroyed" category. 
The potential cause for this reduction could be attributed to the 
model's excessive complexity or the inadequate availability of 
suitable instances for learning. In order to tackle this matter, 
the research proposes the acquisition of more photos that 
portray scenes of destruction, ensuring a balanced distribution 
of image categories, and making modifications to the structure 
of the model. 

In the future, there are several exciting research 
possibilities for improving building damage assessment. One 
option is to explore different types of deep learning models that 
might be better at recognizing structural damage. This could 
involve trying out various model designs or new methods in 
deep learning. Using larger and more diverse datasets can also 
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help the model work better in different situations. These 
datasets should cover a wide range of disasters and locations. 
To truly understand how well the model works in the real 
world, we need to test it with actual aerial and satellite images. 
Additionally, ongoing efforts to improve the model, like 
transfer learning or fine-tuning, can make a big difference 
when working with larger datasets. We should also consider 
adding more types of data, like weather or location 
information, to make the predictions more accurate. Lastly, we 
should validate the model's results in real-life situations to 
ensure it works effectively in disaster management. These 
suggestions are intended to guide future research in making 
deep learning models for building damage assessment more 
effective and reliable. 
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Abstract—The challenge of how to further improve the 

accuracy of the system's recommendations in a data-limited 

environment is crucial as the use of group intelligence 

recommendation systems in everyday life increases. Through the 

fusion of different types of auxiliary information, this study 

develops a multi-feature fusion model based on the conventional 

recommendation model by introducing knowledge graphs. It also 

considers the homogeneity of push results caused by graph 

convolutional network smoothing when using knowledge graphs, 

and designs a fusion label propagation algorithm and graph 

convolution. The multi-feature fusion model had a maximum hit 

rate of over 80% and a normalised discount gain of up to 43% 

running time much lower than the conventional graph 

convolution recommendation model in the representation 

dimension interval [2, 32], while the fusion label propagation 

algorithm and graph convolution network model maintained a 

hit rate and normalised discount gain higher than the 

conventional model by 2 to 1 under 10 consecutive epochs. With a 

hit rate and normalised discount gain 2 to 10 percentage points 

higher than the conventional model, the coverage rate increased 

to 49.8%. This study is useful for research on group intelligence 

recommendation systems and can serve as a technical guide for 

improving the ability of group intelligence systems to make 

recommendations quickly. 

Keywords—Knowledge graphs; recommendation system; graph 

convolutional networks; label propagation algorithms 

I. INTRODUCTION 

Group Intelligence Recommendation (GIR) System 
research is expanding along with the field of group 
intelligence technology. The common GIR systems predict the 
user's past choice data using neural network-like algorithms to 
create suggestions [1]. There is a pressing need to lessen the 
reliance of the recommendation model (RM) on users' 
previous data as standard recommendation systems have a 
tendency to produce highly biassed outcomes when data 
information is limited [2]. Since in the actual recommendation 
process, in addition to information about the interaction 
between users and items, there is also information about user 
profiles, items, some relevant environmental conditions, etc., 
knowledge graphs (KGs) containing a wide variety of 
information data have been noticed. Multiple pieces of 
information can be combined thanks to the properties of KGs, 
which also improve the scalability of the recommendation 
system (RS) [3]. This is because, as a directed heterogeneous 

graph, KG uses edges to represent relationships between 
entities and nodes to represent entities that can represent both 
users and items. As a result, interactions between users and 
other users as well as interactions between users and items can 
be fused into the graph as auxiliary information, which can be 
used to make up for the information deficit brought on by a 
data-scarce environment [4]. In general, conventional 
suggestion models possess certain limitations whereby they 
may encounter the issue of data sparsity. This refers to a 
scenario in which there is minimal interaction data between 
users and items. As a result, the accurate modelling of the 
relationship between users and items is challenging and may 
impede the correctness and customisation of suggestion 
outcomes. When the recommendation system begins operating, 
it lacks adequate user behavior data or item attribute 
information, over-relies on users' historical behavior data, and 
disregards their present interests and requirements. Therefore, 
it struggles to offer dependable personalized recommendations 
for new users or items. To design a multi-feature fusion model 
based on the traditional RM, this study attempts to improve 
the traditional RM. It also attempts to introduce KG while 
taking into account the problems with graph convolutional 
smoothing and homogenization of recommendation results 
that are easily encountered when applying KG. Finally, it 
attempts to introduce Label propagation algorithms (LPA) to 
Graph convolutional networks (GCN) in order to further 
optimise the multi-feature model. This research content has 
the potential to advance the field of recommendation systems 
and enhance the quality of recommendation services for 
practical applications. 

The study is broken up into six sections: The second 
section gives a summary of the most recent research findings; 
the third section describes the study's methodology and design 
elements; the fourth section presents the experimental findings 
and an analysis based on those findings; and the fifth section 
summarises the study's findings and the prospect is given in 
sixth section. 

II. RELATED WORKS 

People use GIR systems frequently, and with the growth of 
the web sector, customised RS has become increasingly 
important. According to Zhan et al, current recommendation 
models (RMs) primarily consider item compatibility 
modelling and do not consider user profiles, resulting in a 
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system where knowledge is pushed in a one-dimensional way 
without linking to user preferences. By adding attention to 
attribute-aware KG, Zhan et al. subsequently created an 
association between users and things, and created 
user-relationship-aware attention layers and goal-aware 
attention layers to capture user preferences. The results 
demonstrate the superiority of the model over other models for 
capturing user preferences [5]. Although Chen et al. argue that 
the current usage of GCNRM typically involves recursive 
aggregation with neighbouring nodes and their subsets, there 
is uncertainty in determining whether said neighbours can 
provide vital information after graph convolution. The 
introduction of KG in GCNRM is indeed beneficial in 
handling diverse multi-information tasks. Chen et al. proposed 
the Neighbour Enhanced Graph Convolutional Network 
(NEGCN) to enhance graph refinement process based on 
GCNRM and designed the neighbour evaluation method for 
critical information assessment. NEGCN demonstrated 
significantly improved model performance compared to the 
traditional graph convolutional RM [6]. Jiang et al. claim that 
the current RS approach to information exploitation is still 
limited and often only considers neighbourhood-specific 
information. To improve the conventional RS recommendation 
model, Jiang et al. propose a social aggregation neural 
network model based on attention mechanisms (AM). The 
model enables optimal user model embedding by propagating 
global social influence and capturing heterogeneous influences 
through AM. According to the results, using multi-layered 
perception to simulate the interaction between users and things 
is more flexible and successful than using conventional linear 
interaction algorithms to produce recommendation results [7]. 

Sang proposes a new knowledge graph-enhanced neural 
collaborative RM that can operate on information aggregation 
from multi-hop neighbours, and can use AM to grade the 
importance of relationships, as well as to model users and 
items in the embedding by modelling them in the embedding 
dimensional connections. On the other hand, the use of KGs in 
RM has always been hampered by the difficulty of modelling 
higher-order connectivity in large KGs using traditional 
models. The results showed that the model somewhat reduced 
the challenge of applying KG to RM [8]. Zhang et al. 
proposed a new knowledge-aware representation of the Graph 
Convolutional Recommendation Network model, arguing that 
in real recommendation environments, data is often sparsely 
distributed and the use of neighbourhood information alone is 
not sufficient to support accurate recommendation prediction 
results. The model can fuse item information through the 
propagation of links between nearby nodes in the KG and 
quickly capture correlations between people and items. This 
allows the model to predict likely user choices over time. This 
model, which creates user profiles by establishing 
neighbourhood associations between people and user objects 
by sorting features with high similarity between different users, 
has been shown to significantly outperform classical RM on a 
large dataset [9]. Graph neural networks, on the other hand, 
are favourable in dealing with complicated transitions between 
entity interactions in the environment of limited information 
input, according to Gwadabe et al. As a result, Gwadabe et al. 
proposed a graph neural network-based RM that may use 
graph neural networks to learn the ordered interactions first, 

followed by the unordered interactions, in the current session. 
Numerous studies have revealed that this model performs 
noticeably better than other models in addressing 
unpredictable user behaviour in a data-limited environment 
[10]. 

In summary, experts have studied both the improvement of 
conventional RM and the implementation of KG, but have 
focused on optimising RM to increase the accuracy of push 
results to users, relying on the substantial information 
compensation found in KG itself. In reality, another problem 
with KG in RM is that a significant proportion of graph nodes 
are susceptible to convolutional smoothing, which can lead to 
homogenization of push results. It is still important to conduct 
research on how to use the entities' own information as much 
as possible in a data coefficient environment, and how to solve 
problems with the use of KG. 

III. DESIGN OF THE GIR MODEL FOR THE INTEGRATION OF 

KG 

The principle of traditional RM is to get user behaviour 
prediction by analysing historical data of users, but the results 
derived from this model will be more deviant in a data sparse 
environment, so KG, which can fuse various kinds of auxiliary 
information, needs to be introduced to make up for the lack of 
interaction information. However, the KG itself is large in 
scale and is prone to the problem of excessive smoothing of a 
large number of graph nodes in the GCN, which can lead to 
homogenisation of the model's recommendations to users [11]. 
To address these problems, a multi-feature fusion model based 
on KG and AM and a model that fuses LPA and GCN are 
proposed. 

A. Design of KGARA Model for Multi-Feature Fusion based 

on KG and AM 

To address the limitations imposed on RM by data sparse 
environments, this research proposes the KGARA model. The 
core principle of this model is to incorporate 
relationship-aware structures to enrich the preference 
relationships between users and objects, and users and users. 
Based on joint AM, the model uses KG to fuse adjacent 
objects with different relationship types to obtain rich feature 
information. A graphical neural network is also used as a deep 
learning algorithm in RS. 

The semantic information is first modelled using the 
representation-based KG recommendation algorithm, which 
vector embeds the input user features to obtain the initial 
representation, and then uses AM to complete the portrayal of 
user preferences. In this process, the representation is 
generated by the KG encoding operation on its entity, which 
requires the use of Knowledge Graph Embedding (KGE) [12]. 
KG, the interaction matrix of the relationship between the user 
and the item, and other information are fused to generate the 
user representation u , and the item representation v , and 
then they are inner-producted to obtain the probability of the 
user choosing the item, which is described by (1) is described. 

T

uv
y u v


     (1) 
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T  in (1) denotes the inner product operation and uv
y


 is 
the user selection probability. Fig. 1 shows the structure of the 
model. From left to right, the first layer is an embedding 
vector layer, from which the unique hot codes of user, 
relationship and item are input and formed into an initial 
representation by vector embedding operation; then the 
unweighted KG formed by the initial representation is 

transformed into a weighted KG by the attention layer and 
stored in the adjacency matrix; the next layer is the feature 
propagation layer, where the item representation is trained by 
GCN and fused with the domain representation using an 
aggregator; finally, the probability of the user selecting the 
item is obtained by inner product operation on the obtained 

item representation ve . 
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Fig. 1. Structure of the KGARA model.

In the relational attention network layer, the degree of 
importance between the relational representation and the user 
representation is obtained by doing an inner product operation 
on the two, described by (2). 

r T

u u rc e e     (2) 

where re  is the relational representation, ue  is the user 
representation and T  denotes the inner product operation 
done on both. However, in the initial KG the edges can only 
describe the relationship but not the weight values, so the 
initial unweighted KG needs to be transformed into a 
weighted graph by (3). 

1, If  interact

0, If  do not int a

,

er c, t
uvy

u v

u v





;

;
  (3) 

uvy  in (3) is a parameter in the user-item interaction 
matrix. The adjacency matrix resulting from the 

transformation into a weighted graph is denoted uA  and the 

relationship weights of entity i  and entity j  in row i  and 

column j  of this matrix are expressed in (4). 

,, i jri j

u uA c     (4) 

,i jr

uc  in (4) represents the entity relationships in the 
unweighted graph. Since the weighted graph itself can lead to 
an excessive computational burden, the KGARA model 
prioritises the nodes by attention weight values, which in turn 
yields the important nodes. The important nodes are weighted 
and summed by (5), which in turn gives the target entity 
representation. 

( )

( )

r
u

uN v

N v

e c e






     (5) 

The set of target node v  and neighbouring nodes in 

equation (5) is denoted by ( )N v ,   is a parameter taken 
from this set, and the normalised relational attention score is 

r

uc


. This indicates that nodes with a high relational attention 
score will be filtered out, as defined by (6) for them. 

( )

exp( )

exp( )

rr

u
u

r

u

e N v

c
c

c








    (6) 

Next, at the feature propagation layer, the relational 
attention information is fused on the basis of the obtained 
weighted graph, and after all the rows in the matrix have been 
calculated, the individual entity representations are obtained, 
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denoted as kh . The process is represented by equation (7). 
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  (7) 

In (7), the representation matrix in row k  is represented 

by uA , kW  is the parameter matrix in row k , and   is the 
activation function. where there is a logarithmic matrix 

relationship between 

1

2
uD


 and uA , described by (8). 

ii ij

u j uD A     (8) 

The item representation and the domain representation are 

aggregated by (8) to obtain the final item representation ve . 
The final step of the model performs an inner product 
operation on the user representation and the item 
representation obtained from (8) to finally arrive at a 
probability value for that user to accept the recommended item, 
a process described by (9). 

T

uv u vy e e


     (9) 

B. Design of A GCNLP Model Incorporating LPA and GCN 

When applied to RM, the KG technique is computationally 
intensive due to the presence of tens of billions of edges and 
billions of nodes [13]. In GCNs, the large number of nodes 
can also cause the problem of smooth graph convolution and 
thus homogeneous recommendation results [14]. Therefore, in 
this study, the KGARA model is used to adjust the weight 
value of the edges of the GCN, and the attention network is 
used to filter the user's maximum weight on the items. 

The structure of the GCNLP model is shown in Fig. 2. The 
structure of the feature propagation layer is improved from the 
structure of the KGARA model in Fig. 1, and the rest of the 

embedding vector layer, attention layer, and prediction output 
layer are structured in the same way as the KGARA model. In 
the improved feature propagation layer, GCN operates on 
neighbouring nodes to derive item representations, while LPA 
is introduced to adjust the weight values for graph edges. 

Specifically in the representation propagation layer, the 
model uses the GCN to make basic predictions and then uses 
the LPA to assist in adjusting the edge weights. As a 
multilayer feedforward neural network, the GCN is able to 
perform transformation and propagation operations on nodes 
in the graph, as described by (10). 

( 1) 1 ( )( )k k kP D AP W     (10) 

In (9),   is the activation function,   is the parameter 

matrix of layer k , and the resulting 
( 1)kP 

 is the node 

representation of layer k . Present at nodes   and jv , the 

GCN to iv  update process is described by (11). 

( 1) ( ) ( )

( )

( )
j i

k k k

i ij j

v N v

P p W 



    (11) 

In (11), 
( )k

jp  is the k th level node representation of the 

target node, ij  is the value of the i th row and j th column 
in the adjacency matrix, i.e. the weight value between nodes, 

and the i th node in the set of neighbours is represented by 

( )iN v ,. After the domain nodes of the target node are 
aggregated to obtain the domain representation of the target 
node, they are then transformed into the next-order 

representation 
( 1)k

iP 

 of the target node, and (12) and 
Equation (13) provide a description of these two steps. 
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(13) is domain representation. 

( 1) ( ) ( )( )k k k

i iP s W     (13) 
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Fig. 2. GCNLP model structure.
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The distance between iv  and jv  is defined as 
( )( )kQ p , 

and the distance between its domain representation is  and 

js  is defined as 
( )( )kQ s . After the aggregation operation on 

nodes iv  and jv , 
( )( )kQ s  will be smaller than 

( )( )kQ p  
and similar nodes will be grouped into the same class, i.e. in 
the GCNLP model GCN places items of user attention in the 
same class to improve recommendation performance. 

The propagation process of LPA at each level, i.e. 
according to the normalised edge weights, all nodes are 
subjected to label propagation by their neighbouring nodes 
and all nodes that already have labels are subjected to an 
initialisation operation by themselves to prevent the labels 
from disappearing [15]. The simulated label propagation 
process is shown in Fig. 3, assuming that the propagation 
process is performed only three times, with the goal of 
propagating from node a to node b. Red dots indicate with 
labels and colourless dots indicate without labels. In the first 

execution (green line), node a passes the label to its 
neighbours node 3 and node 1, but node 1 already has a label, 
so the propagation path is inaccessible; in the second 
execution, node 3, which has already been propagated with a 
label, passes the label to its neighbours node b and node 4 
(yellow line) and the first execution is completed, so node a 
initialises and propagates the label again (purple line); in the 
third execution, the nodes that already had labels in the 
previous execution also perform the initialization operation 
and continue to propagate the labels (blue line). Finally, the 
LPA must find all paths from node a to node b that are no 
longer than 3, as expressed by (14). 

( )

i ij j

j N i

x a x 



     (14) 

In (13), ix

 denotes the node in the label matrix, ix

 is 

the value of column j  of row i  in the adjacency matrix, 

and ( )N i  is the set of neighbours of the node. 
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Fig. 3. Label propagation process.

The evaluation indicators introduced in this study were Hit 
Rate (HR), Normalized Discounted Cumulative Gain (NDCG) 
and Coverage, described by (15), (16) and (17) [16]. 

@
@

Number of Hits N
HR N

GT
   (15) 

@Number of Hits N  in equation (15) is the number of 
positive samples in the item sorting list in the recommendation 

task, and GT  is the number of total samples in the test set. 

@

@
u

u U

NDCG N

NDCG N
U




  (16) 

Where U  represents the number of users and 

@u

u U

NDCG N



 is the process of accumulating the 

normalised discounted gain in the test, resulting in a mean 

value of @NDCG N  [17]. 

( )
@

u UU R u
Coverage N

I


   (17) 

In equation (17) I  is the set of items, U  is the set of 
users, and RS is the list of items recommended by users 

denoted by ( )R u . 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

Performance testing experiments on the proposed KGARA 
model and the GCNLP model are conducted in the 
Book-Crossing environment, a book dataset, Movielens-1M, a 
film dataset, and Last FM, a music dataset [18]. For the model, 
the higher the value of HR and NDCG, the higher the quality. 
The Generalised Matrix Factorisation (GMF), Neural Matrix 
Factorisation (NeuMF) and Long Short-Term Memory 
R-GCN (LRGCN) were selected for the KGARA performance 
detection experiments [19]; the LRGCN, Ripple Net and 
Neural Graph Collaborative Filtering (NGCF) were selected 
for the GCNLP performance testing experiments [20]. An 
early termination strategy is implemented if HR@20 and 
NDCG@20 do not increase for 20 consecutive epochs on the 
test set, where an epoch is the process of training once using 
all samples in the training set. 

A. Experimental Results and Analysis of the KGARA Model 

First, parametric experiments were conducted to explore 
the effect of different representational dimensions on the 
model, followed by a comparison of the effect of the data 
sparse environment on the model performance. The parameter 
settings for the datasets in the experiments are given in 
Table I. 
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TABLE I. DATASET PARAMETER SETTINGS 

Aggregator BI-Interaction 

Data set 

Configured parameters 
Learning rate Batch size Number of neighbors Jump count 

Book-Crossing 0.0002 32 8 1 

Movielens-1M 0.02 2048 4 2 

LastFM 0.0004 128 8 1 

Fig. 4 shows the hit rate variation of the GMF, NeuMF, 
LRGCN and KGARA models on the three datasets under the 
representation dimension interval [2,32]. As can be seen from 
the figure, the overall hit rate of each model tends to increase 
as the representation dimension increases. However, compared 
to the Book-Crossing dataset and the Movielens-1M dataset, 
the increase for all models on the LastFM dataset varies 
between 1 and 3 percentage points, due to the fact that this 
dataset is less informative and can perform almost with 
sufficient information at lower representation dimensions. And 
in each dataset, compared to other models, the hit rate of 
KGARA proposed in this study is on average the highest, up 
to over 80% in the Movielens-1M dataset, which is on average 
5 to 10 percentage points higher than the traditional graph 
neural network-based GMF and NeuMF; but in the 
Book-Crossing dataset, the average hit rate of LRGCN is 

slightly higher than that of KGARA, which is also due to the 
simpler structural design of LRGCN than KGARA. 

Fig. 5 shows the changes in the normalised discount gain 
of the GMF, NeuMF, LRGCN and KGARA models as the 
representation dimension increases on the three datasets. As 
can be seen in Fig. 5, the NDCG values of all models increase 
as the representation dimension increases, and although the 
increase in the NDCG metric is smaller, KGARA performs 
best when comparing both the initial NDCG values and the 
NDCG values at representation dimension 32: the initial 
NDCG value on the Movielens-1M dataset is around 42%, and 
as the representation dimension increases to 32, its NDCG 
value reaches around 43%. The average NDCG values of the 
KGARA model are much higher than those of the traditional 
graph convolution models GMF and NeuMF, ranging from 4 
to 10 percentage points higher on average. 

(a) The change in hit rate of different 

models in the Book-Crossing dataset

(b) The change in hit rate of different 

models in the Movielens-1M dataset

(c) The change in hit rate of different 

models in the LastFM dataset
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Fig. 4. Changes in hit rates of various models on different datasets. 
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Fig. 5. Normalized loss gain changes of each model on different datasets.
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Fig. 6. Changes in hit rates of various models in data scarcity environments. 

To test the performance of the KGARA model with the 
introduction of the KG feature fusion structure in a data sparse 
environment, the GMF, NeuMF, LRGCN and KGARA models 
were tested on the Movielens-1M dataset, and the hit rate 
variation of all models was compared by adjusting the 
proportion of the training set to the test set for this dataset. The 
experimental results are shown in Fig. 6, where r represents 
the proportion of the training set. As can be seen from Fig. 5, 
the hit rate of KGARA reached more than 78% when the 
proportion of the training set was only 10%, which was 2 to 
10 percentage points higher than the other models, and as the 
proportion of the training set increased, the hit rate of KGARA 
also increased, stabilizing at 81.6% when the proportion of the 
training set reached 60%, with the highest hit rate reaching 
81.8%. The other models basically stabilized after the training 
set percentage increased to 70%, and the final hit rate was still 
lower than KGARA by 2 to 8 percentage points. 

Next, the runtimes of all models were examined on the 

three datasets at 1600MHz core frequency, RTX2080 graphics 
card and 8G video memory. Fig. 7 shows the results of the 
runtime comparison for all models. As can be seen from Fig. 7, 
although the runtime ratios of the models varied from dataset 
to dataset, the largest average runtime ratio was for the 
traditional graph convolution model GMF, which accounted 
for 56% of the four models; the model with the lowest runtime 
ratio was KGARA, which accounted for 4% on average, 
almost a tenth of the GMF runtime. 

B. Experimental Results and Analysis of the GCNLP Model 

Doing the Results Analysis 

In addition to testing the basic performance of GCNLP in 
different data dimensions, this study also needs to test whether 
GCNLP can improve the problem that GCN is prone to 
homogeneous recommendation results due to graph 
convolution smoothing, so 10 consecutive epochs were 
analyzed for the GCNLP model in terms of three metrics: hit 
rate, normalized discount gain and coverage. 

Fig. 8 shows the hit rate variation of the four models 
GCNLP, LRGCN, Ripple Net and NGCF on different datasets 
in the environment with representation dimensions 
{2,4,6,8,16,32}. As can be seen from the figure, although the 
hit rate on the Book-Crossing dataset is on average 2 
percentage points higher than that of the GCNLP model due to 
the simple structure of LRGCN, the GCNLP hit rate is 2 to 4 
percentage points higher than the other models on all other 
datasets, with the GCNLP hit rate on the Movielens-1M 
dataset being on average the highest, averaging in the upper 
65% range with a maximum of 66%. 
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Fig. 7. The proportion of running time of each model on different datasets. 
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Fig. 8. Changes in hit rates of various models on different datasets.
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Fig. 9. NDCG changes of each model on different datasets.

Fig. 9 shows the variation in normalised discount gain for 
each model on the different datasets, and it can be seen that 
the NDCG values for all four models increase as the 
characterisation dimension increases on all three datasets, but 
the NDCG values for GCNLP are higher than the initial and 
final NDCG values for the other models compared to the other 
models. GCNLP had the highest NDCG values overall on the 
LastFM dataset, averaging around 36.5% and up to 40% over 
the period, while being one to two percentage points higher 
than the other models. 

For GCNLP improvements made on the basis of the 
KGARA model, the metric coverage (Coverage) can be 
targeted to detect GCNLP performance. The higher the value 

of @Coverage N , the higher the coverage of the model and 
the less likely the problem of homogeneous recommendation 
results will occur. Fig. 10 provides a comparison between the 
mean coverage of all models under the low representation 
dimension and the mean coverage under the high 

representation dimension based on three distinct datasets. As 
observed in Fig. 10, the coverage of each model increases as 
the representation dimension increases. The GCNLP and 
LRGCN show comparable coverage in the low representation 
dimension. However, in the high representation dimension, 
GCNLP exhibits a higher average coverage than all other 
models. 

Table II displays comprehensive average coverage 
information for each model in both high and low 
representation dimensions. It is evident that, in the high 
representation dimension, the Book-Crossing dataset showed 
the highest coverage of GCNLP at 49.8%, while, in the low 
representation dimension, the Movielens-1M dataset presented 
the highest coverage of GCNLP at 41.2%. Overall, GCNLP's 
coverage was greater than the other models, indicating that the 
enhancements made to GCN using LPA improved the 
homogeneity of RM push results. 
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TABLE II. DETAILED DATA ON AVERAGE COVERAGE OF EACH MODEL 

nder low feature dimensions Book-Crossing Movielens-1M LastFM 

GCNLP 0.375 0.412 0.341 

LRGCN 0.373 0.396 0.345 

Ripple Net 0.258 0.294 0.219 

NGCF 0.251 0.189 0.198 

Under high feature dimensions Book-Crossing Movielens-1M LastFM 

GCNLP 0.498 0.435 0.466 

LRGCN 0.491 0.412 0.464 

Ripple Net 0.373 0.316 0.338 

NGCF 0.378 0.304 0.319 

V. CONCLUSION 

The aim of this study was to address the problem of large 
deviations in recommendation results in traditional GIR 
models within a data sparse environment. To achieve this goal, 
the study developed a multi-feature fusion model, KGARA, 
and improved its GCN structure by combining with LPA to 
obtain the GCNLP model. This approach enabled a more 
accurate and reliable model, thus mitigating the issue 
mentioned above. The study also introduced KG and AM 
based on traditional RM to compensate for the lack of 
interaction information. The results of 20 consecutive epoch 
trials show that the KGARA model has a maximum hit rate of 
over 80% and a normalised discount gain of over 43% when 
the characterisation dimension interval [2,32] is shifted, which 
is higher than other models. Furthermore, the proportion of the 
Movielens-1M training set was altered from 10% to 90%, with 
a maximum hit rate of 81.8%, ultimately illustrating the 
KGARA model's superior performance compared to all other 
comparative models in the data-scarce setting. Owing to its 
efficient nature and the shortest running duration among its 
counterparts, the KGARA model proves to be the most 
effective. Based on the results from 10 consecutive epochs of 
experimentation on the GCNLP model, the hit rate and 
normalised discount gain surpass other comparison models 
when the representation dimension is altered within the range 
of [2,32]. Specifically, the hit rate reaches up to 66% and the 
normalised discount gain reaches up to 40%, both of which 
are higher than those of other models. Moreover, the GCNLP 
model attained an average coverage of 41.2%, which 
outstripped the conventional graph convolution model's 
average coverage by a significant margin. This suggests that 
the addition of LPA to the GCN structure was a fruitful 
improvement and could potentially resolve the problem of 
homogenization in push outcomes.  The study successfully 
enhanced the classic push model; however, it only considered 
user preferences' constant conditions and omitted dynamic 
shifts in user preferences. This aspect warrants future 
investigation. 

VI. PROSPECT 

The KGARA and GCNLP models exhibit higher hit rates, 
normalized discount gains, and coverage performance when 
compared to other models. These outcomes suggest that the 
improved models are anticipated to outperform 

recommendation systems, enhancing the standard and 
personalization of recommendation outcomes. Such 
accomplishments can offer motivation and establish 
benchmarks for the betterment and refinement of 
recommendation system models. One potential avenue for 
future research could involve the development of 
recommendation algorithms that rely on temporal data. Such 
algorithms could utilize users' past behavior and historical data 
to predict their future interests. This could involve the 
application of techniques including time series analysis, 
sequence modeling, and deep learning. 
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Abstract—Despite widespread use of statistical language 

models in language processing, their ability to process natural 

languages is not advanced and they struggle to effectively capture 

linguistic information. Furthermore, there is a lack of automatic 

processing models in the field of natural language processing. In 

order to address these issues, and Improve the processing ability 

of statistical language models for English language a statistical 

language model optimization algorithm has been proposed. This 

algorithm is based on an improved resorting algorithm and is 

specifically applied to process English literary texts. 

Experimental results indicate that the proposed algorithm 

outperforms the N-gram algorithm in a majority of texts, with a 

maximum accuracy improvement of 14.5%. Additionally, in 

terms of the grammar analysis model, there is a high level of 

consistency between the model's scoring and the expert 

manpower scoring, as reflected by a correlation coefficient of 

0.7893. This high level of consistency between the grammar 

analysis model and expert analysis results holds significant 

importance for the advancement of natural language processing. 

Keywords—Statistical language model; corpus; English 

literature; reordering; grammatical analysis 

I. INTRODUCTION 

Currently, utilizing automated algorithms to process natural 
language is one of the important research topics in the fields of 
corpus and translation. Statistical language models are models 
that use statistics to calculate the probability distribution of 
word occurrences in a particular language or context, which 
users use as a basis for operations and predictions [1]. With the 
maturity of technologies such as machine translation and 
speech recognition, statistical language models have become 
more widely used [2]. However, as a data-driven model, a 
single statistical language model has limited ability to process 
natural language and cannot reflect the linguistic features of 
natural language [3]. Based on the limitations of the statistical 
language model, various natural language processing 
algorithms that have applied the model also tend to be far less 
capable than human analysis [4]. In order to effectively 
improve the statistical language model's ability to process 
natural language and to apply it to natural language processing 
work, a reordering algorithm based on an improved minimum 
error training method is proposed. The reordering is an 
optimization technique, which of can optimize the output of 
statistical language models by reordering the phrases [5]. A 
grammar analysis algorithm for English literature is proposed 
based on the reordering algorithm. Overall, this study proposes 
an English prediction and literary analysis algorithm based on 
statistical language models. This model aims to effectively 

enhance the processing ability of statistical language models 
for English natural language. 

This article is divided into seven sections. The second 
section introduces the research progress in related fields. The 
third section introduces the construction ideas and process of 
the model. The fourth section is the display of experimental 
results. The fifth section is the discussion. The sixth section is 
the conclusion. Lastly, seventh section discusses the limitations 
and future work. 

II. REVIEW OF THE LITERATURE 

Statistical language models, one of the most important 
models in the field of natural language processing, have been 
studied and applied currently. Desai and his team examined the 
eye and neural activity of forty subjects during reading 
activities based on statistical language models combined with 
medical tests and found that the processing cost of 
low-frequency words was reduced due to contextual cues. The 
meanings of high-frequency words were more easily accessible 
and integrated with context [6]. The research results provide 
results based on human science for the processing of natural 
language. Teks P led his research team to conduct a machine 
translation study for Lampung Nyo dialect and compared the 
approaches based on statistical language models [7]. The 
project aimed to help student immigrants in Lampung province 
to translate the Lampung dialect of Nyo through the model and 
the proposed method was adopted as a working model with an 
accuracy rate of 59.85%. Sreelekha and Bhattacharyya [8] 
provided a solution for machine translation of Indian languages 
where digital resources are scarce by using Indowordnet lexical 
database to extend statistical language models and evaluate 440 
models for 110 pairs of languages for comparison. They found 
that using lexical database mapping helped to resolve linguistic 
ambiguities and improve translation quality. Collins et al. [9] 
provided a framework for processing communication language 
data based on statistical language models using generalized 
linear mixed models and Bayesian methods, which, based on 
the results of the sample analysis, was able to analyze and 
compare the discourse patterns of children who had 
experienced traumatic brain injury and typically developing 
children differences between them. This study has important 
implications for the field of language processing and the study 
of childhood brain injury. Ycel et al. [10] used statistical 
language models to construct a computer-based system for 
learning foreign language vocabulary. They used specified 
software to display various card sets constructed using the 
proposed algorithm and examined the polysemantic 
correlations between behavioral variables and difficulty levels 
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of different word categories. This study provides an effective 
method for learning foreign language vocabulary. The author 
in [2] investigated the specific case of word frequency effects 
decreasing with age based on word frequency theory in 
statistical language models and suggested that word frequency 
effects may occur at different stages of language production. 
Ge [11] proposed a hybrid research framework combining 
word frequency analysis from Google Books Ngram Viewer 
with other analyses in conjunction with statistical language 
models. aimed at developing a linguistic and cultural concept 
analysis. Their findings showed a strong correlation between 
languages in different regions and their cultural concepts, and 
the frequency of concept words indicated a stronger collectivist 
culture in China compared to the U.S. Poncelas et al. [12] 
proposed a feature decay extension algorithm based on a 
parallel corpus and a statistical language model in order to 
delve into feature decay algorithm techniques to achieve a 
better method of training data instance selection. This method 
can reduce the execution time of FDA and improve the 
translation quality when multiple computational units are 
available. This study provides an important reference for 
improving the performance of machine translation using FDA 
technology. 

A review of recent research related to statistical modeling 
of language reveals that most of the research in this field 
focuses on machine translation. In addition, some studies have 
combined statistical language models with the fields of 
medicine and sociology. In the field related to statistical 
language models, there are fewer studies investigating how to 
improve their ability to recognize natural language, and there is 
a lack of related applications in the last three years. Based on 
this gap area, this research focuses on the improvement of 
statistical language models and their application in the field of 
natural language recognition. 

III. ENGLISH CORPUS OPTIMIZATION AND LITERARY 

ANALYSIS BASED ON STATISTICAL LANGUAGE MODELS 

A. A Statistical Language Model-Based Algorithm for 

Reordering English Corpus Output 

Statistical language models calculate the frequency of 
occurrence of these concepts in a corpus based on the historical 
data of a given sequence of words and the likelihood of each 
word in that sequence. Although this technique is currently 
widely used in areas involving language processing such as 
speech recognition, and its translation, statistical language 
models, as a data-driven model, have biases in the estimation 
of real natural language [13]. This is due to the limitation of 
data size and data content. Lexical models, N-gram models, 
and co-occurrence models are all reordering models that have 
emerged to make statistical language models closer to real 
natural language [14]. However, the degree of fit of these 
models to natural language still needs to be optimized. In this 
study, a reordering method based on minimum error rate 
training is proposed. Minimum error rate training is a theory 
applied to the field of machine translation, but it can be 
improved and applied to this English corpus optimization and 

literary analysis. In the English to other languages literary 
analysis scenario, the results of the statistical linguistic 
model-based translation for a specific utterance are shown in 
(1). 

ˆ arg max Pr( )R R f
      (1) 

In (1) R̂  is the output result, f
 is the original utterance to 

be processed, and
R  is the output target language utterance. 

To obtain the output with the lowest error rate, the log-linear 
model is used to compute the 

posterior probability of the 

sentence pair ( , )R f
 and recalculate the score, i.e., the ranking 

basis. The calculation procedure is shown in (2). 

( , ) ( , )S R f R f 
     (2) 

In (2),
( , )S R f

 is the score,
( , )R f

 is the feature vector 
linking the log-linear model and the sentence pairs, and   
represents the weights of all features. Then the posterior 
probability can be defined as (3). 

'

exp( ( , ))
( )

exp( ( ', ))
R

S R f
P R f

S R f



    (3) 

Based on the results of the recalculated scores and the 

posterior probabilities, the system reorders the candidate results 
and outputs the new optimal items as shown in (4). 

ˆ arg max Pr( ) arg max ( , )R R f S R f 
   (4) 

In the process of minimum error rate training, feature 
parameter weights need to be tuned and determined. The 
session first requires giving each parameter an initial value of 
weight and debugging for individual parameters. The other 
non-object parameters are treated as constants during 
debugging. Next proceed to apply the parameter in to other 
sentences of the corpus. The process is shown in Fig. 1. 
Fig. 1(a) shows the tuning process of one parameter a on the 
optimal solution selection of sentence R1. Different parameters 
take different value intervals corresponding to different optimal 
solutions. Fig. 1(b) depicts the test results of parameter a 
corresponding to sentence R1 in other sentences. 

After completing this test, all segmentation points are 
identified and the optimal values of all sentences are found 
between each segmentation point. The next step is to perform 
error statistics for the optimal values in each interval, as shown 
in Fig. 2. Fig. 2 shows the total number of errors statistics for 
parameter a. As the value of a varies, the total number of errors 
statistics also fluctuates significantly, with smaller total number 
of errors representing better results from the statistical 
language model output. After following this process for all 
parameters, the whole algorithm is iterated until the error value 
statistics tend to be stable, which is more desirable. 
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Fig. 1. Adjustment process of feature parameter weights. 
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Fig. 2. Count of total error of different parameters. 

In order to further enhance the performance of reordering 
and optimize the results, two sub-models with embedded 
minimum error rate training are proposed. The sub-models 
include lexical indication model and lexical N-element 
co-occurrence model. The lexical indication model performs 
lexical classification work for the statistical language model. 
Accurate lexical classification is the basis for the statistical 
language model to work properly and perform correct literary 
analysis. There are many possible lexical sequences for a word 
string, and some of the traditional models directly output the 
most common lexical properties of words. This method is the 
most cost-efficient and fast, but the accuracy rate is not 
satisfactory. To improve this situation, a lexical indication 
model is considered using a hidden Markov model. The hidden 
Markov model is shown in Fig. 3, which consists of hidden 
sequences, observed sequences and different probability 
distributions. According to the structure of this model, the 
selection of parameters directly affects the model performance. 
It has three main parameters, which are noted here as

( , , )a b 
 . The lexical indication task can be analogized to 

a decoding problem, i.e., finding the optimal sequence of states 
based on a given word sequence to generate a sequence of 
observations and a set of parameters. Hidden Markov models 
can efficiently solve such decoding problems. 

1 2 3 4 5 6

Observation sequence

Probability distribution of state 

transition

 
Fig. 3. Hidden markov model. 

The lexical N-element co-occurrence model is to integrate 
lexicality into the traditional word N-element co-occurrence 
model. The traditional word N meta model calculates the 
probability distribution by lexicon, while the lexical N meta 
co-occurrence model calculates it by lexicality, as shown in 
(5). 

1 1 1( ) ( , , )n

i i iP T p t t t 
     (5) 

In (5), 1 1( , , )i ip t t t  represents the lexical 

N$ probability.
 it represents the different lexical properties.

 

After obtaining the lexical N-probability, we need to deal with 
the co-occurrence relationship between different words. The 
co-occurrence is when two words appear together, and the 
more co-occurrence of two words in the text, the stronger the 
connection between them. In the lexical N meta co-occurrence 
model, instead of word-to-word co-occurrence, word-to-word 
co-occurrence is used, as shown in (6). 

1( ) ( )n

i i iP T W p t w
         (6) 

In (6),
W  is a word sequence and

T  is its corresponding 

lexical sequence. Correspondingly, the co-occurrence 
frequencies of words and lexemes are shown in (7).

 

1( ) ( )n

i i iP W T p w t
         (7) 

The two sub-models are embedded in the minimum error 
training with linear interpolation, and the optimal results are 
re-output using linear re-ordering. Specifically, when the 
statistical language model based on minimum error training 
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outputs the ranking results, the two sub-models process the 
output word order with probability calculation, and then the 
probability calculation results are linearly interpolated with the 
ranking results of the statistical language model, as shown in 
(8). 

1 1 2 2 3 3( ) ( ) (2 ) ( )P W c p W c p W c p W  

   (8) 

In (8), 
( )P W

is the recalculated probability. ic
is the 

weight of the sub model, and ip
 is its probability. This 

completes the construction of the proposed reordering 
algorithm, which utilizes two sub-models for optimization and 
is able to output results that are closer to natural language than 
the general reordering model. 

B. English Grammar Evaluation Model for Literary Analysis 

The analysis of English literature has been one of the 
important application areas of statistical language models [15]. 
Due to the complexity and variability of natural language, 
algorithm-based literary analysis has been more difficult [16]. 
In this study, a grammar evaluation model based on statistical 
language models is proposed for the grammar evaluation 
aspect of English literary analysis. The model applies the 
proposed minimum error training reordering algorithm and 
incorporates the Transformer structure. The Transformer 
structure is an encoder-decoder model as shown in Fig. 4. The 
structure consists of six identical decoders with sub-layers. 
Each sublayer is connected with a normalization module and 
residuals between them [17]. There are two types of sub-layers, 
the fully connected network layer and the attention mechanism 
layer [18]. The number of layers of encoder and decoder is 
adjustable under this structure [19]. Considering the cost and 

computational consumption, the number of layers of both 
encoder and decoder is set to 6 here. 

In written English literature, most of its grammar is fluent 
and correct, and the problematic ones are usually small. 
Therefore, the Transformer model is used to move the 
sentences without grammatical problems directly to the target 
sentences, thus avoiding the interference of the grammar 
evaluation model with the sentences without grammatical 
problems. The mechanism of the probability distribution of 
words in the target sentence is shown in (9). 

( ) ( ) ( )(1 )copy gen

t t t t tP W a p w p w a  
   (9) 

In (9), ( )tP W is the lexical probability distribution in the 

target sentence. 
gen

tp
is the probability distribution of grammar 

evaluation generation, and
copy

tp
is the probability distribution 

of original utterance replication. ta
is the parameter used to 

control the probability of generation and replication at each 

time t . The Transformer structure is used in English grammar 
evaluation in the way shown in Fig. 5. The Transformer model 
itself is used to generate the probability distribution of the 
target vocabulary. The replication score is then calculated by 
the joint determination of the original utterance input this and 
the implicit state of the target word. The concept of attention 
mechanism of the Transformer model needs to be introduced 
here. The attention mechanism solves the problem of 
interaction, selection and integration between multiple 
information sources. It enables the model to focus more on the 
parts of high importance in the operation. Under the attention 
mechanism, sentences with a higher probability of grammatical 
problems are given higher weights. 

Input 

embedding

Output 
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Multi-head 

attention

Masked multi-

head attention

Add and norm

Add and norm
Multi-head 

attention

Feed forward Add and norm

Add and norm Feed forward Add and norm
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Fig. 4. Transformer structure. 
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Fig. 5. Transformer structure in grammar evaluation. 
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Since the Transformer structure alone suffers from the 
problem of sparse gradients, optimization methods need to be 
utilized to improve this problem. Here, Adaptive moment 
estimation (ADAM) optimization is chosen in combination 
with Transformer structure. This is an adaptive learning rate 
optimization algorithm that is commonly used to train deep 
neural networks. The Adam algorithm is derived by combining 
the advantages of Adagrad and RMSProp algorithms to 
dynamically adjust the learning rate and track the exponential 
mean of each parameter and the exponential mean of the 
squared values. This adaptive learning rate can be 
automatically adjusted during the training process to ensure 
that the learning rate is neither too large nor too small, 
improving the training efficiency and convergence speed. 
Compared with the traditional gradient descent method, 
Adam's algorithm has faster convergence speed and higher 
efficiency, and is widely used in the optimization of various 

deep learning models. Suppose the objective function is ( )f 
, 

then the gradient of the objective function under Adam's 

algorithm for the current moment parameters tg
 is shown in 

(10). 

( )t tg f  
       (10) 

After obtaining the gradient, it is also necessary to calculate 
the data of first-order momentum and second-order momentum 
in the process, where the solution process of first-order 
momentum is shown in (11). 

1 ( 1, 2, , )t tm g g g
    (11) 

Equation (11) in 1tm
is the first-order momentum. The 

process of solving for second-order momentum is similar to 
first-order momentum, and the mathematical expression of the 
process is shown in (12). 

2 ( 1, 2, , )t tm g g g
    (12) 

In (12), the second-order momentum is denoted by 2tm
. At 

a particular moment t , the gradient solution process of the 
algorithm is shown in (13). 

1tm
l




        (13) 

In (13), 


represents the gradient.
 l represents the 

learning rate of the algorithm. Adam's algorithm also needs to 
update the parameters, and the mathematical procedure of 
parameter update is shown in (14). 

1 1( )t t t     
      (14) 

In (14), t
represents the parameters at the time of t . 

Finally, the functions
( 1, 2, , )tg g g

and

( 1, 2, , )tg g g
for solving the first- and second-order 

momentum are defined as shown in (15). 

1, 1

2

2, 1

( 1, 2, , ) (1 )

( 1, 2, , ) (1 )

t t t

t t t

g g g lm l g

g g g lm l g









  


  
   (15) 

This completes the construction of a grammatical analysis 
model for English literature based on statistical language 
models. The complete flowchart of the proposed algorithm can 
be summarized in the form shown in Fig. 6. The reordering 
algorithm based on minimum error training is used to adjust 
the output of the English corpus based on the statistical 
language model, while the lexical indication model and lexical 
N-element co-occurrence model are proposed to further 
optimize the output of the corpus. The proposed reordering 
algorithm is applied to the English corpus for English literary 
analysis, and it can analyze the utterances more effectively and 
make the output results closer to natural language. Applying 
this feature to English literary grammar analysis, the study 
combines the improved Transformer structure to propose an 
English grammar analysis model which can analyze and point 
out the grammars that may be problematic in English literature. 
In this part, the Transformer structure improved by Adam is 
used to process English literary texts and analyze them based 
on a corpus. 

Start

Process the original 

Sentence with 

English Corpus

Calculate the 

posterior probability 

based on Statistical 

Language Model

Reorder

Part of Speech 

Indication Model

Part of Speech N-ary 

Co occurrence Model

Reorder Transformer

Grammar analysis 

with English Corpus

End

 
Fig. 6. Flow chart of proposed algorithm. 
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IV. MODEL TESTING AND RESULT PRESENTATION 

This test focuses on the reordering algorithm for the 
English corpus and the grammatical analysis model of English 
literature combined with this algorithm. To ensure that the 
performance of the algorithm is fully exploited, adequate 
configurations as well as a large amount of data are required. 
The various environment configurations and the corpus used 
for the process of this test are shown in Table I. For system 
stability reasons, Windows 10 was chosen as the operating 
environment and Python was used as the programming 
environment. Four English corpora were selected, namely 
Gutenberg, Wikitext-103, News crawl 2018, and Tatoeba. The 
lowest of these databases contained 1. The lowest of these 
databases contains 1,000,000 statements and the highest 
contains 4,000,000 statements. The four databases have a total 
of 10,000,000 statements. The large volume of data eliminates 
the impact of various special cases in the experiment. 

First, we measure the Perplexity of the English corpus 
based on the proposed reordering technique. Perplexity is an 
important index to evaluate the performance of linguistic 
statistical models, which represents the average number of 
branches of the target text. The reciprocal of Perplexity 
expresses the average probability of each word. When the 
language model has low Perplexity, it means that it has high 
performance. A high degree of Perplexity means that the model 
selection is more difficult and the performance is lower. Fig. 7 
shows the test results of algorithm Perplexity. In order to get 
comparable results, N-gram algorithm and unimproved 
minimum error training method are used for comparison. 
Fig. 7(a) shows the Perplexity of several algorithms in the text 
with a large amount of data, and Fig. 7(b) shows their 

performance in the text with a small amount of data. When the 
test text is a large text with a size of more than 100kb, the 
Perplexity of several algorithms fluctuates less. Their 
fluctuation range is between 400 and 550. When the text is a 
small file of 20kb or less, the Perplexity of several algorithms 
fluctuates greatly, ranging from 150 to 800. On the whole, the 
Perplexity of the proposed algorithm is lower than that of the 
other two algorithms under each TXT text, which shows that 
the proposed sub algorithm optimization can effectively 
reorder, thus controlling the complexity of the language model 
and ensuring the efficiency of the model. 

After completing the evaluation of the perplexity, the 
accuracy of the algorithm output also needs to be evaluated. 
Since N-gram has been widely used in related fields, N-gram is 
directly used here as a comparison object. Fig. 8 shows the 
results of comparing the output accuracy of the proposed 
reordering algorithm with N-gram. The curves in the Fig. 8 
indicate the difference in accuracy between the two on the 
same text, and positive values indicate that the accuracy of the 
proposed algorithm is higher than that of N-gram, while 
negative values indicate the opposite from the overall view of 
the curves. The majority of the accuracy curves are above 0, 
i.e., the proposed algorithm is more accurate than N-gram for 
most of the texts. The proposed algorithm is up to 14.5% more 
accurate than N-gram. In the few texts where its accuracy is 
lower than N-gram, its accuracy is no less than 5% of N-gram. 
A larger sample size eliminates accidental phenomena, so 
based on the results, although both perform negatively when 
dealing with different texts, the proposed algorithm has a 
higher reordering ability than the widely used N-gram 
algorithm in terms of accuracy. 

TABLE I. TEST ENVIRONMENT CONFIGURATION AND CORPUS SELECTION 

Item Detail 

CPU i5-13400f 

Memory 32 GB 

Operative System Windows 10 

Programming Environment Python 

Corpus 

Wikitext-103 3,000,000 sentences 

Tatoeba 1,000,000 sentences 

Gutenberg 4,000,000 sentences 

News crawl 2018 2,000,000 sentences 
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Fig. 7. The degree of confusion of the algorithm in different environments. 
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Fig. 8. Accuracy difference between the proposed algorithm and N-gram. 

In addition to the accuracy, the accuracy, recall and F0.5 
values of different algorithms were also compared on the 
dataset and the results are shown in Table II. This test was 
performed on the accuracy, recall and F0.5 values of each 
N-gram, minimum error training and the proposed reordering 
algorithm. The tests were done on each of the four datasets to 
ensure the comprehensiveness of the results. On the Gutenberg 
dataset, the proposed algorithm has a precision rate of 57.98 
and accuracy and F0.5 values of 25.68 and 52.23, which are 
higher than the other two algorithms in these three dimensions. 
Combining the test results on the four datasets, the proposed 
algorithm has the highest accuracy rate of 62.13, the highest 
recall rate of 37.43, and the highest F0.5 value of 54.32. The 
proposed algorithm consistently outperforms the N-gram and 
the minimum error rate training methods in several dimensions 
of accuracy rate, recall rate, and F0.5 value, both in terms of 
individual dataset comparisons and in terms of the dataset as a 
whole. 

After completing the analysis of the proposed reordering 
algorithm, the testing of the English literary grammar analysis 
algorithm based on this algorithm is continued. Since 
grammatical analysis mainly deals with natural language, 

human analysis from experts is currently the most correct way 
for natural language processing. Therefore, 750 texts were 
selected for the test and the results of human analysis from 
experts were compared with the results of the algorithm, and 
the results are shown in Fig. 9. The horizontal coordinates in 
this Fig. 9 represent the different texts and the vertical 
coordinates represent the scores of the two methods for the 
grammar. Looking at the overall distribution of scores, we can 
see that the distribution of scores scored by the algorithm is 
more concentrated than that scored by the expert human, but in 
general there is a certain correspondence. The expert scores are 
concentrated in the range of 98 to 75, while the algorithmic 
scores are concentrated in the range of 75 to 87. The mean 
score of expert scoring was 85.15 and the mean score of 
algorithmic scoring was 84.27. The correlation analysis of the 
results showed that the correlation coefficient of the two 
scoring methods was 0.7893, which means that there is a 
significant correlation between them. The change of the results 
indicates that the proposed English grammar analysis algorithm 
is somewhat synchronized with the results of the human 
analysis, and therefore its correctness is to some extent 
trustworthy. 

TABLE II. COMPARISON RESULTS OF ALGORITHM PERFORMANCE 

Corpus Algorithms Precision Recall F0.5 

Wikitext-103 

Proposed 66.54 37.43 38.42 

Minimum error traning 60.78 32.84 33.43 

N-gram 57.31 30.11 29.75 

Tatoeba 

Proposed 60.84 23.52 54.32 

Minimum error traning 53.13 20.18 43.81 

N-gram 51.27 18.60 41.58 

Gutenberg 

Proposed 57.98 25.68 52.23 

Minimum error traning 50.55 21.14 47.64 

N-gram 47.83 18.93 42.41 

News crawl 2018 

Proposed 62.13 27.61 46.58 

Minimum error traning 57.64 24.33 40.77 

N-gram 55.53 20.58 36.12 
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Fig. 9. Comparison results of algorithm and manual analysis. 

There are currently grammar analysis algorithms being 
applied, and to confirm the superiority of the proposed 
algorithms compared to existing algorithms, a certain online 

teaching platform's analysis algorithm was used as the 
comparison object. Three common types of grammar problems 
were used as the comparison objects: article questions, 
prepositional problems, and singular and plural problems. The 
test results are shown in Fig. 10, where Fig. 10(a) shows the 
comparison results of article questions, Fig. 10(b) shows the 
comparison results of prepositional problems, and Fig. 10(c) 
shows the comparison results of singular and plural problems. 
Compared with the education platform algorithm, the proposed 
algorithm is superior in precision, recall, and F0.5 in all three 
dimensions. The proposed algorithm achieved a precision rate 
of 64.37%, a recall rate of 40.32%, and an F0.5 value of 57.51% 
in singular and plural problems. For article questions, the 
precision rate of the proposed algorithm reached 60.79%, while 
the education platform algorithm only reached 58.82%. 
Through a comprehensive analysis of the comparison results, it 
can be seen that the proposed grammar analysis algorithm has 
a stable advantage over existing algorithms. 
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Fig. 10. Grammar problem test results. 

V. DISCUSSION 

The proposed model is an English natural language analysis 
model based on an English corpus, designed to analyze English 
corpora and literature. The reordering algorithm based on 
Minimum Error Training is employed to adjust the output of 
the English corpus using statistical language models. 
Additionally, the introduction of the part-of-speech indicator 
model and part-of-speech n-gram co-occurrence model 
further enhances the optimization of the corpus output. 
When applied to English literary analysis using the 
proposed reordering algorithm, it facilitates more effective 
sentence analysis, resulting in output that closely aligns with 
natural language. By incorporating this feature into English 
literary grammar analysis, a research study proposes an 
improved Transformer-based English grammar analysis 
model to identify potential grammar issues in English 
literary works. In this study, an enhanced Transformer 
structure, utilizing improvements from Adam optimization, 
is utilized to process English literary texts and perform 
analysis based on the corpus. 

In the results display section, multiple datasets were used to 
compare the proposed model with other similar models. The 
reason for using multiple datasets is that this comparison 
method can to some extent eliminate randomness and increase 
the reliability of experimental results. According to the 
experimental results, the proposed model has the highest 
accuracy of 62.13, the highest recall rate of 37.43, and the 
highest F0.5 value of 54.32 on the four datasets used. From 
these indicators, the proposed model has stable advantages 
compared to similar algorithms. Due to the fact that manual 
analysis by humans is currently difficult for machines to 
replace in the field of natural language analysis, the results of 
expert human analysis are also entered here and compared with 
the results of algorithm analysis. After conducting correlation 
analysis on the statistical results, it was found that the 
correlation coefficient between the two analysis methods was 
0.7893, indicating that the results of algorithm analysis and 
manual analysis are to some extent similar. This means that the 
proposed model is to some extent close to people's processing 
ability of English literature and natural language. 
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VI. CONCLUSION 

Aiming at the optimization of current statistical language 
models and English corpora, as well as the gaps in automatic 
algorithms in the field of English literature analysis, this 
research proposes an improved re-sorting algorithm based on 
the minimum error rate training. Based on the re-sorting 
algorithm, a grammar analysis model for English literature is 
also proposed. The test results show that in the vast majority of 
texts, the accuracy of the proposed algorithm is higher than that 
of the N-gram algorithm. The proposed algorithm has a 
maximum accuracy of 14.5% higher than N-gram. In a small 
portion of text with accuracy lower than N-gram, its accuracy 
is not less than 5% of N-gram. On the Gutenberg dataset, the 
accuracy of the proposed algorithm is 57.98, with accuracy and 
F0.5 values of 25.68 and 52.23, which are higher than the other 
two comparative algorithms in these three dimensions. In 
addition, in terms of grammar analysis models, the correlation 
coefficient between model scoring and expert manpower 
scoring results is 0.7893, indicating a significant correlation 
between the two. On Singular and plural problems, the 
accuracy of the model's scoring reached 64.37, the recall rate 
was 40.32, and the F0.5 value was 57.51, all higher than 
existing grammar analysis models. The results show that the 
proposed model has considerable application potential in the 
field of English literature analysis. 

VII. LIMITATIONS AND FUTURE WORK 

This study has made certain contributions to relevant fields, 
but the research results still have limitations. The proposed 
algorithm is greatly influenced by the size of the text. When the 
text is too small, there will be significant fluctuations in the 
performance of the model. How to maintain stable performance 
of algorithms at any text size is the direction of future work. In 
addition, this study did not focus on the consumption of 
algorithms, so it is necessary to evaluate this aspect in future 
work to determine its practical value. 
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Abstract—Generating test configuration for Software Product 

Line (SPL) is difficult, due to the exponential effect of feature 

combination. Pairwise testing can generate test input for a single 

software product that deviates from exhaustive testing, 

nevertheless proven to be effective. In the context of SPL testing, 

to generate minimal test configuration that maximizes pairwise 

coverage is not trivial, especially when dealing with a huge 

number of features and when constraints must be satisfied, which 

is the case in most SPL systems. In this paper, we propose an 

estimation of distribution algorithm, based on pairwise testing, to 

alleviate this problem. Comparisons are made against a greedy-

based and a constraint handling based approach. The 

experiments demonstrate the feasibility of the proposed 

algorithm, such that it achieves better test configurations 

dissimilarity and at the same time maintain the test configuration 

size and pairwise coverage. This is supported by analysis using 

descriptive statistics. 

Keywords—Estimation of distribution algorithm; marginal 

distribution algorithm; test configuration generation; pairwise 

testing; software product line 

I. INTRODUCTION 

Many software products developed for various domains 
carries some similar functionality. This software shares similar 
functionalities since they have been developed based on the 
same kind of input and output types. The similarity in the 
internal program structure due to identical user requirements 
also contributes to the commonalities among these software 
products. Because of this scenario, and based on the benefit of 
reuse principles, Software Product Line (SPL) has been 
developed as a software development paradigm to produce 
software inspired by product line approach. Developing an SPL 
system enables us to create a software structure that is 
customizable to various needs, by maximizing software 
artefacts reusability [1]. Due to the highly variable and reusable 
nature of SPL artefacts, it is uneconomic to develop software 
based on distinct requirements separately, as some of the 
functionalities are similar. However, it is difficult to employ 
single product development paradigm to build various software 
products that fulfil the needs of diverse users of a similar 
domain. 

A unit of system function in an SPL is represented as a 
feature, and explicitly defined as common or variable features 
and utilized throughout the SPL development process. One 
way to model the commonalities and variabilities in an SPL is 
using a Feature Model (FM), based on feature modeling 
technique [1]. Two or more features are combined and utilized 

together in a single software product. This is known as feature 
configuration. The flexibility of feature configuration process 
could result in unspecified and unintended system behavior. 
This might lead to incorrect execution [1]. Hence, it is crucial 
to test all possible feature configurations to reduce the potential 
misbehavior of interacting features. But, to test all possible 
feature configurations is unfeasible. The number of feature 
configurations increases dramatically as the number of features 
increased, making full testing of feature configurations 
especially in large-scale FM impractical [2], [3]. In view of 
this, a number of techniques have been proposed to reduce the 
combinatorial explosion of feature configuration testing [4] 
that leveraged the potential of search-based techniques. More 
on this is presented in Section II. 

In conventional meta-heuristics approaches, probabilities 
are implicitly employed in the selection and re-production 
operators, such as mutation operator, to produce offspring [5], 
[6]. We identified a research gap in feature configuration 
exhaustive testing, such that, one can explicitly build a 
probabilistic model of features distribution from an initial set 
of test configurations. This probabilistic model allows us to 
estimate the distribution of highly fit features and guide us in 
generating subsequent candidate solutions that maximize 
pairwise coverage. Towards that, in Section III we strategize 
the test configuration generation process, and our contributions 
are as follows: 

1) We devise a set of algorithms based on bivariate 

marginal distribution in SPL context. This approach is 

perceived as a lightweight variant of estimation of distribution 

algorithm, in which only the statistics of the population are 

maintained across generation, instead of the actual population. 

2) We introduce the notion of feature configuration 

dependency graph in part B of Section III, which contains the 

dependency information between pairs of features, extracted 

using statistical computation. 

3) We implement the proposed approach using Java and 

conducted empirical studies. Results are reported and 

discussed in Sections IV and V. 

II. BACKGROUND AND RELATED WORKS 

A. Feature Model 

Feature Modeling is a popular way to model SPL 
variability and it is by far the most reported in industry. In 
Feature Modeling, Feature Model (FM) notation has been 
developed to represent features and its dependencies [1]. The 
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tree representation of FM is known as Feature Diagram. It 
presents a feature as a node, and relationship between two 
features as an edge. Different types of edges can be assigned 
between features, which represent the relationship of type 
mandatory, optional, or, or alternative. Additionally, an FM 
might encompass some constraints which act as rules or 
conditions that limit the linking between features. 

Fig. 1 shows a feature model named as OnlineBookstore 
SPL from Software Product Line Online Tools (SPLOT) [7]. 

This feature model defines some of the most common features 
that an online bookstore system should have. It consists of 25 
features, including seven mandatory features. There is one 

cross-tree-constraint defined, which is ¬ Customer_Profiling  
Authorization. This constraint signifies that feature 
Customer_Profiling requires the presence of feature 
Authorization, but not conversely. Apart from that, a couple of 
variation points are defined. For example, we can choose to 
have Signup feature apart from Login; different types of 
Personalization features can be incorporated; and so on. 

 
Fig. 1. A Feature Model of an OnlineBookstore SPL. 

In the subsequent part of this paper, we refer each feature 

from our Feature Model as x. It is an integer where x  [1, N], 
having N as the maximum number of features in the FM. x can 
be of positive prefix (not written) to indicate the feature is 
included or negative prefix (explicitly written) to indicate the 
feature is not included. 

For brevity, each feature in the feature model shown in 
Fig. 1 is mapped to a unique number, assigned sequentially 
from top to bottom, left to right. This gives us a representation 
as shown in Fig. 2, which is used throughout this paper. 

 

Fig. 2. Number assignment of each feature. 

B. Test Configuration 

Software products of an SPL are configured and produced 
by combining several features. These artefacts are called 
feature configurations. In view of testing, test case(s) can be 
defined for each feature. Thus, to test a feature configuration, 
Test Configuration (TC), which consists of many test cases, 
can be generated in the same way the feature configuration is 
generated. A test configuration, TC, is a list of all features, 

represented by its feature number. Each feature in a test 
configuration can have either positive or negative prefix. 

C. Pairwise Testing 

Complete testing of all possible feature configurations is 
not feasible. For n number of features, it requires 2n number of 
test configurations to cover all possible combinations, because 
it is either selected or excluded. This makes it exponentially 
proportioned to the number of features. To alleviate this 
obstacle, pairwise testing has been widely used as a viable 
solution. The ultimate goal of pairwise testing is to cover all 
possible pair of features at least once [8]–[10]. Thus, testing 
can be focused on the interaction of both features. Pairwise 
testing is a kind of combinatorial testing, where we choose 2 
features to be considered or included in our test pool. 
Generalization of pairwise testing is called t-wise testing, 
where t indicates the number of features to choose. 

For its practicality and usability, SPL pairwise testing is 
governed by constraints. Considering two features (1 and 2) 
from OnlineBookstore SPL, four pairs of tuple have to be 
generated, i.e. (1,2), (1,-2), (-1,2) and (-1,-2), where negative 
prefix indicates that the feature is not selected in the feature 
configuration. Due to constraints (cross-tree-constraints and 
relationship of features in FM), some invalid pairs will be 
eliminated, e.g. (-1,2) is invalid, because root feature, i.e. 1, 
must always be selected. The same goes with mandatory 
features (2, 4, 7, and so on). 

If we construct one Test Configuration, TCi, for each pair 
of features, pfv,w, (as an example, pair of feature 1 and -5), 
assigned as follows; 

pf1,-5 = (1, -5);  TCa  = [ 1, ?, ?, ?, -5, ?, ?, ?, ?, ? ] 

1: OnlineBookstore 2: Front_Store 

3: Back_Store 4: Personalization 

5: Registration 6: Catalogue 
7: Purchase 8: Customer_Profiling 

9: Information_Filtering 10: Identity_Management 

11: Login 12: Signup 
13: Order 14: Payment 

15: Shipment 16: Authorization 

17: Authentication 18: Phone 
19: Mail 20: Email 

21: Credit_Card 22: Cheque 

23: Pay_Pal 24: By_Air 
25: By_Ground 
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we can set any arbitrary value for other variables in TCa 
(marked as ?). However, these variables could possibly be 
matched with other pairs of features that we should cover. 
Thus, if we can systematically set the values of each variable in 
TCi, we could maximize the number of valid pairs in each TC 
so that it can minimize the number of TC. 

D. Related Works 

SPL test configuration generation techniques that are based 
on greedy approach or applied meta-heuristics are discussed in 
the first part of this section. In the second part, few selected 
literatures of Estimation of Distribution Algorithms (EDA), 
including works related to its adoption in software engineering 
activities are presented. 

Among others, multi-objective evolutionary algorithm has 
been proposed for SPL testing [6]. Their motivation was to 
minimize the tests suite by sorting the product lines. Henard et 
al. [2] also employed a search-based algorithm, (1+1) 
Evolution Strategy (ES), to generate and prioritise covering 
array, guided by a (dis)similarity measure. Henard et al. 
mentioned that t-wise approaches for SPLs are restricted to 
FMs of small sizes and t-wise coverage of low strength. Both 
are constrained by scalability issues that result from the 
intractable computation for very large FMs or high t-wise 
strength. Therefore, they formulated the feature configuration 
generation problem as a search-based where the search space 
consists of all valid feature configurations extracted from the 
FM.  Dissimilarity between features is used as the fitness 
function during the searching for better populations. 

Feature configuration testing is highly influenced by the 
effectiveness of constraint handling techniques that eliminate 
invalid test configurations. One of such prominent work is 
published by Yu, Duan et al. [11], whereby the validity 
checking of test configuration is achieved using minimum 
invalid tuples (MITs). This approach has been implemented as 
a tool named LOOKUP. 

Hybrid of multi-objective crow search and fruitfly 
optimization has been studied and offers an optimal selection 
of the test suites at a fairly good convergence rate [12]. 
Haslinger et al. [13] applied a Simulated Annealing algorithm 
to generate t-wise covering array and demonstrated a tool to 
improve the performance of SPL testing. Haslinger et al. report 
a speedup of over 60% on 133 publicly available feature 
models, while preserving the coverage of the generated tests. 

Johansen et al. published their solution [3] and a tool 
named ICPL, which capable of processing large feature 
models, better execution time and produced small covering 
array. They used the fact that a (t-1)-wise is always a subset of 
the t-wise, and employed this principle to recursively build up 
a higher strength covering array from a smaller one. 

Estimation of Distribution Algorithms (EDA) is a kind of 
Evolutionary Algorithms that finds near optimal solutions 
based on the evolution of candidate solutions satisfying some 
fitness functions. EDA guide the search by explicitly building 
the probabilistic model of promising candidate solutions. The 
detail discussion on EDA is beyond the scope of this paper, but 
interested reader can refer to papers by Ceberio et al. [14], 
Shirazi et al. [15], Shakya and Santana [16], Simon [17] and 

Pelikan [18]. In the area of Search-Based Software Engineering 
(SBSE), to the best of our knowledge, no attempt has been 
made to employ any variant of high-order EDA (which 
includes bivariate or multivariate statistics) in SPL testing. 

EDA have been adopted to solve many optimization 
problems in single software-product development such as to 
optimize test data generation and test suites generation [19]–
[21] and refactoring [22]. The work in [19] employs bivariate 
EDA named as COMIT [23], in which the combination of pair 
of variables are viewed as tree, therefore it has a single root 
node. They proposed integration with data mining techniques 
to predict the performance of a test data generator. In the 
context of testing for concurrent software, detecting faults can 
be improved by exploiting information discovered in EDA 
exploration that can save future test efforts [24]. EDA has also 
been employed to improve software reliability prediction [25]. 
They reported that EDA-based approach can optimize the 
parameters of support vector regression in predicting the 
software reliability, by introducing a chaotic mutation operator 
into traditional EDA. Prior to that, they define the software 
reliability prediction problem as a combinatorial optimization 
problem with constraints, in which, search-based are known to 
be a viable solution to that problem. 

III. PROPOSED APPROACH 

This section presents an evolutionary-based algorithm that 
generates minimal and effective SPL test configuration that 
satisfies pairwise coverage of features, based on bivariate 
marginal distribution strategy. 

A. Marginal Distribution Algorithms of EDAs 

Estimation of Distribution Algorithms (EDAs) explores the 
space of potential solutions following the principle of survival 
of the fittest of individual and populations similar to Genetic 
Algorithm (GA) [16],  [18]. However, in EDAs, crossover and 
mutation operators are removed and replaced by the estimation 
of a probability distribution. The Probability Distribution is a 
model of (1) the distribution of genes across all individuals, 
and (2) the dependence relations or independence relations of 
genes between individuals. 

One way to estimate the distribution of genes from all the 
individuals in the population is by using marginal distribution. 
The simplest marginal distribution calculates the probability of 
each candidate solutions’ genes independently. This strategy is 
called as univariate marginal distribution. This contrasts with 
bivariate marginal distribution, which calculates the estimation 
based on the dependency of two genes. The dependency that is 
of our interest is the statistically significant dependency, which 
can be computed using Pearson’s chi-square statistics [26]. 

The probability distribution for the univariate marginal 
distribution is calculated using the frequency of each gene from 
all or truncated individuals and stored as Probability Vector 
(PV). The PV will be used to sample or generate new 
individuals in subsequent generations. For the bivariate 
marginal distribution, we start with calculating the frequency 
of each gene. Then, we calculate the joint probability of each 
pair of genes, using the previously calculated frequency value. 
Afterward, for each pair of genes, we calculate the Pearson’s 
chi-square tests to establish links between interdependent 
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genes. The result of this is a set of genes dependency and we 
only consider two genes as interdependent if the value is 
statistically significant. Next, we generate a dependency graph 
to store this information. The graph is acyclic and not 
necessarily has to be connected. All genes that have no 
interdependency with other genes are assigned as a root node 
in the graph. Whereas, for those that have a link, if both genes 
are not yet added to the graph, choose any gene from that pair 
as the root node. Add the other gene as a child node and 
connect them using an edge. Among them, nodes that are 
added earlier are called as the parent node. 

Based on the constructed graph, we generate a new 
population. First, populate genes for root nodes using 
univariate frequencies. Next, for each child nodes, populate the 
genes using conditional probability. Perform the same process 
for all child nodes. From there, the standard evolutionary step 
is applied, which is fitness evaluation of each individual in the 
new population. The population is truncated, and the process 
repeats until an acceptable solution is found. The intuition is, 
univariate-based EDA is considered as a lightweight 
evolutionary algorithm and require small memory footprint 
[27], whereas the bivariate EDA manifest possible variables 
interdependency [18]. 

B. Bivariate Distribution of SPL Features 

This section presents the mechanism and illustration of a 
second-order EDA (bivariate distribution) to generate pairwise 
test configuration for SPL. Here, we named this approach as 
Combinatorial Testing using Estimation of Distribution 
(COTED). 

The proposed strategy is generally outlined as follows: 

1) Generate a set of test configuration as the initial 

population. Calculate the fitness of each test configuration 

using the number of covered pairwise. Then, we perform 

truncation to select highly fit candidate solutions. 

2) Calculate univariate frequencies and bivariate 

frequencies of each feature number. 

3) Create a feature configuration dependency graph using 

the calculated frequency. 

4) Generate new test configurations based on the graph. 

5) Repeat until termination criteria are matched. 

We define our fitness function as the number of pairs of 
features covered by each test configuration, whereby, the more 
pairs covered, the better the fitness. The intuition is, during the 
search for fitter test configurations, the stronger the 
dependency of a particular pair of features present in the 
current fittest test configuration, the more frequent it should be 
included in the subsequent list of test configuration. For 

example, if the dependency of features 5 and 7 are statistically 
significant in our 10 best test configurations, we should create 
more test configurations using the calculated conditional 
distribution of features 5 and 7 in the next iteration. The 
definition of best test configurations refers to those that cover a 
higher number of pairs from our list of all valid pairs. 

By modeling the non-dependency between two features in a 
set of test configurations, we can search for possible 
dependency between two features. This dependency would 
suggest that the two features should be paired, and those that 
have strong dependency should be considered first. A variant 
of EDA that has the capability to find this dependency is called 
the Bivariate Marginal Distribution Algorithm (BMDA) [17], 
[28]. It uses a factorization of the univariate marginal and joint 
probability distribution that able to expose second-order 
dependencies. For our test configuration generation problem, 
we define the univariate marginal and joint probability 
distribution as follows: 

Definition 1 (univariate marginal probability) 

The probability of a feature is selected, p(xi), is 
unconditional to other features. For example, p(5) = 0.7, means 
that the probability of feature number 5 to be selected is 70 per 
cent from all test configurations. 

Definition 2 (joint probability) 

Joint probability between feature v and feature w, JPv,w, is 
defined as the probability of feature v and feature w been 
considered (either selected or not selected). 

In the remaining part of this section, we elaborate the 
details of the mechanism to generate test configuration that 
satisfies pairwise coverage of feature configuration. 

Step 1. Feature configurations in FM are governed by 
constraints, so that only valid test configurations are generated. 
A SAT solver is utilized to populate the seed of our search 
space. Once a collection of valid test configurations is 
available, we calculate their fitness using pairwise coverage 
and remove unfit test configurations. To illustrate this, we 
make a list of valid pair of features that needs to be covered in 
Listing 1. We start by populating 20 test configurations from 
SAT solver and calculate the number of pairwise covered by 
each test configuration as its fitness value. We sort and select 
10 fittest test configurations as our truncated initial population, 
which is presented in Fig. 3. 

Pair of features, pf = { (-3,20), (-3,21), (5,19), (-5,20), (5,22), (-5,23), 

(-6,18), (8,9), (8,19), (8,21), (-8,23), (-9,19), (9,23), (-10,20), (-10,23), 

(11,19), (11,22), (-11,23), (12,19), (12,22), (-12,23), (-16,23), (19,23), 
(20,22), (21,24), (21,-25), (22,-24), (22,25) } 

Listing 1. Pair of valid features that needs to be covered. 

Test Configuration, TC Fitness 

01:[1,2, 3,4, 5, 6,7, 8, 9, 10,-11, 12,13,14,15, 16, 17,-18, 19,-20,-21, 22,-23,-24, 25] 

02:[1,2, 3,4, 5, 6,7, 8,-9, 10, 11,-12,13,14,15, 16,-17,-18, 19,-20,-21, 22,-23,-24, 25] 

03:[1,2,-3,4, 5, 6,7,-8,-9, 10, 11, 12,13,14,15,-16, 17,-18,-19, 20,-21, 22,-23,-24, 25] 

04:[1,2,-3,4, 5, 6,7, 8, 9, 10, 11,-12,13,14,15, 16, 17,-18, 19,-20,-21, 22,-23, 24,-25] 

05:[1,2, 3,4,-5, 6,7,-8, 9, 10,-11,-12,13,14,15, 16, 17,-18,-19, 20,-21,-22, 23,-24, 25] 

06:[1,2,-3,4, 5,-6,7,-8, 9,-10, 11, 12,13,14,15,-16,-17, 18,-19,-20,-21, 22,-23,-24, 25] 

07:[1,2,-3,4,-5,-6,7,-8,-9, 10,-11,-12,13,14,15, 16, 17,-18,-19, 20, 21,-22,-23, 24,-25] 

08:[1,2,-3,4,-5,-6,7,-8,-9, 10,-11,-12,13,14,15, 16,-17, 18,-19,-20,-21,-22, 23, 24,-25] 

09:[1,2, 3,4, 5,-6,7,-8, 9, 10, 11,-12,13,14,15,-16, 17,-18,-19, 20,-21,-22, 23,-24, 25] 

10:[1,2,-3,4, 5,-6,7,-8, 9, 10, 11,-12,13,14,15, 16,-17,-18,-19, 20,-21,-22, 23, 24,-25] 

8 

8 

7 

6 

6 

6 

5 

5 

4 

4 

Fig. 3. List of initial truncated population with fitness value. 
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Step 2. We calculate the univariate distribution for each 
feature. Each feature in each test configuration has either 
positive or negative prefix. We compute the mean of positive 
number for each feature from all test configurations. These 
processes are presented in Algorithm 1. The result of this 
process is the Probability Vector, PV of our initial population, 
as shown in Fig. 4. 

Algorithm 1. Calculate Probability Vector 

1. Load a population of candidate solutions 

2. Select 10 test configurations according to its pairwise fitness  

3. Let n be the length of a test configuration 

4. For i = 1 to n 

5.     Calculate the mean of positive i as mean_i 

6.     Set the probability vector for feature i, P(i) = mean_i 

7. Next i 
 

PV:[1.0,1.0,0.4,1.0,0.7,0.5,1.0,0.3,0.6,0.9,0.6,0.3, 

1.0,1.0,1.0,0.7,0.6,0.2,0.3,0.5,0.1,0.5,0.4,0.4,0.6] 

Fig. 4. Probability vector of initial population. 

The next step is to calculate the joint probability of all 
possible value in each pair of the feature. As an example, for 
features 5 and 11, we calculate the occurrences of all four 
pairs; i.e. (5,11), (5,-11), (-5,11) and (-5,-11). Based on the 
population in Fig. 3, we get the joint probability value of 0.6, 
0.1, 0.0 and 0.3, respectively. This process is defined in 
Algorithm 2, line 2 to 8. 

After that, calculate the Pearson’s chi-square statistics, Cv,w, 
for each pair of features using the following equation: 

Cv,w = n * ∑
[𝐽𝑃𝛼𝑣,𝛽𝑤  −𝑃(𝛼𝑣)𝑃(𝛽𝑤)]2

𝑃(𝛼𝑣)𝑃(𝛽𝑤)𝛼,𝛽   

where  n is the number of test configuration 

𝛼 is either positive or negative prefix 

𝛽 is either positive or negative prefix 

For example, for v=5 and w=11: 

C5,11 = 10 *  

(
(𝐽𝑃5,11  −𝑃(5)𝑃(11))

2

𝑃(5)𝑃(11)
+

(𝐽𝑃5,−11  −𝑃(5)𝑃(−11))
2

𝑃(5)𝑃(−11)
+

(𝐽𝑃−5,11  −𝑃(−5)𝑃(11))
2

𝑃(−5)𝑃(11)
+

(𝐽𝑃5,11  −𝑃(−5)𝑃(−11))
2

𝑃(−5)𝑃(−11)
 ) = 10 * 

(
(0.6 −(0.7∗0.6))

2

0.7∗0.6
+ (0.1  −(0.7∗0.4))

2

0.7∗0.4
+ (0.0  −(0.3∗0.6))

2

0.3∗0.6
+

(0.3  −(0.3∗0.4))
2

0.3∗0.4
 ) = 6.4 

This step is defined in Algorithm 2, line 9 to 14. Based on 
our sampled population, the calculated bivariate frequencies 
are shown in Fig. 5. Here, we are only interested in chi-square 
value of at least 3.84  [17], based on the degree of freedom of 1 
and p value of 0.05. By calculating the chi-square values of the 
initial population, we choose 11 feature pairs. These pairs are 
conceived as having a strong dependency, due to the high 
degree of correlation. 

Algorithm 2. Calculate Bivariate Frequencies 

1.   Initialize joint probability, JP 

2.   For v = 1 to n - 1 

3.     For w = 2 to n 

4.       For each test configuration, tc  

5.       Calculate joint probability between feature v and w, JPv,w, 

group by combination of positive and negative prefix 

6.       Next tc 

7.     Next w 

8.   Next v 

9.   Initialize chi-square, C 

10. For v = 1 to n-1 

11.   For w = 2 to n 

12.     Calculate the Pearson’s chi-square statistics Cv,w  

13.   Next w 

14. Next v 
 

Feature Pair  Chi-square 
(8,19) 10.0 
(24,25) 10.0 

(22,23) 6.6 

(5,11) 6.4 
(10,18) 4.5 

(3,24) 4.5 

(5,22) 4.4 
(8,22) 4.4 

(12,22) 4.4 

(8,20) 4.4 
(6,8) 4.4 

Other pair <3.84 

Fig. 5. Bivariate frequencies of the initial population. 

Step 3. The succeeding step is to create a Feature 
Configuration Dependency Graph (FCDG). We define FCDG 
as a forest and are specified in Definition 3. 

Definition 3. (Feature Configuration Dependency Graph, 
FCDG). 

FCDG = (V,E), where V is the set of all features available 
in the forest, and E is the set of all edges between some ordered 
pairs of features. FCDG contains a collection of possibly 
disconnected trees. 

Each feature is represented by a node, and dependency 
between the pair of features is represented by an edge. The 
dependency between features is to be calculated based on 
conditional probability, thus its relationship is of type 
directional. Therefore, we link the respective nodes in our 
FCDG using directed edges. 

We define the following six properties for the FCDG: 

1) The indegree of a node is the number of edges directing 

to that node. Each node has zero or one indegree. 

2) The outdegree of a node is the number of edges leading 

away from that node. Each node has zero or more outdegree. 

3) A node with zero indegree and non-zero outdegree is 

called as a root node. FCDG can have more than one root 

node. 

4) A node with non-zero indegree is called as a child node. 

5) A node with non-zero outdegree is called as a parent 

node. 

6) A node without a degree is called as a standalone node. 
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The generation process of FCDG starts by selecting a 
random feature and adds it to our graph. Then, add a dependent 
feature by finding another feature having the highest chi-square 
value of at least 3.84, and add it to the graph. Repeat this step 
until no more features fulfil this criterion. Then, select another 
random feature and repeat the whole process until all features 
are added to the graph. This process is defined in Algorithm 3. 

Algorithm 3. Create Feature Configuration Dependency Graph 

1.   Let W as the set of all features  

2.   Let F as an empty graph, consists of empty V and E 

3.   Select a random feature, r, from W 

4.   Add r to the graph, V 

5.   Remove r from W 

6.   If there are no more features in W, goto end 

7.   For each remaining features in W 

8.      Find a feature, s, that has the highest dependency to feature r 

9.      If found 

10.       add s to V 

11.       removes s from W 

12.       add set {r,s} into E 

13.    if not found 

14.       goto step 3 

15.    end if 

16. End 

Executing this algorithm against the values from Fig. 5 will 
result in a graph with the following attributes: 

 The set of all features, V = {1,2,3,…,25} 

 Edges between some ordered feature pairs, E = { 
{3,24}, {5,11},  {8,6}, {8,19}, {8,20},  {18,10 }, 
{22,5}, {22,8}, {22,12,}, {22,23}, {24,25} } 

In this case, the FCDG for our running example consists of 
25 nodes with 11 edges. This can be graphically presented 
using a forest with three disconnected trees as shown in Fig. 6. 
All nodes in white colour are standalone nodes, in which no 
dependency to other nodes is discovered. The rest (coloured 
nodes) are nodes with dependency. As an example, it is shown 
that features 18 and 10 are highly dependent. From Fig. 3, 
feature 18 is always negative whenever feature 10 is positive, 
and the other way round. Another example is between feature 8 
and 19. It is of high frequency that both having negative values 
in the same row. The same relationship (of a certain pattern) 
can be observed for the rest of the pairs. 

Step 4. Once we have the dependency graph, we can 
proceed with generating a new population. It consists of two 
parts, (1) to populate root nodes, and (2) to populate child 
node. 

 
Fig. 6. The feature configuration dependency graph of the initial population. 

We start by populating all features correspond to the root 
nodes in our graph. The features are assigned with positive or 
negative values using univariate probabilities. Then, we 
populate the remaining features that correspond to the child 
nodes. This is performed by calculating the conditional 
probabilities of the child nodes given its parent nodes. We 
define the conditional probabilities for our strategy as follows: 

Definition 4. (conditional probability) 

Conditional probability of feature s and feature r, CP(s|r) is 
defined as the probability of feature s to be selected, given 
feature r been selected. It is calculated using the joint 
probability of s and r, JPs,r, divide by the univariate probability 
of r, i.e P(r). 

CP( s | r ) = 
𝐽𝑃𝑠,𝑟

𝑃(𝑟) 
 

This process is defined from line 3 to line 8 of Algorithm 4. 

Algorithm 4. Populate New Generation 

1.  For each root nodes, r, in G 

2.     Populate new generation having positive/negative value of r 

using univariate frequencies 

3.     For other nodes, s, in G 

4.        If parent node of s has been populated 

5.           Populate positive/negative value of s based on the 

conditional probability of s given parent of s 

6.        If all features have been populated, goto end 

7.  Next root node 

8.  End 

To demonstrate the first part, which is populating all the 
root nodes, Fig. 7 shows a possible assignment for 20 test 
configurations of our new generation. For example, for feature 
16, from our initial generation, the PV value for feature 16 is 
0.7, hence 70% of the new generation should have the positive 
value of 16. This can be achieved by using random numbers 
generated from a uniform distribution between 0 and 1. As per 
shown in Fig. 7, the outcome of this strategy is the assignment 
of a positive value of 16 for test configurations TC01, TC04-
TC08, TC10, TC11, TC14 TC16 and TC18 TC20. The 
remaining test configurations are assigned with -16. We apply 
the same strategy to populate the remaining root node features, 
and values are presented in Fig. 7. For non-root node features, 

which we mark with unfilled squares (□), will be populated 

later. 

The second part populates the remaining features, with 
respect to the child nodes from our dependency graph, i.e. 
features 5, 6, 8, 10, 11, 12, 19, 20, 23, 24, 25. Let us choose 
feature 12 as an example. Since feature 22 has been assigned 
with values, we assign feature 12 given the respective values of 
feature 22, using conditional distribution. It can be calculated 
using the joint probability of both features having positive 
values in the initial population, i.e. 0.3. Then divide by the 
probability vector of feature 22, i.e. 0.5. This equates to 0.6. 
Thus, we populate 60% of feature 12 with positive values for 
test configuration having positive 22. Similarly, calculate the 
probability of positive 12 given the negative value of feature 
22, and use the result to populate the value of remaining test 
configurations. Once all values for feature 12 have been 
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assigned, we use the same strategy to populate the remaining 
features. A possible outcome of this process is shown in Fig. 8. 

Step 5. The final step in this iteration is to calculate the 
fitness of each individual in the new generation. We count how 
many pairs from Listing 1 matched with each pair of features 
in each test configuration. The fitness values are shown in the 

right column of Fig. 8. It is observed that three test 
configurations (TC10, TC17, and TC18) have better fitness 
value (marked with *) compared to the previous generation of 
test configuration (refer Fig. 3). Truncation is again applied to 
select only ten highly fit individuals. The whole process repeats 
from Algorithm 1 and continue until the intended pairwise 
coverage has been met. 

List of root node features= 

   [1, 2, 3, 4, 7, 9, 13, 14, 15, 16, 17, 18, 21, 22] 

PV (for root node features)= 

 [1.0, 1.0, 0.4, 1.0, 1.0, 0.6, 1.0, 1.0, 1.0, 0.7, 0.6, 0.2, 0.1, 0.5] 

New Generation of Test Configuration, TC: 

01:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15, 16,-17,-18,□,□,-21,-22,□,□,□] 

02:[1,2,-3,4,□,□,7,□,-9,□,□,□,13,14,15,-16, 17, 18,□,□,-21,-22,□,□,□] 

03:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15,-16, 17,-18,□,□,-21, 22,□,□,□] 

04:[1,2, 3,4,□,□,7,□,-9,□,□,□,13,14,15, 16, 17, 18,□,□,-21, 22,□,□,□] 

05:[1,2, 3,4,□,□,7,□, 9,□,□,□,13,14,15, 16, 17,-18,□,□,-21,-22,□,□,□] 

06:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15, 16, 17, 18,□,□,-21,-22,□,□,□] 

07:[1,2,-3,4,□,□,7,□,-9,□,□,□,13,14,15, 16, 17,-18,□,□,-21, 22,□,□,□] 

08:[1,2, 3,4,□,□,7,□, 9,□,□,□,13,14,15, 16, 17,-18,□,□,-21,-22,□,□,□] 

09:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15,-16, 17, 18,□,□,-21,-22,□,□,□] 

10:[1,2, 3,4,□,□,7,□, 9,□,□,□,13,14,15, 16, 17, 18,□,□,-21,-22,□,□,□] 

11:[1,2, 3,4,□,□,7,□, 9,□,□,□,13,14,15, 16,-17, 18,□,□, 21, 22,□,□,□] 

12:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15,-16,-17,-18,□,□,-21,-22,□,□,□] 

13:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15,-16,-17,-18,□,□,-21, 22,□,□,□] 

14:[1,2, 3,4,□,□,7,□,-9,□,□,□,13,14,15, 16, 17,-18,□,□, 21,-22,□,□,□] 

15:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15, 16, 17,-18,□,□,-21,-22,□,□,□] 

16:[1,2, 3,4,□,□,7,□, 9,□,□,□,13,14,15, 16,-17, 18,□,□,-21,-22,□,□,□] 

17:[1,2,-3,4,□,□,7,□,-9,□,□,□,13,14,15,-16,-17,-18,□,□,-21, 22,□,□,□] 

18:[1,2, 3,4,□,□,7,□,-9,□,□,□,13,14,15, 16, 17,-18,□,□,-21, 22,□,□,□] 

19:[1,2,-3,4,□,□,7,□, 9,□,□,□,13,14,15, 16, 17,-18,□,□,-21, 22,□,□,□] 

20:[1,2, 3,4,□,□,7,□,-9,□,□,□,13,14,15, 16,-17,-18,□,□,-21,-22,□,□,□] 

Fig. 7. Populated root node features using univariate frequencies. 

List of Non-Root node features =  

[5, 6 , 8 , 10, 11, 12, 19, 20, 23, 24, 25] 

New Generation of Test Configuration, TC: Fitness 

01:[1,2,-3,4,-5,-6,7,-8, 9, 10,-11,-12,13,14,15, 16,-17,-18,-19,-20,-21,-22, 23, 24,-25] 

02:[1,2,-3,4, 5,-6,7,-8,-9, 10, 11,-12,13,14,15,-16, 17, 18,-19, 20,-21,-22, 23, 24,-25] 

03:[1,2,-3,4, 5, 6,7, 8, 9, 10, 11, 12,13,14,15,-16, 17,-18, 19,-20,-21, 22,-23, 24,-25] 

04:[1,2, 3,4, 5, 6,7, 8,-9,-10,-11,-12,13,14,15, 16, 17, 18, 19,-20,-21, 22,-23,-24,-25] 

05:[1,2, 3,4, 5,-6,7,-8, 9, 10, 11,-12,13,14,15, 16, 17,-18,-19,-20,-21,-22, 23,-24, 25] 

06:[1,2,-3,4, 5, 6,7,-8, 9, 10, 11,-12,13,14,15, 16, 17, 18,-19,-20,-21,-22, 23, 24,-25] 

07:[1,2,-3,4, 5, 6,7, 8,-9, 10, 11,-12,13,14,15, 16, 17,-18, 19,-20,-21, 22,-23, 24,-25] 

08:[1,2, 3,4, 5,-6,7,-8, 9, 10, 11,-12,13,14,15, 16, 17,-18,-19, 20,-21,-22, 23,-24,-25] 

09:[1,2,-3,4, 5,-6,7,-8, 9,-10,-11,-12,13,14,15,-16, 17, 18,-19,-20,-21,-22, 23, 24,-25] 

10:[1,2, 3,4,-5,-6,7,-8, 9,-10,-11,-12,13,14,15, 16, 17, 18,-19, 20,-21,-22, 23,-24,-25] 

11:[1,2, 3,4, 5, 6,7,-8, 9, 10, 11, 12,13,14,15, 16,-17, 18,-19,-20, 21, 22,-23,-24, 25] 

12:[1,2,-3,4,-5,-6,7,-8, 9, 10, 11,-12,13,14,15,-16,-17,-18,-19, 20,-21,-22, 23, 24,-25] 

13:[1,2,-3,4, 5, 6,7, 8, 9, 10, 11,-12,13,14,15,-16,-17,-18, 19,-20,-21, 22,-23,-24, 25] 

14:[1,2, 3,4,-5, 6,7,-8,-9, 10,-11,-12,13,14,15, 16, 17,-18,-19, 20, 21,-22, 23,-24,-25] 

15:[1,2,-3,4,-5, 6,7,-8, 9, 10,-11,-12,13,14,15, 16, 17,-18,-19, 20,-21,-22, 23, 24,-25] 

16:[1,2, 3,4,-5,-6,7,-8, 9,-10, 11,-12,13,14,15, 16,-17, 18,-19, 20,-21,-22, 23,-24,-25] 

17:[1,2,-3,4, 5, 6,7, 8,-9, 10, 11, 12,13,14,15,-16,-17,-18, 19,-20,-21, 22,-23,-24,-25] 

18:[1,2, 3,4, 5, 6,7, 8,-9, 10, 11, 12,13,14,15, 16, 17,-18, 19,-20,-21, 22,-23,-24, 25] 

19:[1,2,-3,4, 5, 6,7, 8, 9, 10, 11, 12,13,14,15, 16, 17,-18, 19,-20,-21, 22,-23, 24,-25] 

20:[1,2, 3,4,-5,-6,7,-8,-9, 10,-11,-12,13,14,15, 16,-17,-18,-19,-20,-21,-22, 23,-24, 25] 

 5 

 5 

 8 

 5 

 3 

 3 

 6 

 3 

 7 
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 5 

 7 

 8 
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 7 

 8 
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 8 

 4 

Fig. 8. Populated non-root node features using conditional distribution and calculated fitness value. 

IV. EXPERIMENT AND RESULTS 

COTED has been implemented and executed on a set of 
feature models from Software Product Line Online Tools 
(SPLOT) [7]. The objective is to measure the efficiency and 
effectiveness of bivariate distribution approach based on EDA 
in generating test configuration satisfying pairwise testing. The 
comparison has been made against (1) a greedy-based 
approach, ICPL [3] and (2) a constraint handling approach 
based on the minimum-invalid-tuple strategy, LOOKUP [29]. 

The first part assesses the efficiency by measuring the 
minimum number of test configurations that the three 
approaches able to generate. The second part measures the 

quality of the generated test configuration, in terms of the 
frequency of pairwise tuple, and test configuration similarity. 
During the experiments, 8 datasets of various sizes of 
constrained Feature Models (FMs) have been selected from 
SPLOT. COTED has been executed with the population of size 
800 with truncation size 100, stagnancy count of 3 executions, 
maximum generations were 5000 and execution timeout of 
1800 seconds. 

A. Minimum Number of Test Configurations 

This is the most used metric that evaluates the efficiency of 
the solution for SPL test configuration generation [12]. It 
calculates the number of test configurations generated using a 
particular approach that either fully satisfies the pairwise 
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coverage, or partially fulfil the coverage with a decent 
percentage. However, the latter does not conform to the 
definition of pairwise testing, i.e. to have all pairs covered at 
least once. Therefore, a complete pairwise coverage is often of 
the goal in any SPL test configuration exercise. 

Fig. 9 shows that LOOKUP is the most outstanding tool in 
generating the most minimal test configurations. For 
J2EEWebArch and CocheEcologico, it outperforms the other 
techniques. For others, it produces an equal number of test 
configuration as generated by COTED, except for 
SPLSimulES dataset. 

B. t-wise Frequency 

This measure has been devised by Perrouin et al. [30] as the 
ratio between the occurrences of t-wise and the number of test 
configurations generated. This can be used to check whether 
the solution satisfies the t-wise principle, i.e., in the solution, 
every valid combination of t factors must present at least once. 
An optimum solution consists of combination of t factors once. 
This, however, is hard to achieve. 

Fig. 10 shows the box plots of all evaluated techniques 
calculated based on the median of t-wise frequencies of the 
generated test configurations for each benchmark datasets. In 
general, the average and the dispersion of the t-wise 
frequencies are stable for the three techniques. Most of the 
results show that the frequencies are maintained low, as 
depicted by the concentration on the low end of the scale, 
except for Ecommerce (Fig. 10(a)) and Billing (Fig. 10(g)) 
datasets. Low frequency of t-wise in the generated test 
configurations indicates that there are less pairwise 

occurrences; hence lower the redundancy of feature of pairs. 
This is useful in the event of limited time and resources 
available for testing, which is often the case in SPL testing. 

On average, as shown in Table I, the median and standard 
deviation (σ) of the proposed techniques resides on the decent 
level, which is on par with the other approaches. Even though, 
on average, ICPL can demonstrate lower t-wise frequency 
(0.288), the deviation of the overall solution is worse than the 
rest. On the other side of the coin, LOOKUP and COTED 
managed to cover pairwise steadily, with low variations, on 
average, however, it covers higher frequency than ICPL. The 
differences between COTED and LOOKUP are relatively low. 
50 per cent of the overall medians are equal for both 
techniques. 

Datasets 
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 TC Generation Techniques 

COTED ICPL LOOKUP 

Ecommerce 10 10 6 7 6 

Cellphone 11 14 7 8 7 

GraphProductLine 20 30 15 17 15 

SPLSimulES 32 25 10 10 11 

ArcadeGame 61 87 16 18 16 

J2EEWebArch 77 86 19 18 17 

Billing 88 89 13 14 13 

CocheEcologico 94 131 92 93 90 

Fig. 9. Minimum number of test configuration generated. 

 
Fig. 10. Box plots for the median of t-wise frequency of the three approaches. 
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TABLE I.  MEDIAN AND STANDARD DEVIATION () OF T-WISE FREQUENCY 

                    Techniques  

Datasets 

COTED ICPL LOOKUP 

Median  Median  Median  

ECommerce 0.33 0.1634 0.29 0.1910 0.33 0.1634 

Cellphone 0.29 0.1615 0.38 0.1636 0.29 0.1615 

SPL-SimulES 0.3 0.1498 0.3 0.1543 0.27 0.1470 

ArcadeGamePL 0.31 0.1695 0.28 0.2101 0.31 0.1771 

Graph Product Line 0.27 0.2280 0.29 0.2289 0.27 0.2263 

J2EE Web Arch 0.26 0.1440 0.28 0.1566 0.29 0.1391 

Billing 0.4 0.1530 0.36 0.1782 0.38 0.1553 

Coche-ecologico 0.33 0.2488 0.13 0.3353 0.32 0.2530 

Average 0.311 0.177 0.288 0.202 0.307 0.177 

C. Test Configurations Similarity 

The third measurement is test configuration similarity [30]. 
The objective is to assess the degree of similarity between test 
configurations among a different set of solutions. The 
similarity between two test configurations is calculated using 
Jaccard Index, Jac. Given a and b as the two test 
configurations, we calculate Jac(a,b) as follows: 

Jac(a,b) = 
|𝑎 ∩ 𝑏|

|𝑎 ∪ 𝑏|
 

The presence of all mandatory features is a must in all test 
configurations. Since all solutions from the three techniques 
are of valid test configurations, we omit the similarity checking 
for mandatory features. Only optional features are observed. 

This similarity measure can be used to measure the degree 
of diversity of the generated solutions. Lower Jaccard Index 
value indicates that the test configurations are less likely to be 
similar, hence more diversified. Fig. 11 shows the box plots 
calculated based on the median of the test configuration 

similarity from the generated solutions for each benchmark 
datasets. Overall, the averages of the test configuration 
similarity are low and encouraging among all techniques, and 
the dispersions of the median are stable for all techniques. This 
is depicted in Fig. 11 based on the trend of right skewness, as 
most medians are closer to the first quartile than the third 
quartile. COTED performance is on par with LOOKUP, and in 
fact, it managed to outperform LOOKUP at SPL-SimulES 
dataset. Overall, COTED and LOOKUP outperform ICPL for 
most datasets. 

With respect to the average and measure of dispersion, as 
shown in Table II, LOOKUP performed better than the rest, 
with the exception to three datasets (Cellphone, SPL SimulES 
and ArcadeGamePL) where COTED has a bit lower median 
values. Meanwhile, the median of COTED is better than ICPL, 

with lower median and  on five datasets (ECommerce, 
Cellphone, ArcadeGamePL, Graph Product Line and Coche 
ecologico). This suggests, on average, it produces more 
dissimilar sets of test configurations. 

 

Fig. 11. Box plots for the median of t-wise similarity of the three approaches. 
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TABLE II.  MEDIAN AND STANDARD DEVIATION () OF TEST CONFIGURATION SIMILARITY 

             Techniques 

Datasets 

COTED ICPL LOOKUP 

Median  Median  Median  

ECommerce 0.67 0.6581 1 0.8064 0.67 0.6489 

Cellphone 1.1 0.8134 1.2 0.8955 1.3 0.7188 

SPL-SimulES 1.4 1.0682 1.4 1.0199 1.6 1.1632 

ArcadeGamePL 2.45 1.9168 2.9 2.2197 2.55 1.9063 

Graph Product Line 2.9 2.1399 3.35 2.4305 2.7 2.1715 

J2EE Web Arch 3 2.2429 2.7 2.1194 2.6 1.9755 

Billing 3.3 2.3822 2.9 2.2185 2.8 2.0049 

Coche-ecologico 17 13.6009 21 14.3204 17 13.3103 

Average 3.977 3.102 4.556 3.253 3.902 2.987 

V. DISCUSSIONS 

By calculating the marginal distribution between every two 
features in a particular sample, we can infer its connection. 
And based on that strong assumption, the population evolve 
towards more frequently connected features. This can directly 
be translated to more pairwise coverage. The ability to 
maximize pairwise coverage at each evolution cycle results in 
the reduction in the overall cycles of exploration, and 
subsequently, reduce the number of generated test 
configuration that fulfil pairwise coverage. 

This strategy has been evaluated against two current 
approaches, i.e. greedy-based and minimum invalid tuple 
based. Of the three strategies, the minimum invalid tuple-based 
strategy performed the best, but, competitively challenged by 
COTED, and this is supported by results analysis using 
descriptive statistics. 

Even though the performance of COTED is shown to be 
comparable, if not better than other approach, it provides us 
with a set of knowledge on the problem structure. By analysing 
the evolution of the probability models during test 
configuration generation, we discover a set of data on how the 
problem is being solved. We also gain knowledge on how 
features are distributed in the population with respect to other 
features. We explicitly acquire this in the form of feature 
configuration dependency graph which stores a set of feature 
pairs that have strong dependency. This information is deemed 
crucial as it could help us (1) decide how to prioritize the test 
configurations in pairwise testing, and (2) infer a higher order 
marginal distribution based on the collection of dependency 
knowledge. 

As compared to test generation, previous literature 
highlighted that test prioritization for SPL is insufficiently 
researched, especially on one that is based on feature 
reusability [31]. Reusable features are features that appear 
more frequently in final software products than the others. 
Hence, calculating the frequency might help in extracting the 
most reusable one. In view of interaction testing, two 
interacting features are of one main concern. Thus, to find 
those reusable interactions could mean to find common feature 
interactions. 

The dependency knowledge in the form of a collection of 
feature configuration dependency graphs are acquired 
iteratively from second-order probabilistic model. As opposed 
to computing a higher-order probabilistic model (which 
involves multivariate computation), this process is more viable 
as it incurs much lower cost. Additionally, a higher-order 
probabilistic model is achievable by grouping or clustering 
lower-order dependencies which contains highly interacting 
sets of variables [32]. Therefore, we could leverage a 
lightweight second-order iterative computation for practical 
higher-order computation. This remains to be investigated and 
thus motivate our future work. 

VI. CONCLUSION AND FUTURE WORKS 

Generating efficient and effective test configurations for 
SPL is difficult. One way to feasibly tackle the combinatorial 
explosions of feature configuration testing is by leveraging 
pairwise testing. 

Based on the work we conducted throughout this study, we 
found that the marginal distribution algorithm-based approach 
is a feasible and competitive strategy. It allows us to reduce the 
number of required test configuration from an exhaustive 
approach by leveraging pairwise coverage as its fitness 
function. Our proposed strategy managed to generate the 
solution of similar quality in terms of t-wise frequency and test 
configuration diversity, compared to those generated by state-
of-the-art approaches. The outcome of the proposed strategy is 
two-fold. First, it generates minimized test configuration for 
pairwise testing. Secondly, the inherent ability of the strategy 
to extract the dependency knowledge in the form of feature 
configuration dependency graphs. As per our knowledge, this 
is the first time a combinatorial interaction testing in software 
product line problem is being modelled and tackled by using 
probability based evolutionary algorithm. 
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Abstract—In today's computing era, the Internet of Things 

(IoT) stands out for its implementation of automation, high-

quality ecosystems, creative and efficient services, and higher 

productivity. IoT has found applications in various fields, such as 

education, healthcare, agriculture, military, and industry, where 

diverse resource requirements present a major challenge. To 

address this issue, we propose a novel QoS-aware resource 

allocation method for IoT systems. Our approach combines the 

Ant Colony Optimization (ACO) and Tabu Search (TS) 

algorithms to manage resources effectively, minimize energy 

consumption, reduce communication delays, and enhance overall 

system performance. Experimental results demonstrate the 

efficiency and effectiveness of our approach, with significant 

improvements in QoS metrics compared to traditional methods. 

By merging ACO and TS algorithms, our research contributes to 

the advancement of IoT capabilities, energy conservation, and 

business optimization. 

Keywords—Internet of things; resource allocation; 

virtualization; Ant Colony Optimization; Tabu Search  

I. INTRODUCTION  

The Internet of Things (IoT) enables the integration of the 
virtual and physical worlds, facilitating communication 
between various devices without human intervention [1]. This 
has led to a growing interest in IoT research due to its ability to 
enable intelligent and ubiquitous services through data 
aggregation, processing, analysis, and mining [2, 3]. However, 
the performance of IoT systems is influenced by several factors 
and resources, such as user requirements, energy consumption, 
diverse applications, storage capacity, communication needs, 
network bandwidth, and computing power. These resources are 
heterogeneous in nature, meaning they vary in their capabilities 
and characteristics [4]. IoT networks face resource allocation 
challenges, particularly in networks with heterogeneous 
properties. Resource allocation involves effectively managing 
and allocating limited resources to achieve optimal objectives 
[5]. The resources in IoT networks are divided into two 
categories: node resources and channel resources. Node 
resources, also known as physical resources, include storage, 
computational power, and energy resources. On the other hand, 
channel resources pertain to communication channels and 
networks, encompassing aspects such as channel bandwidth, 
load balancing, and traffic analysis [6]. 

Resource allocation refers to the task of efficiently 
assigning available resources to complete a set of tasks while 

considering specific conditions and constraints [7]. The target 
is to optimize resource utilization and enhance the performance 
of the IoT platform. The resources in IoT devices are often 
limited due to factors such as energy constraints, processing 
power, and storage capacity [8]. However, IoT devices have 
the potential to provide various services and functionalities. 
Efficient resource allocation is crucial for optimizing the 
utilization of these limited resources and ensuring that tasks are 
completed effectively [9]. The heterogeneous and distributed 
characteristics of the devices and resources complicate ioT 
resource allocation. IoT devices come in different types with 
varying capabilities and characteristics. They may have 
different energy levels, processing capacities, and storage 
capacities. The resource allocation algorithm needs to consider 
these differences and allocate resources accordingly [10]. 

Integrating machine learning, deep learning, Artificial 
Intelligence (AI), and urban public transportation systems 
plays a pivotal role in efficiently allocating resources in the 
IoT. These technologies collectively form the backbone of 
intelligent resource management in urban environments. 
Machine learning algorithms enable IoT systems to adapt and 
optimize resource allocation strategies by analyzing vast 
amounts of data [11, 12]. Deep learning, a subset of machine 
learning, excels in pattern recognition and feature extraction, 
making it invaluable for understanding complex urban 
dynamics [13, 14]. AI systems bring decision-making 
capabilities to IoT devices, allowing them to dynamically 
adjust resource allocation based on real-time conditions and 
user preferences [15, 16]. Urban public transportation systems 
are a prime example of IoT in action, encompassing connected 
vehicles, smart traffic management, and passenger information 
systems. By leveraging the data generated within these 
transportation networks, machine learning models can predict 
traffic patterns, optimize routes, and enhance energy efficiency, 
leading to reduced congestion and environmental impact [17]. 

In recent years, researchers have turned to nature-inspired 
meta-heuristic algorithms to tackle optimization problems in 
various domains, including IoT resource allocation. These 
algorithms mimic natural phenomena and use techniques such 
as solution perturbations and stochasticity to avoid local optima 
and achieve optimal or near-optimal solutions. Meta-heuristic 
optimization algorithms have gained popularity due to their 
ability to handle various applications and optimization 
problems. These meta-heuristic algorithms can be applied to 
IoT resource allocation problems to meet various objectives, 
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such as energy efficiency, bandwidth utilization, and task 
allocation. Previous research efforts have explored different 
optimization techniques for resource allocation in IoT systems. 
Genetic, ACO, and Particle Swarm Optimization (PSO) 
algorithms are some of the methods applied to address this 
challenge. However, these approaches often suffer from slow 
convergence or suboptimal solutions, particularly when dealing 
with complex, combinatorial optimization problems that arise 
in IoT resource allocation scenarios. Therefore, it is necessary 
to develop more efficient and effective algorithms to cope with 
the complexity and variability of IoT environments. 

This paper proposes a novel QoS-aware resource allocation 
method for IoT systems that utilizes a hybrid approach that 
incorporates both the Ant Colony Optimization (ACO) and the 
Tabu Search (TS) algorithms. The ACO algorithm is derived 
from the foraging behavior of ants and effectively solves 
combinatorial optimization problems. It employs a population 
of artificial ants to construct solutions by probabilistically 
selecting resources based on pheromone trails and heuristics. 
On the other hand, the TS algorithm is a local search-based 
metaheuristic that intensifies the search process by maintaining 
a tabu list, preventing revisiting previously visited solutions 
and encouraging the exploration of new solutions. By 
combining these two powerful optimization approaches, we 
aim to overcome the limitations of conventional resource 
allocation methods and provide a more efficient and effective 
solution regarding QoS-aware resource allocation in IoT 
systems. 

In this context, our motivation for this research lies in the 
critical need for efficient resource allocation in IoT systems. 
Managing limited resources becomes paramount as IoT 
applications continue to increase across diverse domains such 
as education, healthcare, agriculture, military, and industry. IoT 
systems rely on a multitude of resources, including but not 
limited to storage, computational power, and energy. These 
resources are heterogeneous and often constrained, posing 
significant challenges to resource allocation. Our proposed 
approach addresses these challenges by prioritizing Quality of 
Service (QoS) in resource allocation. The potential benefits of 
our research are multifaceted. By effectively managing 
resources, our method aims to minimize energy consumption, 
reduce communication delays, and enhance overall system 
performance. This not only leads to improved operational 
efficiency but also contributes to sustainability efforts by 
reducing energy usage. Furthermore, our approach holds the 
promise of enabling more reliable and responsive IoT 
applications. As IoT plays an increasingly integral role in 
critical domains such as healthcare and industrial automation, 
optimizing resource allocation can directly impact service 
quality and reliability. Our research makes several significant 
contributions to the field of IoT resource allocation: 

 Novel hybrid approach: We propose a novel resource 
allocation method that combines the power of ACO and 
TS algorithms. This hybrid approach harnesses the 
strengths of both algorithms to address the limitations 
of conventional resource allocation methods. 

 QoS prioritization: Our method places a strong 
emphasis on QoS, aiming to improve energy efficiency, 

reduce communication delays, and enhance overall 
system performance. This contributes to a more reliable 
and responsive IoT ecosystem. 

 Efficiency and effectiveness: Through extensive testing 
and experimentation, we demonstrate the efficiency and 
effectiveness of our approach. Our results indicate 
significant improvements in QoS metrics when 
compared to traditional resource allocation methods. 

The rest of the paper is organized in the following manner. 
Section II presents an introduction to IoT and resource 
allocation and describes existing resource allocation methods. 
Section III discussed the proposed method. Simulation results 
are reported in Section IV. Section V summarizes the main 
contributions of the study. 

II. BACKGROUND 

A. IoT Resource Allocation 

Resource allocation is of utmost importance in the IoT 
ecosystem, where a multitude of interconnected devices 
collaborate to provide diverse services and applications. In the 
IoT, resources such as network bandwidth, computational 
power, storage capacity, and energy are scarce and must be 
allocated efficiently among numerous devices and applications 
[18]. Effective resource allocation in the IoT involves 
determining the optimal assignment of resources to meet the 
diverse requirements of IoT applications while considering 
factors such as QoS, energy efficiency, and network stability. 
A major challenge of IoT resource allocation stems from the 
dynamic and heterogeneous nature of IoT environments. IoT 
devices possess varying capabilities, communication protocols, 
and QoS requirements, further complicating the allocation 
process. 

Additionally, IoT networks encounter fluctuations in 
resource availability due to device mobility, changing network 
conditions, and varying demands from different applications. 
Resource allocation algorithms in the IoT must be adaptive, 
scalable, and capable of handling network dynamics. 
Furthermore, considering resource limitations in IoT 
deployments, efficient allocation strategies are essential to 
prevent bottlenecks, ensure optimal resource utilization, and 
enhance the overall performance of IoT systems [19]. 

To address the resource allocation challenges in the IoT, a 
range of approaches have been proposed, each tailored to 
specific IoT scenarios and requirements. These approaches 
span from centralized algorithms to distributed mechanisms. 
Centralized resource allocation methods involve a central 
entity or server that receives requests from IoT devices and 
allocates resources based on predefined criteria or optimization 
objectives [20]. These algorithms centralize the decision-
making process and effectively manage resource allocation in 
certain IoT environments. Distributed resource allocation 
algorithms aim to distribute the decision-making process 
among IoT devices themselves, enabling them to collaborate 
and negotiate for resources autonomously [21]. These 
algorithms promote self-organization and adaptability in 
resource allocation, making them suitable for dynamic and 
decentralized IoT systems. Optimization techniques such as 
genetic algorithms, swarm intelligence, and game theory have 
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been applied to solve the resource allocation problem in the 
IoT [22]. These techniques consider QoS, energy efficiency, 
load balancing, and fairness while allocating resources to IoT 
devices. They provide efficient and optimized resource 
allocation solutions based on mathematical models and 
optimization objectives. Machine learning and artificial 
intelligence-based approaches are gaining prominence in IoT 
resource allocation. These approaches leverage historical data 
and real-time analytics to make intelligent resource allocation 
decisions. By learning from past experiences and adapting to 
changing IoT conditions, machine learning-based algorithms 
can optimize resource allocation to meet dynamic IoT 
requirements. Edge computing offers a promising model for 
resource allocation in the IoT. By deploying computation and 
storage capabilities closer to IoT devices at the network edge, 
edge computing reduces latency, optimizes bandwidth usage, 
and enables localized resource allocation decisions. This 
decentralized approach minimizes the reliance on cloud 
resources and enhances the overall efficiency and 
responsiveness of IoT systems [23]. 

B. Related Work 

Wang, et al. [24] focused on addressing the distributed 
resource allocation problem in energy-efficient data forwarding 
for resource-constrained Industrial IoT (IIoT) systems [9]. 
They approached this problem by formulating it as a 
Decentralized, Partially Observable Markov Decision Process 
(Dec-POMDP), taking into account the decentralized and 
partially observable nature of the system. To tackle this 
challenge, they proposed an innovative algorithm named Dual-
Attention assisted Deep Reinforcement Learning (DADR) for 
energy-efficient resource allocation. The DADR algorithm 
leverages a dual-attention assisted deep reinforcement learning 
(DRL) model within the Convolutional Attention Module, 
Dual-Attention, and Experience Reconstruction (CTDE) 
framework. The actor-network of the DADR algorithm 
incorporates a multi-scale convolutional attention module 
(CAM) to extract feature information from local states across 
various dimensions. Introducing a novel critic network, which 
employs a dual-attention module and an experience 
reconstruction module, enables comprehensive and precise 
evaluation of the system state from a global perspective. This 
critic network effectively addresses non-stationary and partially 
observable issues in multi-agent systems while maintaining 
scalability in dynamic environments without requiring 
modifications to the model structure. By combining CAM and 
Multi-Head Self-Attention (MHSA), the DADR algorithm 
enhances the representation learning capability of the DRL 
model. 

Consequently, it provides improved optimization directions 
for energy efficiency and data transmission reliability. To 
assess the performance of the DADR algorithm, the researchers 
conducted simulations. The results of these simulations 
demonstrate the superiority of DADR over existing resource 
allocation algorithms and Multi-Agent Reinforcement Learning 
(MARL) models in terms of network stability, transmission 
reliability, and network lifetime. 

Kim and Ko [25] introduced a service resource allocation 
approach that aims to minimize data transmissions among 
users' mobile devices while effectively addressing the 

constraints associated with such environments. To address the 
resource allocation problem, they transform it into a variant of 
the degree-constrained minimum spanning tree problem. 
Subsequently, they apply a genetic algorithm to efficiently 
generate near-optimal solutions within a shorter timeframe. 
The authors devise a fitness function and an encoding scheme 
specifically tailored to optimize the application of the genetic 
algorithm. Through the utilization of these components, the 
proposed approach demonstrates a remarkably high success 
rate, achieving near-optimal solutions in an average of 97% of 
cases. Moreover, it surpasses the brute force approach by 
significantly reducing the time required for solution generation. 

In the study conducted by Tsai [26], the challenges 
associated with resource allocation in IoT systems are 
addressed. These systems are characterized by diverse user 
requirements, different types of appliances, limited network 
bandwidth, and computation power, all of which pose 
limitations to the performance of IoT systems and necessitate 
effective resource allocation solutions. To tackle this problem, 
the author proposes an algorithm that combines the concepts of 
data clustering and metaheuristics. The algorithm focuses on 
allocating the large-scale devices and gateways within the IoT 
system in a manner that minimizes the total communication 
cost between them. By optimizing the resource allocation, the 
algorithm aims to enhance the overall performance of the IoT 
system. The proposed algorithm is evaluated through 
simulations, and the results demonstrate its superiority over 
other resource allocation algorithms considered in the study. 
Specifically, the algorithm outperforms alternative approaches 
in terms of reducing the total data communication costs, 
highlighting its effectiveness in optimizing resource allocation 
for IoT systems. 

Deng, et al. [27] address the challenge of trustworthiness 
management in edge computing (EC) systems, which play a 
crucial role in handling the increasing number of IoT devices 
connected to the edge of the network. They focus on ensuring 
compliance with service-level agreements (SLAs), which serve 
as an important indicator of trustworthiness for IoT services. 
To tackle this challenge, the authors propose a solution that 
involves modeling the state of the service provisioning system 
and the resource allocation scheme as a Markov decision 
process (MDP). They encode the trustworthiness gain, 
measured by the degree of SLA compliance, and use it as the 
objective for resource allocation adjustments. To obtain an 
optimal resource allocation policy, the authors employ 
reinforcement learning (RL) techniques. They train a policy 
using RL methods, which enables the dynamic generation of 
resource allocation schemes based on the system's current state. 
The trained policy is designed to maximize the trustworthiness 
gain of the services by allocating resources appropriately. The 
proposed approach is evaluated through experiments conducted 
on the YouTube request dataset. The results demonstrate that 
the edge service provisioning system utilizing the proposed 
approach outperforms baseline approaches by at least 21.72% 
in terms of performance. 

Nematollahi, et al. [28] have proposed a novel architecture 
for offloading jobs and allocating resources for the IoT by 
incorporating Fog Computing (FC). They aim to address the 
limitations of low processing power and the need for efficient 
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data processing and management in IoT applications. The 
architecture consists of three main components: sensors, 
controllers, and FC servers. The authors introduce the concept 
of the subtask pool approach in the second layer, which enables 
the offloading of work from IoT devices to FC servers. To 
optimize resource allocation, they combine the Moth-Flame 
Optimization (MFO) algorithm with Opposition-based 
Learning (OBL), forming the OBLMFO algorithm. In the 
second layer, a stack cache approach is implemented to ensure 
resource allocation is balanced and prevent system load 
imbalance. The authors also leverage blockchain technology to 
guarantee the accuracy of transaction data, enhancing the 
reliability and transparency of resource distribution in the IoT 
system. To evaluate the performance of the OBLMFO model, 
the authors conducted experiments using the Python 
environment with a diverse set of jobs. The results demonstrate 
that the OBLMFO model achieved a 12.1% reduction in the 
delay factor and a 6.2% reduction in energy consumption 
compared to existing approaches. 

Nguyen, et al. [29] propose a generalized federated learning 
(FL) algorithm to address the challenges encountered in FL, 
including non-independent and identically distributed data and 
heterogeneity of user equipment (UE). The objective of their 
approach is to reduce the global communication burden and 
enhance the convergence rate of FL. The proposed FL 
algorithm builds upon the current state-of-the-art federated 
averaging (FedAvg) by introducing a weight-based proximal 
term to the local loss function. This modification enables the 

algorithm to perform stochastic gradient descent in parallel on 
a sampled subset of UEs during each global round, effectively 
reducing the communication overhead. The researchers provide 
a convergence upper bound that illustrates the tradeoff between 
the convergence rate and the number of global rounds. The 
analysis shows that convergence can still be ensured even with 
a small number of active UEs per round. 

Liu [30] proposed a resource allocation algorithm for 
mobile edge computing. The algorithm aims to optimize base 
station performance over the long term by considering various 
factors, such as cable channel congestion, energy consumption, 
latency, communication cost, and task arrival characteristics. 
An energy consumption deficit queue based on Lyapunov drift 
penalties is introduced. This queue couples the energy 
consumption and time of small base stations, ensuring that 
energy consumption constraints are met during optimization. 
To calculate the offloading weight for task allocation, the 
authors employ game theory and propose an offloading weight 
formula derived from the Shapley value. The offloading weight 
is computed impartially, factoring in the return of various 
tasks. Simulations on the MATLAB platform were used to 
evaluate the proposed algorithm's performance. The algorithm 
can attain Nash equilibrium within a finite number of 
iterations, according to the results. Furthermore, the algorithm 
outperforms other comparison strategies in terms of the 
number of successfully offloaded tasks, time delay, and energy 
consumption.  

TABLE I. IOT RESOURCE ALLOCATION METHODS 

Method Approach Key features Performance 

DADR 

Deep reinforcement learning model 

based on partially observable 

Markov decision processes 

Centralized training and distributed execution 

framework Actor-network with a multi-scale 
convolutional attention module. Novel critic 

network based on dual-attention module 

Outperforms existing resource 

allocation algorithms and multi-agent 

reinforcement learning models 

Genetic Algorithm 

Transformation of the resource 
allocation problem into a variant of 

the degree-constrained minimum 

spanning tree problem 

Fitness function and encoding scheme for 

optimization 

Achieves near-optimal solutions in 

97% of cases on average and 
outperforms brute force approach 

Data clustering and 

metaheuristics 

Algorithm leveraging data 

clustering and metaheuristics 

Minimization of total communication cost. 

Optimization of IoT system performance 

Outperforms other resource allocation 
algorithms and reduces total data 

communication costs 

Markov decision process 
with reinforcement 

learning 

Modeling of state of service 
provisioning system and resource 

allocation as MDP 

Trustworthiness gain as objective. Dynamic 

generation of resource allocation schemes 

Outperforms baseline approaches by at 

least 21.72% 

Fog Computing with moth-

flame optimization and 
opposition-based learning 

Architecture incorporating fog 

computing for resource allocation 
optimization 

Subtask pool approach. Stack cache approach. 

Blockchain technology for accuracy of 
transaction data 

Achieves reduction in delay factor and 

energy consumption 

Generalized federated 
learning 

Weight-based proximal term in 

local loss function and parallel 
stochastic gradient descent on a 

sampled subset of user equipment 

Convergence rate improvement. Reduction of 
global communication burden 

Requires less training time and energy 

consumption compared to full user 

participation 

Task offloading and 

resource allocation 

algorithm 

Optimization of long-term 

performance of small base stations 

and consideration of various factors 

Energy consumption deficit queue. Offloading 

weight model based on Shapley value 

Achieves Nash equilibrium and 

outperforms other comparison 

strategies 
 

Table I presents a summary of IoT resource allocation 
methods along with their key features and performance 
characteristics. The reviewed methods often exhibit limitations 
that make them less suitable for the resource allocation 
problem. Some optimization techniques, such as genetic 
algorithm, can suffer from slow convergence, especially in 
large-scale IoT systems. This can hinder real-time decision-
making, which is essential in many IoT applications. PSO and 

traditional heuristic methods may produce suboptimal solutions 
when dealing with the complex, combinatorial nature of IoT 
resource allocation problems. Many existing methods do not 
inherently prioritize QoS metrics. They may not effectively 
address the specific QoS requirements of diverse IoT 
applications. We chose the proposed hybrid method, which 
combines ACO and TS algorithms, for several compelling 
reasons: 
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 Combinatorial optimization: IoT resource allocation is 
inherently a combinatorial optimization problem, as it 
involves allocating limited resources to tasks with 
varying requirements. ACO excels in solving such 
problems by mimicking the foraging behavior of ants 
and constructing solutions through probabilistic 
resource selection. This aligns with the nature of the 
resource allocation problem in IoT systems. 

 Local search enhancement: While ACO provides global 
exploration, TS offers local search capabilities by 
maintaining a Tabu list. TS intensifies the search 
process by preventing revisits to previously explored 
solutions, which is crucial for avoiding suboptimal 
solutions in IoT resource allocation. 

 QoS focus: Our primary objective is to prioritize QoS in 
IoT resource allocation. Existing methods may lack the 
necessary mechanisms to give due consideration to QoS 
metrics, such as energy efficiency and reduced 
communication delays. Our hybrid approach allows us 
to explicitly address these QoS concerns. 

III. PROPOSED METHOD 

This section introduces a novel resource allocation 
algorithm called ACO-TS, which combines the ACO and TS 
algorithms. ACO-TS offers improved efficiency in terms of 
cost and execution time compared to existing approaches. We 
delve into the details of ACO-TS in the following subsections: 
Firstly, we define the problem and outline the objective 
function. Next, we provide a comprehensive explanation of the 

proposed method, highlighting its key features and 
mechanisms. 

A. Problem Definition 

The distributed nature of resources and the need for 
efficient access make resource allocation in IoT challenging. 
The integration of multiple applications and the heterogeneity 
of connectivity further complicate resource allocation. 
Efficiency in an IoT system is measured by factors such as 
allocation interval, response time, and processing time, which 
are important QoS constraints. This study focuses on the 
resource allocation problem involving resource nodes and 
gateways. Resources are allocated to service instances, and 
gateways are responsible for connecting to these resources. 
Gateways serve as the interconnection points for IoT systems, 
managing the traffic of multiple resources. Effective resource 
allocation requires optimizing the distribution of resources 
among gateways to minimize communication costs. 
Additionally, the connectivity between gateways is crucial, and 
minimizing communication costs is a key objective. Various 
connection models, such as ring or bus connections, can be 
considered to achieve this goal. Fig. 1 illustrates an example of 
a resource-gateway connection. Communication costs depend 
on the chosen communication model. The objective of the 
problem is to determine the resource allocation pattern that 
minimizes communication costs. Another important aspect is 
load balancing, which involves distributing resources among 
gateways to prevent bottlenecks. The objective function section 
describes how load balancing and communication costs are 
calculated in the problem. 

 

Fig. 1. An example of a resource-gateway connection. 

B. Objective Function 

In the considered network model, it is assumed that all 
resource nodes have the ability to communicate with each 
other. Therefore, to evaluate the different solutions to the 
resource allocation problem, it is necessary to calculate the 
total cost of network communications. It is assumed that all 
resources send messages to each other, and the objective 
function aims to minimize the total cost of these messages. The 
total cost is calculated using Eq. 1, which represents the 
mathematical expression for determining the cost. The 
proposed algorithm focuses on minimizing this objective 
function as its main goal. 

   
∑ (  

     )
|  |

   

 
   (1) 

In Eq. (1), the variable d
g
 represents the overall 

communication cost among gateways,   
  represents the total 

data transfer cost between the j
th
 gateway and all resources 

connected, and Vg represents the total number of gateways in 
the network. It is important to note that communication within 
a gateway can also result in messages being exchanged 
between gateways. The exponential nature of the 
communication cost within a gateway greatly affects the total 

communication cost. Thus, the equation (  
     ) is the most 
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appropriate way to calculate the maximum communication 
costs. The objective is to minimize the value of the objective 
function. Since gateways have the ability to send messages to 

all resources, we need to multiply   
  by d

g
. By summing up 

these values for all gateways, we can obtain an estimation of 
the total communication costs for the gateways. The numerator 
part of the Tc fraction in the objective function can be 
calculated by performing this calculation for each gateway. 

C. Proposed Hybrid Algorithm 

The proposed hybrid method combines the ACO algorithm 
and the TS technique to tackle the IoT resource allocation 
problem, considering QoS requirements. This combination 
leverages the strengths of both algorithms to achieve efficient 
and effective resource allocation. The ACO algorithm, which 
mimics the foraging behavior of ants, simulates the behavior of 
ants in search of food [31]. The algorithm constructs solutions 
by probabilistically selecting resources based on pheromone 
trails and heuristics. The pheromone trail represents the quality 
of each resource allocation solution, and ants deposit and 
update pheromone values as they move through the solution 
space. This behavior encourages the exploration of promising 
solutions and exploits the accumulated knowledge of previous 
solutions. By utilizing the ACO algorithm, the proposed 
method can efficiently explore the large solution space and 
identify potential resource allocation configurations that satisfy 
the QoS requirements. To further enhance the search process 
and overcome local optima, the TS technique is integrated into 
the proposed method. TS is a local search-based metaheuristic 
that intensifies the search by maintaining a tabu list [32]. The 
tabu list keeps track of recently visited solutions, preventing 
them from being revisited in subsequent iterations. This 
mechanism encourages diversification and exploration of new 
regions in the solution space, allowing the algorithm to escape 
local optima and search for better resource allocation solutions. 
Neighborhood search and diversification strategies are also 
applied within the TS framework to further improve the search 
process. 

The proposed hybrid method balances exploration and 
exploitation by fusing the ACO algorithm and TS technique. 
The ACO algorithm explores the solution space using 
pheromone trails and heuristics, while the TS technique 
intensifies the search process by leveraging the tabu list and 
neighborhood search strategies. This combination enables the 
algorithm to efficiently converge towards optimal or near-
optimal solutions that satisfy the QoS requirements of IoT 
applications. The ACO algorithm updates the pheromone trails 
based on the quality of each resource allocation solution. The 
pheromone update formula is given by: 

            
    ∑     

  
     (2) 

where τij represents the pheromone level on edge (i, j) in the 
resource allocation graph, ρ is the evaporation rate that controls 

the decay of pheromone over time, and     
  represents the 

pheromone increment for ant k on edge (i, j) in the solution 
construction phase. The ACO algorithm constructs solutions by 
probabilistically selecting resources based on the pheromone 
trails and heuristics. The probability of selecting resource j for 
ant k at node i is calculated using the following equation: 

   
     {

        
      

 

∑         
      

 
    

              

                                              

 (3) 

Where α and β control the relative importance of 
pheromone trails and heuristics, ηij represents the heuristic 
information, which captures the desirability of allocating 
resource j at node i based on factors such as energy 
consumption, network capacity, and QoS requirements. The TS 
algorithm maintains a tabu list to prevent revisiting previously 
visited solutions. The tabu list is updated using the following 
equation: 

              (4) 

Where TL represents the tabu list, (i, j) represents the 
resource allocation move (e.g., allocating resource j at node i) 
that is added to the tabu list. The pseudocode for the proposed 
hybrid method is shown in Algorithm 1. The proposed 
algorithm begins by initializing the necessary variables and 
data structures, including the resource allocation graph, QoS 
requirements, and algorithm parameters. It then enters a loop 
that repeats for a specified number of iterations. Within each 
iteration, a set of ants is created to construct resource allocation 
solutions. Each ant starts at a random node and selects 
resources probabilistically according to the pheromone trails 
and heuristics. The constructed solutions are evaluated against 
the QoS requirements, and pheromone trails are adjusted 
accordingly. After the ACO phase, the algorithm proceeds to 
the TS initialization. In this case, the best solution is set as the 
current solution, and the tabu list is initialized as empty. The 
TS loop begins, continuing until a stopping criterion is met. In 
each iteration of the TS loop, neighboring solutions are 
generated by making resource allocation moves from the 
current solution, taking into account the tabu list restrictions. 
The best non-tabu solution is selected, and if it improves upon 
the current best solution, it becomes the new best solution. The 
corresponding resource allocation move is added to the tabu 
list, and the selected solution becomes the current solution for 
the next iteration. The algorithm repeats this process for the 
specified number of iterations, continuously improving the 
resource allocation solutions. Finally, the best resource 
allocation solution found is output as the final result. 

Algorithm 1. Pseudocode of the proposed algorithm 

Initialize: 

- Initialize pheromone levels τij for all edges (i, j) in the resource 

allocation graph 

- Initialize an empty tabu list TL 

Repeat for a specified number of iterations: 

    Create a set of ants: 

    - For each ant k: 

        - Start at a random node i 

        - Initialize an empty resource allocation solution Sk 

    Construct solutions: 

    - For each ant k: 

        - While not all nodes are visited: 

            - Calculate the selection probability    
  for unvisited 

neighboring nodes 

            - Select a resource j based on the selection probability 

            - Add resource j to the solution Sk 

            - Update the visited and unvisited node lists 
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    Update pheromone trails: 

    - For each ant k: 

        - Calculate the solution quality metric Qk based on QoS 

requirements 

        - Update the pheromone trails: 

            - For each edge (i, j) in the solution Sk: 

                - Calculate the pheromone increment     
  

                - Update pheromone level τij using the pheromone update 

formula 

    Evaporate pheromone trails: 

    - For each edge (i, j) in the resource allocation graph: 

        - Evaporate pheromone level τij using the evaporation rate ρ 

    Tabu Search: 

    - Initialize the best solution Sbest with the best solution found so far 

    - Set the current solution Scurr as Sbest 

    - Set the tabu list TL as empty 

    - Repeat until a stopping criterion is met: 

        - Generate a set of neighboring solutions by making resource 

allocation moves on Scurr 

        - Select the best non-tabu solution Snext from the neighboring 

solutions 

        - If Snext is better than Sbest, update Sbest 

        - Add the resource allocation move corresponding to Snext to the 

tabu list TL 

        - Set Scurr as Snext 

 

The overall time complexity of the combined ACO and TS 
algorithms can be expressed as a combination of the 
complexities of both algorithms. Assume the number of ants as 
Na, the number of iterations as Ni, the size of the solution space 
as Ns, the number of resources available for allocation as M, the 
size of the neighborhood as Nn, and the diversification 
parameter as Nd. The time complexity of the ACO algorithm 
can be approximated as O(Na * Ni * f(Ns)), where f(Ns) 
represents the complexity of constructing solutions. The ACO 
algorithm updates the pheromone trails based on the quality of 
each resource allocation solution, which has a complexity of 
O(M) since the pheromone values for each resource need to be 
updated. The time complexity of the TS algorithm primarily 
depends on the neighborhood search operation and the 
diversification strategies employed. Assuming the complexity 
of the neighborhood search operation is O(g(Nn)) and the 
complexity of diversification strategies is O(h(Nd)), the overall 
time complexity of the TS algorithm can be approximated as 
O(Ni * (g(Nn) + h(Nd)). Consequently, the time complexity of 
the combined ACO and TS algorithm can be represented as: 

     (    (     )   )   (     )   (     ) (5) 

IV. RESULTS AND DISCUSSION 

In this section, we present the simulation and evaluation of 
the suggested algorithm. The simulations were performed 
using MATLAB software on a desktop computer with a core i5 
CPU and 4GB of RAM. The performance of the proposed 
resource allocation technique is assessed by comparing it with 
previous methods in two scenarios. The first scenario involves 
four experiments with varying numbers of gateway and source 
nodes. The details of these experiments are summarized in 
Table II. Each experiment is characterized by the number of 
gateway and resource nodes. These parameters allow for the 
evaluation and comparison of the proposed method under 

different network configurations. The overall fitness of each 
mechanism is depicted in Fig. 2 to 5. From these figures, it can 
be observed that the proposed method consistently outperforms 
genetic, PSO, and ACO algorithms. Scalability is another 
important aspect considered in the proposed technique. Fig. 3 
proves that as the network size increases, the convergence 
diagram of the proposed technique (blue line) diverges from 
the convergence diagrams of the ACO and genetic algorithms 
(red and black lines), indicating its scalability. The optimality 
of the convergence graph is determined by the communication 
costs in the network. The fitness function used in the 
evaluation takes into account execution time and energy 
consumption, which are crucial factors in determining the sub-
function of fitness. 

TABLE II. SIMULATION PARAMETER VALUES 

Parameters 
Experiment 

1 

Experiment 

2 

Experiment 

3 

Experiment 

4 

Number of 

gateway 
nodes 

10 25 60 120 

Number of 

resource 
nodes 

30 100 500 800 

We compare the proposed method with ACO and genetic 
algorithms in the second scenario. Similar to the first scenario, 
four experiments are conducted, following the setup described 
in Table II. Fig. 6 to 9 illustrate the performance of the 
algorithms in these experiments. From the figures, it can be 
observed that the genetic algorithm exhibits the highest 
execution time among the three algorithms. This prolonged 
decision-making process can lead to traffic congestion on the 
server, causing delays and inefficiencies. On the other hand, 
the ACO algorithm performs better than the genetic algorithm, 
as it takes less time to select the best resource. In comparison 
to existing benchmark algorithms, our proposed method 
demonstrates a faster decision-making process in selecting the 
best resource. This reduced time is beneficial in achieving 
efficient resource allocation and improving overall system 
performance. 

 

Fig. 2. Fitness comparison (First experiment). 
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Fig. 3. Fitness comparison (Second experiment). 

 

Fig. 4. Fitness comparison (Third experiment). 

 

Fig. 5. Fitness comparison (Fourth experiment) 

 

Fig. 6. Execution time comparison (First experiment). 

 

Fig. 7. Execution time comparison (Second experiment). 

 

Fig. 8. Execution time comparison (Third experiment) 
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Fig. 9. Execution time comparison (Fourth experiment) 

In our evaluation of the proposed algorithms, we utilized 
multiple datasets that reflect diverse IoT scenarios and 
characteristics. These datasets differ in terms of size, 
complexity, and the specific application domains they 
represent. Such variations inherently contribute to differences 
in algorithm performance. For instance, in datasets 
characterized by large-scale IoT networks with numerous 
interconnected devices, the proposed hybrid algorithm may 
excel in optimizing resource allocation by leveraging ACO's 
global exploration capabilities. On the other hand, in smaller-
scale networks or datasets representing resource-intensive IoT 
applications, the local search enhancements offered by the TS 
algorithm might yield more pronounced benefits. Moreover, 
the nuances of each dataset, including the nature of IoT 
devices, their energy constraints, and communication patterns, 
can significantly impact the suitability of the proposed 
algorithms. The variations observed in comparative results 
across these datasets suggest that our algorithms exhibit 
adaptability to different IoT contexts. These findings open 
avenues for future research in fine-tuning the proposed 
algorithms to specific IoT scenarios, as well as exploring 
adaptive resource allocation strategies that can dynamically 
adjust to the unique requirements of diverse IoT data types and 
application domains. In essence, the dataset variations shed 
light on the algorithmic flexibility of our approach, indicating 
its potential to cater to the evolving and multifaceted landscape 
of IoT resource allocation. 

V. CONCLUSION 

This paper suggested a novel QoS-aware resource 
allocation method for IoT systems using a hybrid approach of 
the ACO and TS algorithms, called ACO-TS. It efficiently 
allocates limited resources in IoT systems in accordance with 
the QoS requirements of individual devices. Through the 
integration of the ACO algorithm and TS technique, we have 
demonstrated the effectiveness and efficiency of our approach 
in optimizing resource allocation decisions. The ACO 
algorithm leverages the behavior of ant colonies to explore the 
solution space, while the TS technique intensifies the search 
process to overcome local optima. By combining these two 
techniques, we achieve a balance between exploration and 

exploitation, resulting in improved convergence speed and 
solution quality. Our experimental evaluations in realistic IoT 
scenarios have suggested the merits of the ACO-TS approach. 
In comparison with existing resource allocation methods, 
ACO-TS achieves significant improvements in energy 
consumption reduction, network capacity maximization, and 
satisfaction of QoS requirements. 
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Abstract—Smart healthcare is based on the electronic health 

and medical histories of residents, combined with information 

technology (IT) which can be used to construct a variety of 

systems including humanised health management systems and 

convenient medical service systems. The transparency, 

traceability, decentralization and security of BC technology and 

machine learning (ML) will enable the medical sector to upgrade 

and optimise different forms of quality and service. Therefore, 

this study introduces an artificial rabbit optimizer with deep 

learning for Blockchain Assisted Secure Smart Healthcare 

System (ARODL-BSSHS) technique. The presented ARODL-

BSSHS technique designs a new healthcare monitoring technique 

by using blockchain (BC) technology and classifies the presence 

of malicious activities in the healthcare system, and takes needed 

actions to predict the disease. For intrusion detection, the 

ARODL-BSSHS technique exploits the ARO algorithm with Hop 

field neural network (IHNN) model. On the other hand, the 

ARODL-BSSHS technique applies a deep extreme learning 

machine (DELM) model for disease detection purposes. Finally, 

the heap-based optimization (HBO) technique is exploited as a 

hyperparameter optimizer for the DELM model. The ARODL-

BSSHS technique involves BC technology for the secure 

transmission of healthcare data. A series of simulations were 

carried out on benchmark datasets: heart disease and NSL-KDD 

database for examining the performance of the ARODL-BSSHS 

technique. The experimental values highlighted that the ARODL-

BSSHS method obtains superior performance than other 

approaches.   

Keywords—Blockchain; smart healthcare; artificial rabbit’s 

optimizer; deep learning; intrusion detection 

I. INTRODUCTION 

 The connection of clinically related technologies will have 
a major impact on healthcare professionals and patients [1] . 
Along with the diversified nature and fast growth of the health 
care atmosphere, protection becomes a major problem as 
advanced security problems develop and earlier security 
problems become more acute. Data protection can be defined 
as the capability to transmit and store data without enabling 
unauthorized access to make sure confidentiality, data 
consistency, legality, and legitimacy [2]. Only authorized users 
have access to the protected data. Due to their unauthorized 
access and unauthenticated users, cybercrime develops and 
often affects healthcare sensors and systems [3]. A 
considerable amount of healthcare data is distributed, collected 
and gathered among various health care sectors. The data 
transmission must take place in a protected manner. The 

number of cyber-attacks is increasing drastically due to 
enormous data transformation. It denotes the demand for a 
reliable system for protecting health care datasets [4]. Potential 
mining methods are demanded to inspect clinical data to assist 
in enhancing patient care, disease discovery, and offering 
medical treatment [5]. ML can be a complex computational 
method that was employed in various fields like health care, 
image recognition, and language processing [6]. Still, ML 
methods obtain a higher level of accuracy with a large volume 
of the training set that can be vital in health care, where 
accuracy may, in some cases, denote the difference between 
losing and saving the life of the patient. In many cases, 
centralized training methods acquire a large quantity of data 
from robust cloud servers that result in major consumer privacy 
violations, particularly in the clinical domain [7]. As an 
accountable and open data protection system, the progression 
of the BC technology opens the way for novel ways to solve 
the main problems of ethics, privacy, and security in domains 
that require privacy, anonymity and security of records 
including  health care system [8] [9] . But BC has attained 
remarkable achievement for different smart healthcare 
technologies like patient record access control, data 
distribution, etc. [10]. 

Today, BC and ML technology are preferred [11]. The 
security, traceability, transparency, and decentralization of 
these two technologies will assist the healthcare sector to 
upgrade and optimize in several aspects [12]. The 
implementation of and making the functioning of the health 
care sector more efficient [13]. Few studies have explored the 
implementation of ML and BC. For instance, a health 
management platform based on BC can allow users to track 
personal data securely, and smart contracts are utilized in 
clinical detection to automatically manage emergencies [14].  

This research is driven by the urgent need to address the 
growing vulnerabilities in healthcare systems due to escalating 
cyber threats and the rapid advancements in healthcare 
technologies. This study introduces an Artificial Rabbit 
Optimizer with Deep Learning for Blockchain-Assisted Secure 
Smart Healthcare System (ARODL-BSSHS) technique. This 
novel technique focuses on creating a secure and intelligent 
healthcare system, specializing in intrusion detection and 
disease diagnosis. It strategically employs the Artificial Rabbit 
Optimizer (ARO) algorithm and the Hopfield Neural Network 
(HNN) model for intrusion detection, and a Deep Extreme 
Learning Machine (DELM) model for accurate disease 
detection, with Blockchain technology incorporated to secure 
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data transmission. The efficacy and improved performance of 
the ARODL-BSSHS technique have been validated through 
extensive experiments on recognized datasets, showcasing its 
potential for real-world applications in enhancing healthcare 
security and efficiency.   

II. LITERATURE REVIEW 

In [15], the authors introduced a smart BC Manager (BM) 
depends on the DRL for optimizing the BC behavior of the 
network in real-time while concerning clinical data needs, like 
security levels and urgency. Utilizing 3 RL-related methods 
like Dueling Double Deep Q-Network (D3QN), Double Deep 
Q-Networks (DDQN), and DQN, the optimization approach 
can be developed as a Markov Decision Process (MDP). 
Lakhan et al. [16]  present a DRLBTS abbreviated as DRL-
aware BC-related task scheduling structure with various goals. 
The presented method offers security and makespan potential 
scheduling for medicinal purposes. Singh et al. [17] modelled a 
DL-related IoT-based structure for the secured smart city 
where BC offers a dispersed atmosphere at the transmission 
stage of CPS, and SDN established the protocol for 
transporting data. A DL–related cloud was applied at the 
application layer of the presented structure to solve scalability, 
centralization, and communication latency. 

Mantey et al. [18] presented a BC privacy system (BPS) as 
DL for diet recommendation mechanisms for patients. This 
study applied DL and ML approaches like MLP, RNN, LR 
etc., to the Internet of Medical Things (IoMT) data obtained. 
The product section contains a collection of eightattributes. 
The IoMT dataset features are examined with BPS and 
encoded in advance to the implementation of DL and ML-
related structures. In [19], presented a BC-orchestrated DL 
method (BDSDT) for Secured Data transmission in IoT-based 
healthcare systems. First, a new scalable BC structure is 
devised to ensure secure data transmission and data integrity 
using Zero Knowledge Proof (ZKP) system. Afterwards, 
BDSDT integrated with the off-chain storage IPFS abbreviated 
as InterPlanetary File mechanism, to solve problems with data 
storing costs to solve data security problems. Sammeta and 
Parthiban  [20] developed a new method HBESDM-DLD 
abbreviated as hyperledger BC-based secure clinical data 
management with DL-related diagnosis method. This method 
includes different stages of operations such as hyperledger BC-
based secure data management, encryption, diagnosis and 
optimal key generation. For encryption, SIMON block cipher 
method can be implemented. For optimal key generation, a 
group teaching optimization algorithm (GTOA) was adopted. 

In [21], the authors proposed a Decentralized Interoperable 
Trust framework (DIT) based on BC for the Internet of Things 
(IoT) platform. The DIT IoHT employs a private BC ripple 
chain to establish secure and reliable data transmission by 
authenticating nodes in relation to their interoperable 
structures. Purbey, Khandelwal, and Choudhary in [22] 
introduced a method for secure and efficient ontology 
generation using BC, named BOGMAS. This approach 
employs a semi-supervised technique to generate ontologies 
from structured or unstructured datasets. It combines 
techniques such as extra trees (ET) stratification and linear 
support vector machine (LSVM) for predicting variances. 

Almaiah et al. [23] proposed a Deep Learning (DL) 
architecture integrated with BC to ensure dual levels of privacy 
and security. Firstly, they establish a BC model where 
participating entities undergo registration, validation, and 
verification through smart contracts using Proof of Work. 
Subsequently, they model BiLSTM for intrusion detection and 
apply a DL method incorporating a Variational Autoencoder 
(VAE) technique for privacy preservation. 

The reviewed studies, despite their innovative contributions 
to blockchain and deep learning in healthcare, exhibit several 
overarching limitations. Many face issues related to scalability, 
adaptability, and specificity, which can restrict their 
applicability across diverse healthcare environments and 
requirements. Several solutions also struggle with the balance 
between complexity and user-friendly implementation, posing 
challenges in deployment and interpretation. Additionally, the 
methods proposed often focus narrowly on specific aspects of 
healthcare or technology, neglecting a holistic approach that 
addresses the multifaceted nature of healthcare systems, thus 
necessitating further holistic and integrative research 
endeavors. 

III. PROPOSED MODEL 

In this study, the ARODL-BSSHS technique has been 
developed to accomplish security in the healthcare system. The 
presented ARODL-BSSHS technique involves the design of 
secured and smart healthcare system using two major 
processes, namely intrusion detection and disease diagnosis. To 
accomplish this, the ARODL-BSSHS technique follows a 
series of processes: HNN based intrusion detection, ARO 
based parameter tuning, DELM-based disease detection, and 
HBO based parameter optimization. Fig. 1 illustrates the 
workflow of ARODL-BSSHS algorithm. 

A. BC Technology 

In this work, the ARODL-BSSHS technique involves BC 
technology for secure transmission of healthcare data. 
Electronic Health Records (EHR) are well functioning on 
smart contracts [24]. It developed the framework for a 
decentralized medical service stage and aids as an interface to 
the patient records that can be shared by suppliers and patients. 
BC is separated into research-centric and patient-centric BC 
network classes, as stated by “BC Technology in Healthcare”. 
The security concern regarding EHR is tackled by the patient-
centric BC network, which gives the authority over sharing 
medicinal data with multiple users. BC technology can be able 
to modernize healthcare management by permitting 
unambiguous and transparent data access through every 
stakeholder involved, comprising hospitals, therapists, medical 
experts, and general practitioners [25]. In such cases, several 
medicinal stakeholders do not necessarily use resource- and 
time-consuming information and verification progressions.  

Furthermore, this approach could contribute to the early 
detection of health-related issues, thereby reducing instances of 
medical malpractice arising from coordination issues [26]. It 
instills trust in individuals regarding their comprehensive care, 
as the integrity of healthcare records from previous visits to 
different medical practitioners remains intact within the 
network. Additionally, BC serves as a valuable tool for 
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constructing patient-centric networks through various means, 
such as augmenting data availability, thereby enhancing data 
liquidity, establishing unique patient identifiers, and 
implementing digital access control. The Hyperledger Fabric 
system can be leveraged to establish a permissioned BC 
network. Within this system, two distinct types of peers exist: 
validating peers, responsible for ledger management, 
consensus procedures, and transaction validation. The data is 
stored within a distributed system, facilitating the upload of 
patient medical histories, verification of healthcare records, and 
the facilitation of data access requests and permissions. 

 

Fig. 1. Workflow of ARODL-BSSHS approach. 

B. Intrusion Detection using Optimal HNN Model 

For intrusion detection process, the HNN classifier is used. 
The HNN exhibits abundant dynamical behavior owing to its 
hyperbolic tangent function and special network structure [27]. 
The HNN with 𝑛 neurons is defined by the series of 
dimensionless non-linear ordinary differential equations as in 
the following: 

�̇� =  −𝑥 + 𝑌𝑡𝑎𝑛ℎ(𝑥) + 𝐼  (1) 

Where 

𝑥 =

[
 
 
 
 
 
𝑥1
𝑥2
⋮
𝑥𝑖
⋮
𝑥𝑛]
 
 
 
 
 

, 𝐼 =

[
 
 
 
 
 
𝐼1
𝐼2
⋮
𝐼𝑖
⋮
𝐼𝑛]
 
 
 
 
 

 

Y=

[
 
 
 
 
 
𝑦11 𝑦12 … 𝑦1𝑗 … 𝑦1𝑛
𝑦21 𝑦22 … 𝑦2𝑗 … 𝑦2𝑛
⋮ ⋮ ⋱ ⋮ ⋮ ⋮
𝑦𝑖1 𝑦𝑖2 … 𝑦𝑖𝑗 … 𝑦𝑖𝑛
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
𝑦𝑛1 𝑦𝑛2 … 𝑦𝑛𝑗 … 𝑦𝑛𝑛]

 
 
 
 
 

 (2) 

In Eq. (2), tanh (𝑥) shows the neuron activation function, 
𝑥𝑖 embodies the 𝑖‐𝑡ℎ neuron membrane voltage, 𝑌 
characterizes the synaptic weight matrix, and 𝑦𝑖𝑗  denotes the 

synaptic weight between 𝑗‐𝑡ℎ and 𝑖‐𝑡ℎ neurons. Moreover, 𝐼𝑖  
characterizes 𝑖‐𝑡ℎ neuron external stimulate current. In recent 
times, improved model has been created on the basis of 
original HNN models, namely HNN with time delay, fractional 
HNN, discrete HNN, HNN with dissimilar active functions, 
etc. 

The ARO algorithm can be applied to improve the 
detection rate of the HNN model. The ARO can be stimulated 
by the survival skills of the rabbit [28]. Rabbits are herbivores 
which mainly consume leafy weeds and grass. Rabbits 
wouldn’t eat the grass nearby the holes; rather, they find food 
far away from their nests to avoid predators identifying the 
nest. These foraging strategies are determined as exploration. 
Furthermore, to lessen the possibility of being captured by 
hunters or predators, they are skilled at digging a lot of holes 
for the nest and randomly choose one as a shelter. This random 
hiding approach can be assumed as exploitation in ARO. 
Rabbits must run faster to avoid dangers from the predator 
owing to their low level in the food chain, resulting in a decline 
in their energy, so they should shift between random hiding 
and detour foraging based on their energy status. The 
mathematical model of ARO is constructed with previous 
knowledge about the natural behaviors of rabbits, such as 
exploitation, exploration, and transition from exploration to 
exploitation.  

Consider that every individual in the population has an 
individual area with burrows and few grass. In foraging 
activity, the rabbit has a tendency to move towards the faraway 
area of other rabbits in finding food and overlook what lies 
nearby, same as an old Chinese proverb says: “A rabbit doesn’t 
eat grass close to their nests”. These behaviors are named 
detour foraging, and they can be mathematically formulated as: 

𝑋𝑖(𝑡 + 1) = 𝑋𝑗(𝑡) + 𝐴 × (𝑋𝑖(𝑡) − 𝑋𝑗(𝑡)) + 𝑟𝑜𝑢𝑛𝑑(0.5 ×

(0.05 + 𝑅1)) × 𝑛1,   (3) 

𝑖, 𝑗 = 1,… , 𝑁 𝑎𝑛𝑑 𝑖 ≠ 𝑗 

𝐴 = 𝐿 × 𝑐   (4) 

𝐿 = (𝑒 − 𝑒(
𝑡−1

𝑇
)2) ×  sin (2𝜋𝑅2)  (5) 

𝑐(𝑘) = {
1, 𝑖𝑓 𝑘 == 𝑔(𝑙)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑘 = 1,… , 𝐷 𝑎𝑛𝑑 𝑙 = 1,… , ⌈𝑅3 × 𝐷⌉

      (6) 

𝑔 = 𝑟𝑎𝑛𝑑𝑝𝑒𝑟𝑚(𝐷)  (7) 

𝑛1 ∼ 𝑁(0,1)   (8) 
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Where 𝑋𝑖(𝑡) and 𝑋𝑗(𝑡) signify the location of 𝑖‐ 𝑡ℎ and 

𝑗‐ 𝑡ℎ rabbits at the 𝑡 existing iteration,  𝑋𝑖(𝑡 + 1) indicates the 
candidate location of 𝑖‐ 𝑡ℎ rabbit at 𝑡 + 1 the next iteration 
correspondingly. 𝑇 denotes the higher iteration counts.  𝑁 
shows the size of population. 𝑡 represents the existing iteration. 
⌈∙⌉ refers to the ceiling function. 𝐷 symbolizes the dimensional 
of specific problem. 𝑟𝑎𝑛𝑑𝑝𝑒𝑟𝑚(∙) shows the arbitrary value 
within 1 and D. 𝑅1, 𝑅2, and 𝑅3 indicates the random integer 
within [0,1]. round (∙) indicates rounding to the nearby integer. 
𝐿 stands for the length of movement stage while implementing 
the detour foraging. 𝑛1 follows the uniform distribution.  

Here, rabbits tend to conduct continuous detour foraging at 
the beginning of iteration; then, they often implement random 
hiding. The idea of rabbit energy 𝐸 was introduced to retain a 
better balance between exploitation and exploration that is 
gradually reduced over time: 

𝐸(𝑡) = 4 (1 −
𝑡

𝑇
) ln 

1

𝑅4
  (9) 

In Eq. (9), 𝑅4 indicates the random integer having range of 
[0, 1]. The value of 𝐸 energy co-efficient differs from zero to 
two. If 𝐸 ≤ 1, it shows that rabbit has lesser energy for 
physical activities. Hence it is necessary to carry out random 
hiding to escape from the predators, and the ARO method 
enters the exploitation stage. If 𝐸 > 1, it shows that rabbit has 
sufficient energy to discover the foraging region of other 
individuals such that the detour foraging takes place, and this 
stage can be determined by the exploration. Rabbits are 
generally met with attack and chase from the hunters. To 
survive, they should dig several holes nearby their nests for 
shelter. 

In Eq. (9), the variable 𝑅4 represents a randomly generated 
integer within the range [0, 1]. The energy coefficient 𝐸 
assumes values from zero to two. When 𝐸 ≤ 1, it indicates that 
the rabbit possesses limited energy for engaging in physical 
activities. As a result, the rabbit adopts a strategy of random 
hiding to evade predators, marking the onset of the exploitation 
stage in the ARO method. Conversely, when 𝐸 > 1, the rabbit 
possesses sufficient energy to explore the foraging regions of 
other individuals. This condition triggers detour foraging and 
signifies the exploration stage. In their natural environment, 
rabbits often encounter threats from predators, leading to 
pursuits and attacks. To ensure survival, they create several 
burrows in close proximity to their nests, offering shelter from 
potential threats. 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝐴 × (𝑅5 × 𝑏𝑖,𝑟(𝑡) − 𝑋𝑖(𝑡)) (10) 

𝑏𝑖,𝑟(𝑡) = 𝑋𝑖(𝑡) + 𝐻 × 𝑔𝑟(𝑘) × 𝑋𝑖(𝑡) (11) 

𝑔𝑟(𝑘) = {
1, 𝑖𝑓 𝑘 == ⌈𝑅6 × 𝐷⌉

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (12) 

𝐻 =
𝑇−𝑡+1

𝑇
× 𝑛2   (13) 

𝑛2 ∼ 𝑁(0,1)   (14) 

Where the parameter 𝐴 is evaluated by Eqs. (4)-(7), 𝑅5 and 
𝑅6 shows two random integers within [0,1], 𝑏𝑖,𝑟(𝑡) signify the 

arbitrarily chosen burrow of 𝑖‐ 𝑡ℎ rabbits in 𝐷 burrows applied 

to hide at 𝑡 existing iteration,  and 𝑛2 follows the uniform 
distribution. 

Fitness selection is a crucial component of the ARO 
technique. Encoded outcomes are utilized to assess the quality 
of solution candidates. In this context, the accuracy value 
serves as the primary criterion for designing a fitness function 
(FF). 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  max (𝑃)  (15) 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (16) 

Where 𝑇𝑃 denote the true positive and 𝐹𝑃 specifies the 
false positive value. 

C. Disease Detection using DELM Model 

At this stage, the DELM model is used to detect the 
presence of the disease. ELM is the first presented by Huang et 
al. that is utilized for SLFNs [29]. An input weighted and 
hidden layer (HL) biases can be arbitrarily allocated at first, so 
the trained databases for determining the resultant weighted of 
SLFNs are integrated. For 𝑁 random various instances (𝑥𝑖 , 𝑡𝑖), 
𝑖 = 1,2, … ,𝑁, whereas 𝑥𝑖 = [𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛]

𝑇 , 𝑡𝑖 =
[𝑡𝑖1, 𝑡𝑖2, … , 𝑡𝑖𝑚]

𝑇. Thus, the ELM technique is expressed as: 

∑𝛽𝑗

𝐿

𝑗=1

𝑔𝑗(𝑥𝑖) =∑𝛽𝑗

𝐿

𝑗=1

𝑔(𝑤𝑗 ⋅ 𝑥𝑖 + 𝑏𝑗)

= 0𝑖(𝑖 = 1,2, … , 𝑁),    (17) 

Whereas 𝛽𝑗 = [𝛽𝑗1, 𝛽𝑗2, … , 𝛽𝑗𝑚]
𝑇 states the 𝑗𝑡ℎ hidden node 

weighted vector, but the weighted vector among the 𝑗𝑡ℎ hidden 
node and the resultant layer is defined as 𝑤𝑗 =

[𝑤1𝑗 , 𝑤2𝑗 , … , 𝑤𝑛𝑗]
𝑇. The threshold of 𝑗𝑡ℎ hidden node is 

expressed as 𝑏𝑗, and 0𝑖 = [011, 012, … , 0𝑖𝑚]
𝑇  refers to the 𝑖𝑡ℎ 

resultant vector of ELM. 

It is estimated the resultant of DELM when the activation 
function 𝑔(𝑥) with 0 error that implies as Eq. (18): 

∑ |𝑁
𝑖=1 |0𝑖 − 𝑡𝑖|| = 0.  (18) 

Thus, Eq. (17) is termed as Eq. (19): 

∑ 𝛽𝑗
𝐿
𝑗=1 𝑔𝑗(𝑥𝑖) = ∑ 𝛽𝑗

𝐿
𝑗=1 𝑔(𝑤𝑗 ⋅ 𝑥𝑖 + 𝑏𝑗) = 𝑡𝑖(𝑖 = 1,2, … ,𝑁).

 (19) 

Eventually, Eq. (19) is easily defined as Eq. (20): 

𝐻𝛽 = 𝑇,   (20) 

whereas, 𝐻 defines the HL resultant matrix, and 𝐻 =
𝐻(𝑤1, 𝑤2, 𝑤𝐿 , 𝑏1, 𝑏2, 𝑏𝐿 , 𝑥1, 𝑥2, 𝑥𝑁). So, ℎ𝑖𝑗 , 𝛽, and 𝑇 are 

demonstrated as: 

[ℎ𝑖𝑗] = [
𝑔(𝑤𝐿 ⋅ 𝑥1 + 𝑏𝐿) … 𝑔(𝑣𝑣𝐿 . 𝑥1 + 𝑏𝐿)

⋮ ⋱ …
𝑔(𝑤𝐿 ⋅ 𝑥𝑁 + 𝑏𝐿) … 𝑔(𝑣𝑣𝐿 ⋅ 𝑥𝑁 + 𝑏𝐿)

], (21) 

𝛽 = [
𝛽11 𝛽12 … 𝛽1𝑚
⋮ ⋮ ⋱ ⋮
𝛽𝐿1 𝛽𝐿2 … 𝛽𝐿𝑚

] (22) 

and 
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𝑇 = [

𝑡11 𝑡12 … 𝑡1𝑚
⋮ ⋮ ⋱ ⋮
𝑡𝑁1 𝑡𝑁2 … 𝑡𝑁𝑚

]. (23) 

Afterwards, the minimal norm least‐squares solution of Eq. 
(20) as: 

�̂� = 𝐻†𝑇,  (24) 

Whereas 𝐻† implies the Moore Penrose generalization of 
the inverse of matrix H. The resultant of DELM is defined as 
Eq. (25): 

𝑓(𝑥) = ℎ(𝑥)𝛽 = ℎ(𝑥)𝐻†𝑇. (25) 

From the above mentioned, the procedure of ELM is 
defined as follows. Initially, DELM is arbitrarily allocated the 
input weighted and HL biased (𝑤𝑖 , 𝑏𝑖). Next, it can compute 
the HL resultant matrix 𝐻 based on Eq. (21). Afterward, by 
employing Eq. (24), it attains the resultant weighted vector 𝛽. 
Lastly, it classifies the novel database based on the above-
trained procedure. Fig. 2 represents the framework of ELM. 

 

Fig. 2. Architecture of ELM. 

D. Parameter Tuning using HBO Algorithm 

At the final stage, the HBO algorithm was utilized for the 
optimal parameter tuning of the DELM Model. HBO algorithm 
was inspired by the social behaviours of human beings 
according to the hierarchy of organization [30]. This approach 
stimulates the corporate rank hierarchy (CRH), which implies 
that the member of the teamwork in the specific organization 
should be organized in a hierarchical form for completing the 
specific task. The presented method exploits the CRH model 
for hierarchically arranging the search candidate according to 
the fitness of this candidate. For the hierarchy construction, the 
heap‐based data organization can be exploited. Besides the 
modeling of CRH, the whole concept involves three stages: (i) 
modeling of the collaborations between their direct manager 
and the subordinators; (ii) modeling of interactivity amongst 
the workers; and (iii) lastly, the modeling of self‐contribution 
of the subordinators to accomplish the required task.  

E. Modelling of the CRH Concept 

The presented approach can be conceptualized as a 
population. In this context, each searching agent within the 
search space can be likened to a heap node, with the fitness 

function (FF) of optimizer problems serving as the master key 
to access these heap nodes. 

In a large organization that operates under a centralized 
infrastructure, laws and regulations are enforced unilaterally, 
flowing from senior leadership down to employees. In such a 
setup, employees are expected to adhere to the instructions of 
their superiors. With upgrading the place of searching 
candidate, this stage is mathematically defined: 

𝑥𝑖
𝑘(𝑡 + 1) = 𝐵𝑘 + 𝛾(2𝑟 − 1)|𝐵𝑘 − 𝑥𝑖

𝑘(𝑡)| (26) 

In Eq. (26), 𝑥 indicates the position of search agent; 𝑡 and 𝑘 
show the existing iteration and the vector element, 
correspondingly; and 𝐵 shows the parental node. The term 
(2𝑟 − 1) symbolizes the 𝑘-𝑡ℎ components of the vector 𝛾 and 
is produced randomly and defined as follows: 

𝜆𝑘 = 2𝑟 − 1   (27) 

In Eq. (27), 𝑟 indicates the arbitrary parameter within [0,1] 
in a uniform distribution: 

𝛾 = |2 −
(𝑡𝑚𝑜𝑑

𝑇

𝐶
)

𝑇

4𝐶

|  (28) 

In Eq. (28), 𝑇 shows the maximal amount of iterations, and 
𝐶 indicates an adjustable parameter and relies on the iteration 
based on Eq. (29): 

𝐶 =
𝑇

25
   (29) 

Colleagues (Subordinators) in a specific organization co-
operate to accomplish official tasks. In the presented method, 
the nodes at a similar location from the heap are considered 
colleagues: 

𝑥𝑖
𝑘(𝑡 + 1) = {

𝑆𝑟
𝑘 + 𝛾𝜆𝑘|𝑆𝑟

𝑘 + 𝑥𝑖
𝑘(𝑡)|, 𝑓(𝑆𝑟) < 𝑓(𝑥𝑖(𝑡))

𝑥𝑖
𝑘 + 𝛾𝜆𝑘|𝑆𝑟

𝑘 − 𝑥𝑖
𝑘(𝑡)|, 𝑓(𝑆𝑟) ≥ 𝑓(𝑥𝑖(𝑡))

  (30) 

The self‐contribution of every sub-ordinator from the 
organization was defined as follows: 

𝑥𝑖
𝑘(𝑡 + 1) = 𝑥𝑖

𝑘(𝑡)  (31) 

In this section, the three position updating equation defined 
in the prior subsection is combined as one formula. A roulette 
wheel was exploited for making a balance among exploitation 
as well as exploration stages. The 𝑃1, 𝑃2, and 𝑃3 probabilities 
are used for achieving the balance between this phase. An 
initial probability p1 can be exploited to update the location of 
the searching agent from the population and is formulated as 
follows: 

𝑃1 = 1 −
𝑡

𝑇
   (32) 

The second proportion, 𝑝2 can be evaluated by Eq. (33): 

𝑃2 = 𝑃1 +
1−𝑃1

2
   (33) 

Lastly, the probability 𝑝3 was evaluated by Eq. (33): 

𝑃3 = 𝑃2 +
1−𝑃1

2
= 1  (34) 
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𝑥𝑖
𝑘(𝑡 + 1) =

{
 
 

 
 

𝑥𝑖
𝑘(𝑡), 𝑃 < 𝑃1

𝐵𝑘 + 𝛾𝜆𝑘|𝐵𝑘 − 𝑥𝑖
𝑘(𝑡)|, 𝑃1 < 𝑃 < 𝑃2

𝑆𝑟
𝑘 + 𝛾𝜆𝑘|𝑆𝑟

𝑘 − 𝑥𝑖
𝑘(𝑡)|,

𝑥𝑖
𝑘 + 𝛾𝜆𝑘|𝑆𝑟

𝑘 − 𝑥𝑖
𝑘(𝑡)|,

𝑃2 < 𝑃 < 𝑃3 𝑎𝑛𝑑 𝑓(𝑆𝑟) < 𝑓(𝑥𝑖(𝑡))

𝑃2 < 𝑃 < 𝑃3 𝑎𝑛𝑑 𝑓(𝑆𝑟) ≥ 𝑓(𝑥𝑖(𝑡))
(35) 

Where 𝑝 shows a random value within [0,1].  

The HBO technique not only grows a FF to attain higher 
accuracy of classifier and determines a positive integer to 
represent the greater efficacy of candidate solutions. The 
decline of classifier error rate is assumed as FF. 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖) 

=
𝑛𝑜.𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
∗ 100  (36) 

IV. RESULTS 

A. Results Analysis on Intrusion Detection Dataset 

In this section, the intrusion detection results of the 
ARODL-BSSHS approach were tested on the NSL database 
[31], including 2100 instances and five classes, as shown in 
TableI. 

TABLE I. DETAILS OF NSL DATASET  

Class No. of Instances 

Normal_Class 500 

DoS_Class 500 

Probe_Class 500 

R2-L_Class 500 

U2-R_Class 100 

Total Number of Instances 2100 

Fig. 3 illustrates the classifier outcomes generated by the 
ARODL-BSSHS technique when applied to the NSL dataset. 
Figs. 3(a) and 3(b) depict the confusion matrix derived from 
the ARODL-BSSHS method using a 70:30 split of Training 
and Testing Data Split (TRP/TSP). The outcomes indicate that 
the ARODL-BSSHS approach effectively identified and 
correctly categorized all five classes. Similarly, Fig. 3(c) 
showcases the Precision-Recall (PR) curve yielded by the 
ARODL-BSSHS approach. The findings suggest that the 
ARODL-BSSHS system achieved favorable PR performance 
across all five classes. Lastly, Fig. 3(d) displays the Receiver 
Operating Characteristic (ROC) curve resulting from the 
ARODL-BSSHS technique. This graph highlights that the 
ARODL-BSSHS approach yielded commendable results, 
exhibiting superior ROC values for all five classes. 

The intrusion detection outcomes of the ARODL-BSSHS 
technique under 70:30 of TRP/TSS are demonstrated in Table 
II. The results reported that the ARODL-BSSHS technique 
recognizes five class labels effectually. For instance, with 70% 
of TRP, the ARODL-BSSHS technique obtains average 𝑎𝑐𝑐𝑢𝑦 

of 99.73%, 𝑝𝑟𝑒𝑐𝑛 of 99.19%, 𝑠𝑒𝑛𝑠𝑦  of 99.18%, 𝑠𝑝𝑒𝑐𝑦 of 

99.83%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 99.19%. Additionally, with 30% of TSP, 
the ARODL-BSSHS method attains average 𝑎𝑐𝑐𝑢𝑦 of 99.75%, 

𝑝𝑟𝑒𝑐𝑛 of 99.45%, 𝑠𝑒𝑛𝑠𝑦  of 99.46%, 𝑠𝑝𝑒𝑐𝑦 of 99.83%, and 

𝐹𝑠𝑐𝑜𝑟𝑒 of 99.45%. 

 

Fig. 3. Classifier outcome on NSL dataset (a-b) Confusion matrices, (c) PR 

curve, and (d) ROC curve. 

TABLE II. INTRUSION DETECTION OUTCOME OF ARODL-BSSHS 

SYSTEM ON NSL DATASET 

Class 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 

Training Phase (70%) 

Normal-

Class 
99.59 99.13 99.13 99.73 99.13 

DoS-Class 99.52 99.40 98.53 99.82 98.96 

Probe-
Class 

99.66 98.89 99.72 99.64 99.30 

R2-L Class 100.00 100.00 100.00 100.00 100.00 

U2-R Class 99.86 98.53 98.53 99.93 98.53 

Average 99.73 99.19 99.18 99.83 99.19 

Testing Phase (30%) 

Normal-

Class 
99.68 100.00 98.71 100.00 99.35 

DoS-Class 99.84 99.38 100.00 99.79 99.69 

Probe-

Class 
99.68 99.30 99.30 99.79 99.30 

R2-L Class 99.52 98.57 99.28 99.59 98.92 

U2-R Class 100.00 100.00 100.00 100.00 100.00 

Average 99.75 99.45 99.46 99.83 99.45 
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Fig. 4. Accuracy curve of ARODL-BSSHS system on NSL dataset. 

Fig. 4 examines the accuracy performance of the ARODL-
BSSHS algorithm through the training and validation phases 
on the NSL dataset. The findings indicate that the ARODL-
BSSHS system achieves peak accuracy values as the epochs 
progress. Notably, the higher validation accuracy in 
comparison to the training accuracy signifies the proficient 
learning capability of the ARODL-BSSHS system on the NSL 
dataset. 

The evaluation of loss during both training and validation 
stages of the ARODL-BSSHS algorithm on the NSL dataset is 
presented in Fig. 5. The results suggest that the ARODL-
BSSHS algorithm maintains similar values of training and 
validation loss. This observation underscores the effective 
learning of the ARODL-BSSHS approach on the NSL dataset. 

 
Fig. 5. Loss curve of ARODL-BSSHS system on NSL dataset. 

Table III and Fig. 6 reports the comparative intrusion 
detection results of the ARODL-BSSHS technique. The 
outcomes implied that the SVM model and LDA model 
achieves worse outcomes. Although the RF, NB, CART, and 
HNIDS models offer slightly improved results, the ARODL-
BSSHS technique outperforms the other existing models with 
maximum 𝑎𝑐𝑐𝑢𝑦 of 99.75%, 𝑝𝑟𝑒𝑐𝑛 of 99.45%, 𝑠𝑒𝑛𝑠𝑦  of 

99.46%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 99.45%. 

TABLE III. COMPARISION OF ARODL-BSSHS ALGORITHM WITH 

DIFFERENT METHODOLOGIES ON THE NSL DATASET 

Classification Method Accuracy Precision Sensitivity F-Score 

SVM Model 87.80 97.85 91.41 96.67 

LDA Model 91.57 96.78 90.57 96.32 

RF Model 97.50 97.85 94.67 97.48 

Naïve Bayes 94.66 95.62 93.55 95.08 

CART 94.59 96.55 92.78 95.62 

LR Model 92.31 91.26 90.11 91.26 

HNIDS 98.97 98.85 96.12 99.04 

ARODL-BSSHS 99.75 99.45 99.46 99.45 

 
Fig. 6. Comparative outcome of ARODL-BSSHS approach with other 

methods on NSL dataset. 

The computation time (CT) examination of the ARODL-
BSSHS technique with recent models on the intrusion 
detection process is reported in Table IV and Fig. 7. The 
outcomes reported that the ARODL-BSSHS approach gains 
least CT of 9.50s. On the other hand, the existing SVM, LDA, 
RF, NB, CART, LR, and HNIDS models obtain increased CT 
of 20.54s, 18.89s, 12.37s, 19.77s, 16.09s, 12.97s, and 11.21s 
respectively. 

TABLE IV. COMPARISON OF CT OUTCOME OF ARODL-BSSHS 

APPROACH WITH OTHERS ON NSL DATASET 

Classifier Computational Time (sec) 

SVM 20.54 

LDA 18.89 

RF 12.37 

Naïve Bayes 19.77 

CART 16.09 

LR 12.97 

HNIDS 11.21 

ARODL-BSSHS 09.50 
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Fig. 7. CT outcome of ARODL-BSSHS approach with other methods on 

NSL dataset. 

B. Results Analysis on Disease Diagnosis Dataset 

The Cleveland heart dataset (CHD) [32] contains of 303 
samples with 76 features, but only 14 features can be assumed 
that more appropriate for study experimental purposes. Table V 
illustrates the details on CHD. 

TABLE V. DETAILS ON CHD 

Class No. of Samples 

Absence 138 

Presence 165 

Total Number of Samples 303 

Fig. 8 presents the classifier outcomes achieved by the 
ARODL-BSSHS algorithm when applied to the CHD dataset. 
Sub-figures 8a and 8b display the confusion matrix generated 
by the ARODL-BSSHS system using a 70:30 split of Training 
and Testing Data Split (TRP/TSP). The outcomes indicate that 
the ARODL-BSSHS system effectively recognized and 
accurately classified both of the available classes. 

Similarly, Fig. 8(c) illustrates the Precision-Recall (PR) 
analysis performed by the ARODL-BSSHS model. The results 
reported demonstrate that the ARODL-BSSHS system 
achieved superior PR performance across the two classes. 
Lastly, Fig. 8(d) showcases the Receiver Operating 
Characteristic (ROC) analysis conducted by the ARODL-
BSSHS approach. This graph demonstrates that the ARODL-
BSSHS algorithm has delivered capable results, achieving 
maximum ROC values for the two classes. 

The classification outcome of the ARODL-BSSHS method 
under 70:30 of TRP/TSS is established in Table VI. The 
outcomes stated that the ARODL-BSSHS system recognizes 
five class labels effectively. For example, with 70% of TRP, 
the ARODL-BSSHS method attains average 𝑎𝑐𝑐𝑢𝑦 of 95.07%, 

𝑝𝑟𝑒𝑐𝑛 of 95.32%, 𝑠𝑒𝑛𝑠𝑦  of 95.07%, 𝑠𝑝𝑒𝑐𝑦 of 95.07%, and 

𝐹𝑠𝑐𝑜𝑟𝑒 of 95.19%. Furthermore, with 30% of TSP, the ARODL-
BSSHS method acquires average 𝑎𝑐𝑐𝑢𝑦 of 97.83%, 𝑝𝑟𝑒𝑐𝑛 of 

97.87%, 𝑠𝑒𝑛𝑠𝑦  of 97.83%, 𝑠𝑝𝑒𝑐𝑦 of 97.83%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 

97.80%. 

 
Fig. 8. Classifier outcome on CHD (a-b) Confusion matrices, (c) PR curve, 

and (d) ROC curve. 

TABLE VI. CLASSIFIER OUTCOME OF ARODL-BSSHS SYSTEM ON CHD 

Class 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑺𝒆𝒏𝒔𝒚 𝑺𝒑𝒆𝒄𝒚 𝑭𝑺𝒄𝒐𝒓𝒆 

Training Phase (70%) 

Absence 93.48 95.56 93.48 96.67 94.51 

Presence 96.67 95.08 96.67 93.48 95.87 

Average 95.07 95.32 95.07 95.07 95.19 

Testing Phase (30%) 

Absence 95.65 100.00 95.65 100.00 97.78 

Presence 100.00 95.74 100.00 95.65 97.83 

Average 97.83 97.87 97.83 97.83 97.80 

 

Fig. 9. Accuracy curve of ARODL-BSSHS system on CHD. 
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Fig. 9 examines the accuracy performance of the ARODL-
BSSHS approach within the training and validation phases 
using the CHD dataset. The results highlight that the ARODL-
BSSHS system achieves its highest accuracy values as the 
epochs progress. Furthermore, the notably superior validation 
accuracy compared to the training accuracy underscores the 
efficient learning capacity of the ARODL-BSSHS algorithm 
on the CHD dataset. 

The analysis of loss during both the training and validation 
stages of the ARODL-BSSHS approach using the CHD dataset 
is depicted in Fig. 10. The findings suggest that the ARODL-
BSSHS algorithm maintains closely aligned values for both 
training and validation loss. This observation emphasizes the 
capable learning behavior of the ARODL-BSSHS algorithm on 
the CHD dataset. 

 
Fig. 10. Loss curve of ARODL-BSSHS system on CHD. 

V. DISCUSSION 

In Table VII and Fig. 11, the comparative outcome of the 
ARODL-BSSHS approach is reported in [33][34]. The results 
implied that the RF algorithm gains worse performance. But, 
the NB, LR, SMO, AdaBoostM1 + DS, and Bagging + 
REPTree approaches offer somewhat higher outcomes; the 
ARODL-BSSHS system demonstrates the other existing 
models with maximal 𝑎𝑐𝑐𝑢𝑦 of 97.83%, 𝑝𝑟𝑒𝑐𝑛 of 97.87%, 

𝑠𝑒𝑛𝑠𝑦  of 97.83%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 97.80%. 

TABLE VII. COMPARATIVE OUTCOME OF ARODL-BSSHS APPROACH 

WITH OTHER METHODS ON CHD 

Classifier 
Accura

cy 

Precisi

on 

Sensitivi

ty 

Specifici

ty 

F-

Measure 

NB Model 84.49 84.50 84.50 87.00 84.50 

LR Model 84.49 84.50 84.50 87.00 84.50 

SMO Model 86.14 86.20 86.10 90.00 86.10 

AdaBoostM1 + 

DS 
83.83 83.90 83.80 88.00 83.80 

Bagging + 

REPTree 
83.83 83.90 83.80 88.00 83.80 

RF Model 81.19 81.20 81.20 85.00 81.10 

ARODL-

BSSHS 
97.83 97.87 97.83 97.83 97.80 

 
Fig. 11. Comparative outcome of ARODL-BSSHS approach with other 

methods on CHD. 

The CT inspection of the ARODL-BSSHS approach with 
recent algorithms is reported in Table VII and Fig. 12. The 
outcomes inferred that the ARODL-BSSHS algorithm reaches 
a minimal CT of 8.17s. Also, the existing NB, LR, SMO, 
AdaBoostM1 + DS, Bagging + REPTree, and RF approaches 
reach maximum CT of 23.20s, 25.10s, 15.90s, 25s, 23.40s, and 
20.30s correspondingly. These results analysis assured the 
better performance of the ARODL-BSSHS technique on the 
smart healthcare system. 

TABLE VIII. CT OUTCOME OF ARODL-BSSHS APPROACH WITH OTHER 

METHODS ON CHD 

Classifier Computational Time (sec) 

NB 23.20 

LR 25.10 

SMO 15.90 

AdaBoostM1 + DS 25.00 

Bagging + REPTree 23.40 

RF 20.30 

ARODL-BSSHS 08.17 

The results of the comparative analysis illustrate the 
superior efficacy of the ARODL-BSSHS approach in securing 
healthcare systems over the studied alternative models. It was 
found that ARODL-BSSHS significantly outperforms other 
classifiers in terms of accuracy, precision, sensitivity, 
specificity, and F-measure, achieving a maximum accuracy of 
97.83% and a minimal Computational Time (CT) of 8.17s. 
This implies that the ARODL-BSSHS not only is more 
accurate in predictions and classifications but also is more 
efficient, making it a preferable choice for real-time 
applications in smart healthcare systems. This superior 
performance of ARODL-BSSHS emphasizes the critical role 
of sophisticated techniques in addressing the complexity and 
diversity of healthcare requirements and environments. The 
increased accuracy and reduced computational time are 
indicative of its capability to deal with the multifaceted and 
dynamic nature of healthcare data more effectively and 
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efficiently. The discussed results reinforce the viability and 
superiority of the ARODL-BSSHS approach in enhancing 
security and optimizing performance in smart healthcare 
systems, presenting it as a promising solution for future 
integrations and developments in healthcare technology. 

 
Fig. 12. CT outcome of ARODL-BSSHS approach with other methods on 

CHD. 

VI. RECOMMENDATIONS & FUTURE WORKS 

It is recommended that future research on the ARODL-
BSSHS approach should explore its adaptability across diverse 
sectors like finance, education, and supply chain management. 
Integration with emerging technologies such as Edge and 
Quantum Computing and 5G can be crucial to enhance the 
method's capabilities and to cater to the evolving needs of 
modern applications. Developing scalable and user-friendly 
implementations is imperative to ensure broader applicability 
and user acceptance. 

The integration with Edge and Quantum Computing is 
being explored to optimize computational processes and solve 
complex problems efficiently [35]. There is also a heightened 
emphasis on developing robust security and privacy-preserving 
protocols due to the escalating concerns related to data 
breaches and cyber-attacks in healthcare systems. The 
application of Federated Learning and Decentralized AI is 
gaining traction, addressing the need for decentralized model 
training and decision-making processes that adhere to data 
privacy standards. Moreover, the utilization of AI for 
personalized and predictive healthcare is becoming pivotal, 
allowing for the development of individualized treatment plans 
and early detection of diseases. 

VII. CONCLUSION 

The ARODL-BSSHS technique has been developed for 
accomplishing security in the healthcare system in this study. 
The presented ARODL-BSSHS technique involves the design 
of secured and smart healthcare system using two major 
processes, namely intrusion detection and disease diagnosis. To 
accomplish this, the ARODL-BSSHS technique follows a 
series of processes: HNN based intrusion detection, ARO 
based parameter tuning, DELM based disease detection, and 
HBO based parameter optimization. In addition, the ARODL-

BSSHS technique involves BC technology for secure 
transmission of healthcare data. A widespread experimental 
analysis is made on benchmark datasets: heart disease and 
NSL-KDD dataset to ensure the improved results of the 
ARODL-BSSHS technique. The experimental values 
highlighted that the ARODL-BSSHS technique obtains better 
performance than other approaches. In the upcoming years, the 
performance of the ARODL-BSSHS algorithm can be 
improved by multimodal DL techniques. 
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Abstract—A wide range of web-based applications uses the 

Transmission Control Protocol (TCP) to ensure network 

resources are shared efficiently and fairly. As wired and wireless 

networks have become more complex, various end-to-end 

Congestion Control (CC) schemes have been developed, offering 

solutions through their proposed TCP variants. Network 

tomography, a powerful analytical tool, offers a unique 

perspective by measuring end-to-end performance to estimate 

internal network parameters, including latency. This estimation 

capability proves valuable, especially in cases where precise 

protocol performance evaluation is essential. TCP protocol can 

be improved significantly by properly estimating RTT time. It 

has resulted in better network conditions and improved 

reliability, as well as a higher level of user satisfaction. In this 

study, we propose a method to infer the link delay using network 

tomography and then adjust the RTT based on the delay 

estimation obtained in the previous step. Simulation results 

performed using the NS2 software show that the proposed 

method significantly improves the TCP protocol's Round-Trip 

Time (RTT) estimation by more than 15%. It reduces congestion, 

improves information transfer efficiency, and ensures the highest 

level of service in the network. 

Keywords—Latency; network tomography; end to end; 

depending on the probe 

I. INTRODUCTION 

The landscape of networking technologies has evolved 
significantly over the years, witnessing advancements that span 
multiple generations, including the emergence of 5G and the 
anticipation of 6G. The need for efficient data transfer 
mechanisms becomes increasingly pronounced as wired and 
wireless networks expand in complexity and scale. The 
Transmission Control Protocol (TCP) has long been a 
cornerstone of network communication, ensuring reliable and 
adaptive data delivery in various applications [1, 2]. While 
high-speed networks have reached gigabit speeds, mobile 
wireless access networks have led to a proliferation of mobile 
hosts connected to the Internet via slow wireless links [3]. 
Further, the challenging characteristics of wireless links, such 
as the high packet loss rates or delays resulting from various 
factors, such as link-layer retransmissions or handoffs between 
connection points to the Internet, have posed significant 
challenges to Internet transport protocols [4, 5]. Today's 
Internet applications require a reliable mechanism to transfer 
data due to increasing performance requirements. TCP is 
extensively used as the transport protocol in many applications 
due to its ability to adapt to the properties of the network and 

its robustness in the face of many types of failures [6, 7]. 
However, the closed nature of legacy switches, which do not 
provide accurate visibility of network events, has limited the 
improvement of the performance of applications that rely on 
TCP [8]. 

In this rapidly evolving landscape of complex systems and 
advanced technologies, research has been directed toward 
optimizing control strategies and enhancing performance 
across various domains. The integration of hierarchical 
optimization and fuzzy logic has yielded promising results in 
addressing challenges posed by time-varying delays and 
disturbances in discrete large-scale systems [9, 10]. Machine 
learning techniques have also emerged as a powerful toolset for 
analyzing and managing network dynamics. Notably, studies 
have delved into the analysis of Android ransomware using 
hybrid approaches [11] and explored machine learning-based 
network slicing for efficient 5G network management [12]. 
Additionally, predictive models and probabilistic neural 
networks have been harnessed to forecast idle slot availability 
in wireless local area networks [13], while innovative cell 
designs have been introduced to enhance data collection 
efficiency in green IoT networks [14]. The integration of 
machine learning into data conditioning and forecasting 
methodologies has showcased its potential in optimizing well-
pad operations [15, 16]. In the rapidly evolving landscape of 
complex systems and advanced technologies, the fusion of 
association rule mining and urban public transportation 
assumes paramount importance. This synergy facilitates data-
driven decision-making, offering insights into commuter 
behavior, traffic patterns, and service optimization. As urban 
areas continue to grow, leveraging these tools empowers city 
planners and transport authorities to navigate the complexities 
of modern urban mobility, fostering efficiency, sustainability, 
and improved quality of life for urban dwellers [17, 18]. 
Moreover, sustainable energy technology has embraced novel 
concepts, such as power harvesting through ambient vibrations 
and capacitive transducers [19]. This compilation of research 
endeavors exemplifies the diverse and impactful directions that 
contemporary studies are exploring, aiming to unlock new 
frontiers of knowledge and practical application. 

TCP uses the fast retransmit mechanism to trigger 
retransmissions following the receipt of three consecutive 
duplicate acknowledgments (ACKs) [20]. As a backoff 
mechanism, the TCP retransmission timer expires if the TCP 
sender does not receive ACKs for a certain period of time. 
Upon expiration of the retransmission timer, the TCP sender 
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retransmits the first undelivered segment, assuming it is lost in 
the network [21]. Because retransmission timeouts (RTOs) can 
indicate that the network is heavily congested, the TCP sender 
resets its congestion window to one segment and gradually 
increases it in accordance with the slow start algorithm. 
Nevertheless, suppose the RTO occurs spuriously, and 
segments are still outstanding in the network. In that case, a 
false slow start may damage the potentially congested network 
by injecting additional segments at an increased rate [22]. One 
of the most crucial aspects of such a mechanism is how long 
after sending a package and receiving a receipt, the timeout 
must be announced. Network tomography offers the 
opportunity to actively measure link-level characteristics such 
as delay and loss on end-to-end paths at the link level [23]. 
Most network tomography techniques developed to date are 
based on one-way measurements, requiring cooperation from 
sending and receiving hosts. Consequently, the paths over 
which these techniques can be applied are severely limited 
[24]. This paper proposes a method for estimating link delay 
using network tomography, followed by adjusting the RTT in 
accordance with the delay value obtained in the previous step. 
Finally, the results from the study are used to improve the TCP 
retransmission mechanism to reduce latency and improve 
performance. The main contributions of this paper are 
summarized as follows: 

 We propose a novel method that leverages network 
tomography to estimate link delays and adjust RTT 
values, significantly improving TCP protocol 
performance. 

 Simulation results conducted using NS2 software 
demonstrate that our approach enhances TCP RTT 
estimation by over 15%, leading to reduced congestion, 
improved information transfer efficiency, and 
heightened service quality within the network. 

The remainder of this paper is structured as follows. 
Section II presents a background of the problem. Section III 
provides a detailed description of the proposed method, 
outlining the key steps and innovative aspects of our approach. 
In Section IV, we present the results of empirical evaluations 
and comparisons, demonstrating the superiority of our method 
in terms of accuracy and efficiency. Finally, Section V 
summarizes our findings, highlights the contributions, and 
suggests potential avenues for future research. 

II. BACKGROUND 

Performance parameters within a network are difficult to 
measure directly by internal nodes as some may not 
communicate proactively for security reasons. The network 
tomography method provides a very convenient means of 
measuring network parameters since it measures only the end-
to-end characteristics of the network. In the end, the network is 
estimated based on its internal features. Many approaches are 
employed in network tomographies, such as estimating link 
level 1 parameters, determining network correlations, and 
calculating the network traffic matrix between the source and 
destination networks. 

Several methods are presented for estimating link delay via 
a tomography network. In some cases, the delay distribution is 

discrete. These methods assign end-to-end latencies and delay 
links based on assumed collections, and the probability of 
mass-delay links is calculated using the EM algorithm [25]. In 
a statistical model containing latent dependent variables that 
are imperceptible, the EM algorithm or maximum expected 
(expectation-maximization) is a repeatable method for finding 
the maximum value or estimate of the most likely value of an 
inductive (inferring from effects to causes) parameter set of 
parameters. The calculation will be repeated for most 
parameters in the expected results. Calculations and estimates 
are obtained in stage M to determine the distribution of latent 
variables used in the next iteration (E) [26]. The method used 
to estimate the delay of end-to-end latencies supposed links to 
collections are assigned. The possibility of mass-delay links is 
calculated using the EM algorithm. There are two limitations in 
the face of real networks: 

 In a real network, because the traffic load on some of 
the links is heavier and lighter for the other part of the 
link, packet delay can be quite different. So, if you set 
that delays end-to-end, links have been assigned to the 
minor premise. In this case, the desired levels of 
accuracy are not achieved. Suppose these sets are 
assumed to be large. In that case, complex 
computational problems arise, so selecting the 
appropriate set to assign end-to-end latency and link 
latency is impossible for these methods. 

 The large network size, usually with large amounts of 
complex data (sets assumed that the end-to-end delays 
and delays links are assigned to them) to obtain delays 
of all links face. However, the EM algorithm calculates 
the probability of each of the probe packets. However, 
if the input data set is large, these are time-consuming 
calculations and thus cannot link estimates on time 
delays for large-scale networks [27]. 

Unlike the discrete distribution models that estimate the 
delay, some methods are used to model continuous distribution 
delay. These methods assume that the distribution of the 
known delay follows. Examples of distributions include the 
Poisson distribution and Gaussian distribution compound [26, 
28]. Peterson and Davie [29] The authors sought to improve 
the algorithm to Kaczmarz to take advantage of computing 
linear tomography systems in the network. The algorithm in 
linear systems, adaptive control, and tomography systems with 
wireless sensor networks is used in nature and later as an 
iterative algorithm in these cases. This algorithm is based on 
mathematics, potential events, and the full and complex. 

In [30], routing and tomography have been amended using 
a series of evolutionary and biological matrices added and the 
idea of using algorithms. The framework of evolutionary 
algorithms solving the robustness and accuracy helps 
tomography. More studies in the area of network tomography 
are based on parametric models. The parametric model 
assumes that measuring data traffic depends on the number of 
defined parameters. For example, recent studies estimate the 
internal delay distribution. The probability mass distribution 
can be modeled as functions. In this context, parameters and 
the probabilities associated with each function are likely 
crimes. Some methods of inference delay focused on multicast 
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routing. The routing of packets sent from the sender to the 
recipient during an operation moved. During the probe packets, 
the paths split apart, double, and multiply [31]. 

III. PROPOSED METHOD 

With the advent of 5G and the impending rise of 6G, the 
networking landscape has been marked by transformative 
capabilities, promising higher data rates, lower latency, and 
greater network efficiency. These advancements are largely 
attributed to the proliferation of advanced wireless 
technologies, the expansion of device connectivity, and the 
integration of cutting-edge communication paradigms. As the 
industry shifts its focus toward ultra-low latency, these 
technologies are poised to reshape the dynamics of data 
transmission and drive the development of novel applications. 
In this dynamic context, the accurate estimation of Round-Trip 
Time (RTT) assumes heightened significance. RTT estimation 
plays a pivotal role in determining optimal retransmission 
timeouts, facilitating congestion control, and enhancing overall 
network performance. While conventional methods have 
sufficed in earlier network paradigms, the evolving landscape 
introduces new challenges and opportunities that necessitate 
innovative approaches. 

In order to maximize network efficiency, accurate RTT 
estimation and optimal RTO quantification are essential. The 
RTO must be longer than the return time or RTT. The RTT is 
affected by many factors, such as transmission delay, 
propagation delay, header processing time, ACK production 
time, etc. Consequently, RTT is not a static value in real-world 
environments and will change over time. In this case, the 
change reflects the conditions mentioned in the examples. The 
RTO should not be set with more than enough, as this will lead 
to long delays. Additionally, there is an important question to 
be addressed: what happens if the route changes? What should 
be done if the network traffic situation and the status of the 
intermediate nodes change? It is, therefore, necessary to repeat 
this estimate regularly. The period can be repeated with an 
appropriate interval of time, such as 20 milliseconds. In order 
to send probes, a condition may be set, which will result in re-
sending the packets if that condition is met. Network 
conditions will be estimated correctly again. Knowledge of any 
link to update, to help without sending the actual data and only 
based on the information provided by the source node is placed 
tomography, the parameters needed to set up protocols like 
TCP. 

These parameters may also be estimated based on other 
ideas for calculating them. By estimating the RTT more 
accurately, the TCP can retransmit at better times and increase 
the number of these posts. In order to overcome the problems 
mentioned above, a method based on the unicast delay 
estimates tomography is recommended for improving TCP. 
Tomography is used in this way for both end-to-end and link-
to-link tomography. Tomography can be used by any network 
node to calculate the delay on links, whether it is the 
transmitter or any other node on the network. 

Furthermore, it can assist in improving the routing process. 
To estimate network delay, we first use tomography. To 
estimate the number of packet delay probe pairs, unreachable 
packets are sent from the source node to the destination node. 

End-to-end packets are bursts that act as end-to-end 
communications. A delay equation is developed using the 
relationship between the delay and the delay link that routes 
packets of information to the probe. Our solution is derived 
from equations described in the previous chapter to estimate 
the quantity delay optimally. The route is calculated based on 
the number of nodes, and each node will have some delay in 
packets. In general, course delays are little more than the sum 
of the delays from link to link. As each node experiences a 
delay in processing, queuing, or propagation, connections are 
also created. The decision to send real-time packets may result 
in incorrect calculations and the loss of influence tomography 
performed to adjust the network RTT in the TCP protocol 
when the decision is made to send packets in real-time. 

In spite of the fact that the processing delay may seem 
insignificant at first, it does not have any significant impact on 
large networks with high traffic, especially when there are a 
number of intermediate nodes and those with high and low 
processing power. Each node is given a delay. Additionally, it 
is also possible to have a significant other since it is always in 
the real world, with a variety of unforeseen and additional 
delays. Besides the low estimate of the time required for RTT 
retransmission, a high estimate of the real-time network and 
reach pass may help reduce the package's delay. When the 
estimate for the time is slightly larger, it is better to be low 
since a low estimate, increased network traffic, and poor 
network conditions can all contribute to delays. By sending and 
receiving information, each probe packet can help estimate the 
exact real delay. 

For closed questions, the collection, analysis, and length of 
time from the time of receiving the low are examined, and the 
amount of delay is determined based on the link. A more 
appropriate RTT parameter is determined based on the level of 
probe tomography accuracy of information and links to the 
detailed estimate of the actual delay. The RTT value is 
calculated using probes that measure the RTT by tomography 
and real delay roadshows, achieving a much more accurate 
delay than TCP. Finally, we will use the results of this 
calculation to regulate better and improve our TCP 
retransmission mechanism. By using the proposed approach, 
better estimates of RTT TCP can be made, and thus, better 
performance may be achieved. 

A.  Approach Proposed Resolution 

As RTT is the basis for accurately estimating probe 
tomography, multiple packets of burst tomography can be sent 
to different recipients using unicast protocols. These probes 
will be used to determine the answer depending on the sender 
and RTT. The following steps are followed to estimate the 
actual RTT. 

In the first step, tree topology is considered for the network. 
Leaf nodes of the tree network are selected as the destination. 
To send pairs of probe packets, multi-packet probe packets are 
burst using unicast routing. Each packet transmits information 
about each link, including when it was sent and received by 
each node, enabling a more accurate estimate of the latency of 
the links and the route. Data collection and analysis of 
transmitter probe packets and the amount of time calculated by 
the probe packet are low. The amount of packet delay is 
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calculated according to the network. During the extraction and 
analysis process, we provide accurate, real-time probe data 
packet processing at each node to estimate the actual RTT at 
each node. The information obtained from the probe packets is 
used to calculate the actual delay based on the optimal number 
of links as follows: 

Path Delay = (Tomo Delay) + ((2n-2) * (Mean Node Delay)) 

(1) 

In Eq. (1), Tomo Delay is the optimal amount of delay 
quantity for links through tomography, n is the number of 
nodes between source and destination, and mean Node Delay 
represents the average delay of processing nodes. The 
probability does not decrease if the sweep is different and has a 
different number of nodes. If there were more nodes along the 
path, the equation was recalculated. By replacing parameter 2n 
with the number of nodes and the number of nodes in the path, 
the equation is modified as follows: 

Path Delay = (Tomo Delay) + ((n_went + n_back) * (Mean 

Node Delay))   (2) 

To improve the mechanism of retransmission of TCP, the 
result calculation shows that the actual delay replaces the RTT 
value calculated by the TCP protocol so that TCP will begin 
with a more accurate estimate of RTT. In practice, more 
complete equations may be available instead of replacing the 
equation. There is, however, an additional condition that can be 
met by a simple equation to estimate the actual delay. The 
routine can be effective for a network. A better match will 
always be required in computational experiments. 

B. Evaluation of the precision of the delay  

This section provides information regarding the delay time, 
accuracy, and reliability. In addition to accurately representing 
scientific work, it indicates what they can contribute to other 
research endeavors. Estimated delay in TCP is considered an 
important issue, and its accuracy is crucial. We use the 
cumulative method to adjust and improve TCP RTT. If the 
estimates are correct, they will have a significant impact on the 

performance of the network. Statistical analysis indicates that 
the proposed method effectively predicts the delay, and the 
results indicated they would be considerable. It is, therefore, 
necessary to compare the delay used to calculate the 
cumulative delay in the proposed method with the actual delay 
by the time an estimate is made regarding the links and 
integrated. 

The complexity and variability of the network make it 
impossible to test with a definitive result. So, the effort 
involved here has been estimated at ten times. This means that 
every time, a predetermined scenario is applied to every 
package in exchange for the time a probe is sent, calculated, 
printed, and recorded at the outlet. Additionally, a comparison 
was made between the sent and received packets obtained and 
recorded, simultaneously with the actual delay time on the 
printed output. Because the two packages are sent on two 
separate paths, each package will experience two delays. 
Therefore, the two delays are calculated every time. The third 
scenario is somewhat busier in the network regarding the 
calculation. The traffic in this scenario consists of 21 TCP 
streams and 161 on-off Poisson streams transmitted over UDP. 
Statistics are collected from node one. It can be said that the 
accuracy of this method is relatively high, and errors in the 
tenth milliseconds. For more detailed calculations, each row of 
accuracy and the error rate can be calculated and then 
averaged. The packet error rate refers to the number of packets 
with errors divided by the number of packets transmitted, 
calculated by Eq. (3). 

𝑃𝐸𝑅 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡 𝑤𝑖𝑡ℎ 𝑒𝑟𝑟𝑜𝑟𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑
          (3) 

Table I provides a comparison of the actual delay and delay 
calculation for two batches of the probe. This data illustrates 
the accuracy of our proposed method in estimating delays 
accurately. Similarly, Table II presents the percentage of delay 
calculation error in the proposed method for two packs of 
probe data. Analyzing this data allows us to assess the 
precision of our approach in real-world scenarios.

TABLE I.  COMPARISON OF ACTUAL DELAY AND DELAY CALCULATION FOR TWO BATCHES OF THE PROBE 

Closed computational delay the first Real delay packet first Delay calculation package II Real delay packet second 

42/5 ms 23.5 ms 10.6 ms 18.6 ms 

34.6 ms 87/6 ms 32.7 ms 92/6 ms 

5.55 ms 90/5 ms 21/6 ms 7.17 ms 

89.7 ms 11.8 ms 29/4 ms 80.4 ms 

24/8 ms 91/7 ms 81.7 ms 63/7 ms 

94/4 ms 18.5 ms 23.7 ms 65/7 ms 

34.5 ms 49/5 ms 48/6 ms 11.7 ms 

87.5 ms 08/6 ms 76/3 ms 45/3 ms 

12.6 ms 67/6 ms 22/8 ms 59/7 ms 

34.8 ms 79/7 ms 34/7 ms 8.57 ms 
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TABLE II.  PERCENTAGE OF A DELAY CALCULATION ERROR IN THE PROPOSED METHOD FOR TWO PACKS OF PROBE 

Percent packet error First Packet error percentage of the second 

60/3 percent 20.1 percent 

70/7 percent 70/5 percent 

90/5 percent 30/13 percent 

71/2 percent 80.4 percent 

60/10 percent 30.2 percent 

60/4 percent 40/5 percent 

70/2 percent 80/8 percent 

40/3 percent 90/8 percent 

20.8 percent 30.8 percent 

00/7 percent 40.6 percent 

C. The potential of network tomography-based RTT 

estimation 

In this backdrop, our proposed method offers a novel 
approach to RTT estimation, leveraging the power of network 
tomography. Traditional RTT estimation methods may 
confront limitations in accurately gauging RTT in scenarios 
with multiple physical paths, varying link delays, and changing 
network dynamics. Here, network tomography emerges as a 
promising avenue to address these challenges by providing 
end-to-end performance insights based on the measurement of 
delay characteristics. Our method, grounded in network 
tomography, introduces an additional dimension to RTT 
estimation. While advancements in networking technologies, 
such as 5G and 6G, and increased compute power contribute to 
RTT reduction, our method augments these efforts by 
enhancing accuracy and reliability. By considering link delays 
across multiple paths and leveraging network tomography's 
capabilities, our method provides a more comprehensive and 
nuanced RTT estimation. Fig. 1 shows the flowchart for actual 
RTT estimation. 

 
Fig. 1. RTT estimation. 

D. Relevance in evolving networking technologies 

The evolving networking technologies, particularly 5G and 
the anticipated 6G, demand precision in RTT estimation to 
harness their full potential. While these technologies offer low-
latency communication, our method's emphasis on accurate 
RTT estimation aligns with the quest for precision in data 
transmission. In environments where real-time applications, 
IoT devices, and mission-critical communications are 
paramount, our method's ability to adapt and estimate link 
delays across diverse paths becomes indispensable. In 
scenarios with multiple physical paths, MPTCP utilization, and 
the intricate interplay of network conditions, our method 
demonstrates its relevance by providing insights into delay 
characteristics that traditional methods may overlook. This 
nuanced estimation approach aligns well with the objectives of 
evolving networking technologies to minimize latency and 
optimize data transfer efficiency. 

IV. EXPERIMENTAL RESULTS 

Simulation may take into account particular circumstances. 
Simulating and evaluating all possible scenarios is neither 
feasible nor logical. In each simulation, the actual network 
conditions should be considered, but the results should be 
reported as accurately as possible under the constraints. 
Furthermore, many scenarios are proposed for simulating 
various aspects of the proposed method. Simulations must also 
be conducted under conditions similar to those encountered in 
the review, compared with the method before using it or other 
suggested methods. In some contexts, a comprehensive 
network may not be necessary and may be subject to 
performance conditions. The algorithm is not random in nature, 
and its behavior is uncertain. Moreover, while improving the 
network from the perspective of all available parameters, other 
parameters may be affected. This is because certain 
reconciliation parameters, namely the balance between them, 
as well as improving all the parameters simultaneously, cannot 
be achieved. 

The NS2 simulator is used to simulate the proposed 
method. In order to implement several networks, OTcl is used 
to create scenarios, and C++ code is used to simulate 
algorithms and protocols. Communication between scripting 
languages should be considered in this regard. Although the 
NS2 software is available on Linux, it can be used on Windows 
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via a software interface called Cygwin, a Linux virtual 
machine that can run NS2. The proposed method is simulated 
and evaluated on a wired network at a fixed time. At this time, 
seven of eight nodes are linked to a tree with a root node 
number of zero. Fig. 2 shows this package. 

 
Fig. 2. A network of assessment. 

Each link has a queue that is a FIFO algorithm. The 
simulation was performed with three types of traffic. Traffic is 
the most crucial first tomography is used, TCP traffic that RTT 
adjustment is considered. Two types of background traffic are 
assumed as the frequency of use. CBR traffic, Poisson traffic, 
and others with entirely different features. Poisson traffic is a 
traffic accident, while CBR traffic congestion is at the rate 
specified and is absolutely certain. The CBR traffic intended as 
a background other than CBR traffic that was initially closed 
probe is used to estimate RTT TCP traffic. The proposed and 
other methods and evaluations were conducted in two different 
scenarios. 

A. Network Topology 

The experimental setup involves a wired network 
comprising nodes connected in a tree topology, with a root 
node numbered zero. The nodes are connected through links 
equipped with a First-In-First-Out (FIFO) queueing algorithm. 
Two distinct scenarios are considered, each reflecting different 
aspects of network dynamics and traffic patterns. 

Scenario 1 involves a multi-traffic flow setting, where TCP 
flows are established at rates of 21 units. These TCP flows 
coexist with background traffic consisting of CBR traffic and 
Poisson traffic, which is modeled using the UDP. This scenario 
creates a dynamic and diverse network environment by 
combining TCP flows with different rates and various types of 
background traffic, such as CBR and Poisson traffic. The 
primary objective of this scenario is to thoroughly evaluate and 
assess the adaptability of the proposed method under 
conditions of varying network loads and diverse traffic types. 
Scenario 2 explores the interplay between CBR and TCP 
dynamics, where TCP flows operating at rates of 21 are 
integrated with both CBR traffic and background Poisson 
traffic. The emphasis transitions towards evaluating the 
effectiveness of the suggested approach when contending with 

clearly defined CBR traffic, contributing a heightened level of 
foreseeability to the network ambiance. This particular setting 
furnishes valuable observations regarding the method's 
proficiency in situations characterized by more predictable 
traffic arrangements. A tree topology governs data routing 
within the simulated network. The rationale behind this choice 
lies in its ability to capture a simplified representation of 
network structures, enabling controlled experimentation while 
providing a foundation for performance evaluation. 

B. Results and Analysis 

The proposed method's performance is evaluated under a 
network load with a mix of TCP flows, CBR traffic, and 
Poisson traffic in the first scenario. The goal is to assess how 
the algorithm adapts RTT adjustments to optimize network 
performance under diverse conditions. Fig. 3 and 4 illustrate 
the comparison of throughput and delay across multiple 
simulations. The results highlight the method's ability to 
maintain efficient data transfer despite varying traffic types and 
network load. The second scenario delves into the method's 
interaction with competing CBR traffic and effectiveness in a 
more deterministic setting. Fig. 5 and 6 show the throughput 
and delay comparisons. The method demonstrates its capability 
to achieve competitive performance under such conditions, 
albeit with varying degrees of effectiveness compared to 
scenario 1. The proposed method's performance is evaluated 
against different traffic types and rates in both scenarios. The 
nuanced results reflect the method's adaptability to diverse 
network conditions and the potential to optimize RTT 
adjustments effectively. The results underscore the method's 
potential to provide accurate RTT estimations and optimize 
data transmission despite varying network dynamics. As 
networking technologies evolve, our method's capacity to 
enhance RTT estimation remains relevant and valuable, 
contributing to optimizing data transfer mechanisms in the face 
of complex and diverse networking scenarios. 

Our proposed method for RTT estimation through network 
tomography offers versatile, practical applications across 
diverse contexts. In real-time communication systems, such as 
telemedicine and remote surgery, where low latency is critical 
for seamless interactions, our method ensures accurate RTT 
estimation even in complex, multi-path networks. In IoT 
deployments, where devices often rely on efficient data 
exchange for timely decision-making, our approach enhances 
network reliability by precisely estimating RTT, leading to 
optimized device communication. Furthermore, in vehicular 
networks, where vehicles exchange safety-critical information, 
our method's adaptability to changing network conditions 
ensures reliable RTT estimation, contributing to safer road 
environments. In cloud computing environments, where data 
transfer efficiency impacts application performance, our 
method aids in precise RTT estimation, leading to enhanced 
user experiences. These use cases highlight the tangible 
benefits of our proposed scheme, underscoring its potential to 
revolutionize diverse industries by improving RTT estimation 
accuracy, network reliability, and overall performance. 
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Fig. 3. Comparison of the throughput in the first scenario. 

 
Fig. 4. Comparison of the delay in the first scenario. 

While our proposed method significantly enhances TCP's 
RTT estimation, it is essential to acknowledge that our 
approach primarily focuses on improving RTT accuracy and 
reducing congestion in the absence of packet corruption. In 
cases where packet corruption occurs during transmission, the 
TCP protocol is equipped with error detection mechanisms, 
such as checksums, to identify and request retransmission of 
corrupted packets. Our work primarily complements these 

existing error detection and recovery mechanisms by providing 
more precise RTT estimations, which can lead to more 
efficient congestion control. However, in cases of severe 
packet corruption or loss, additional mechanisms at higher 
protocol layers, such as transport layer error correction codes 
or application-layer retransmission strategies, may be 
necessary to ensure data integrity and reliability. 
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Fig. 5. Comparison of the throughput in the second scenario. 

 

Fig. 6. Comparison of the delay in the second scenario. 

V. CONCLUSION 

Network tomography offers an invaluable method for 
analyzing a network's performance. To determine internal 
performance parameters, network tomography measures end-
to-end performance, as opposed to methods that are based on 
internal communication. This method has the capability of 
estimating times in the event that it is necessary to evaluate a 
protocol's performance in a network by estimating times. The 
TCP protocol can be significantly improved by properly 
estimating the RTT time. The proposed method is a relatively 
flexible method that can be performed using different settings 
and conditions, and other formulas receive different results. 
The proposed method is a valuable mechanism for different 

computer networks to estimate the rate of actual delay, which 
deals with network conditions and restrictions to ensure the 
quality of their service is targeted. 

While our method significantly improves RTT estimation, 
it may not achieve absolute accuracy due to factors such as 
network variability and unforeseen delays. The sensitivity of 
our approach to rapid network dynamics necessitates periodic 
RTT updates, but it may not capture instantaneous changes. 
Moreover, computational complexities and resource 
requirements should be considered in resource-constrained 
environments. Real-world networking scenarios can introduce 
challenges beyond modeling capabilities, and the scope of our 
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empirical evaluations may not cover all possible conditions. 
These limitations provide valuable context for the application 
and interpretation of our research findings. 
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Abstract—The Internet of Vehicles (IoV) integrates wireless 

communication, vehicular technology, and the Internet to create 

intelligent transportation systems. Efficient routing of data 

packets within the IoV is crucial for seamless communication and 

service enablement. This paper provides a comprehensive review 

of routing strategies and protocols in the IoV environment, 

categorizing and evaluating existing approaches. Routing 

protocols are classified, their adaptability is assessed to network 

variations, and their performance is compared. Insights are 

drawn from researchers' experiences. The paper offers a 

taxonomy of routing protocols, highlights adaptability to network 

conditions, and presents a comparative analysis. Lessons from 

researchers shed light on practical implications. The review 

identifies key routing challenges in IoV and provides a valuable 

resource for understanding and addressing these challenges in 

future research. 

Keywords—Internet of things; internet of vehicles; Vehicular 
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I. INTRODUCTION 

The increasing number of users has led to a significant 
expansion of transportation systems in many countries [1]. 
However, these systems often suffer from inefficiency and high 
maintenance costs [2]. The global number of vehicles, 
including commercial and passenger vehicles, has slightly 
exceeded one billion, according to recent studies. Projections 
suggest that it will reach approximately two billion by 2035 
[3]. In order to address these challenges, the development of 
Intelligent Transportation Systems (ITSs) aims to enhance 
traffic monitoring, road safety, and passenger comfort, 
ultimately reducing accidents [4]. Vehicular Ad hoc Networks 
(VANETs) are crucial in implementing intelligent 
transportation systems. VANETs enable real-time traffic 
information exchange between two modes of communication: 
Vehicle-to-Roadside (V2R) and Vehicle-to-Vehicle (V2V) [5]. 
By facilitating the transmission of warning messages and 
alerts, VANETs assist drivers in navigating through potential 
hazards [6]. The main goal of VANETs is to reduce travel 
time, cost, and pollutant emissions, which in turn enhances 
traffic safety and efficiency [7]. However, despite the potential 
benefits, modern vehicular networks face several challenges 
that must be addressed. Challenges are comprised of unstable 
internet service, personal devices' limited compatibility, 
commercialization restrictions, constrained processing 
capability, network architecture limitations, and no cloud 

computing services [8]. Addressing these issues is crucial to 
harness the full potential of VANETs and to ensure the 
successful deployment of advanced vehicular networks. By 
overcoming these challenges, the development of intelligent 
transportation systems can significantly improve the efficiency, 
reliability, and overall performance of transportation systems 
worldwide [9]. 

Data transmission in the IoV is a critical aspect of modern 
transportation systems, relying on several innovative 
technologies to optimize operations and enhance efficiency. 
Smart grids play a fundamental role by intelligently managing 
the distribution of energy, enabling Electric Vehicles (EVs) to 
be a part of IoV seamlessly [10]. Machine learning and deep 
learning algorithms analyze vast amounts of data generated by 
vehicles, traffic signals, and urban infrastructure. They derive 
valuable insights, predicting traffic patterns, suggesting optimal 
routes, and facilitating efficient energy usage, thereby 
significantly improving IoV's functionality [11-13]. Artificial 
Intelligence (AI) acts as the backbone, integrating these 
technologies and enabling decision-making processes in real 
time. It enables automated responses to traffic conditions, 
mitigating congestion and enhancing safety [14-16]. 
Association rule mining, on the other hand, extracts hidden 
patterns and correlations from diverse data sources within IoV, 
revealing valuable information about vehicle behavior, urban 
mobility, and energy consumption patterns. This knowledge is 
vital for optimizing routes, managing energy resources, and 
improving overall transportation efficiency [17]. Urban public 
transportation is a vital component of IoV, providing 
sustainable, shared mobility options. Integrating IoV 
technologies into public transportation enhances services by 
predicting demand, optimizing schedules, and ensuring a 
smoother passenger experience. This synergy is paramount in 
addressing urban traffic challenges, reducing emissions, and 
transitioning towards smarter, sustainable cities [18]. 

The IoV network consists of distributed nodes, including 
vehicles, roadside units, and sensors, which enable local 
communication. This distributed system facilitates edge 
computing and the interaction between communication and 
computation [19]. Artificial Intelligence (AI) is crucial in 
accessing the IoV network. The IoV network collects 
information from roadside units and mobile applications, 
utilizing the bandwidth of the 5G mobile network to enhance 
internet communication [20]. IoV finds applications in traffic 
management systems and industrial settings. The future of IoV 
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research lies in leveraging big data algorithms to process data 
from IoT devices. It is an evolving field that attracts 
researchers' attention due to its relevance to human life. 
Routing protocols specific to the IoV environment are utilized, 
with SL-ZRP (Stable-Link State Zone Routing Protocol) being 
a significant communication protocol [21]. SL-ZRP is a 
function-based protocol that considers factors like speed, 
destination, and delay to determine optimal routes among 
vehicles, reducing network representation and overhead. The 
increasing number of road vehicles poses challenges such as 
accidents and associated expenses. IoV, originating from 
VANET, has been the subject of research for several years, 
addressing these issues. As people's lifestyles change, diverse 
requirements for vehicular networking have emerged, 
expanding the scale, structure, and applications of VANET. 
Large-scale and heterogeneous networks have been introduced, 
enabling services beyond safety information, including 
entertainment and environmental protection [22]. This paper 
proposes a routing protocol taxonomy and explores various 
IoV applications. This paper makes several significant 
contributions to the field of IoV: 

 Classification of routing protocols: The paper provides 
a comprehensive classification of routing protocols 
specifically designed for the extreme and complex 
urban environment of IoV. This classification helps 
understand the different approaches and strategies 
employed by these protocols. 

 Adaptability to network density and throughput 
variation: The paper recognizes the need for routing 
algorithms in IoV that can effectively handle low and 
high network densities while accommodating variations 
in throughput and delay. This highlights the importance 
of robust and adaptable routing solutions for the 
dynamic nature of vehicular networks. 

 Comparison of routing protocols: The paper offers a 
comparative analysis of the various protocols in terms 
of their performance, scalability, reliability, and 
efficiency. This comparison assists in identifying the 
strengths and weaknesses of different protocols and aids 
in selecting the most suitable one for specific IoV 
scenarios. 

 Lessons learned from researchers: The paper presents 
insights and lessons learned from researchers who have 
explored different challenges related to routing in IoV. 
This provides a deeper understanding of the practical 
implications and potential solutions for addressing the 
unique challenges faced in vehicular networks. 

II. BACKGROUND 

A. Internet of Vehicle 

The Internet of Things (IoT) is an evolving technology that 
links the digital and physical worlds, allowing for 
communication between objects and humans [23]. This 
concept has revolutionized our daily lives, making 
communication more informative, processing more intelligent, 
and devices smarter [24]. With IoT, the vision of seamless and 
ubiquitous communication, anytime and anywhere, is 

becoming a reality. IoT represents a significant transformation 
in our lifetime, following the universal accessibility of mobile 
devices and the world wide web [25]. IoT relies on key 
technologies such as short-range wireless communications, 
real-time localization, RFID, and sensor networks. These 
technologies enable various applications and research areas to 
flourish, particularly in smart transportation, smart industry, 
smart homes, and smart healthcare [26]. Integrating smartness 
in these areas has enhanced efficiency, convenience, and 
sustainability. Fig. 1 visually illustrates the diverse areas 
impacted by IoT, highlighting the interconnectedness of smart 
transportation, smart industry, smart homes, and smart 
healthcare. The widespread adoption of IoT transforms our 
environment into a smarter and more interconnected world, 
revolutionizing how we interact with objects and improving 
various aspects of our daily lives [27].The Internet of Vehicles 
(IoV) is a concept that combines VANET and IoT technologies 
to establish connections between various devices within 
vehicles and smart infrastructure on roads [28]. This 
integration enables seamless communication and data 
exchange among these devices, leading to a comprehensive 
IoV-based system [29]. This system includes embedded 
processors, onboard units, vehicles, roadside units, fog and 
edge devices, and cloud servers [30]. In an IoV-based system, 
devices can sense and collect various types of data, such as 
environmental and traffic-related data. The collected data is 
then shared among the devices, allowing collaboration and 
information exchange [31]. 

Additionally, the data collected from IoV devices can be 
combined with other data sources, such as social media data, 
user-generated data, and open-source intelligence, to provide 
valuable insights for decision-making at different levels [32]. 
One practical application of IoV-based systems is providing 
real-time traffic-related information to residents. The system 
can generate and disseminate up-to-date traffic information by 
utilizing the data collected from vehicles and roadside units, 
helping individuals make informed decisions about their routes 
and travel plans [33]. 

 
Fig. 1. Diverse areas impacted by IoT. 
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The IoV is increasingly implemented in urban areas to 
provide network access to drivers, people, and traffic 
management personnel. As the transportation system expands, 
it becomes more challenging and costly to maintain [34]. 
According to recent reports, the usage of IoV is widespread 
globally, and it is projected to have over three billion users by 
2030. The increased number of vehicles has resulted in traffic 
congestion and a higher incidence of accidents [35]. To address 
these issues, IoV is being utilized in urban areas to improve 
traffic safety. Routing is a crucial aspect of IoV and is vital in 
daily life. It involves selecting the most optimal path for traffic 
networks or across multiple networks, considering the dynamic 
changes in topology [36]. IoV systems detect shortcomings and 
analyze data to make informed decisions for driving vehicles. 
Intelligent devices equipped with embedded processors and 
wireless technologies are utilized in IoV to facilitate vehicle 
communication [37]. By leveraging various forms of 
communication, such as device-to-device and machine-to-
machine, IoV environments aim to enhance traffic safety in 
urban areas. Integrating IoV in urban settings aims to reduce 
traffic accidents by leveraging intelligent technologies and 
efficient communication. Through real-time data analysis and 
decision-making processes, IoV systems contribute to 
improving overall transportation efficiency and enhancing road 
safety [38]. 

Incorporating advanced communication and information 
technology, IoV brings several advantages in resolving traffic 
and driving challenges, leading to increased passenger safety 
and a superior driving experience. The communication 
components of IoV can be categorized into three main types: 
vehicular mobile Internet, inter-vehicular communication, and 
intra-vehicular communication [39]. As a heterogeneous 
vehicular network, IoV involves communication across five 
different types: Vehicle-to-Infrastructure (V2I), Vehicle-to-
Sensors (V2S), Vehicle-to-Personal devices (V2P), Vehicle-to-
Vehicle (V2V), and V2R, as illustrated in Fig. 2 [40]. To 

facilitate efficient communication in IoV, various wireless 
technologies are employed. These include vehicular 
communications such as Dedicated Short-Range 
Communications (DSRC) and Cellular Automata for Local 
Mobility (CALM), cellular mobile communication 
technologies like 4G/LTE, WiMax, and Satellite 
communication, as well as short-range static communication 
technologies like Zigbee, Bluetooth, and Wi-Fi [41]. The 
classification of these wireless communication technologies for 
IoV applications is depicted in Fig. 3. Fig. 4 provides a general 
overview of the structure of IoV, illustrating the 
interconnectedness and communication flow among vehicles, 
roadside units, sensors, and other components of the IoV 
ecosystem. This structure forms the foundation for efficiently 
exchanging information and data within the IoV network. 

 
Fig. 2. Communications in IoV. 

 

Fig. 3. Wireless communication technologies for IoV applications. 
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Fig. 4. A general overview of IoV.

The architecture of IoV is structured into four layers: the 
environment sensing and control layer, application layer, 
network access and transport layer, and coordinative 
computing control layer. 

 Environment sensing and control layer: This layer plays 
a crucial role in implementing IoV services by focusing 
on vehicle control and the traffic environment. It 
involves sensing and gathering information from the 
vehicle's perspective and the surrounding environment. 
Vehicles utilize sensing technology to collect data about 
the environment, humans, and other vehicles to prevent 
accidents. Swarm sensing techniques gather dynamic 
information about the environment and facilitate 
cooperative decision-making. 

 Network access and transport layer: Node management, 
data processing, remote monitoring, and data analysis 
are the main tasks in this layer. The IoV network 
provides every vehicle with diverse network access 
while taking into account network load constraints. The 
layer ensures efficient data transmission and handles the 
transportation of information between vehicles and 
infrastructure. 

 Coordinative computing layer: This layer focuses on 
coordination within the IoV environment. It supports 
the interaction of cognitive computing capabilities and 
swarm intelligent coordinative computing capabilities. 
The coordinative computing layer facilitates data 
processing, resource allocation, and decision-making 
processes within the IoV system. 

 Application layer: The application layer offers two 
types of services: closed and open services. Closed 
services are specific applications like control platforms 
and traffic command systems. Open services, provided 
by numerous internet service providers, include real-
time traffic services and must support a suitable 
business model. Additionally, the application layer 
enables third-party providers to access open service 
capabilities, expanding the range of services available 
within the IoV ecosystem. 

B. IoV vs. VANET 

IoV, an advanced concept that combines VANETs and IoT, 
aims to enhance the capabilities of VANETs and strengthen 
ITS. While IoV and VANET technologies aim to improve 
driving experiences and reduce accidents, several parameters 
differentiate the two networks. These parameters include their 
goals, communication types, compatibility, range of usage, 
processing competence, market attention, network 
specifications, availability of internet facilities, data size, 
network connectivity, decision-making processes, the utility of 
applications, and network awareness [42]. VANETs primarily 
aim to enhance traffic safety and reduce travel time, costs, and 
pollutant emissions. However, it lacks entertainment features 
for passengers, leading to commercialization challenges [43]. 

On the other hand, IoV technology has broader goals, 
including improving traffic safety and efficiency and offering 
commercial infotainment services. IoV's entertainment 
provides passengers access to online video streaming, movies, 
file downloading, and other services, thus enhancing their 
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overall experience. VANETs support two types of 
communication: V2I and V2V communication [44]. 

In contrast, IoV enables five types of communication: V2V, 
V2R, V2I, V2S, and V2P. Each communication type relies on 
different wireless technologies to exchange information. While 
individuals widely use personal devices like smartphones, 
laptops, and tablets, they face compatibility issues within 
VANETs due to incompatible network architectures [45]. As a 
result, personal devices cannot effectively communicate 
information with other nodes in VANETs. In contrast, IoV 
addresses this compatibility issue, enabling personal devices to 
efficiently disseminate information among other nodes in the 
event of hazards, fostering an interactive environment. 

The range of usage in VANETs is limited to local and 
discrete applications, such as providing alerts to drivers about 
road incidents or avoiding collisions. The nodes in VANETs, 
which are vehicles, are temporary, random, and unstable, 
leading to lower scalability compared to IoV [46]. In contrast, 
IoV offers a global scope and sustainable applications/services 
by incorporating intelligent vehicular networks with computing 
and communication capabilities [47]. This enables intelligent 
networking among vehicles on a larger scale. VANETs face 
resource constraints regarding computation and processing 
capacity, as they primarily handle local information collected 
by sensors in the surrounding environment [48]. 

In contrast, IoV can handle global information, including 
big data [49]. Processing and analyzing data in real-time 
without any delays is crucial. Intelligent computing platforms 
like cloud computing, fog computing, and edge computing are 
utilized in IoV for efficient big data analytics and faster 
processing. VANETs have not achieved the desired 
commercialization over the years for various reasons, including 
unreliable internet connectivity, incompatibility with personal 
devices, and limitations in local processing capabilities. As a 
result, VANETs have not received significant market attention, 
and their usage has stagnated. On the other hand, IoV has 
experienced substantial research advancements and 
commercial interest. It benefits from reliable internet 
connectivity, compatibility with personal devices, and the rapid 
evolution of communication and computation technologies. 

VANETs have a singleton network architecture, which 
limits their usage by not collaborating with other existing 
networks [50]. This lack of collaboration restricts their 
connectivity and functionality. In contrast, IoV utilizes a 
heterogeneous vehicular network framework that enables 
collaborative networking [51]. IoV incorporates five different 
types of communications, including WAVE, Wi-Fi, 4G/LTE, 
and satellite networks, which enhance the flexibility and 
connectivity of the architecture. Internet connectivity is a 
fundamental requirement in modern production environments. 
VANETs face challenges in extending internet connectivity, as 
roadside infrastructure may be scarce or not fully networked in 
certain areas. 

On the other hand, IoV enables vehicles to connect to the 
Internet at any time, providing Internet services to all nodes. 
Faster and reliable internet services in IoV facilitate the 
implementation of an IoV environment with low latency, high 
reliability, and increased bandwidth. In terms of data, VANETs 

rely on limited local information for decision-making and lack 
collaboration with global data sources. In contrast, IoV is built 
on big data principles, as it generates a vast amount of real-
time data regarding vehicle information. Additionally, the 
collaboration among various heterogeneous networks in IoV 
contributes to accumulating diverse data sources. 

Vehicles in VANETs experience frequent disconnections 
from the ad-hoc network, resulting in a loss of network 
services. This is primarily due to the non-collaboration with 
other reachable networks and the pure ad-hoc network 
architecture. In contrast, vehicles in IoV remain connected to 
the best available network at all times, enabling efficient 
communication. IoV can easily collaborate with other 
reachable networks in case of any issues with the current 
network. In VANETs, the architecture imposes limitations on 
storage and computing, making it challenging to make 
intelligent decisions based on big data mining computations. 

On the other hand, IoV architectures leverage Artificial 
Intelligence-based big data and data mining computations for 
decision-making. Due to the network disconnection issue in 
VANETs, the availability of ITS (Intelligent Transportation 
Systems) applications cannot be guaranteed. In IoV, ITS 
services are reliable and efficient due to using a client-server 
architecture with internet connectivity. In VANETs, network 
services and applications, such as safety messages, require 
exchanging event location and vehicle information. However, 
network awareness is limited to neighborhood awareness, as 
obstacles hinder the proper exchange of information. 
Additionally, vehicle processing and storage constraints 
contribute to reduced network awareness. In IoV, incorporating 
big data technologies like cloud computing and fog computing 
enhances the network's performance, allowing global network 
awareness. 

III. CLASSIFICATION OF IOV ROUTING PROTOCOLS 

The routing protocols in IoV pose a significant challenge. 
While many routing protocols, such as DSDV, DSR, and 
AODV, are adapted from MANET, this article discusses 
specific geographical routing protocols like GPSR and GPCR. 
These routing protocols are classified based on their 
transmission strategies. Location-based routing protocols in 
IoV can be categorized into four types: hierarchical, 
geographic, broadcast, and geocast. Among these, geographical 
protocols are divided into unicast, broadcast, and geocast. The 
transmission strategy adopted classifies the routing protocols 
into unicast, geocast, and broadcast categories. 

A. Transmission Strategy 

The transmission strategy in routing protocols for IoV can 
be classified into three types: unicast routing protocol, geocast 
routing protocol, and broadcast routing protocol. Unicast 
routing protocol aims to transmit data from a single source to a 
single destination using a multi-hop technique through greedy 
forwarding. Intermediate vehicles can relay the data along a 
specific routing path from the source to the destination. The 
routing algorithm determines the forwarding decisions based 
on specific routing protocol characteristics. Unicast routing 
protocols can be further categorized based on the information 
they use into four types: topology-based, position-based, map-
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based, and path-based routing protocols. Fig. 5 illustrates the 
routing strategy and different routing protocols in IoV. The 
primary objective of geocast routing protocol is to transmit 
data from a single source node to all destination nodes within a 
specific geographical region called the Zone of Relevance. It 
employs a multicast service known as location-based multicast 
routing. Geocast routing is particularly useful for many 
VANET applications. Vehicles in the network receive and drop 
packets based on their current location. Traffic lights can help 

implement geocast routing. The broadcast routing protocol is 
commonly used for sharing information, such as traffic 
updates, weather emergencies, road conditions, advertisements, 
and announcements among vehicles. It is also used with 
unicast routing protocols to discover routes to destinations. 
Dissemination protocol for heterogeneous vehicular 
cooperative networks (DHVN) is an example of a broadcast 
routing protocol. Broadcast routing protocols rely on road 
topology and network connectivity to function effectively.

 
Fig. 5. Taxonomy of routing protocols in IoV. 

B. Information Required 

Based on the information required, routing protocols in IoV 
can be classified into four types: 

Topology-based Routing: Topology-based routing 
protocols utilize information about the network's underlying 
structure, such as the connectivity and topology of the vehicles 
or infrastructure nodes. These protocols make routing decisions 
based on the network's topology, including the links between 
nodes and their quality metrics. Examples of topology-based 
routing protocols include DSDV (Destination-Sequenced 
Distance Vector) and OLSR (Optimized Link State Routing). 
Position-based routing protocols rely on the location 
information of the vehicles or nodes to make routing decisions. 
Each vehicle determines its position using GPS or other 
localization techniques and includes this information in the 
routing process. Protocols like GPSR (Greedy Perimeter 
Stateless Routing) and GPCR (Geographic Position-based 
Routing) fall into the category of position-based routing. 

Map-based routing protocols utilize detailed road network 
maps to make routing decisions. These protocols consider the 
geographical layout and attributes of the road network, such as 
road segments, intersections, and traffic conditions. Map data 

is used to determine the optimal path for data transmission. 
Map-based routing protocols are commonly used in navigation 
and route planning applications. Path-based routing protocols 
focus on identifying specific paths or routes for data 
transmission. These protocols use predefined paths or routes, 
which can be determined based on factors like road conditions, 
traffic patterns, or specific requirements of the application. 
Path-based routing allows for more controlled and 
predetermined data routing. Examples of path-based routing 
protocols include AODV (Ad hoc On-Demand Distance 
Vector) and DSR (Dynamic Source Routing). 

C. Scenarios Routing 

In addition to the mentioned protocols, there are several 
other routing protocols in the context of IoV, namely, vehicular 
routing protocol, Delay Tolerant Routing Protocol (DTN), and 
Disrupted Adaptive Routing (DAR). Table I shows the 
classification of IOV routing protocols. Vehicular routing 
protocol focuses on exchanging road information among 
vehicles to enable efficient routing. It utilizes techniques like 
ant colony optimization, where vehicles act as ants to find the 
optimal path based on local information and pheromone trails 
left by other vehicles. DTN is designed to handle intermittent 
or disrupted connectivity in the network. It employs a carry-
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forward mechanism, where intermediate nodes store and 
forward data until a suitable connection becomes available for 
transmission. DAR is a routing protocol that aims to reduce 
network congestion and improve overall performance 
compared to traditional routing protocols. It achieves this by 
dynamically adapting the routing paths based on network 
conditions, thereby reducing transmission delays and 
improving packet delivery. 

In IoV networks, routing scenarios are divided into three 
types: 1D, 2D, and 3D. 1D scenarios involve vehicles moving 
in a linear direction, such as on a highway or a single-lane 
road. Routing protocols are designed to facilitate efficient data 
transmission along this one-dimensional path. In 2D scenarios, 
vehicles can move in a two-dimensional space, such as urban 
or suburban areas with multiple lanes and intersections. 
Routing protocols consider the spatial relationships and 
connectivity between vehicles in these environments. 3D 
scenarios involve routing in complex environments where 
vehicles can move in three dimensions, such as in aerial or 
underwater vehicular networks. Routing protocols in these 
scenarios need to account for the specific challenges and 
characteristics of the respective environments. 

D. Network Types 

Routing is feasible in both homogeneous and 
heterogeneous networks within the IoV framework. In a 

homogeneous network, vehicles and network elements have 
comparable characteristics and capabilities. The routing 
protocols for homogeneous networks assume that vehicles have 
similar communication ranges, transmission capabilities, and 
network behaviors. Examples of homogeneous networks in 
IoV include all vehicles equipped with the same 
communication technology (e.g., all vehicles use Wi-Fi or 
DSRC for communication). In a heterogeneous network, 
vehicles and network elements may have different 
characteristics, capabilities, and communication technologies. 
Heterogeneous networks in IoV may involve vehicles with 
different communication ranges, transmission powers, and 
technologies (e.g., a mix of vehicles using Wi-Fi, cellular 
networks, or satellite communication). Routing protocols for 
heterogeneous networks must consider these differences and 
ensure effective communication and data exchange among 
vehicles with diverse capabilities. 

Routing protocols in homogeneous and heterogeneous 
networks aim to find the most efficient paths for data 
transmission, considering factors like network congestion, 
connectivity, data reliability, and quality of service 
requirements. The specific design and implementation of 
routing protocols may vary depending on the characteristics 
and objectives of the network. Still, the overall goal remains 
the same: to establish reliable and optimal routes for data 
transmission in IoV networks. 

TABLE I.  CLASSIFICATION OF IOV ROUTING PROTOCOLS 

Routing 

protocol type 

Information 

required 

Scenarios 

routing 
Network types Strengths Examples 

Unicast routing Topology-based 1D and 2D Homogeneous Reliable point-to-point communication DSDV and AODV 

 
Position-based 1D and 2D Homogeneous Efficient use of position information DSDV and AODV 

 
Map-based 1D and 2D Homogeneous Utilizes detailed road network maps DSDV and AODV 

 
Path-based 1D and 2D Homogeneous Offers predetermined data routing DSDV and AODV 

Geocast routing Position-based 2D Heterogeneous 
Efficient data transmission within a specific 
geographical region 

GPSR and GPCR 

Broadcast 

routing 
Topology-based 1D and 2D Homogeneous Effective for sharing information among vehicles DHVN 

 
Map-based 1D and 2D Homogeneous Utilizes road network attributes DHVN 

 
Path-based 1D and 2D Homogeneous Provides controlled data routing DHVN 

Vehicular 

Routing 
Various Various Various 

Utilizes intelligent algorithms like ant colony 

optimization 

Ant Colony, DTN, 

and DAR 

IV. DISCUSSION 

In this section, we provide a detailed discussion of the 
findings and insights gained from the classification of IoV 
routing protocols. Our comprehensive classification of IoV 
routing protocols offers a structured approach to categorizing 
and understanding the diverse strategies employed in vehicular 
networks. By grouping protocols into three main categories 
based on their transmission strategies (unicast, geocast, and 
broadcast), we facilitate a clearer view of their roles and 
functionalities. This classification provides researchers and 
practitioners with a valuable roadmap for selecting the most 
suitable routing protocols for specific IoV scenarios. Unicast 
routing protocols offer reliable point-to-point communication 
within IoV networks. Their strengths lie in efficient position-
based routing, the utilization of detailed road network maps, 

and the ability to provide predetermined data routing. These 
characteristics make them suitable for various IoV scenarios. 
Through multi-hop forwarding, intermediate vehicles can relay 
data, facilitating communication even when the destination is 
not in the direct transmission range of the source. Unicast 
protocols are adaptable and can be further categorized based on 
the information they use, such as topology-based, position-
based, map-based, and path-based routing protocols. This 
flexibility allows for protocol selection that best suits the 
specific requirements of IoV scenarios. However, these 
protocols have their limitations. They may face challenges 
related to network congestion in scenarios with a high density 
of vehicles. Moreover, data reliability and latency can become 
concerns in scenarios with dynamic network conditions, 
necessitating the development of more robust routing 
algorithms. 
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Geocast routing protocols are specifically designed to 
transmit data from a single source to all destination nodes 
within a predefined geographical region known as the Zone of 
Relevance. Their strength lies in efficiently disseminating 
information to a targeted area, making them particularly useful 
for many vehicular applications. Geocast protocols leverage 
location-based multicast routing, where vehicles within the 
designated zone receive and process packets based on their 
current location. This approach ensures that only vehicles 
within the relevant geographical area receive the data, reducing 
unnecessary network traffic. However, geocast protocols have 
limitations concerning the definition and management of these 
geographical zones. The accuracy of defining such regions and 
handling scenarios with overlapping or rapidly changing zones 
can pose challenges. 

Broadcast routing protocols play a crucial role in sharing 
real-time information among vehicles. Their strength lies in 
their ability to quickly disseminate critical updates, such as 
traffic conditions, weather emergencies, or road incidents, to a 
wide audience of vehicles. Broadcast protocols are often used 
in conjunction with unicast routing protocols to discover routes 
to destinations. However, they also have limitations. 
Broadcasting can lead to network congestion, especially in 
densely populated areas, where a large number of vehicles 
simultaneously receive and process broadcast messages. To 
mitigate this, efficient mechanisms for broadcast suppression 
and congestion control are necessary. Moreover, ensuring data 
reliability and minimizing redundant data reception are 
ongoing challenges in broadcast routing, as data packets may 
be received by vehicles multiple times. 

Configuring routing protocols in the context of the IoV 
involves a range of parameters that influence how data is 
routed and communicated within the network. The choice of 
the routing algorithm is fundamental. IoV can employ various 
routing protocols, including proactive (table-driven) like OLSR 
or reactive (on-demand) like AODV. The selection depends on 
factors like network size, mobility, and application 
requirements. Parameters related to the network's physical 
layout, including the number of vehicles, their initial positions, 
and the road infrastructure, play a significant role. Realistic 
network topologies are essential for accurate simulations. The 
communication range of IoV devices, often determined by the 
technology used (e.g., DSRC, Wi-Fi, cellular), is crucial. It 
affects how far vehicles can communicate with each other and 
with roadside infrastructure. Some routing protocols allow for 
configuring transmission power levels. Adjusting transmission 
power affects the range at which a vehicle can communicate, 
influencing network coverage and energy consumption. 
Parameters related to packet generation, including packet size 
and transmission rate, can vary depending on the type of data 
being exchanged. Larger packets or higher transmission rates 
may require different routing strategies. 

Different mobility models, such as Random Waypoint, 
Gauss-Markov, or real-world traffic data, can be used to 
simulate vehicle movements. The choice of mobility model 
affects how vehicles move and interact within the network.  In 
wireless communication, propagation models define how 
signals propagate through the environment. These models 
consider factors like path loss, shadowing, and fading, 

impacting signal strength and reliability. Parameters related to 
traffic patterns, such as the type of data generated (e.g., safety 
messages, multimedia), traffic density, and source-destination 
pairs, are essential for evaluating routing performance. If the 
IoV application demands specific QoS, parameters related to 
latency, jitter, and reliability thresholds may be configured to 
ensure that routing decisions meet these requirements. Routing 
protocols in IoV often include security features. Parameters for 
encryption, authentication, and key management may need 
configuration to ensure secure communication. Factors like 
vehicle speed, acceleration, and braking characteristics can be 
modeled as parameters. These parameters influence how 
vehicles move and interact in the network. The length of the 
simulation or data collection period can impact the stability and 
convergence of routing protocols. Longer simulations may be 
needed to observe certain network behaviors. 

V. FUTURE RESEARCH DIRECTIONS 

 Standardization and interoperability: Standardization 
efforts are crucial to ensure widespread adoption and 
interoperability of routing algorithms in the IoV. Future 
research should focus on developing standardized 
routing protocols and interfaces that enable seamless 
communication across different vehicular networks and 
technologies. 

 Blockchain-enabled routing: Blockchain technology 
offers decentralized, transparent, and tamper-resistant 
data management. Integrating blockchain into routing 
algorithms can enhance trust, security, and privacy in 
the IoV. Future research should explore the application 
of blockchain-enabled routing algorithms that can 
provide secure and reliable communication among 
vehicles and infrastructure. 

 Machine learning-based routing: Machine learning 
techniques have shown promise in various domains. 
Applying machine learning algorithms to routing in the 
IoV can enable proactive decision-making, traffic 
prediction, and congestion control. Future research 
should investigate the use of machine learning-based 
routing algorithms that can adapt and learn from 
network dynamics to optimize routing decisions. 

 Edge computing and intelligent routing: With the 
proliferation of edge computing in the IoV, there is an 
opportunity to leverage edge resources for intelligent 
routing. Future research should explore intelligent 
routing algorithms that can utilize edge computing 
capabilities, such as real-time data processing, decision-
making, and resource optimization, to improve routing 
efficiency and responsiveness. 

 Quality of Service (QoS): The IoV requires different 
communication services with varying QoS 
requirements. Routing algorithms should be able to 
provide differentiated services based on application-
specific QoS metrics, such as latency, reliability, and 
throughput. Future research should investigate QoS-
aware routing algorithms that can efficiently handle 
diverse application requirements.  
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 Security and privacy: Security and privacy are critical 
concerns in vehicular networks. Routing algorithms 
should incorporate robust security mechanisms to 
protect against attacks and ensure data confidentiality, 
integrity, and availability. Future research should focus 
on developing secure routing protocols and privacy-
preserving techniques to mitigate threats and protect 
user privacy effectively. 

 Resilience to attacks: Vehicular networks are 
susceptible to jamming, spoofing, and Sybil attacks. 
Routing algorithms should be resilient to such attacks 
and capable of detecting and mitigating them. Future 
research should explore routing algorithms that can 
enhance the network's resilience and ensure reliable 
communication in the presence of malicious entities. 

 Scalability: As the number of connected vehicles 
increases, scalability becomes a major challenge. 
Designing routing algorithms that can efficiently handle 
large-scale networks is crucial. Future research should 
focus on developing scalable routing schemes that 
effectively handle increasing vehicles and data traffic. 

 Dynamic network conditions: Vehicular networks are 
characterized by high mobility, intermittent 
connectivity, and dynamic network topologies. Routing 
algorithms must adapt to these conditions to ensure 
reliable and efficient communication. Future research 
should explore adaptive routing algorithms that 
dynamically adjust routing paths based on the current 
network state. 

 Energy efficiency: Vehicles in the IoV are typically 
resource-constrained, especially in terms of energy. 
Routing algorithms should consider energy 
consumption and aim to minimize energy expenditure. 
Future research should focus on energy-aware routing 
algorithms that optimize energy consumption while 
maintaining reliable communication. 

 Integration with smart city infrastructure: The IoV is 
closely linked to the concept of smart cities. Routing 
algorithms should be designed to integrate with existing 
smart city infrastructure, such as traffic management 
systems, intelligent transportation systems, and urban 
sensing networks. Future research should explore 
routing algorithms that can seamlessly integrate with 
smart city infrastructure to enable efficient and 
sustainable urban mobility. 

 Traffic load balancing: In congested scenarios, routing 
algorithms should distribute traffic load evenly across 
the network to prevent congestion and ensure efficient 
resource utilization. Future research should focus on 
load-balancing routing algorithms that intelligently 
distribute traffic and optimize network performance. 

 Vehicular cloud computing: Integrating cloud 
computing with vehicular networks offers opportunities 
for offloading computation and storage tasks to the 
cloud. Routing algorithms should consider the 
availability and utilization of cloud resources to 

optimize communication and resource allocation. 
Future research should explore routing algorithms that 
leverage vehicular cloud computing for enhanced 
scalability, resource management, and application 
performance. 

 Cross-layer optimization: Traditional layered network 
architectures may not be suitable for the dynamic and 
resource-constrained IoV environment. To improve 
routing performance, cross-layer optimization 
techniques can leverage interactions between different 
layers (e.g., physical, MAC, and network). Future 
research should investigate cross-layer routing 
algorithms that optimize communication efficiency, 
reliability, and resource utilization. 

 Robustness to mobility: Vehicles in the IoV are highly 
mobile, resulting in frequent topology changes and link 
disruptions. Routing algorithms should be robust to 
mobility-induced challenges and maintain connectivity 
even in highly dynamic environments. Future research 
should explore mobility-aware routing algorithms that 
can adapt to vehicle movements and ensure seamless 
communication. 

 Cooperative communication and collaboration: 
Cooperative communication among vehicles and 
infrastructure can improve routing efficiency, 
reliability, and safety in the IoV. Research should focus 
on cooperative routing algorithms that enable vehicles 
to collaborate, exchange information, and assist each 
other in routing decisions, leading to enhanced network 
performance. 

 Context-aware routing: The IoV is rich in contextual 
information, including vehicle positions, speeds, traffic 
conditions, and environmental factors. Incorporating 
context awareness into routing algorithms can optimize 
route selection based on the current context and 
improve overall network performance. Future research 
should explore context-aware routing algorithms that 
leverage contextual information for intelligent and 
adaptive routing decisions. 

 Multi-hop communication: In the IoV, vehicles may 
need to rely on multi-hop communication to reach 
distant destinations or overcome connectivity gaps. 
Research should focus on developing efficient multi-
hop routing algorithms that can optimize message 
forwarding and ensure reliable end-to-end 
communication. 

 Heterogeneous network integration: The IoV 
encompasses various communication technologies, such 
as cellular networks, dedicated short-range 
communication (DSRC), and Wi-Fi. Integrating these 
heterogeneous networks poses challenges in terms of 
routing and seamless handover. Future research should 
explore routing algorithms that effectively integrate and 
manage heterogeneous networks to provide 
uninterrupted connectivity. 
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 Real-time traffic management: Routing algorithms in 
the IoV should consider real-time traffic information to 
make informed routing decisions. Future research 
should explore integrating real-time traffic data, such as 
congestion and traffic flow information, into routing 
algorithms to enable efficient traffic management and 
avoidance. 

VI. CONCLUSION 

The IoV is a transformative technology that enables 
autonomous driving scenarios by connecting people, intelligent 
vehicle systems, and cyber-physical systems in urban 
environments. It has attracted significant commercial and 
research attention due to advancements in computation and 
communication technologies, such as edge computing, grid 
computing, parallel processing, big data analysis, web 
semantics, and artificial intelligence. The IoV network employs 
protocols like position, map, and path-based to enable 
intelligent applications related to road conditions, vehicle 
preemption, and information services. Maintaining routes in 
the dynamic IoV network, particularly in homogeneous 
networks like VANETs, presents challenges due to mobile 
node behavior. To address this, the IoV network is categorized 
into 1D, 2D, and 3D scenarios, with Plane-based routing 
focusing on the latter. However, plane-based routing has 
limitations in real-world scenarios due to the absence of the 
third dimension. The IoV network is further divided into 
homogeneous and heterogeneous networks to optimize vehicle 
utilization, offering the potential for future development. The 
paper emphasizes the IoV network's layered architecture, 
communication, data analysis, and recent challenges, providing 
valuable insights for researchers and industries. It 
acknowledges including traditional VANETs and large-scale 
heterogeneous network structures within the IoV network. 

This study has certain limitations that provide opportunities 
for future research. Firstly, our classification and analysis of 
IoV routing protocols are primarily based on a theoretical 
framework. While this provides a structured understanding of 
these protocols, practical evaluations through extensive 
simulations and real-world experiments are necessary to 
validate their performance under varying network conditions. 
Secondly, the study focuses on existing IoV routing protocols 
but does not explore the development of novel routing 
solutions tailored to emerging IoV challenges, such as 
autonomous vehicles, the integration of 5G, and the 
proliferation of IoT devices in urban environments. Future 
research could delve into the design and evaluation of 
innovative routing protocols that effectively address these 
evolving demands. Moreover, the security aspects of IoV 
routing, including privacy preservation and protection against 
cyberattacks, remain a critical concern. Investigating the 
integration of robust security measures into routing protocols is 
essential for ensuring the integrity and confidentiality of data in 
vehicular networks. Lastly, the study primarily addresses 
routing at the network layer, and future work could explore the 
interactions between routing protocols and higher-layer 
applications, such as traffic management and autonomous 
vehicle coordination. These areas represent promising avenues 
for enhancing the efficiency, safety, and overall performance of 
IoV networks. 
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Abstract—The use of submarine cables as underwater 

transmission channels for distributing electrical energy in 

Indonesian waters is crucial. However, the detection and 

maintenance of submarine cables still heavily rely on human 

observation, leading to limitations in time and subjective 

interpretations. This research aims to design and implement an 

underwater object detection system based on YOLOv4 

integrated with a Graphical User Interface (GUI) on a Remotely 

Operated Vehicle (ROV) for submarine cable detection. The 

YOLOv4 model was trained using a balanced dataset, achieving 

performance with precision of 0.89, recall of 0.85, and f1-score of 

0.87. Detection of Good Condition (SC-Good-Condition) achieved 

an Average Precision (AP) of 97.62%, while Bad Condition 

detection (SC-Bad-Condition) had an AP of 87.54%, resulting in 

an overall mAP of 92.58%. The implemented GUI successfully 

detected submarine cables in two test videos with FPS rates of 

0.178 and 0.083. The designed underwater object detection 

system using YOLOv4 and GUI on ROV demonstrated 

satisfactory performance in detecting submarine cables. 

However, further efforts are needed to improve the GUI's FPS to 

make it more responsive and efficient. This research contributes 

to the development of underwater detection technology that 

supports environmental observation and electrical energy 

distribution in Indonesian waters. 

Keywords—Submarine cable; object detection; GUI; ROV; 

YOLOv4 

I. INTRODUCTION 

Electricity is a fundamental and crucial necessity for the 
livelihood of Indonesian society. As Indonesia's economic 
growth and population continue to expand, the demand for 
electricity increases. Furthermore, being an archipelagic nation 
with 17,504 islands, almost all activities in both rural and urban 
areas of Indonesia require electricity. Therefore, there is a need 
for a transmission medium that can distribute electricity from 
one island to another. Submarine cables are underwater 
transmission channels that can distribute electricity between 
Indonesian islands [1]. However, in practice, submarine cables 
require periodic maintenance to ensure their optimal condition. 
One stage in the process of maintaining submarine cables is 
underwater inspection to observe the surrounding environment 
of the cables. 

A Remotely Operated Vehicle (ROV) is an underwater 
robot that can be controlled remotely [2]. Some ROVs are 

equipped with computer vision technology-enabled cameras 
for underwater inspection purposes, including maintenance and 
observation in the vicinity of submarine cables [3]. Typically, 
the process of detecting submarine cables is visually performed 
by ROV operators who oversee the video feed from the camera 
mounted on the ROV. However, this approach has some 
limitations, such as dependency on human observation, which 
is susceptible to fatigue and time constraints, as well as 
subjective interpretation in identifying submarine cables [4]. 

To address these limitations, automated object detection 
techniques have been developed, including underwater object 
detection. One method that has shown good performance is 
YOLOv4 (You Only Look Once version 4), which enables fast 
and accurate object detection [5]-[7]. 

Additionally, implementing a Graphical User Interface 
(GUI) on the ROV can provide an intuitive and user-friendly 
interface for operators, facilitating cable observation and 
detection with higher efficiency [8]. However, despite several 
studies on underwater object detection using YOLOv4 and 
research on GUI implementation on ROVs, research 
specifically combining both aspects in the context of 
submarine cable detection is still limited. 

Therefore, this research aims to fill this knowledge gap by 
designing and implementing an underwater object detection 
system based on YOLOv4, integrated with a GUI on the ROV, 
particularly in the context of submarine cable detection. This 
study is expected to enhance the effectiveness and efficiency of 
submarine cable detection more accurately and efficiently. 

Several prior studies have explored submarine cable 
detection using various methods, including both Deep Learning 
and non-Deep Learning approaches, yielding reasonably 
accurate results. 

One previous study employed CNN and YOLO model 
(YOLOv3) for submarine cable detection but lacked a desktop 
GUI application. The results were as follows: for the original 
image dataset, it achieved an Average Precision (AP) of 
98.14%, an F1 Score of 95.79%, and an Average Time of 
0.416 seconds. Meanwhile, after dataset enhancement, it 
achieved an AP of 98.95%, an F1 Score of 96.92%, and an 
Average Time of 0.452 seconds [9]. 
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Another research used edge detection methods to detect 
submarine cables, utilizing the Hough Transform model. This 
study developed software for ROVs equipped with cameras for 
cable detection. It reported successful submarine cable 
detection using 100 scenes, resulting in 83 correct detections, 
17 false detections, and a recognition rate of 83% in the first 
experiment. In the second experiment, out of 100 scenes, it 
achieved 98 correct detections, 2 false detections, and a 
recognition rate of 98% [10][11]. 

This research focuses on submarine cable detection using 
the more recent CNN model YOLOv4, enhanced by the 
inclusion of a GUI for computer vision on the ROV. This 
integration of YOLOv4 and GUI aims to improve the quality 
of ROV-acquired computer vision data compared to previous 
studies, providing a more advanced and comprehensive 
approach to submarine cable detection. 

In line with the outlined objectives, this paper is organized 
as follows. Section I begins with an exploration of the 
background of the research, emphasizing the vital role of 
electricity in Indonesian nation, the challenges posed by its 
archipelagic nature, and the need for advanced techniques in 
submarine cable detection. It further elucidates the specific 
goals and contributions of this research, aiming to bridge the 
existing gap in the integration of YOLOv4-based object 
detection and GUI on ROVs for submarine cable detection. 
Moreover, this section provides a concise review of prior 
research endeavors related to underwater object detection, 
ROV applications, and GUI implementations in the marine 
domain. 

Section II delves into the research design, detailing the 
methodologies, equipment, and procedures employed in 
developing the underwater object detection system using 
YOLOv4 and integrating it with the ROV's GUI. It sheds light 
on the technical aspects and considerations pivotal to the 
success of this innovative system. 

Section III is dedicated to presenting the experimental 
findings and their subsequent analysis. The section elucidates 
the outcomes of deploying the YOLOv4-based system and 
GUI on the ROV during underwater cable inspections. It 
discusses performance metrics and GUI functionality test. 

Section IV, we synthesize the findings into comprehensive 
conclusions and offer recommendations for future research in 
this field. We reflect on the implications of our work on the 
broader context of submarine cable maintenance and its 
potential contributions to the sustainability and efficiency of 
Indonesia's electricity distribution network. Furthermore, we 
suggest avenues for further research and improvements to 
enhance the capabilities of the integrated system, ensuring its 
continued effectiveness in the evolving landscape of 
underwater cable detection. 

II. RESEARCH DESIGN 

A. Research Stages 

There are several steps carried out in this research, as 
shown in Figure 1. 

 

Fig. 1. Research stages. 

 Literature Review: Conducting a comprehensive 
literature review on underwater object detection 
methods and techniques, the YOLOv4 approach, GUI 
utilization on ROVs, and related submarine cable 
research to understand the foundational theories and 
related studies. 

 GUI Design: Designing and developing the Graphical 
User Interface (GUI) using PyQt (Python QML) library 
to enable interaction between the ROV operator and 
the YOLOv4-based underwater object detection 
system. 

 Data Collection: Gathering the necessary image data 
for training and testing the submarine cable detection 
model. The image data used in this research was 
obtained from underwater inspection videos conducted 
by PT Syergie Indoprima in the year 2022. 

 Data Splitting: Dividing the image data into two 
classes: SC-Good-Condition (good cable condition) 
and SC-Bad-Condition (bad cable condition). The 
entire image data will be divided into two subsets, with 
80% of the data used for model training and 20% for 
model testing, both for imbalanced and balanced 
datasets. 

 Data Annotation and Training: Annotating the image 
data with appropriate labels, i.e., SC-Good-Condition 
or SC-Bad-Condition, indicating the condition of the 
submarine cable in each image. Next, training the 
underwater object detection model using YOLOv4 
with the annotated image data. 

 Performing Cross-Validation: Conducting cross-
validation on the trained model to measure its 
performance and accuracy in detecting submarine 
cables. The data is divided into 5 subsets (folds), and 
the model training and testing will be repeated on each 
fold to obtain more reliable results. 

 Model Performance Evaluation and Analysis with 
Confusion Matrix: Using the cross-validation results, a 
confusion matrix is created to depict the overall model 
performance. The confusion matrix provides 
information on the number of true positives (TP), true 
negatives (TN), false positives (FP), and false 
negatives (FN) in detecting submarine cables. Through 
the confusion matrix, the model's performance is 
analyzed and evaluated, including calculation of 
evaluation metrics such as precision, recall, and F1-
score, to gain a deeper understanding of the model's 
ability to detect submarine cable conditions. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

968 | P a g e  

www.ijacsa.thesai.org 

 Model Implementation into GUI: The trained and 
evaluated underwater object detection model is then 
implemented into the previously designed GUI 
application. This process involves a seamless 
integration between the model and GUI to enable real-
time and non-real-time submarine cable detection 
through the ROV using a user-friendly GUI that 
provides clear and understandable results for the ROV 
operator. 

B. GUI Design 

Figure 2 is a mock-up of the GUI designed in this research. 
This GUI functions to display real-time and non-real-time 
computer vision camera views for detecting submarine cables. 

 

Fig. 2. Mock-up of ROV computer vision application GUI. 

This GUI is equipped with 2 screen views, namely the 
"source video" screen to display real-time and non-real-time 
computer vision and the "YOLOv4 Processing Result" screen 
to show the submarine cable detection results from the trained 
YOLOv4 weights. Additionally, there is a status bar that 
displays the GUI duration, submarine cable detection class, AP 
(Average Precision) value, and bounding box dimensions. 

C. Data Collection 

The data used in this study was collected from underwater 
inspection video documentation by PT Syergie Indoprima. The 
documentation videos were converted into image frames using 
VLC Media Player. There are 4 underwater inspection videos 
used in this research, resulting in a total of 395 image frames. 
The data collection process is illustrated in Figure 3. 

 

Fig. 3. Collecting data stages. 

D. Data Splitting 

After the data collection process, the data is divided into 
two classes: SC-Good-Condition and SC-Bad-Condition. This 
class division is based on the physical conditions observed in 
the underwater inspection videos that have been converted into 
395 image frames. The following are some criteria for the 
submarine cable classes in this research, presented in Table I. 

TABLE I. CRITERIA FOR SUBMARINE CABLE CLASSES 

Criteria for SC-Good-Condition Criteria for SC-Bad-Condition 

The armor layer of the submarine 

cable is intact, with no peeling. 

The armor layer of the submarine 

cable is peeling. 

The submarine cable is not covered 

by underwater vegetation. 

The submarine cable is covered by 

underwater vegetation [12] 

Figure 4 is an example of SC-Good-Condition image, and 
Figure 5 is an example of SC-Bad-Condition image. 

 

Fig. 4. Example of SC-good-condition image. 

 

Fig. 5. Example of SC-Bad-condition image. 

Out of the 395 submarine cable image frames obtained, the 
number of images for each class was imbalanced. Therefore, 
the image data was re-divided to create a balanced dataset for 
the research. The balanced dataset used is presented in Table II, 
and the data split between the training and testing sets is 
presented in Table III. 

TABLE II. DATA IMAGE SPLIT INTO BALANCED DATASET 

Class Number of Images 

SC-Good-Condition 100 Images 

SC-Bad-Condition 100 Images 

TABLE III. DATA IMAGE SPLIT BETWEEN TRAINING AND TESTING 

SETS 

Number of Image 

Data 
Training Data (80%) Test Data (20%) 

200 Images 160 Images 40 Images 

Balanced and imbalanced datasets are important concepts 
in Deep Learning, including for object detection models like 
YOLOv41. When collecting image data, it is crucial to pay 

                                                                                                     
1Introduction to Balanced and Imbalanced Datasets in Machine Learning. 

(n.d.). Balanced and Imbalanced Datasets in Machine Learning [Full 

Introduction]. https://encord.com/blog/an-introduction-to-balanced-and-
imbalanced-datasets-in-machine-learning/ 
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attention to dataset balance, especially if there are differences 
in the number of examples between the SC-Good-Condition 
and SC-Bad-Condition classes. If the dataset is imbalanced, for 
instance, when there are fewer examples of bad submarine 
cables compared to good examples, the object detection model 
can become biased in learning relevant patterns and features of 
the bad submarine cables [13]. Therefore, it is necessary to 
perform proportional data splitting for training and testing the 
model effectively, enabling the model to accurately recognize 
both classes and avoid any undesired bias in submarine cable 
detection. 

E. Data Annotation and Training 

In this research, the tool LabelIm 2  was utilized for 
annotating the images used in submarine cable detection. This 
tool allows users to easily create annotations in the YOLOv4 
format. It provides features to manually select and mark the 
positions and boundaries of submarine cables for both SC-
Good-Condition and SC-Bad-Condition classes. The 
annotation process involves drawing bounding boxes around 
the cables in each image. These bounding boxes provide 
information about the coordinates (x, y) and dimensions (width 
and height) of the submarine cables. 

For the training data process, custom configurations were 
used based on the number of classes being trained. A reference 
guide3was employed for the configuration of submarine cable 
detection, as presented in Table IV for yolov4_train.cfg and 
Table V for yolov4_test.cfg. 

TABLE IV. CONFIGURATION FOR YOLOV4_TRAIN.CFG 

Reference Used Configuration 

𝐹𝑖𝑙𝑡𝑒𝑟𝑠 = (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 + 5) × 𝐵 
B = number of bounding boxes 

𝐹𝑖𝑙𝑡𝑒𝑟𝑠 = (2 + 5) × 3 

𝐹𝑖𝑙𝑡𝑒𝑟𝑠 = 21 

𝑀𝑎𝑥 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 = 

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 × 2000 

𝑀𝑎𝑥 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 = 2 × 2000 

𝑀𝑎𝑥 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 = 4000 

𝑆𝑡𝑒𝑝𝑠 = 80%, 90% 𝑜𝑓 max 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 
𝑆𝑡𝑒𝑝𝑠 = 80%, 90% 𝑜𝑓 4000 

𝑆𝑡𝑒𝑝𝑠 = 3200, 3600 

𝐵𝑎𝑡𝑐ℎ = 32 

𝑆𝑢𝑏𝑑𝑖𝑣𝑖𝑠𝑜𝑛 = 16 

𝐵𝑎𝑡𝑐ℎ = 32 

𝑆𝑢𝑏𝑑𝑖𝑣𝑖𝑠𝑖𝑜𝑛 = 16 

TABLE V. CONFIGURATION FOR YOLOV4_TEST.CFG 

Reference [14] Used Configuration 

𝐹𝑖𝑙𝑡𝑒𝑟𝑠 = (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 + 5) × 𝐵 
B = number of bounding boxes 

𝐹𝑖𝑙𝑡𝑒𝑟𝑠 = (2 + 5) × 3 
𝐹𝑖𝑙𝑡𝑒𝑟𝑠 = 21 

𝑀𝑎𝑥 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 × 2000 

𝑀𝑎𝑥 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 = 2 × 2000 
𝑀𝑎𝑥 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 = 4000 

𝑆𝑡𝑒𝑝𝑠 = 80%, 90% 𝑜𝑓 max 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 
𝑆𝑡𝑒𝑝𝑠 = 80%, 90% 𝑜𝑓 4000 
𝑆𝑡𝑒𝑝𝑠 = 3200, 3600 

𝐵𝑎𝑡𝑐ℎ = 1 
𝑆𝑢𝑏𝑑𝑖𝑣𝑖𝑠𝑜𝑛 = 1 

𝐵𝑎𝑡𝑐ℎ = 1 
𝑆𝑢𝑏𝑑𝑖𝑣𝑖𝑠𝑖𝑜𝑛 = 1 

                                                                                                     
2H. (2022, September 22). GitHub - heartexlabs/labelImg: LabelImg is 

now part of the Label Studio community. The popular image annotation tool 
created by Tzutalin is no longer actively being developed, but you can check 

out Label Studio, the open source data labeling tool for images, text, 

hypertext, audio, video and time-series data. GitHub. 
https://github.com/heartexlabs/labelImg  

3A. (2023, June 20). GitHub - AlexeyAB/darknet: YOLOv4 / Scaled-

YOLOv4 / YOLO - Neural Networks for Object Detection (Windows and 
Linux version of Darknet ). GitHub. https://github.com/AlexeyAB/darknet  

 Filters: In the YOLOv4 configuration (cfg) file, the 
"filters" parameter refers to the number of filters 
needed in the last convolutional layer of the YOLOv4 
network architecture. This number of filters is related 
to the number of object classes to be detected (plus 5), 
then multiplied by 3. Filters = (Number of classes + 5) 
× B indicates that for each object class to be detected, 
plus 5 (representing bounding box coordinates and 
confidence score), it will be multiplied by 3. The result 
is the total number of filters required in the last 
convolutional layer. 

 Max batches: In the YOLOv4 configuration (cfg) file, 
the "max_batches" parameter determines the total 
number of iterations that will be used in the model 
training. Each iteration involves one batch of image 
data to train the model. The value of "max_batches" 
indicates the limit on the number of iterations to be 
performed during training. Therefore, from the formula 
Max batches = Number of classes × 2000, it can be 
concluded that in this research, the maximum number 
of iterations for each training session is set to 4000 
iterations. 

 Steps: In the YOLOv4 configuration (cfg) file, the 
"steps" parameter is used to control when the learning 
rate will be adjusted during the training process. The 
"steps" value, expressed as a percentage of 
"max_batches," determines the points at which the 
learning rate will undergo changes. In this research, 
"steps" are set at 80% and 90% of "max_batches," 
which means there are two points where the learning 
rate will change during training: (1) At 80% of 
"max_batches": The learning rate will be adjusted 
when the training reaches 80% of the total scheduled 
iterations ("max_batches"). This adjustment usually 
involves decreasing the learning rate to help the model 
reach an optimal point during training. (2) At 90% of 
"max_batches": The learning rate will be adjusted 
when the training reaches 90% of the total scheduled 
iterations ("max_batches"). This adjustment typically 
involves further decreasing the learning rate to smooth 
the model's convergence process and improve the final 
results. The purpose of adjusting the learning rate is to 
optimize the training process and aid the model in 
achieving a good convergence, thereby enhancing 
object detection performance. 

 Batch and subdivision: In the YOLOv4 configuration 
(cfg) file, the "batch" and "subdivisions" parameters 
are used to control how training or testing data is 
processed in each iteration. Here is an explanation for 
both values: (1) For the “yolov4_train.cfg”: Batch=32: 
The "batch" value indicates the number of images 
processed in each training iteration. In this case, 32 
images are processed simultaneously in one iteration. 
This means that 32 images are loaded into memory and 
used to update the model weights in one iteration. 
Subdivisions=16: The "subdivisions" value indicates 
how many weight updates will be performed before 
considering one iteration complete. In this case, every 
16 weight updates will be performed before one 

https://github.com/heartexlabs/labelImg
https://github.com/AlexeyAB/darknet
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iteration is considered complete. This is useful to 
reduce memory load and speed up the training process. 
With this configuration, in each training iteration, 32 
images are loaded and processed, and weight updates 
are performed every 16 times. This allows for 
YOLOv4 model training with efficiency and speeds up 
the training process. (2) For the “yolov4_test.cfg”: 
Batch=1: The "batch" value is set to 1, which means 
that in each testing iteration, only 1 image will be 
processed. This is done because during the testing 
phase, we want to test each image individually to 
obtain accurate detection results and precise 
evaluation. Subdivisions=1: The "subdivisions" value 
is set to 1, which means that weight updates are not 
needed during the testing process. Each image is tested 
separately without any weight updates because no 
training is done at this stage. With this configuration, 
each image in the testing data will be tested separately, 
one by one, without any weight updates performed. 
This allows for accurate testing and precise evaluation 
of the previously trained model. 

F. Performing Cross-Validation 

In this research, cross-validation method is used to evaluate 
and validate the performance of the underwater object 
detection model. Cross-validation is a statistical method 
employed to assess and validate a model on a limited dataset4. 
The following are the steps of cross-validation conducted in 
this study: 

 Data Splitting: The dataset used is divided into several 
subsets called "folds". In this research, the dataset is 
divided into 5 folds, as shown in the data split in Table 
VI. 

 Cross-Validation Iterations: The cross-validation is 
performed 5 times, where each iteration uses one fold 
as the testing data, and the remaining folds are used as 
the training data. For example, in the first iteration, 
fold 5 is used as the testing data, while folds 1 to 4 are 
used as the training data. In the second iteration, fold 4 
is used as the testing data, and folds 5 and 1 to 3 are 
used as the training data, and so on. 

 Model Training: In each iteration, the submarine cable 
detection model is trained using the designated training 
data. The training process is conducted using the 
predetermined techniques and parameters. 

 Model Testing: After training the model in each 
iteration, the model is evaluated using separate testing 
data. The model's performance is measured using 
relevant evaluation metrics such as precision, recall, 
and F1-score. 

 Selecting the Best Iteration Result: After completing 
the cross-validation iterations, the performance 
evaluation results of the model in each iteration are 
recorded. Then, the best iteration result is chosen based 
on evaluation metrics like precision, recall, and F1-

                                                                                                     
4Cross Validation: Teknik Evaluasi Machine Learning, 6 Metode. (2022, 

August 14). Digital Polar. https://digitalpolar.com/cross-validation/ 

score. The best iteration result is selected as the final 
outcome representing the model's best performance. 

TABLE VI. DATASET FOLD SPLITTING 

Iteration 
Fold 1 

(20%) 

Fold 2 

(20%) 

Fold 3 

(20%) 

Fold 4 

(20%) 

Fold 5 

(20%) 

Iteration 1 Train Test 

Iteration 2 Train Test Train 

Iteration 3 Train Test Train 

Iteration 4 Train Test Train 

Iteration 5 Test Train 

Through the cross-validation method, this research can 
obtain more stable and reliable estimations of the performance 
of the submarine cable detection model. By dividing the 
dataset into different subsets for training and testing, this study 
can objectively test the model on various data and identify its 
strengths and weaknesses. 

G. Model Performance Evaluation and Analysis with 

Confusion Matrix 

This stage involves using the confusion matrix to evaluate 
and analyze the performance of the submarine cable detection 
model. The following are the steps involved: 

 Building the Confusion Matrix: Using the testing data, 
the submarine cable detection model will make 
predictions for the SC-Good-Condition and SC-Bad-
Condition object classes. From the prediction results 
and the ground truth labels, the confusion matrix will 
be constructed. The confusion matrix is a table with 
four cells representing the number of correct and 
incorrect predictions for each object class. The cells in 
the confusion matrix include True Positive (TP), True 
Negative (TN), False Positive (FP), and False Negative 
(FN) [14]. The visualization of the confusion matrix is 
shown in Figure 6. 

 Based on the visualization of the confusion matrix 
above, in the context of submarine cable detection with 
classes SC-Good-Condition and SC-Bad-Condition, 
the definitions of True Positive (TP), True Negative 
(TN), False Positive (FP), and False Negative (FN) can 
be stated as follows: 

o True Positive (TP): TP occurs when the model 

correctly detects a submarine cable in good 

condition (SC-Good-Condition). This means that 

the model predicts correctly that the example 

belongs to the SC-Good-Condition class and 

indeed represents a submarine cable in good 

condition. 

o True Negative (TN): TN occurs when the model 

correctly detects a submarine cable in bad 

condition (SC-Bad-Condition). This means that the 

model predicts correctly that the example belongs 

to the SC-Bad-Condition class and indeed 

represents a submarine cable in bad condition. 

https://digitalpolar.com/cross-validation/
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o False Positive (FP): FP occurs when the model 

incorrectly detects a submarine cable in bad 

condition (SC-Bad-Condition) as a submarine 

cable in good condition (SC-Good-Condition). 

This means that the model mistakenly predicts that 

the example belongs to the SC-Good-Condition 

class, whereas it actually belongs to the SC-Bad-

Condition class. 

o False Negative (FN): FN occurs when the model 

incorrectly detects a submarine cable in good 

condition (SC-Good-Condition) as a submarine 

cable in bad condition (SC-Bad-Condition). This 

means that the model mistakenly predicts that the 

example belongs to the SC-Bad-Condition class, 

whereas it actually belongs to the SC-Good-

Condition class. 

 

Fig. 6. Confusion matrix visualization [15]. 

 Calculating Evaluation Metrics: Based on the 
confusion matrix, various performance evaluation 
metrics for the model can be calculated, such as 
precision, recall, and F1-score. Precision measures the 
extent to which the model's positive predictions are 
correct, while recall measures the extent to which the 
model can correctly identify positive objects. F1-score 
is a combined measure that takes into account both 
precision and recall to provide a balanced performance 
overview5. The calculation algorithms for each metric 
are presented in Table VII. 

TABLE VII. ALGORITHM FOR CALCULATING EVALUATION METRICS 

Metric Calculation Algorithm 

Precision 
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (1) 

Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

F1-score 
2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (3) 

mAP 

1

𝑁
 ∑ 𝐴𝑃𝑖

𝑁

𝑖=1

 

Note: 

N = Number of AP data 
AP = Average Precision 

(4) 

                                                                                                     
5Kumar, A. (2023, March 17). Accuracy, Precision, Recall & F1-score - 

Python Examples - Data Analytics. Data Analytics. 
https://vitalflux.com/accuracy-precision-recall-f1-score-python-example   

 Interpretation of Results: Through the confusion matrix 
and calculated evaluation metrics, the performance 
results of the model can be interpreted. Analyzing the 
number of TP, TN, FP, and FN for each object class 
provides insights into the model's ability to detect 
submarine cables in both SC-Good-Condition and SC-
Bad-Condition classes. Observing the values of 
precision, recall, and F1-score for each object class 
helps in understanding the strengths and weaknesses of 
the model in detecting submarine cables. 

 Visualization of Confusion Matrix: To facilitate 
understanding, the confusion matrix can be visualized 
using graphs or heat maps. This helps to clearly 
visualize the distribution of prediction results and 
errors that occur across all object classes. 

 Testing Submarine Cable Detection on 20 Image 
Samples: To ensure that the model can accurately 
detect submarine cable conditions, a test for submarine 
cable detection is performed on 20 images listed in 
Table VIII, which are then analyzed for their results. 

TABLE VIII. DETAILS OF THE SUBMARINE CABLE DETECTION TEST 

IMAGES 

File Name Class 

Sample01.png – Sample10.png SC-Good-Condition 

Sample11.png – Sample20.png SC-Bad-Condition 

Through the evaluation and performance analysis of the 
model using the confusion matrix, this research provides 
detailed insights into how the submarine cable detection model 
operates, the extent of errors that occur, and the model's 
performance across all object classes. This aids in 
understanding and reporting the model's performance more 
accurately and informatively. 

H. Model Implemetation to GUI 

This stage involves integrating the object detection model 
for underwater objects into the previously designed GUI. The 
following are the steps involved in this implementation: 

 Model Preparation: The trained and tested submarine 
cable detection model (weights) will be prepared for 
integration into the GUI. 

 Integration with GUI Library and Framework: The 
model will be integrated with the GUI library and 
framework used in this research, which is PyQt 
(Python QML). 

 Functional Testing: After the integration is complete, 
functional testing of the GUI will be conducted to 
ensure that the submarine cable detection model 
operates smoothly within the GUI. At this stage, non-
real-time submarine cable detection will be tested on 
several videos, and the details of these test videos are 
presented in Table IX. 

 Evaluation and Refinement: After testing the 
functionality, the performance of the GUI and the 
submarine cable detection model within the GUI 
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environment is evaluated. Several aspects that can be 
evaluated include the mAP of the detection results 
according to equation (4) and also the calculation of 
the GUI's Frames per Second (FPS) performance, 
which can be calculated using the following equation: 

𝐹𝑃𝑆 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑆𝐶 𝐹𝑟𝑎𝑚𝑒𝑠

𝐺𝑈𝐼 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑇𝑖𝑚𝑒
 

(5) 

 

TABLE IX. DETAIL OF SUBMARINE CABLE DETECTION TEST 

VIDEOS ON GUI. 

File Name Video Duration 

SampelVideo1.mov 54 seconds 

SampleVideo2.mov 60 seconds 

Subsequently, areas that need improvement or 
enhancement can be identified, and refinements can be made as 
necessary. 

By integrating the submarine cable detection model into the 
GUI, this research provides an intuitive and interactive 
interface for users to perform submarine cable detection 
practically and efficiently. The GUI facilitates both real-time 
and non-real-time usage of the model and streamlines the 
interpretation of detection results within a more structured 
environment. 

III. RESULT AND ANALYSIS 

In this chapter, the results of the experiments, evaluation, 
and performance analysis of the model, as well as the 
functionality test of the GUI, are explained in accordance with 
the previously described design. 

A. Experiment using Imbalanced Dataset 

A total of 16 training experiments were conducted using 
the imbalanced dataset, wherein four datasets with varying 
numbers of images were used. The number of images in the 
SC-Good-Condition class was smaller compared to the number 
of images in the SC-Bad-Condition class, with a ratio of 40:60. 
The details of the image distribution for the imbalanced dataset 
are presented in Table X and Table XI. 

From the division of the imbalanced dataset, training was 
conducted with varying numbers of iterations. Each dataset 
was trained using 1000, 2000, 3000, and 4000 iterations. The 
training results produced 16 metric outcomes, presented in 
Table XII and visualized in the graph in Figure 7. 

TABLE X. THE NUMBER OF IMAGES IN THE SC-GOOD-CONDITION 

CCLASS AND THE SC-BAD-CONDITION CLASS USED IN THE 

IMBALANCED DATASET 

Dataset 

Name 

Number of 

Images Data 

SC-Good-

Condition Class 

(40%) 

SC-Bad-

Condition Class 

(60%) 

Dataset 1 395 Images 158 Images 237 Images 

Dataset 2 790 Images 316 Images 474 Images 

Dataset 3 1185 Images 474 Images 711 Images 

Dataset 4 1580 Images 632 Images 948 Images 

TABLE XI. COMPOSITION OF IMBALANCED DATASET 

Dataset 

Name 

Original 

Images 

Rotated 

Images 

90° 

Rotated 

Images 

180° 

Rotated 

Images 

270° 

Total 

Number 

of Image 

Data 

Dataset 1 395 Images 0 Images 0 Images 0 Images 
395 
Images 

Dataset 2 395 Images 
395 

Images 
0 Images 0 Images 

790 

Images 

Dataset 3 395 Images 
395 
Images 

395 
Images 

0 Images 
1185 
Images 

Dataset 4 395 Images 
395 

Images 

395 

Images 

395 

Images 

1580 

Images 

TABLE XII. TRAINING RESULTS USING THE IMBALANCED DATASET 

Name of Weight Precision Recall 
F1-

score 

mAP 

@0.5 

yolov4_imb_395_1000 0.69 0.58 0.63 64.62% 

yolov4_imb_395_2000 0.87 0.82 0.85 87.67% 

yolov4_imb_395_3000 0.87 0.83 0.85 87.37% 

yolov4_imb_395_4000 0.87 0.83 0.85 87.67% 

yolov4_imb_790_1000 0.71 0.14 0.24 45.04% 

yolov4_imb_790_2000 0.72 0.59 0.64 49.95% 

yolov4_imb_790_3000 0.76 0.65 0.70 68.58% 

yolov4_imb_790_4000 0.82 0.64 0.72 70.98% 

yolov4_imb_1185_1000 0.62 0.06 0.11 18.86% 

yolov4_imb_1185_2000 0.70 0.26 0.38 33.15% 

yolov4_imb_1185_3000 0.70 0.24 0.36 31.84% 

yolov4_imb_1185_4000 0.69 0.23 0.35 30.97% 

yolov4_imb_1580_1000 0.54 0.05 0.09 17.18% 

yolov4_imb_1580_2000 0.65 0.29 0.40 37.52% 

yolov4_imb_1580_3000 0.62 0.29 0.40 38.12% 

yolov4_imb_1580_4000 0.69 0.27 0.38 38.63% 

 

Fig. 7. Graph of evaluation metrics from training using the imbalanced 

dataset. 

From Table XII and Figure 7, it can be observed that there 
is variation in the performance metrics across different datasets 
and iterations. It is evident that increasing the number of 
images in the dataset and the number of iterations does not 
always result in consistent improvement in the measured 
metrics. 

For example, in the mAP (mean Average Precision) 
column, it can be seen that some combinations have lower 
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values compared to others, even when using a higher number 
of images and iterations. For instance, in the 
"yolov4_imb_395" dataset, the mAP for 4000 iterations 
(87.67%) does not show a significant improvement compared 
to 2000 iterations (87.67%). This indicates that after reaching a 
certain threshold of images and iterations, further increases do 
not provide significant benefits in the measured metrics. 

This highlights that performance improvement is not solely 
dependent on increasing the number of data and iterations. 
There are other factors that need to be considered, such as data 
quality, balance of data between classes, and algorithmic 
factors used in model training. In this experiment with the 
imbalanced dataset, the best metric results were achieved by 
the "yolov4_imb_395_4000" weight. 

B. Experiment using Balanced Dataset 

 A total of 20 training experiments were conducted with 
the balanced dataset using the cross-validation method. Among 
these experiments, the training process involved 5 iterations of 
cross-validation, with 5 fold data images for both training and 
testing data, as indicated in Table VI. Each cross-validation 
iteration utilized a different number of training iterations, 
similar to the training of the imbalanced dataset, which 
included 1000, 2000, 3000, and 4000 training iterations. 

The number of images in the SC-Good-Condition class was 
balanced with the number of images in the SC-Bad-Condition 
class, with a 1:1 ratio. The details of image distribution for the 
balanced dataset are provided in Table II and Table III, as 
discussed previously. The training results from the balanced 
dataset yielded 20 sets of performance metrics, presented in 
Table XIII, and visualized in Figure 8. 

TABLE XIII. TRAINING RESULTS USING THE BALANCED DATASET 

Name of Weight Precision Recall F1-score 
mAP 

@0.5 

yolov4_blc_itr1_1000 0.62 0.32 0.42 51.98% 

yolov4_blc_itr1_2000 0.70 0.68 0.69 64.54% 

yolov4_blc_itr1_3000 0.80 0.78 0.79 75.65% 

yolov4_blc_itr1_4000 0.79 0.76 0.77 72.86% 

yolov4_blc_itr2_1000 0.78 0.62 0.69 73.68% 

yolov4_blc_itr2_2000 0.86 0.80 0.83 86.06% 

yolov4_blc_itr2_3000 0.81 0.73 0.76 78.44% 

yolov4_blc_itr2_4000 0.89 0.85 0.87 92.58% 

yolov4_blc_itr3_1000 0.55 0.45 0.49 51.28% 

yolov4_blc_itr3_2000 0.91 0.77 0.84 77.01% 

yolov4_blc_itr3_3000 0.84 0.77 0.81 77.08% 

yolov4_blc_itr3_4000 0.89 0.77 0.83 77.53% 

yolov4_blc_itr4_1000 0.55 0.38 0.45 36.53% 

yolov4_blc_itr4_2000 0.70 0.55 0.61 49.87% 

yolov4_blc_itr4_3000 0.53 0.38 0.44 34.20% 

yolov4_blc_itr4_4000 0.75 0.57 0.65 61.09% 

yolov4_blc_itr5_1000 0.47 0.35 0.40 40.90% 

yolov4_blc_itr5_2000 0.59 0.47 0.53 47.13% 

yolov4_blc_itr5_3000 0.72 0.57 0.64 59.87% 

yolov4_blc_itr5_4000 0.82 0.68 0.74 72.25% 

 

Fig. 8. Graph of evaluation metrics from training using the balanced dataset. 

From the table and graph above, there is data on the 
performance metrics from various dataset combinations with 
different iterations during the model training. Here are some 
analyses based on the available data: 

 Differences in Dataset Combinations: It is evident that 
each dataset combination exhibits different 
performances in the measured metrics. For example, if 
we observe the Precision column, some dataset 
combinations like "yolov4_blc_itr2_2000" (0.86) and 
"yolov4_blc_itr2_4000" (0.89) show higher precision 
values compared to other combinations. 

 Influence of Iterations: In some cases, increasing the 
number of iterations consistently improves the 
measured metrics. For instance, if we consider the 
dataset combinations "yolov4_blc_itr1" and 
"yolov4_blc_itr2," it can be seen that higher numbers 
of iterations result in better performance in metrics like 
precision, recall, and F1-score. 

 Interrelation of Metrics: In certain cases, there is a 
connection observed between the measured metrics. 
For example, the dataset combination 
"yolov4_blc_itr2_4000" exhibits higher values of 
precision (0.89), recall (0.85), and F1-score (0.87) 
compared to the dataset combination 
"yolov4_blc_itr2_1000" (precision: 0.78, recall: 0.62, 
F1-score: 0.69). This indicates that improvements in 
precision and recall also contribute to an increase in the 
F1-score. 

 Dependency on Dataset and Iterations: The analysis 
reveals that performance improvement is not solely 
dependent on the number of iterations but also relies on 
the dataset combination used. For instance, in the 
dataset combination "yolov4_blc_itr3," increasing the 
number of iterations does not lead to significant 
improvements in the measured metrics, particularly in 
precision and recall. 

This analysis shows that performance enhancement cannot 
be guaranteed solely through increasing the number of 
iterations. Additionally, other factors such as dataset quality, 
data variation, and parameter tuning should be considered to 
improve the overall model performance. 

Subsequently, from each cross-validation iteration, the 
best-performing weight was selected, and the results were 
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summarized in the cross-validation results table shown in 
Table XIV and visualized in Figure 9. 

TABLE XIV. CROSS-VALIDATION RESULT 

Iteration Precision Recall F1-score mAP @0.5 

Iteration 1 0.80 0.78 0.79 75.65% 

Iteration 2 0.89 0.85 0.87 92.58% 

Iteration 3 0.89 0.77 0.83 77.53% 

Iteration 4 0.75 0.57 0.65 61.09% 

Iteration 5 0.82 0.68 0.74 72.25% 

 

Fig. 9. Graph of evaluation matrix from cross-validation result. 

From the cross-validation results above, several analysis 
can be drawn as follows: 

 Precision: Precision measures how accurately the 
model classifies the positive class. The average 
precision from five iterations is 0.83, with the highest 
value reaching 0.89 in the second iteration. This 
indicates that the model tends to perform well in 
identifying the positive class. 

 Recall: Recall measures how well the model 
recognizes instances of the positive class. The average 
recall from five iterations is 0.73, with the highest 
value reaching 0.85 in the second iteration. Although 
the average recall is relatively high, it should be noted 
that there is variation in recall values between different 
iterations. 

 F1-score: The F1-score is a combined measure of 
precision and recall. The average F1-score from five 
iterations is 0.76, indicating a balanced performance 
between precision and recall in classifying the positive 
class. 

 mAP @0.5: The mAP (mean Average Precision) at 
threshold 0.5 is a commonly used evaluation metric in 
object detection tasks. The average mAP from five 
iterations is 76.62%, with the highest value reaching 
92.58% in the second iteration. This shows that the 
model has a good ability to detect objects with 
confidence levels that meet this threshold. 

Thus, based on the cross-validation results, the model 
demonstrates good performance in classifying the positive 
class with a relatively high level of accuracy. Consequently, we 
select the weight associated with the best metric, which is the 

metric from iteration 2: "yolov4_blc_itr2_4000," for further 
analysis and comparison in our research. 

C. Comparison of Imbalanced Dataset and Balanced Dataset 

Experiment 

After conducting training experiments on both imbalanced 
and balanced datasets, the best-performing weights from each 
dataset were selected for comparison. The comparison of these 
weights is presented in Table XV and the graph in Figure 10.  

TABLE XV. COMPARISON OF EVALUATION METRICS FOR TRAINING 

ON IMBALANCED AND BALANCED DATASETS 

Name of Weight 
Dataset 

Type 

Precisi

on 
Recall 

F1-

score 

mAP 

@0.5 

yolov4_imb_395

_4000 
Imbalanced 0.87 0.83 0.85 0.8767 

yolov4_blc_itr2_
4000 

Balanced 0.89 0.85 0.87 0.9258 

 

Fig. 10. Comparison graph of evaluation metrics for training on imbalanced 

and balanced datasets. 

 Precision: The model with the balanced dataset has 
slightly higher precision (0.89) compared to the model 
with the imbalanced dataset (0.87). Precision measures 
how accurately the model classifies the positive class, 
and higher results indicate that the model with the 
balanced dataset is better at accurately recognizing the 
positive class. 

 Recall: Recall in the model with the balanced dataset 
(0.85) is slightly lower than the model with the 
imbalanced dataset (0.83). Recall measures how well 
the model recognizes instances of the positive class. 
Although recall in the model with the balanced dataset 
is higher, the difference is not significant. 

 F1-score: The model with the balanced dataset (0.87) 
has a higher F1-score compared to the model with the 
imbalanced dataset (0.85). F1-score is a measure of the 
harmonic mean between precision and recall, and the 
higher result in the model with the balanced dataset 
indicates better overall performance in classifying the 
positive class. 

 mAP @0.5: The model with the balanced dataset has a 
higher mAP @0.5 (0.9258) compared to the model 
with the imbalanced dataset (0.8767). mAP @0.5 is a 
commonly used evaluation metric in object detection 
tasks, and the higher result in the model with the 
balanced dataset indicates better ability to detect 
objects with confidence levels that meet the threshold. 
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Based on the performance evaluation results in the table 
and graph above, the weight "yolov4_blc_itr2_4000" using the 
balanced dataset outperforms the weight 
"yolov4_imb_395_4000" using the imbalanced dataset in terms 
of precision, recall, F1-score, and mAP @0.5. The model with 
the balanced dataset has better ability to accurately classify the 
positive class, with higher F1-score and mAP @0.5. 

In addition to better metric results, using the balanced 
dataset also provides several other advantages. By using a 
balanced dataset, we can avoid bias in the model as the dataset 
reflects an even distribution of data. Additionally, a balanced 
dataset can provide more balanced classification results and 
better control over prediction errors. 

Therefore, based on the comparison results and the 
advantages obtained, the model with the balanced dataset 
("yolov4_blc_itr2_4000") can be chosen as the best in 
classifying SC-Good-Condition and SC-Bad-Condition. 

D. Model Performance Evaluation and Analysis 

After selecting the "yolov4_blc_itr2_4000" weight using 
the balanced dataset as the best training result based on the 
metrics, the performance of the model will be further evaluated 
and analyzed using the confusion matrix. 

From testing 40 validation images on the balanced dataset, 
a confusion matrix is constructed as a tool to analyze the 
trained classification model. Figure 11 displays the confusion 
matrix of the selected weight. 

 

Fig. 11. Confusion matrix of the selected weight. 

Based on the confusion matrix above, the model weight can 
be evaluated as follows: 

 TP (True Positives): There are 20 images correctly 
detected as SC-Good Condition. 

 TN (True Negatives): There are 15 images correctly 
detected as SC-Bad Condition. 

 FP (False Positives): There is 1 image wrongly 
detected as SC-Bad Condition, whereas it should be 
SC-Good Condition. 

 FN (False Negatives): There are 3 images misclassified 
as SC-Good Condition, whereas they should be SC-
Bad Condition. 

To improve the model's performance in handling false 
positives (FP) and false negatives (FN) cases, several 
additional improvements can be implemented: 

 Increase the Amount of Data: Collecting more 
submarine cable images with a wider variation. Having 
a larger and more representative dataset allows the 
model to learn more complex patterns and enhance its 
detection capabilities for cases of false positives and 
false negatives. 

 Further Data Augmentation: Perform data 
augmentation on submarine cable images with even 
broader variations, such as rotation, translation, 
zooming, cropping, and other distortions. This will 
help the model recognize various possible conditions in 
submarine cables and improve its adaptability. 

 Hyperparameter Configuration Tuning: Perform 
hyperparameter tuning on the YOLOv4 model. Some 
hyperparameters that can be examined include learning 
rate, max_batches, batch size, subdivision size, input 
image size, and other parameters related to the 
YOLOv4 architecture. 

E. Detection Test on Submarine Cable Image Samples 

In this stage, a detection test is conducted on 20 sample 
submarine cable images, comprising 10 images with good 
condition and 10 images with bad condition. These images are 
outside of the balanced dataset used for training. The results of 
the detection test on the sample images are shown in Table 
XVI. Additionally, the Average Precision (AP) graphs for the 
SC-Good-Condition and SC-Bad-Condition classes are 
presented in Figure 12 and Figure 13, respectively. 

TABLE XVI. RESULTS OF THE DETECTION TEST ON SUBMARINE 

CABLE IMAGE SAMPLES 

File Name Detection Image Result Class 
AP 

@0.5 

Sample01.png 

 

SC-Good-
Condition 

0.87 

Sample02.png 

 

SC-Good-

Condition 
0.94 

Sample03.png 

 

SC-Good-
Condition 

0.87 

Sample04.png 

 

SC-Good-

Condition 
0.82 
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Sample05.png 

 

SC-Good-

Condition 
0.94 

Sample06.png 

 

SC-Good-

Condition 
0.91 

Sample07.png 

 

SC-Good-

Condition 
0.95 

Sample08.png 

 

SC-Good-
Condition 

0.82 

Sample09.png 

 

SC-Good-

Condition 
0.96 

Sample10.png 

 

SC-Good-

Condition 
0.97 

Sample11.png 

 

SC-Bad-

Condition 
0.82 

Sample12.png 

 

SC-Bad-

Condition 
0.90 

Sample13.png 

 

SC-Bad-

Condition 
0.94 

Sample14.png 

 

SC-Bad-
Condition 

0.83 

Sample15.png 

 

SC-Bad-

Condition 
0.87 

Sample16.png 

 

SC-Bad-

Condition 
0.88 

Sample17.png 

 

SC-Bad-

Condition 
0.66 

Sample18.png 

 

SC-Bad-
Condition 

0.98 

Sample19.png 

 

SC-Bad-

Condition 
0.96 

Sample20.png 

 

SC-Bad-

Condition 
0.91 

 

Fig. 12. Graph of average precision results for the detection test on SC-Good-

Condition class image samples. 

 

Fig. 13. Graph of Average Precision results for the detection test on SC-Bad-

Condition class image samples. 

Based on the table and graphs above, the AP (Average 
Precision) values indicate how well the model can detect and 
classify objects with high accuracy. The higher the AP value, 
the better the detection performance on those images. It can be 
observed that some SC-Good-Condition and SC-Bad-
Condition images have high AP values, such as Sample10.png 
(SC-Good-Condition) with AP 0.97 and Sample18.png (SC-
Bad-Condition) with AP 0.98. This indicates that the model has 
a good ability to detect and classify both conditions of 
submarine cables. There is variation in the detection 
performance among the submarine cable images. Some images 
achieve high AP values, showing accurate detection, while 
others obtain lower AP values, suggesting possible difficulties 
in detection for those images. Therefore, it is necessary to 
evaluate the causes of the low AP values and identify factors 
that may influence the detection results in those images. This 
may involve visual analysis and further investigation of the 
images to discover patterns or difficulties that the model may 
encounter in accurately classifying submarine cable images. 
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Here are some assumptions about the factors that may 
influence the detection results with low AP values on the 
submarine cable images: 

 Blurry or Unclear Image Quality: Images with blurry 
or unclear quality can cause difficulties in detecting 
submarine cables. The lines or contours of the 
submarine cables may not be clearly visible, making it 
challenging for the model to classify accurately. 

 Inappropriate Image Scale or Size: Image size that is 
either too small or too large can affect the model's 
ability to detect submarine cables accurately. Images 
that are too small may lead to the submarine cable 
object being too tiny to detect, while images that are 
too large may cause the details of the submarine cable 
object to be lost or distorted. 

 Variations in Lighting or Image Contrast: Differences 
in lighting or contrast in submarine cable images can 
affect the model's ability to recognize and classify the 
submarine cables accurately. Low lighting or low 
contrast can make it difficult to see the details of the 
submarine cable object, leading to detection 
challenges. 

 Presence of Confusing Objects: The presence of other 
objects that have visual similarities with submarine 
cables, such as other cables or structural elements, or 
the presence of other objects obstructing the submarine 
cable, such as fish, rocks, etc., can confuse the model 
and disrupt the process of accurate detection and 
classification. 

 Variations in Submarine Cable Shapes or Types: 
Images in the dataset may have variations in the shape 
or type of submarine cables, which can pose challenges 
for the model in recognizing these variations. The 
model may struggle to understand the variations in 
texture, shape, or size of different types of submarine 
cables. 

F. GUI Functionality Test 

In this stage, the functionality of the GUI is tested by 
conducting non-real-time submarine cable detection on several 
videos presented in Table IX. The results of the GUI 
functionality test are presented in Table XVII and graph 
images in Figure 14 for the testing on the SampleVideo1.mov 
file. 

TABLE XVII. RESULTS OF GUI FUNCTIONALITY TEST ON 

SAMPLEVIDEO1.MOV 

Video Duration 
GUI Processing 

Duration 
Detected Class 

AP Value 

@0.5 

00:01 00:06 SC-Bad-Condition 0.75 

00:01 00:11 SC-Bad-Condition 0.85 

00:02 00:16 SC-Bad-Condition 0.89 

00:03 00:20 SC-Bad-Condition 0.91 

00:04 00:25 SC-Bad-Condition 0.97 

00:05 00:29 SC-Bad-Condition 0.97 

00:06 00:33 SC-Bad-Condition 0.98 

00:06 00:38 SC-Bad-Condition 0.93 

00:07 00:42 SC-Bad-Condition 0.95 

00:08 00:47 SC-Bad-Condition 0.98 

00:09 00:51 SC-Bad-Condition 0.98 

00:09 00:56 SC-Bad-Condition 0.98 

00:10 01:00 SC-Bad-Condition 0.99 

00:11 01:04 SC-Bad-Condition 0.99 

00:12 01:09 SC-Bad-Condition 0.97 

00:12 01:14 SC-Bad-Condition 0.96 

00:14 01:18 SC-Bad-Condition 0.81 

00:14 01:22 SC-Bad-Condition 0.73 

00:15 01:26 SC-Bad-Condition 0.95 

00:16 01:31 SC-Bad-Condition 0.98 

00:17 01:35 SC-Bad-Condition 0.91 

00:18 01:39 SC-Bad-Condition 0.82 

00:18 01:44 SC-Good-Condition 0.93 

00:19 01:48 SC-Good-Condition 0.94 

00:20 01:52 SC-Good-Condition 0.91 

00:21 01:57 SC-Good-Condition 0.94 

00:25 02:16 SC-Bad-Condition 0.89 

00:26 02:20 SC-Bad-Condition 0.90 

00:27 02:25 SC-Bad-Condition 0.50 

00:28 02:29 SC-Bad-Condition 0.85 

00:30 02:38 SC-Good-Condition 0.75 

00:30 02:42 SC-Good-Condition 0.78 

00:31 02:47 SC-Good-Condition 0.79 

00:32 02:56 SC-Good-Condition 0.66 

00:34 03:00 SC-Bad-Condition 0.73 

00:34 03:05 SC-Good-Condition 0.54 

00:39 03:24 SC-Bad-Condition 0.82 

00:39 03:28 SC-Bad-Condition 0.85 

00:41 03:33 SC-Bad-Condition 0.32 

00:42 03:42 SC-Bad-Condition 0.76 

00:44 03:51 SC-Bad-Condition 0.89 

00:44 03:55 SC-Bad-Condition 0.85 

00.45 04.00 SC-Bad-Condition 0.90 

00:47 04:09 SC-Bad-Condition 0.75 

00:47 04.13 SC-Bad-Condition 0.71 

00:48 04:17 SC-Bad-Condition 0.79 

00:48 04:22 SC-Bad-Condition 0.79 

00:50 04:26 SC-Good-Condition 0.41 

00:51 04:35 SC-Good-Condition 0.78 

00:52 04:40 SC-Good-Condition 0.54 
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Fig. 14. Graph of GUI functionality test results on SampleVideo1.mov. 

Based on the table and graph above, the analysis is as 
follows: 

 The GUI successfully detected SC-Good-Condition at 
the video timestamps: 00:18, 00:19, 00:20, 00:21, 
00:30, 00:31, 00:32, 00:34, 00:50, 00:51, and 00:52. 
The GUI successfully detected SC-Good-Condition 11 
times out of a total of 50 detection frames. 

 The GUI successfully detected SC-Bad-Condition at 
the video timestamps: 00:01, 00:02, 00:03, 00:04, 
00:05, 00:06, 00:07, 00:08, 00:09, 00:10, 00:11, 00:12, 
00:13, 00:15, 00:16, 00:17, 00:18, 00:19, 00:25, 00:26, 
00:27, 00:28, 00:34, 00:39, 00:41, 00:42, 00:44, 00:45, 
00:47, and 00:48. The GUI successfully detected SC-
Bad-Condition 30 times out of a total of 50 detection 
frames. 

 Several frames are at the same second, such as frames 
of SC-Bad-Condition at video timestamps: 00:01, 
00:06, 00:09, 00:12, 00:14, 00:18, 00:34, 00:39, 00:44, 
00:47, and 00:48, which were detected twice at each 
second. As for SC-Good-Condition frames, there is 
only one video timestamp (00:30) with two frames 
detected in that second. 

 Several frames are at the same second but have 
different detection classes. At video timestamps: 00:18 
and 00:34, each has 2 frames with different detection 
classes, one frame of SC-Good-Condition, and one 
frame of SC-Bad-Condition. 

 To calculate the GUI's FPS (Frames per Second) 
performance for SampleVideo.mov, the formula in 
equation (V) is used: 

𝐹𝑃𝑆 =  
50 𝑓𝑟𝑎𝑚𝑒

280 𝑑𝑒𝑡𝑖𝑘
= 0.178 𝑓𝑝𝑠 

From the calculations above, the GUI performance for 
detecting SampleVideo1.mov still has a low FPS, taking a total 
time of 4 minutes and 40 seconds (280 seconds). 

 To calculate the mAP (mean Average Precision) 
performance, the formula in equation (IV) is used. The 
results of mAP calculations for each class in the GUI 
functionality test on VideoSample01.mov are shown in 
Table XVIII. 

TABLE XVIII. RESULTS OF MAP CALCULATION FOR GUI 

FUNCTIONALITY TEST ON VIDEOSAMPLE01.MOV 

Class Name mAP @0.5 

SC-Good-Condition 0.725 

SC-Bad-Condition 0.861 

Based on the table above, the detection and classification 
results of submarine cables using the GUI have achieved a 
good mAP value. 

Next, the functionality test continues for the video 
SampleVideo2.mov. The results of the GUI functionality test 
for SampleVideo2.mov are presented in Table XIX and graph 
images in Figure 15. 

TABLE XIX. RESULTS OF GUI FUNCTIONALITY TEST ON 

SAMPLEVIDEO2.MOV 

Video Duration 
GUI Processing 

Duration 
Detected Class 

AP Value 

@0.5 

00:02 00:07 SC-Good-Condition 0.48 

00:02 00:12 SC-Good-Condition 0.95 

00:02 00:16 SC-Good-Condition 0.56 

00:03 00:20 SC-Good-Condition 0.79 

00:04 00:24 SC-Good-Condition 0.35 

00:11 00:53 SC-Good-Condition 0.45 

00:11 00:58 SC-Good-Condition 0.43 

00:11 01:02 SC-Good-Condition 0.92 

00:12 01:06 SC-Good-Condition 0.86 

00:13 01:11 SC-Good-Condition 0.51 

00:14 01:15 SC-Good-Condition 0.49 

00:14 01:19 SC-Good-Condition 0.29 

00:20 01:35 SC-Good-Condition 0.27 

00:30 02:31 SC-Good-Condition 0.56 

00:38 03:08 SC-Bad-Condition 0.39 

00:44 03:43 SC-Bad-Condition 0.58 

00:50 04:09 SC-Bad-Condition 0.41 

00:51 04:14 SC-Bad-Condition 0.72 

00:51 04:18 SC-Bad-Condition 0.94 

00:52 04:22 SC-Bad-Condition 0.98 

00:53 04:27 SC-Bad-Condition 0.90 

00:54 04:31 SC-Bad-Condition 0.94 

00:54 04:36 SC-Bad-Condition 0.74 

Based on the table and graph above, the analysis is as 
follows: 

 The GUI successfully detected SC-Good-Condition at 
the video timestamps: 00:02, 00:03, 00:04, 00:11, 
00:12, 00:13, 00:14, 00:20, and 00:30. The GUI 
successfully detected SC-Good-Condition 9 times out 
of a total of 23 detection frames. 
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Fig. 15. Graph of GUI functionality test results on SampleVideo2.mov. 

 The GUI successfully detected SC-Bad-Condition at 
the video timestamps: 00:38, 00:44, 00:50, 00:51, 
00:52, and 00:54. The GUI successfully detected SC-
Bad-Condition 6 times out of a total of 23 detection 
frames. 

 Several frames are at the same second, such as SC-
Bad-Condition frames at video timestamps: 00:51 and 
00:54, which were detected twice at each second. SC-
Good-Condition frames at video timestamps: 00:13 and 
00:14 were detected three times in each second. 

 To calculate the GUI's FPS (Frames per Second) 
performance for SampleVideo.mov, the formula in 
equation (V) is used: 

𝐹𝑃𝑆 =  
23 𝑓𝑟𝑎𝑚𝑒

276 𝑑𝑒𝑡𝑖𝑘
= 0.083 𝑓𝑝𝑠 

Based on the calculations above, the GUI performance for 
detecting SampleVideo2.mov still has a low FPS, taking a total 
time of 4 minutes and 36 seconds (276 seconds). 

 From the testing of SampleVideo1.mov and 
SampleVideo2.mov, both GUI FPS performances are 
relatively low. The following are some assumptions 
that may cause the low FPS performance: 

o Model Complexity: The low FPS may be caused 

by the complexity of the YOLOv4 detection model 

used. Models with many layers and parameters 

may require longer processing time. 

o Computational Load: Object detection using the 

YOLOv4 model requires intensive processing and 

consumes a lot of computational power. This can 

reduce processing speed and result in low FPS. 

o Hardware Limitations: The use of less powerful 

hardware, such as a CPU with low computational 

power, can affect the GUI's performance and cause 

low FPS. 

 To improve FPS and enhance the GUI's responsiveness 
in submarine cable detection, several efforts can be 
made: 

o Model Optimization: Optimize the YOLOv4 

detection model by reducing the number of 

unnecessary layers or parameters and using a 

lighter model. 

o Use More Powerful Hardware: Use GPUs with 

parallel processing capabilities to improve 

processing speed and FPS. 

o Resolution Reduction: Reduce the video resolution 

or convert the video format to a lighter format to 

improve FPS. 

o Data Streaming: Use data streaming techniques to 

process videos in real-time and enhance GUI 

responsiveness. 

By implementing the above efforts, it is expected that FPS 
on the GUI can be increased, making the application more 
responsive and providing users with a better experience in 
submarine cable detection. Continuous and iterative evaluation 
is necessary to ensure optimal performance improvements. 

 To calculate the mAP (mean Average Precision) 
performance, the formula in equation (IV) is used. The 
results of mAP calculations for each class in the GUI 
functionality test on VideoSample02.mov are shown in 
Table XX. 

TABLE XX. RESULTS OF MAP CALCULATION FOR GUI 

FUNCTIONALITY TEST ON VIDEOSAMPLE02.MOV 

Class Name mAP @0.5 

SC-Good-Condition 0.554 

SC-Bad-Condition 0.681 

G. Comparison of Functionality Test Performance 

From the two functionality tests with two different videos, 
VideoSample01.mov and VideoSample02.mov, two 
performances were obtained for comparison. The comparison 
of functionality test performances is presented in Table XXI.  

TABLE XXI. COMPARISON OF GUI FUNCTIONALITY TEST RESULTS 

FOR VIDEOSAMPLE01.MOV AND VIDEOSAMPLE02.MOV 

File Name 

Video 

Duratio

n 

GUI 

Processin

g Time 

Number 

of SC 

Frame 

Detecte

d 

FPS 
mAP 

@0.5 

VideoSample01.mo

v 
00:54 04:40 

50 

frames 

0.17

8 

0.82

9 

VideoSample02.mo

v 
01.00 04:36 

23 

frames 

0.08

3 

0.60

5 

Overall, the GUI has performed well in detecting 
submarine cables in both videos. This can be seen from the 
relatively high mean Average Precision (mAP) @0.5 values, 
which are 0.829 for VideoSample01.mov and 0.605 for 
VideoSample02.mov. mAP @0.5 measures the object 
detection accuracy at an Intersection over Union (IoU) 
threshold of 0.5, and the higher the mAP value, the more 
accurate the detection results. 

However, there are differences in the number of detected 
submarine cable frames between the two videos. In 
VideoSample01.mov, the GUI successfully detected 50 SC 
frames, while in VideoSample02.mov, the number of detected 
submarine cable frames was only 23. This difference is due to 
the varying video conditions between the two samples. 
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VideoSample02.mov has a more blurry, shaky, and often 
unfocused video quality, making submarine cable detection 
more challenging. This affects the GUI's performance in 
detecting SC in that video. Another factor that can affect the 
number of detected submarine cable frames is the complexity 
of the background and the presence of other objects that are 
similar to the submarine cable, causing some submarine cable 
frames to go undetected. 

Regarding FPS, both VideoSample01.mov and 
VideoSample02.mov have low FPS values. This indicates that 
the GUI's processing is still relatively slow, resulting in slow 
detection. Increasing the FPS is one of the efforts that need to 
be made to improve the quality and efficiency of the GUI in 
detecting submarine cables. 

IV. CONCLUSION 

In this research, a YOLOv4-based underwater detection 
system integrated with a Graphical User Interface (GUI) for 
Remotely Operated Vehicle (ROV) in submarine cable 
detection has been successfully designed and implemented. 
Based on the experimental results and analysis, the following 
are the conclusions drawn from this research: 

1) Development of Submarine Cable Detection Model: 

The performance evaluation of the model on the balanced 

dataset weight showed satisfactory results with precision of 

0.89, recall of 0.85, F1-score of 0.87, and mAP of 92.58%. 

This indicates the model's ability to recognize both classes 

effectively. 

2) Implementation of Graphical User Interface (GUI): The 

performance evaluation of the designed GUI showed 

promising results. In VideoSample01.mov, the GUI 

successfully detected 50 frames of submarine cable images 

with an mAP of 0.829 and GUI FPS of 0.0178. In 

VideoSample02.mov, the GUI detected 23 frames of 

submarine cable images with an mAP of 0.605 and GUI FPS 

of 0.083. The implementation of the GUI with the submarine 

cable detection model on the ROV successfully reduces 

dependency on human observation. With this automated 

system, issues of fatigue and subjective interpretation in 

identifying submarine cable conditions can be addressed. This 

provides the benefit of facilitating the submarine cable 

maintenance process. 

In light of the successful development and implementation 
of the YOLOv4-based underwater detection system integrated 
with a GUI for ROV in submarine cable detection, there are 
several key areas for future research and improvements: 

1) Future work should aim to enhance the scalability and 

adaptability of the system. This could involve expanding the 

dataset to encompass a broader range of underwater 

environments and conditions. Additionally, exploring the 

integration of machine learning techniques for automatic 

parameter tuning, especially in varying lighting and water 

clarity conditions, would further bolster the system's 

performance and reliability. Furthermore, the system could 

benefit from the incorporation of real-time anomaly detection 

algorithms to promptly identify potential cable issues and 

facilitate proactive maintenance. 

2) There is potential to extend the application of this 

technology to broader marine infrastructure management. 

Researchers can explore its utility in tasks beyond submarine 

cable detection, such as pipeline monitoring, marine 

biodiversity assessment, and archaeological exploration. 

Adapting the system for these diverse applications could 

significantly contribute to the advancement of marine sciences 

and industries. Additionally, research efforts should be 

directed toward refining the user interface and operator 

interaction aspects of the GUI to ensure user-friendliness and 

efficiency. This includes incorporating features that enable 

operators to annotate and validate detected cable segments, 

fostering human-machine collaboration for more accurate 

results. By addressing these areas in future research 

endeavors, we can further enhance the capabilities and impact 

of this innovative underwater detection system. 
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Abstract—In the apparel industry, apparel color is an 

important factor to enhance the market competitiveness of 

enterprise products. However, the current prediction samples of 

clothing fashion color styling information do not incorporate 

practical cutting-edge fashion information. Therefore, 

Self-adaptive Weighted Kernel Function (SWK) has been 

introduced to traditional Fuzzy C-Means (FCM) clustering 

algorithms. After improvement, the SWK-FCM clustering 

algorithm is obtained, which enhances the classification ability of 

fashion colors and hue. Two prediction models have been 

developed using the finalized data of the International Fashion 

Color Committee, along with the SWK-FCM clustering 

algorithm. The models have been tested via experiments to verify 

their accuracy. The experimental results show that the 

classification coefficients of SWK-FCM clustering algorithm are 

0.9553 and 0.9258 under 5% Gaussian noise. They are higher 

than those of FCM (0.7063) and FLICM (0.8598). The 

classification entropy is lower than that of the comparison 

algorithm, while the same results are presented under other 

conditions and in the actual experiments. In addition, the overall 

MSE of the GM (1, 1) prediction model using the final case 

information is 0.00028, which is close to the order of 10-4. The 

MSE value of the BP neural network prediction model using the 

final case information ranges from 0.000529 to 0.011025. Overall, 

the clustering algorithm of SWK-FCM has good classification 

performance. Additionally, the GM (1,1) model based on 

SWK-FCM has better prediction results, which can be effectively 

applied in practical clothing color classification and popular 

color prediction. 

Keywords—Fuzzy clustering; SWK-FCM; fashion color 

scheme; Gaussian noise 

I. INTRODUCTION 

The development of the economy has driven changes in 
the overall consumption concept of the people. People's daily 
needs for clothing are gradually shifting towards pursuing 
quality and fashion [1]. Clothing color is an important element 
in improving the competitiveness of goods. Popular colors are 
the focus of attention in the clothing industry, and their 
effective prediction can promote the effective development of 
clothing enterprises [2]. Zhu D et al. constructed two neural 
models of perceptual data based on deep learning for the 
problem of popular color trends of Japanese women's clothing 
kawaii style [3]. In response to the difficulty of fashion 
designers in achieving realistic restoration of Yi clothing color 
images, Zhu Hai et al. proposed a Yi clothing color extraction 
classification and trend prediction based on the K-means 
algorithm [4]. Garcia C C C proposed a consumer preference 
data based on material culture for fashion culture prediction in 
response to the trend of fashion clothing color trends [5]. The 

current methods for predicting fashion color trends are still in 
the exploratory stage, resulting in low prediction accuracy, 
high time consumption, and high actual cost. As a clustering 
algorithm, FCM algorithm can effectively solve the 
classification time and improve the accuracy of prediction. 
However, traditional FCM does not perform well in actual 
fashion color classification prediction. At the same time, 
although the color quantization space method among many 
current methods can predict clothing color systems based on 
final information, it has high requirements for data extraction 
and low practicality. The grey model in the popular color 
prediction model has low requirements for dyeing sample data, 
but the actual prediction accuracy is not high enough. In this 
context, this study improves the FCM clustering algorithm and 
obtains an FCM clustering algorithm based on mean space 
constraints and adaptive weighted kernel functions 
(Self-adaptive Weighted Kernel Fuzzy C-Means, SWK-FCM). 
Based on this, the Grey Model (1,1), GM (1,1) and Back 
Propagation (BP) neural network prediction model are 
constructed. The purpose of the model is to improve the 
classification quality of apparel hues and achieve effective 
prediction of apparel fashion colors, so as to give relevant 
enterprises the corresponding guidance. In addition, the 
application of data prediction in the textile industry is still in 
an exploratory state, and the application of classification 
methods in the clothing industry is relatively shallow. 
Therefore, the study of using SWK-FCM clustering algorithm 
to classify clothing hue is innovative. 

This paper is divided into five sections in total. The 
Section I is a summary and discussion of the current research 
on clothing color classification at home and abroad. Section II 
is the related work. Section III analyzes the clothing color 
classification method proposed on the basis of the improved 
FCM clustering algorithm. Section IV is to analyze the 
performance of this method. Section V concludes the paper. 

II. RELATED WORK 

Fashion colors are the most important part of fashion 
elements, and they are pivotal in enhancing brand image and 
sales [6]. Therefore, achieving effective prediction of apparel 
fashion colors can bring higher business value to stakeholders 
and also promote the development of the industry. However, 
the prerequisite for realizing fashion color prediction for 
apparel is the effective classification of apparel hues [7]. 
Based on this, a wide range of domestic and foreign scholars 
have conducted in-depth research on it. Zhou Ze et al. 
proposed a new clothing classification method based on 
parallel convolutional neural networks for color tone 
recognition and classification. This method improved the 
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stability and accuracy of clothing classification on the basis of 
effectively extracting clothing tone features in [8]. Mushtaque 
S et al. constructed an effective classification platform for 
online shopping of women's clothing in Pakistan based on the 
collection of top women's clothing brands in Pakistan [9]. Wu 
D et al. proposed a new method for apparel attribute 
recognition and prediction, and used it to classify apparel hues, 
thus improving the recognition efficiency and classification 
accuracy based on the constructed relational model. The 
accuracy of classification was improved based on the 
relationship model [10]. Dai Y et al. proposed five different 
experimental schemes to improve the accuracy of fashion 
color database and fashion color classification based on the 
collection of relevant data [11]. Han A et al. used machine 
learning to analyze fashion color data and determine whether 
fashion designers have used fashion colors proposed by 
relevant institutions to guide seasonal trends. This method of 
analyzing and classifying fashion color data effectively 
enhances the potential of fashion color trend analysis to guide 
production [12]. 

In addition, Mau T N et al. effectively created an 
optimization method for initial clustering based on 
location-sensitive hashing for fuzzy clustering of categorical 
data, thus improving the clustering effect while reducing the 
dimensionality of categorical data and providing help for data 
trend prediction [13]. Mersch B and Buchel S et al. proposed a 
pricing heuristic based on machine learning for large-scale 
optimization of images, which improves the image coloring 
problem while increasing the prediction accuracy [14]. The 
issue of sustainable development was comprehensively 
analyzed through a multi-level perspective system to provide a 
predictive direction for the strategic transformation of the 
fashion industry [15-16]. Wang Wei et al. constructed a hybrid 
color trend prediction model based on genetic algorithm and 
extreme learning machine to address the issue of future color 
trend prediction, effectively improving prediction accuracy 
[17]. 

From the research of above scholars, the application of 
prediction of data in textile industry is still in the state of 
exploration, while the application of classification method in 
apparel industry is still shallow. Therefore, the research on the 
classification of apparel color shades using the SWK-FCM 
clustering algorithm possesses a certain degree of innovation, 
while the prediction model constructed on its basis can 
provide objective and scientific support to the stakeholders. In 
addition, it can also provide guidance for guiding consumers 
to form correct consumption behaviors while improving the 
accuracy of apparel trend prediction. 

III. ANALYSIS OF CLOTHING COLOR CLASSIFICATION 

METHOD BASED ON IMPROVED FCM CLUSTERING ALGORITHM 

A. Study on Clothing Color Classification based on 

SWK-FCM Clustering Algorithm 

There is a problem of inconsistency between current 
fashion color case information and actual cutting-edge fashion 
information. In response to this, this study combined case 
information and improved the Fuzzy C-Means (FCM) 
clustering algorithm to construct a fashion color prediction 
model. Traditional clustering usually refers to the process of 

clustering things using similarity. Cluster analysis uses 
mathematical methods for clustering research, using the 
degree of correlation between certain features of the tested 
object as the basis for classification, without considering other 
prior knowledge. Fuzzy cluster analysis is a clustering 
analysis method constructed on the basis of fuzzy theory. Its 
correlation analysis of data is performed on the basis of 
considering regional characteristics and classifying them [18]. 
In pattern recognition and image segmentation, this method 
can be used to describe fuzzy objects more objectively. 

FCM clustering algorithm belongs to a kind of fuzzy 
clustering algorithm, which achieves automatic classification 
of sample data by optimizing each sample point and 
determining the class of each sample point [19]. The 
classification accuracy of the traditional FCM clustering 
algorithm is very effective in the actual clothing color 
classification. Therefore, the study obtained the SWK-FCM 
clustering algorithm by embedding the kernel function in the 
FCM clustering algorithm and weighting it. Compared with 
traditional FCM, the SWK-FCM clustering algorithm 
enhances inter sample features by introducing kernel functions. 
It effectively prevents misclassification of important details 
through adaptive weights, and improves the system's noise 
resistance by introducing spatial functions. Among them, the 
expression of the objective function of SWK-FCM is shown in 
Eq. (1). 
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denotes the objective function. i  denotes the number of 

clusters, whose maximum value is a . j  denotes the number 

of elements in the sample, whose maximum value is n . 
ib  

denotes the dynamic weight of a class, which can express the 
importance of a certain class.   denotes the affiliation 

degree. m  denotes the fuzzy factor.  ,J x u  denotes the 

inner product kernel function.   denotes the control 

parameter. On this basis, the computational expressions of the 
clustering center and the affiliation function can be obtained 
by minimizing the objective function by the Lagrange 
multiplier method under the corresponding constraints. 
Among them, the expressions of the constraints are shown in 
Eq. (2). 
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Therefore, the expression of the cluster center 
iu  is 

calculated as shown in Eq. (3). 
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Similarly, the expression for the calculation of dynamic 
weights is shown in Eq. (4). 
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Finally, the expression of the affiliation function is 
calculated as shown in Eq. (5). 
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Therefore, the specific steps of the SWK-FCM clustering 
algorithm constructed in the study are shown in Fig. 1. 

Set the corresponding 

parameters and initialize 

the membership and cluster 

center at the same time

Use formula (3) to calculate 

the cluster centers of all 

categories

Use Equation (4) to 

calculate the dynamic 

weight of each step

Use formula (5) to calculate 

the new membership degree
Whether the formula (6) 

is met?

Deblurring

Yes

No

 

Fig. 1. Detailed steps of SWK-FCM clustering algorithm. 

In Fig. 1, the SWK-FCM algorithm firstly sets the 
corresponding parameters and initializes the affiliation and 
clustering centers at the same time. Secondly, it calculates the 
clustering centers of all categories and the dynamic weights of 
each step using Eq. (3) and Eq. (4). Then it updates the 
affiliation and calculates the new affiliation using Eq. (5). It 
continuously updates the affiliation and calculates the new 
affiliation until it satisfies Eq. (6). The final step is 
defuzzification, thus completing the classification. Among 
them, the determination constraints embodied in the steps are 
shown in Eq. (6). 

max old new

ij ij       (6) 

In Eq. (6), 
old

ij  denotes the old affiliation. 
new

ij  denotes 

the new affiliation.   denotes the threshold value. In 

addition, in the final deblurring equation, the classification of 
each pixel point needs to be achieved based on the 
corresponding equation, which is expressed as shown in Eq. 
(7). 

arg max , 1,2, ,i ijv x i a    (7) 

In Eq. (7), v  indicates the category to which it belongs. 

Since the color system of different popular colors itself is 
different, this leads to different methods of color classification. 
Therefore, in the actual process of popular color data 
processing, it is necessary to determine the popular color hue 
classification method. Based on Eq. (1) to (7), the proposed 
SWK-FCM algorithm can automatically classify the color 
hues of clothing fashions and gradually determine the relevant 
intervals of color hue values for further processing of the data. 
Its process in apparel color clustering is similar to Fig. 1. 
However, there is a slight difference in the last step. That is, 
according to Eq. (1), the objective function value is calculated 
and the minimum error value is set. Until the objective 
function value is less than the given minimum error value or 
the number of iterations exceeds the limit, the algorithm 
process ends. The expression of the minimum error value 
calculation is shown in Eq. (8). 
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In Eq. (8),   denotes the minimum error value. t  

denotes the number of iterations. By using the SWK-FCM 
clustering algorithm to cluster the hue and return to the hue 
center and hue affiliation matrix, the hue value interval of each 
color class of the garment can be obtained after the 
corresponding processing of the affiliation matrix. The 
individual unclustered hue values are automatically assigned 
with the hue value interval that spans the adjacent interval. At 
the same time, the frequency of each type of hue in different 
years can be obtained statistically. The corresponding formula 
is used to calculate the proportion. The calculation expression 
is shown in Eq. (9). 

100%i
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       (9) 

In Eq. (9), 
iP  indicates the proportion of colors in the i  

category in different years. 
if   indicates the frequency of 

colors in the i  category. F  indicates the total number of 

colors announced in the fashion color scheme of a certain 
year. 

B. Construction of a Color Prediction Model for Fashionable 

Clothing Colors based on Final Case Information 

After elaborating the SWK-FCM clustering algorithm, the 
processed data can be brought into GM (1,1) with BP neural 
network to achieve the prediction of clothing process color 
shades. Before that, it is necessary to design the process of 
garment process color trend prediction using the finalized 
information. The study uses the information of the apparel 
fashion color case issued by the International Color Council as 
the actual data source, and uses the SWK-FCM clustering 
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algorithm to classify the color shades of apparel, so as to 
redefine the color intervals. GM (1,1) and BP neural network 
are used to perform color shade prediction, and the specific 
process is shown in Fig. 2. 

1.Collect the final 

information of the 

International Fashion 

Color Commission

2.Extract the hue value 

from the excellent card
3.Use SWK-FCM to 

cluster the extracted 

color value, and then 

obtain the cluster center 

and membership matrix

4.According to the results 

obtained, the proportion of 

each color in different years 

is counted
5.Use GM (1,1) and BP neural 

network to count the popular 

colors, so as to obtain the 

prediction results and calculate 

the mean square error

6.Evaluate forecast 

results

 

Fig. 2. Fashion color trend prediction process based on final information. 

From Fig. 2, the process of predicting the trend of fashion 
colors using the case information is firstly to collect the 
historical case information of the International Color Council 
and extract the color phase values from the color cards. 
Secondly, it is to cluster the proposed color phase values by 
using SWK-FCM to obtain the cluster center and affiliation 
matrix. The next step is to count the proportion of each color 
in different years based on the results obtained. Then, GM(1,1) 
and BP neural network are taken to count the popular colors to 
obtain the prediction results and calculate the mean square 
error. Finally, evaluating the prediction results. Among them, 
the main steps of the prediction of the fashion color prediction 
model using GM (1,1) based on the final case information are 
shown in Fig. 3. 

Extract certain 

color data after 

SWK-FCM 

processing

Establish first 

order differential 

equation

Solve the first order 

differential equation to 

obtain a certain type of 

color prediction value

First-order 

accumulation

Subtract equation (12) and 

restore the predicted data

Use residuals 

to validate the 

model

 

Fig. 3. Main steps of fashion color prediction based on GM (1,1). 

From Fig. 3, the main steps are to first extract the original 
sequence of a certain type of color data after SWK-FCM 
processing and perform first-order accumulation to generate a 
first-order sequence; second, to establish a first-order 
differential equation and solve the first-order differential 
equation to obtain the predicted value of a certain type of color. 
Next step is to perform continuous accumulation of the 
equation to reduce the predicted data. Finally, the residual is 
used to verify the model. The expression of the original 
sequence and the first-order cumulative equation is shown in 
Eq. (10) [20-22]. 
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In Eq. (10),
   0

y v  denotes the original sequence. 

   1
y v  denotes the first-order sequence. i  denotes the 

color category whose maximum value is v . And the 

computational expression of the established first-order 
differential equation is shown in Eq. (11). 

       
1

1dy v
cy v h

dv
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Eq. (11), c  denotes the whitening coefficient, which 

reflects the trend of the variable. h  denotes the endogenous 

control gray scale. In addition, the expression of the predicted 
value of a certain type of color obtained by solving this 
first-order differential equation is shown in Eq. (12). 

       0 0ˆ 1 1 cvh h
y v y e

c c

 
     

 
   (12) 

In Eq. (12), e  denotes the natural constant. Therefore, 

based on the stepwise representation of the GM (1,1) model, 
Eq. (12) is cumulated. The predicted data expression obtained 
by this reduction is shown in Eq.(13). 

           0 1 1ˆ ˆ ˆ1 1y v y v y v         (13) 

Finally, the model is validated using the nibbling formula, 
and the expression of the residual formula is calculated as 
shown in Eq. (14). 
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In Eq. (14),  v   denotes the relative error. The model is 

considered to meet the requirement when the relative error 
meets the corresponding condition, which is expressed in Eq. 
(15). 
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In Eq. (15), when the relative error satisfies the first row of 
the equation, it means that the GM model achieves good 
accuracy. When the relative error satisfies the second row of 
the equation, it means that the GM model achieves general 
requirements. In addition to the GM model, the apparel 
popular color hue prediction model constructed by using the 
final case information also contains the BP neural network 
prediction model. BP neural network is a one-way propagation 
multilayer feedforward network, which is trained repeatedly 
by the samples of the network. Therefore, the weights and 
thresholds of the network can be gradually reduced on the 
negative gradient and achieve the expected results to a certain 
extent [23]. Because there is little color information of popular 
colors, and after analyzing the prediction results of current 
popular colors according to different network structures, the 
study chose a BP neural network for prediction. Its network 
topology is schematically shown in Fig. 4. 
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Fig. 4. Topological structure diagram of fashion colors based on BP neural 

network. 

In Fig. 4, N denotes the color data related to a certain type 
of clothing color for the previous N years. O denotes the target 
value. Wij denotes the weight value of the i-th neuron in the 
input layer relative to the j-th neuron in the hidden layer. Wjk 
denotes the weight value of the j-th neuron in the hidden layer 
relative to the k-th neuron in the output layer. From the figure, 
the topology of clothing fashion color using BP neural 
network contains the same three-layer structure. However, in 
the process of predictive modeling, the data related to each 
type of color needs to be trained separately. Firstly, the 
number of nodes in the input layer, output layer and should 
that layer needs to be set. The study sets the number of nodes 
in the input layer to 4, which are represented by A, B, C and D 
respectively. The number of nodes in the implicit layer is 7, 
and the number of nodes in the output layer is 1. Next, 
parameters such as excitation function, minimum learning rate, 
and maximum number of iterations are set. When the error 
associated with the training exceeds the expected value, it 
enters the backward propagation of the error, and then the 
gradient decreasing method is used to gradually correct the 
hidden layer weights to obtain the expected result. Finally, the 
completed training model is used to predict the color 
correlation data for the next year. 

IV. PERFORMANCE ANALYSIS OF THE PREDICTION MODEL 

CONSTRUCTED BASED ON SWK-FCM CLUSTERING 

ALGORITHM 

To verify the effectiveness of the garment fashion color 
shade prediction model constructed in the study, the study 
analyzed it using experiments. This study first evaluated the 
quality of clothing color classification using the SWK-FCM 

clustering algorithm. Then, the fuzzy local information 
c-means (FLICM) clustering algorithm was introduced and 
compared with SWK-FCM clustering algorithm and 
traditional FCM clustering algorithm [24]. Before the 
experiment, the threshold value is set to 0.00001, the fuzzy 
factor is 2, the control parameter is 3.8, and the Gaussian 
kernel parameter is 110. In addition, based on the information 
of the international spring and summer women's fashion color 
definitions released by the International Color Council from 
2017 to 2022, the study collects and organizes nearly 300 
colors and uses the SWK-FCM clustering algorithm to find 
ten clustering centers. After data processing, the classification 
results and the contents of the classification intervals are 
shown in Table I. 

TABLE I. TEN CLUSTERING CENTERS AND HUE INTERVALS OF HUE 

VALUES IN PANTONE COLOR SPACE 

Hue classification Name 
Cluster 

center 

Chromatic 

value range 

1 Green 2 [1, 4]. 

2 Greenish yellow 6 [5, 8]. 

3 Yellow 10 [9, 11]. 

4 Yellow-red 13 [12, 15]. 

5 Red 17 [16, 21] 

6 Red-purple 26 [22, 30] 

7 Purple 39 [31, 40]. 

8 Purplish blue 44 [41, 48] 

9 Blue 53 [49, 57]. 

10 Turquoise 61 [58, 64]. 

In Table I, a total of ten cluster centers were obtained in 
this study. The corresponding colors are mainly green, yellow, 
red, purple, blue, and five intersecting colors. On this basis, 
the classification quality assessment criteria are selected as 
classification coefficient (E) and classification entropy (F). 
The experimental clothing images are selected as 5% Gaussian 
noise and 10% pretzel noise. The comparison results of the 
performance parameters of the three algorithms classification 
criteria simulation are shown in Fig. 5. 
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(a) Performance comparison results of three 

algorithms under 5% Gaussian noise

(b) Performance comparison results of three 

algorithms under 10% salt and pepper noise

 

Fig. 5. Comparison results of performance parameters of clothing color hue tested by three algorithm classification standards. 

Fig. 5(a) shows the comparison results of the algorithms 
under 5% Gaussian noise. Fig. 5(b) shows the comparison 
results of the algorithms under 10% pretzel noise. From Fig. 
5(a), the classification coefficient of SWK-FCM clustering 

algorithm is 0.9553, which is higher than 0.7063 of FCM and 
0.8598 of FLICM. Meanwhile, the classification entropy of 
SWK-FCM clustering algorithm is 0.1380, which is lower 
than 0.3324 of FCM and 0.2623 of FLICM. At the same time, 
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the classification entropy of SWK-FCM clustering algorithm 
is 0.1837, which is lower than that of FCM (0.3598) and 
FLICM (0.3157). This indicates that the SWK-FCM 
clustering algorithm has better classification quality and more 
robustness. To further verify the result, the study applies it to 

the actual apparel color classification, in which three colors, 
green, yellow-red and purple, are randomly selected under ten 
clustering centers. The three colors are used as the clothing 
classification images for the experiment. The comparison 
results are shown in Fig. 6. 
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Fig. 6. Performance comparison results of three algorithms for clothing classification images. 

Fig. 6(a) shows the comparison results of the three 
algorithms when the garment hue is green. Fig. 6(b) shows the 
comparison results of the three algorithms when the garment 
hue is yellow-red. Fig. 6(c) shows the comparison results of 
the three algorithms when the garment hue is purple. From 
Fig. 6(a), the classification coefficient of SWK-FCM 
clustering algorithm is 0.9388, which is much higher than that 
of the comparison algorithm. The classification entropy is 
0.1540, which is significantly lower than that of the 
comparison algorithm. From Fig. 6(b), the classification 
coefficient of SWK-FCM clustering algorithm is 0.8967, 
which is higher than the comparison algorithm. The 
classification entropy is 0.2637, which is lower than the 
comparison algorithm. In Fig. 6(c), the classification 
coefficient of SWK-FCM clustering algorithm is 0.9778, 
which is also higher than that of the comparison algorithm. 
The classification entropy is 0.0946, which is lower than that 
of the comparison algorithm. Therefore, the SWK-FCM 
clustering algorithm is less susceptible to interference from 
noise and has higher classification accuracy in the actual 
clothing color classification. Therefore, the two prediction 
models constructed on the basis of SWK-FCM are studied to 
possess better performance in theory. To verify the 
performance of the GM (1, 1) prediction model and the BP 
neural network prediction model, the study analyzes the 
prediction results of both of them separately. In the 

experiments, the study compares the absolute error, relative 
error, and Mean Square Error (MSE), which are denoted by e, 
d, and m, respectively. The results are shown in Fig. 7. 

In Fig. 7, G (2022) denotes the original value in 2022. P 
(2022) denotes the predicted value in 2022. e denotes the 
absolute error; d denotes the relative error. m denotes the 
mean square error. Comprehensive Fig. 7 shows that the MSE 
values of the GM (1, 1) model color prediction using the final 
case information are very low, at 0.000004~0.001296. Its 
MSE can be as small as 10

-6
 magnitudes, and the overall MSE 

is 0.00028, which is close to the magnitude of 10
-4

. This 
indicates that the GM (1, 1) model has higher prediction 
ability and higher accuracy rate. Meanwhile, based on the 
comparison between the prediction and the real curve in 2022, 
the average relative error of the popular colors in 2022 is 
14.51%, which is very close to the actual value, except for the 
relatively large relative error of individual colors. This 
indicates that the GM (1,1) model using the final case 
information has a stronger trend inference ability. In addition, 
using the constructed BP neural network prediction model to 
determine case information, a time series is created for four 
consecutive years of raw color data from 2019 to 2022. It 
serves as the input feature vectors a, B, C, and D., The 
predicted results obtained through continuous training are 
shown in Fig. 8. 
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Fig. 7. Prediction results of SWK-FCM and GM (1,1) based on final information. 
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Fig. 8. BP neural network prediction results based on final information. 

Comprehensive Fig. 8 shows that the MSE value of the BP 
neural network prediction model with 4-7-1 network structure 
for the popular color hues is between 0.000529 and 0.011025. 
While the MSE of the four colors, red, yellow-green, green, 
green-blue, and purple is of the order of 10

-4
, and the overall 

MSE is 0.0036, which is about the order of magnitude of 10
-2

. 
In summary, the prediction model using SEW-FCM and BP 
neural network is not as accurate as the GM (1,1) prediction 
model. But it can improve the prediction accuracy in 
comparison with other models. On this basis, to more 
comprehensively analyze the high accuracy of the prediction 
model of clothing fashion color built on the basis of 
SWK-FCM clustering algorithm, the study compares the two 
models built using the final case information with the 
prediction models built on the basis of traditional 
classification methods. The four models are represented by 
GM (1,1) (F), BP(F), GM and BP. Among them, the BP neural 
network uses relu as the excitation function, with a maximum 
number of iterations of 1000, 4 input feature vectors, 4 input 
layer nodes, 1 hidden node, and 1 output layer node. The 
minimum error of Xunyu is less than 10-4. The results are 
shown in Fig. 9. 

The MSE value of the GM (1, 1) prediction model using 
the final case information is 0.00028, while the MSE value of 
the BP neural network prediction model using the final case 
information is 0.0036. Both of them are much lower than the 
0.0071 of the GM model. The GM (1, 1) prediction model is 

ideal, indicating that it can better predict the trend of popular 
colors. 

Finally, to further validate the performance of the 
proposed SWK-FCM algorithm, a clustering algorithm using 
graph theory (a), a fuzzy kohlen clustering network algorithm 
(b), and a fuzzy covariance learning vector quantization 
algorithm (c) are introduced and compared with FCN (d) and 
SWK-FCM (e). Among them, the comparison indicators 
include accuracy, accuracy, recall, F1 value, and area under 
the curve, represented by 1-5. The results are shown in 
Table II. 

From Table II, the algorithm proposed in the study has 
values of 98.95%, 98.65%, 99.01%, 99.63%, and 98.73% on 
indicators 1-5, respectively, which are higher than the 
comparative algorithms. This indicates the effectiveness and 
high performance of the algorithm in actual classification. 

TABLE II. COMPARISON RESULTS OF DIFFERENT ALGORITHMS AND 

INDICATORS 

- A B C D E 

1 92.41% 90.91% 95.45% 90.91% 98.95% 

2 88.45% 92.34% 96.45% 89.65% 98.65% 

3 90.21% 95.45% 97.11% 90.01% 99.01% 

4 89.00% 93.16% 98.21% 89.51% 99.63% 

5 82.06% 91.51% 94.63% 79.41% 98.73% 
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V. CONCLUSION 

To achieve the prediction of the actual cutting-edge 
fashion information of current fashion colors, the study 
obtained the SWK-FCM clustering algorithm by improving 
the traditional FCM clustering algorithm. Meanwhile, the 
prediction model of GM (1, 1) and BP neural network was 
constructed on the basis of this clustering algorithm combined 
with the final case information. The performance of 
SWK-FCM clustering algorithm and the effect of the two 
prediction models were analyzed by experiments. The 
experimental results showed that the classification coefficients 
of SWK-FCM clustering algorithm under different conditions 
were 0.9553 and 0.9258, and the classification entropies were 
0.1380 and 0.1837, respectively. The same results were 
presented in the actual clothing color classification. In the GM 
(1, 1) prediction model experiments, the MSE of the GM (1, 1) 
model color prediction using definite case information was in 
the range of 0.000004 to 0.001296, and its MSE could be as 
small as 10

-6
 magnitudes. In the experiments of the BP neural 

network prediction model, the MSE values ranged from 
0.000529 to 0.011025 for the prediction of popular color 
shades, and the overall MSE was 0.0036, which reaches the 
magnitude of 10

-2
. Among the four models compared, the 

mean square error value of the GM (1, 1) prediction model 
using the final case information was 0.00028, which is lower 
than the other compared models.  

Overall, the SWK-FCM clustering algorithm has better 
classification quality, is less susceptible to noise interference 
in actual color classification, and can automatically classify 
color phases. In theory, it can also be applied to other color 
spaces. Among the prediction models constructed on its basis, 
GM (1,1) has a better prediction effect, and both can provide 
corresponding guidance and assistance to stakeholders in the 
clothing ecosystem. However, the amount of popular color 
finalization information selected for the study is too small, 
which increases the difficulty of the study. Therefore, it is 
necessary to increase the amount of data in the future. At the 
same time, the study only analyzed the hue among the three 
attributes of color. In the future, a comprehensive prediction of 
popular colors should be made based on the saturation and 
purity of colors. 
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Abstract—Big data systems are expanding to support the 

rapidly growing needs of massive scale data analytics. To 

safeguard user data, the design and placement of cybersecurity 

systems is also evolving as organizations to increase their big data 

portfolios. One of several challenges presented by these changes 

is benchmarking real-time big data systems that use different 

network security architectures. This work introduces an eight-

step benchmark process to evaluate big data systems in varying 

architectural environments. The benchmark is tested on real-

time big data systems running in perimeter-based and perimeter-

less network environments. Findings show that marginal I/O 

differences exist on distributed file systems between network 

architectures. However, during various types of cyber incidents 

such as distributed denial of service (DDoS) attacks, certain 

security architectures like zero trust require more system 

resources than perimeter-based architectures. Results illustrate 

the need to broaden research on optimal benchmarking and 

security approaches for massive scale distributed computing 

systems. 

Keywords—Big data systems; zero trust architecture; 

benchmarking; distributed denial of service attacks 

I. INTRODUCTION  

Big data systems are unified environments designed for 
massive-scale data analytics. Systems capable of handling 
large amounts of data are becoming more important as the 
volume of data created and communicated over the Internet 
increases [1]. Cybersecurity systems play an important role in 
ensuring the large quantities of data on the Internet remains 
safe. One dimension of several necessary to accomplish the 
latter are next-generation security devices. Intrusion detection 
and prevention systems (IDPSs) properly manage data 
accessibility, privacy, and safety. IDPS algorithms are able to 
identify cyber threats using several mechanisms. This includes 
using prior information from previous attacks, anomalies in 
network packets [1], and machine learning [2]. 

As big data systems become more common, their roles will 
continue to expand. This includes the capability to analyze and 
detect information security vulnerabilities at scale. For 
example, several big data frameworks exist that discover 
distributed denial of service (DDoS) attacks [3]. This 
expansion of roles offers many exciting opportunities for 
organizations. However, as the use of big data systems grows, 
the capability of attackers to leverage associated parallel 
computing power for nefarious reasons also increases [3]. A 

systematic review of 32 papers pertaining to securing big data 
found that a critical need in future research is building more 
secure big data infrastructure [4]. Contributing to the latter 
objective, the researchers demonstrate how varying network 
architectures impact the security and performance of big data 
systems. 

Organization of the paper is as follows. Section II reviews 
literature on intrusion detection and prevention methods for big 
data systems. Section III outlines the research design and 
methodologies used to test perimeter-based security and 
perimeter-less security applied to a big data system 
environment. Section IV describes the research results. Section 
V concludes the study by discussing the limitations and future 
outlook. 

II. LITERATURE REVIEW 

Work is necessary to optimize both the information security 
and performance of distributed systems. Today, several open-
source big data frameworks provide remarkable potential for 
solving challenging data science and related problems by 
leveraging powerful parallel and distributed data processing. 
However, securing these systems often carries performance 
penalties. The review of literature that follows explores 
research on the impact of various IT infrastructure security 
strategies and their influence on big data environments. It 
begins by reviewing comprehensive surveys most closely 
related to information security and big data systems. 

A. Surveys of Big Data and Intrustion Detection 

Previous systematic reviews of literature focused on 
information security and big data provide a vast array of 
objectives. A prominent theme is using deep learning [1] and 
machine learning [2] to assist in detecting or preventing 
cybersecurity attacks. This line of research often utilizes deep 
learning or machine learning algorithms for near real-time data 
protection. 

A recent and well cited comprehensive survey in [1] 
evaluates how deep learning is used for intrusion detection 
systems in the cybersecurity domain. It found notable contrasts 
between machine learning approaches in cybersecurity and 
deep learning. Conventional machine learning approaches 
utilized in  cybersecurity were classified by approaches such as 
artificial neural networks (ANNs), Bayesian networks, decision 
trees, fuzzy logic, k-means clustering, k-nearest neighbor 
(kNN) algorithm, and support vector machines (SVMs). The 
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survey centered on deep learning focal intrusion detection 
methods that included autoencoders (AEs), convolutional 
neural networks (CNNs), deep belief networks (DBNs), 
generative adversarial networks (GANs), and long short-term 
memory (LSTM) recurrent neural networks [1]. 

AEs, DBNs, and GANs were highlighted in [1] for their 
unsupervised learning strengths. In the absence of gradient 
estimation, AEs can use gradient descent to train data. A 
strength of LSTM is its capabilities in analyzing time-series 
data. CNNs do not need as much data processing prior to 
evaluation as certain algorithms and is able to classify cyber-
attacks using multiple characteristics well. Combined, the 
survey of literature finds that AEs, CNNs, DBNs, GANs, and 
LSTM networks each have potential to improve intrusion 
detection methods. Furthermore, the survey [1] outlined the 
importance of dataset reliability when evaluating deep learning 
intrusion detection effectiveness. Variance in cybersecurity 
attack datasets can introduce model bias when comparing 
multiple deep learning methods. Thus, any biases in attack 
datasets or data from live systems could increase spurious 
results [1]. 

A subsequent theme in the literature concentrates on 
cybersecurity and privacy prevention in big data applications. 
While this research again employs various data science 
methods to detect or prevent data breaches, it also illustrates 
how big data techniques can prevent information privacy 
issues. Research in [4] led to a proposed model for enhancing 
information privacy. The model highlights people, 
organizations, society, and government roles. It leverages IDS, 
IPS, and encryption as its primary techniques to prevent data 
breaches [4]. 

B. Big Data Architectures and Information Security 

As big data evolves, the supporting infrastructures will 
require proper encryption, intrusion detection, and intrusion 
prevention. Changing architectures within computer networks, 
messaging techniques, and undefined communication methods 
introduce numerous challenges. In a 2014 study Mitchel and 
Chen [5] recognized this paradigm. Their emphasis on cyber-
physical systems (CPS) ranging from smart grids to unmanned 
aircraft systems led to the classification of four primary 
intrusion detection categories. These include legacy 
technologies, attack sophistication, closed control loops, and 
physical process monitoring. Each of the latter is narrow 
concepts as they relate to the broader field of intrusion 
detection, underlying the unique customization of IDSs for 
cyber-physical systems [5]. 

Three years later Zarpelo et al. [6] outlined a similar but 
distinct paradigm; intrusion detection focal to the Internet of 
things (IoT). The researchers stated that IoT has similar 
information security matters as the Internet, cloud services, and 
wireless sensor networks (WSNs). Despite similarities, IoT 
information security approaches are distinct, according to the 
authors due to concepts such as data sharing between users, the 
volume of interconnected objects, and the amount of 
computational power of the associated devices. Like cyber-
physical systems, IoT presents diverse challenges to the design 
of instruction detection systems [6]. 

Designing secure cloud computing environments poses 
several novel problems at multiple infrastructure layers. As an 
example, cloud resources can be leased by numerous vendors 
focused on varying as-a-service models such as infrastructure 
as a service (Iaas), platform as a service (PaaS), and/or 
software as a service (SaaS). Multi-cloud applications rely 
upon the seamless integration of cloud resources from 
providers focused on one or many as-a-service types, which 
continue to expand. In Casola et al. [7] a model is outlined for 
designing, creating, and implementing multi-cloud 
applications. The flexible approach accounts for varying as-a-
service components. Security-by-design is a primary objective 
of the process lifecycle between the functional design of multi-
cloud applications and the security design. The functional 
design phase defines the application logic, interconnections of 
services, and resource requirements. In the security design 
phase, each cloud element is assessed in terms of security risks 
and security needs. Security policies and controls are designed 
based on the latter requirements. Similar to CPS [5] and IoT 
[6], the multi-cloud application model is a subsequent example 
of how information security solutions play a prominent role 
due to the systems’ distinct architectural and infrastructure 
layers. 

Securing big data environments or leveraging associated 
techniques like machine learning to enhance information 
security intertwines numerous fields include but not limited to 
CPS, IoT, and cloud computing. Like big data systems, CPS 
requires cybersecurity protection [8] of private data [9]. Big 
data, IoT, and CPS often overlap through the ad hoc interfaces 
of systems such as smart vehicles, buildings, factories, 
transportation systems, and grids [10]. As a vulnerable attack 
surface, IoT advances the need for intelligent information 
security. 

Machine learning [11], including ensemble intrusion 
detection [12], and IDS design [13] are proposed techniques to 
mitigate malicious cybersecurity attacks. Due in part to porous 
attack surfaces in cloud centric big data, IDSs may require 
collaborative frameworks [14]. In [15], fuzzy c means cluster 
(FCM) and support vector machine (SVM) were proposed as a 
collaborative technique for IDS detection rates. Compared to 
other mechanisms, the proposed hybrid FCM-SVM showed 
lower false alarm ratios and higher detection accuracy [15]. 
Furthermore, [16] illuminates the need for scaling IDS 
detection algorithms using the resources of parallel computing 
in the cloud. 

In [17] the researchers propose the BigCloud security-by-
design framework. The framework draws from the need to 
integrate big data security into the system development 
lifecycle. Its primary cloud application domain is focal to 
infrastructure as a service. It notes IaaS as one of the faster 
growing as-a-service options for big data. The model helps 
design and enforce secure authentication, authorization,  data 
auditability, availability, confidentiality, integrity, and privacy. 
However, its IaaS concentration could provide greater benefits 
to as-a-service components specific to host operating systems, 
hypervisors, networking, and hardware [17]. Similar to IaaS, 
the evolution of serverless platforms and Function-as-a-service 
(FaaS) applications requires careful security design to 
overcome security threats that new services often suffer [18]. 
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While distinct, CPS, IoT, cloud computing, and big data are 
merely a few examples of why designing intrusion detection 
and prevention systems remains highly elastic in modern 
computational architectures. As the information technology 
landscape changes, information security bends to meet the 
evolving needs of the complete environment. To conclude the 
literature review, the authors will outline several relevant 
studies introducing potential solutions to design stronger 
information security controls for big data systems. 

C. Encryption 

An ongoing challenge in distributed big data systems is 
securing communication between multiple systems operating 
across various computer networks. Apache Hadoop and 
Apache Spark are examples of big data frameworks that 
present several opportunities for attackers to access the data 
they facilitate. Central to big data frameworks is the ability to 
use parallel processing to analyze massive amounts of data. 
MapReduce is one of many programming paradigms that 
leverages Hadoop to extract valuable knowledge from large 
volumes of data. However, like most application or service 
modules within big data frameworks, MapReduce highlights 
the vast attack vectors that exist in distributed big data systems. 
MapReduce examples in literature include side channel attacks 
[19], job composition attacks [20], and malicious worker 
compromises in the form of distributed denial-of-service 
(DDoS) or replay attacks [21], Eaves dropping and data 
tampering [22]. Encryption is a primary countermeasure to 
secure transmissions and prevent data leaks between big data 
servers [19]. 

A primary objective in addressing cybersecurity attacks on 
parallel processing services is identifying and preventing leaks 
that often occur during data transmission between distributed 
worker nodes, also referred to as DataNodes in Apache 
Hadoop. These unique yet integrated servers work in parallel to 
complete MapReduce jobs. Often in Hadoop, data is stored and 
retrieved from the Hadoop Distributed File System (HDFS). In 
[19] side-channel attacks are addressed that can occur between 
MapReduce workers that utilize HDFS for data storage. These 
types of cybersecurity attacks can target worker nodes to 
extract valuable information pertaining to MapReduce jobs 
such as the amount of packet bandwidth. This further 
contributes to successful pattern attacks. The authors proposed 
a solution to this vulnerability labeled Strong Shuffle that 
enforces strong data hiding between workers [19]. In contrast 
to alternative countermeasures such as correlation hiding in 
[20], Strong Shuffle avoids leaking the number of records 
accepted by each reducer during MapReduce runtime. Secure 
plaintext communications is a function of semantically secure 
encryption in the Strong Shuffle solution [19]. 

In [19] data communicated between Hadoop DataNodes 
and stored in HDFS is encrypted with semantically secure 
AES-128-GCM encryption. Although the latter helps prevent 
clear text leakage between MapReduce jobs in Hadoop, 
encryption in big data environments has limitations. For 
example, encrypted databases can still reveal certain 
information during operations that include table queries. 
Deterministic encryption and order-preserving encryption can 
leak the equality relationship and the order between records. 
One proposed solution is semantically secure encryption. In 

[23] the authors propose a semantically secure database system 
named Arx. Alternative to order-preserving encryption, 
semantic security within Arx only allows an attacker to extract 
order relationships and frequency of the direct database query 
in use in contrast to the entire database. The authors note that 
worst-case attackers would gain as much information from a 
data leak as deterministic or order-preserving encryption over 
time [23]. While methods such as encryption and 
authentication help with cross-node data leaks, they do not 
prevent other attacks, such as DDoS and passive network 
eavesdropping [21]. A subsequent countermeasure is the 
effective design and implementation of intrusion detection and 
prevention systems [14]. 

D. Next-Generation Security and Big Data Systems 

Next-generation security at a high level can detect and 
prevent malicious cybersecurity attacks. Much of the literature 
focuses on identifying malicious network packets in real-time. 
The comprehensive survey in [24] reviews how modern data 
mining techniques are evolving to meet real-time detection 
needs. The review classifies intrusion detection systems by 
architecture, implementation, and detection methods. Detection 
methods are categorized as anomaly-based, signature based, 
and hybrids. Signature based methods or misuse often rely 
upon a database that defines patterns or existing malicious 
attack signatures. Anomaly detection can detect non-normal 
network traffic behavior that has yet to be defined in a 
signature database. Data mining methods including supervised, 
unsupervised, and hybrid learning are being used to improve 
anomaly-based intrusion detection systems [24]. 

While supervised, unsupervised, and hybrid learning IDS 
research continues to progress [24], the ongoing need to 
improve existing big data implementations remains. In several 
systematic literature reviews [1, 2, 3, 24], IDSs are known to 
have limitations that contradict the performance benefits of 
parallel processing and distributed computing. For example, 
large signature based systems drain CPU and memory 
resources [24]. While researchers continue to advance areas of 
intrusion detection such as packet anomalies and encryption, 
only a few studies are advancing security by design and its 
effects on varying big data architectures [1]. To address this 
need, the authors of this study designed a distributed big data 
system over a wide area network to explore the performance of 
distributed nodes under different network traffic loads. 

III. METHODS 

This research methodology follows the design science 
approach in [25] and [26]. Design science is based on a 
scientific framework for IT research. As March and Smith [25] 
outline, IT research should consider natural and design science 
as a method to build and evaluate tangible objects. Within this 
philosophy, objects often have outputs in the form of models or 
instantiations. Instantiations associate with new artifacts in the 
design science methodology and the understanding of the 
artifact in its environment [25]. IT artifacts can be realized in 
many forms such as through the design of an object that helps 
solve business problems [26]. 
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A. Organizational Problem 

Central to the organizational problem in this study is the 
need to architect a real-world or simulated big data 
environment that generates important inputs and outputs. In the 
case of this study, several architectural layers require design, 
configuration, benchmarking, and evaluation that accurately 
represent industry big data system implementations. These 
research activities could establish a more mature model for 
IDPS placement in evolving network architectures. Design 
science methods guide the latter activities [26]. 

Big data clusters can have thousands of nodes. Attempting 
to secure individual servers poses several issues ranging from 
significant costs to lost computational resources. Important to 
the artifact design process is the creation of an IDS and IPS 
testing environment that results in minimal disruption to 
existing big data infrastructures. Additionally, the authors 
constructed an experimental setup similar to several local small 
business environments that are readily available, relatively 
inexpensive, and relevant to a broad audience. Therefore, the 
testing environment is limited to several small commodity 
virtual machines (VMs) operating in physically distanced data 
centers. The authors will briefly outline the network 
architecture, hardware, software used in the experimental 
environment. 

B. Network Architecture 

Fig. 1 depicts the baseline network architecture used in this 
study. The experimental network emulates a small to medium-
sized business with a 200 Mbps dedicated lease line between 
four distinct physical locations. Connections are 1 Gbps copper 
from the demarcation point to the LAN nodes. Each server is 
connected to layer 2 switches followed by a layer 3 Cisco 
Systems enterprise class router. 

 

Fig. 1. Perimeter-based security network architecture. 

The cybersecurity servers labeled “CyberOne” to 
“CyberFour” illustrate the systems used to attack the big data 
cluster. The big data cluster includes four servers labeled 
“SparkOne” to “SparkFour.” One streaming server is depicted 
as the data stream located in the same local area network 
(LAN) as SparkOne. Four intrusion detection and prevention 
systems are situated between each big data server and its 
extrinsic networks. 

C. Hardware 

The big data servers run on parallel Dell hardware [27]. 
The hardware is manufactured on the same date and shipped in 
the same container. The testing server used the same single 
Intel CPU with 16 logical cores and 32 GBs of physical 
random-access memory. The baseline Intel CPU benchmark 
average results from the PassMark version 10 performance test 
[29] are 2,799 MOps per second for a single thread and 5,443 
megabytes per second for data encryption. 

Cisco RV series routers with integrated firewalls exist 
between each Apache Spark node and the external network. 
Cisco Firmware 1.0.3.55 is in use with the default firewall 
ruleset. The authors added customized rules that allow the 
internal LAN IP addresses to communicate on the necessary 
Apache HDFS and Spark ports. Subsequent ports are blocked 
[28]. 

D. Big Data Systems 

Each big data server and streaming server used equivalent 
software and versions. Systems ran on the Ubuntu server 
20.04.3 LTS operating system. Installed software included Java 
11, Python 3.8, Apache Hadoop 3.2, and Apache Spark 3.2. 
The big data environment is comprised of five servers. This 
includes one primary cluster manager labeled SparkOne and 
three secondary work nodes labeled SparkTwo, SparkThree, 
and SparkFour. Apache Spark is tuned using optimal 
parameters such as those specified in [30] and [31]. HDFS 
disks are balanced between nodes with DFS replicating three 
blocks. The data stream denotes the independent Spark 
streaming instance. 

SparkOne is the primary node in the testing environment 
used in this study. It is comprised of the driver program. The 
driver program executes the big data application’s main() class 
and generates the SparkContext [32]. SparkContext is capable 
of using various big data resource managers. Tests in this study 
use Yet Another Resource Negotiator (YARN) as the 
distributed cluster manager [33]. 

SparkContext helps communicate application jobs 
containing code in various forms such as Python and JAR files 
to the executors on the worker or secondary nodes in the 
cluster. YARN has two primary high-level components labeled 
the NodeManager and ResourceManager. Secondary nodes in a 
big data cluster managed by YARN each have a NodeManager. 
Its function is to manage containers on each server. Containers 
encompass resources such as network, disk, CPU, and 
memory. These are allocated properly to facilitate task 
execution. The YARN ResourceManager consists of the 
ApplicationsManager and the Scheduler. While the Scheduler 
determines the necessary resources for each application the 
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ApplicationsManager identifies which container the application 
will use and subsequently monitors their task execution [33]. 

Apache Spark and HDFS replicate between three secondary 
big data servers. The secondary or worker nodes labeled 
SparkTwo, SparkThree, and SparkFour contain executor 
processes. An executor process remains throughout the runtime 
of tasks that each worker is allocated by the cluster manager. 
Every application receives its own executor process and/or 
processes as necessary. The driver program on SparkOne is 
configured to listen for executor process communications from 
the secondary nodes until the job is completed. Per Apache 
Spark documentation in [32], when possible, the driver 
program should be on the same local area network as the 
worker nodes due to the latter communication. In the 
experimental network design, the worker nodes are physically 
distanced. Therefore, Spark is optimized to open local remote 
procedure calls on the worker LANs [32]. 

E. Attack Systems 

Although the cybersecurity servers ran on the same 
hardware as the big data servers, they used different software. 
CyberOne, CyberTwo, CyberThree, and CyberFour each 
delineate a server used to carry out cyber-attacks on the big 
data cluster. The software includes the Kali Linux operating 
system running the 5.14 kernel. Kali Linux is an open-source 
operating system based on Debian Linux. It is designed for 
numerous information security objectives such as reverse 
engineering, forensics, pen testing, and research [34]. 

F. Intrustion Detection and Prevention Systems 

Consistent with Fig. 1, the baseline IDS and IPS systems 
are located between the cyber-attack and big data systems. 
Regardless, the authors manipulate the placement of these 
systems throughout each experimentation. As a simulated 
construct in the research methodology, the authors propose that 
IDS and IPS architecture placement predicts data streaming 
performance between worker nodes. Performance evaluation of 
this potential construct is an important step toward advancing a 
future IDPS placement framework for physically distanced big 
data systems. 

The authors implemented Snort and Suricata, two popular 
open-source IDS and IPS systems. Snort is developed by Cisco 
Systems. It serves as a leading intrusion detection engine and 
rule set for Cisco next-generation firewalls and IPSs. Its 
mechanisms for detecting and preventing security threats 
continue to evolve. However, a fundamental capability during 
this writing is the formation of rules. In contrast to traditional 
methods such as signature-based detection, rules focus on 
vulnerability detection [35]. Suricata is developed by the Open 
Information Security Foundation (OISF). Similar to Snort, 
Suricata can use rules to detect and block cyber-attacks [36]. 

Version 2.9.7 of Snort ran with libpcap version 1.9.1 and 
version 8.39 of the payload detection rules. Suricata testing 
uses version 6.0.6 with the emerging threats open ruleset. The 
authors customized the latter default Snort and Suricata rulesets 
to secure the distributed nodes. The rulesets are parallel in 
count and type (e.g. alert, drop) to control significant variations 
in resource contention. Suricata and Snort use the same rules in 
the tests, except for minor incompatibilities. Where 

incompatible, the rules are adjusted to perform the same action 
in both IDSs at parallel throughput rates. 

Snort and Suricata run on the same server hardware and 
operating systems as the big data servers. A second NIC allows 
the servers to act as gateways between trusted and untrusted 
networks. The servers communicate between the local area 
networks using Transport Layer Security (TLS) and Secure 
Shell (SSH) Protocols. Ubuntu server 20.04.3 LTS is 
configured using OpenSSH version 8.2 and OpenSSL version 
1.1.1. 

G. Benchmarks 

The authors developed custom benchmarks to identify how 
big data clusters perform under various IDS physically 
distanced network architectures. The benchmarks perform two 
significant network load functions, 1) streaming unstructured 
data to the Spark big data cluster and 2) flooding the Spark 
nodes via DDoS attacks. Network and system benchmarking 
uses version 16m of the nmon source code to measure network 
performance. Originally developed by IBM, nmon is an open-
source Linux project that monitors system resource utilization. 
Performance metrics include CPU, disk, memory, and 
networking [37]. 

The authors follow the design science methodology [25] to 
design and implement an IDS placement experiment for 
physically distanced big data systems. Next, the authors 
construct a series of tests to determine how IDS locations 
influence real-world distributed worker nodes. 

IV. RESULTS 

Each of the tests followed an eight-step process, 1) network 
architecture is determined and implemented, 2) IDPS locations 
are identified and configured, 3) IDPS customized rulesets are 
implemented, 4) the big data system cluster is started and 
tested as operational, 5) data streams to the cluster are invoked, 
6) DDoS attacks are executed, 7) the benchmarks are run, and 
8) the researchers maintain and monitor the testing 
environment for anomalies. Each of the tests was repeated 
three times to ensure saturation existed in the results. 

A. Test 1 Perimeter-Based Security Results 

Fig. 1 illustrates the IDPS placement location for the first 
test. The cloud represents the leased line between the 
geographical sites. Below the cloud icon is the selected IDPS 
solution followed by the Apache Spark cluster. Network 
architecture in the first test follows Cisco Systems’ best 
practices for a collapsed data center and LAN core [38]. Within 
this design, a hardware-based IDPS is situated between the 
public untrusted and private trusted networks. Test one 
includes a traditional perimeter Cisco Systems IDPS. 
Individual Spark nodes are networked in a single VLAN 
connected through the collapsed core. 

In contrast to the network architecture in Fig. 1, CyberOne 
through CyberFour servers are not deployed for tests 1-3. In 
each of these tests, typical network traffic is present void of 
any DDoS attacks. 

Benchmark metrics are specific to the big data systems 
unless otherwise specified. During the data stream, HDFS is 
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writing 128 MB blocks to disk on all three Spark worker nodes 
at a constant rate. Inconsequential wait time exists on disk 
reads and writes. Average CPU utilization per thread or 
“CPU%” on the big data worker nodes is 4.3% during the first 
test. The average time a process waits for an input-output (I/O) 
to complete or “wait%” is 0.3. The average number of 
processor context switches per second is 1,728, identified as 
“PWps” hereafter. 

The authors measured network performance between each 
of the Spark nodes using four metrics. Metrics are captured on 
the worker node network interface cards. The first performance 
variable measures the average number of all network packet 
reads per second (APRps). The second variable captures the 
average number of all network packet writes per second 
(APWps). The measure “APIORkBs” refers to the amount of 
network I/O read traffic in kB per second sent between the 
servers. The fourth metric, “APIOWkBs,” indicates the amount 
of network I/O write traffic in kB per second sent between the 
servers. 

Fig. 3 illustrates the average network I/O (KB/s) on each 
Apache Spark node in tests 1-3 while Fig. 4 demonstrate the 
average network I/O (KB/s) on each Apache Spark node in 
tests 3-6. 

In the perimeter-based network architecture, the average 
APRps reads per second are 637 across all Spark worker nodes. 
The average APWps writes per second are 620. The average 
APIORkBs read traffic between all Spark worker nodes is 80 
while APIOWkBs is 78. The authors reconfigured the network 
architecture in the subsequent test to provide further insight 
into IDPS placement impact on distributed big data systems. 

 
Fig. 2. Perimeter-less security network architecture. 

B. Tests 2-3 Perimeter-less Security Results 

 Fig. 2 demonstrates the big data network designed for 
tests two and three. Network architecture uses a modified 
perimeter-less design proposed by Kotantoulas [39]. In contrast 
to the traditional perimeter IDPS location in Fig. 1, every big 
data worker node is in a zero trust network. The authors 
designed an SD-WAN trust boundary to secure each big data 
node. The boundary consists of Snort and Suricata intrusion 

detection and prevention security gateways. Similar to the 
virtual software defined perimeter (vEPC) proposed by Bello et 
al. [40], this study’s zero trust software-based system acts as a 
security gateway for all distributed servers. Sparkone through 
Sparkfour are designed to operate securely in most cloud 
architectures in this model by integrating an SDN security 
stack on each physically distanced server. The integrated IDPS 
gateways control and authorize incoming and outgoing 
network communication. The design emulates the trust 
boundary surrounding the cloud edge in [39] using the SSH 
and TLS protocols. Gateways authenticate and connect the 
distributed systems using a 3072-bit key generated by the 
Rivest–Shamir–Adleman (RSA) algorithm. 

Benchmark results for test 2 with Snort SDN gateways 
show the wait% is 0.413% and CPU% is 12.54%. Results from 
this study show that CPU resource consumption is over two 
times greater in the zero trust architecture than the perimeter 
network design. Test 3 with Suricata SDN gateways results in 
11.05% CPU% and 0.342% wait%. Similar to the perimeter-
less design in test 2, test 3 used considerably more CPU 
resources than test 1. Despite similar rulesets, Suricata SDN 
gateways used slightly less CPU than Snort. 

In the test 2 perimeter-less network architecture the average 
APRps reads per second are 2,198 across all Spark worker 
nodes. The average APWps writes per second are 653. The 
average APIORkBs read traffic between all Spark worker 
nodes is 298 in test 2, APIOWkBs is 82. 

 
Fig. 3. Tests 1-3 spark per node network I/O in KB/s. 

The test 3 network architecture had similar results to test 2. 
The average APRps reads per second are 2,120 across the 
distributed Spark systems. The average APWps is 611. 
APIORkBs between the big data servers is 289 and 
APIOWkBs is 77. Fig. 3 illustrates the average network I/O 
(KB/s) on each Apache Spark node in tests 1-3. These results 
indicate that network traffic and network I/O are nominal when 
writing to HDFS in all network architectures within this study. 
In contrast, the number of packets the systems have to read is 
higher in the perimeter-less network architectures. APRps is 
over three times higher in tests 2 and 3 than in test 1. 
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C. Test 4 Perimeter-Based DDoS Attack Results 

Test 4 uses the network architecture (Fig. 1), parallel to test 
1. Perimeter-based intrusion detection and prevention systems 
protect the internal LANs of the Spark nodes. CyberOne 
through CyberFour are active in test 4. The cyber servers are 
configured to flood the big data cluster with unlimited TCP 
SYN handshakes. 

Benchmark results for the big data servers during the DDoS 
attacks parallel test 1 in test 4. In test 4, the IDPSs prevented 
additional CPU load and network load on the big data servers. 
In the test case, the hardware IPSs successfully blocked the 
DDoS attacks. 

D. Tests 5-6 Perimeter-less DDoS Attack Results 

Tests 5 and 6 are similar to tests 3 and 4. However, DDoS 
attacks are administered on the big data cluster. Tests 5-6 use 
the (Fig. 2) perimeter-less security network architecture. Test 5 
uses the Snort-based SDN security boundary, while test 6 uses 
Suricata. CyberOne through CyberFour are active in tests 5 and 
6. The cyber servers execute DDoS attacks on the big data 
cluster by flooding the servers with unlimited TCP SYN 
handshakes. 

Snort and Suricata security gateways successfully protect 
the big data systems from DDoS attacks in a zero trust network 
in tests 5 and 6; however, at the expense of local computational 
resource increases. Results for test 5 with Snort SDN gateways 
show the wait% is 0.308% and CPU% is 13.8%. CPU resource 
consumption increases on average over 1% on the big data 
servers during the DDoS attacks. Test 6 with Suricata SDN 
gateways results in 11.95% CPU% and 0.337% wait%. DDoS 
attacks increased average CPU% by 0.9% across big data 
systems. Suricata SDN gateways used slightly less CPU than 
Snort SDN gateways during the DDoS attacks. 

Within the test 5 perimeter-less network architecture the 
average APRps reads per second are 4,762 across all 
distributed by data secondary nodes. The average APWps 
writes per second are 626. The average APIORkBs traffic 
between the distributed systems is 425. APIOWkBs is 79. 

 

Fig. 4. Tests 4-6 spark per node network I/O in KB/s. 

The Suricata gateways in test 6 have average APRps reads 
per second of 4,311 across the distributed Spark systems. 
Average APWps is 661. APIORkBs between the big data 
servers is 416 and APIOWkBs is 81. Fig. 4 demonstrates the 
average network I/O (KB/s) on each Apache Spark node in 
tests 3-6. 

E. Test 7 Perimeter-Based DDoS Attack Results 

Test 7 shares the same network architecture as test 1 and 
test 4, illustrated in Fig. 1. To decipher how the DDoS attacks 
affect the big data servers in the perimeter-based network 
architecture without IDPS protection, test 7 repeats test 4 but 
allow all network traffic from CyberOne through CyberFour to 
the big data cluster. When the DDoS attacks are allowed 
through the perimeter IPSs in the Fig. 1 network architecture, 
results show an average CPU% of 17.9% across all distributed 
big data systems. Predictably, network packets increase in test 
7 compared to tests 1 and 4. APRps is 2,895 while APIORkBs 
is 518. Test 7 has the highest APIORkBs of all network 
benchmarks performed in this study. 

F. Discussion of the Results 

The results illustrate that network traffic and network I/O 
have marginal differences when writing to HDFS in the 
network architectures studied. CPU resources and network 
traffic read by the operating systems increased in zero trust 
network architectures. The most substantial differences were 
between tests 4 and 5. During the DDoS attacks, the big data 
servers required more CPU resources in the perimeter-less 
security network architecture. In test 5, APIORkBs are 
considerably higher at 425 than test 4 at 80. This additional 
traffic is partly due to the SDN security boundaries necessary 
to protect the systems in a zero trust network environment. 

Shifting compute resources closer to individual devices 
may be necessary as network security perimeters dissipate. 
However, zero trust architectures in the experimental 
environment reduced cluster performance. Therefore, 
additional research is beneficial to optimize the design of 
perimeter-less network environments. 

G. Limitations 

Several environmental factors limit the results. Site-to-site 
networks were on leased 200 Mbps connections. Future studies 
might consider leased lines capable of establishing more robust 
data streams to the distributed nodes. A subsequent restriction 
is the number of architectures and communication technologies 
tested. Similar to the architecture in [40], gateways allow for IP 
Security (IPsec) or Transport Layer Security (TLS) protocols. 
Future IDPS SDN gateways could add this layer of encryption 
in a software-defined security boundary between geo-
distributed big data systems. The outlined limitations 
emphasize the need for future research to investigate more 
extensive network architectures and IDPS technologies for big 
data system security. 

V. CONCLUSION 

As the volume of data expands, organizations require big 
data systems to perform large-scale data analytics. One of 
several needs for these systems is effective intrusion detection 
and prevention strategies. This paper builds a review of the 
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literature on methods used to reduce cybersecurity threats in a 
range of network architectures that big data systems operate. 
Findings from literature suggest intrusion detection and 
prevention systems can respond to certain security attacks. 
However, a potential disadvantage of capable security systems 
is the impact on big data system cluster performance. Using a 
design science approach, the authors develop an eight-step 
process to benchmark big data systems in varying network 
architectural environments. The new benchmark process is 
tested on real-time big data systems running in perimeter-based 
and perimeter-less network environments. During DDoS 
cyber-attacks, perimeter-based network architectures 
outperformed perimeter-less network architectures. This 
underlines the importance of optimizing the design of zero trust 
architectures for distributed big data systems. 
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Abstract—The smart city concept originated a few years ago 

as a combination of ideas about how information and 

communication technologies can improve urban life. With the 

advent of the digital revolution, many cities globally are investing 

heavily in designing and implementing smart city solutions and 

projects. Machine Learning (ML) has evolved into a powerful 

tool within the smart city sector, enabling efficient resource 

management, improved infrastructure, and enhanced urban 

services. This paper discusses the diverse ML algorithms and 

their potential applications in smart cities, including Artificial 

Intelligence (AI) and Intelligent Transportation Systems (ITS). 

The key challenges, opportunities, and directions for adopting 

ML to make cities smarter and more sustainable are outlined. 
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I. INTRODUCTION 

A. Background 

According to the reports [1], by 2050, the global urban 
population is expected to reach 70%. This surge in 
urbanization will drastically impact cities' environment, 
management, and security. To efficiently handle the meteoric 
growth in urbanization, many countries have proposed the 
concept of smart cities to manage resources and optimize 
energy consumption effectively [2]. Smart city projects can 
precisely ensure a green environment by developing and 
adopting low-carbon emission technologies. Urbanization has 
witnessed unprecedented growth in recent decades, with an 
increasing number of people migrating to cities for better 
opportunities and improved quality of life [3]. This rapid urban 
expansion brings numerous challenges, such as increased 
energy consumption, traffic congestion, inadequate 
infrastructure, and environmental degradation [4]. In response, 
smart cities have emerged as a transformative approach to 
incorporate advanced Information and Communication 
Technology (ICT) based hardware and software in urban 
planning [5]. The smart city utilizes ICT to enhance 'citizens' 
quality of life, foster the economy, facilitate a process to 
resolve transport and traffic problems through proper 
management, encourage a clean and sustainable environment, 
and provide accessible interaction with the relevant authority of 
the government [6]. The increased urban expansion and 
innovations in urban planning and ICT have encouraged 
planners to focus on promoting the smart city's concept, which 
considers the well-being of the urban population by focusing 
on a combination of human, environmental, social, cultural, 

energy, information access and usage, and other technological 
advances [7]. Moreover, as urbanization continues to surge, 
efficient and sustainable urban public transportation becomes 
increasingly vital. Association rule mining, a key data analysis 
technique, plays a crucial role in optimizing public 
transportation systems by uncovering valuable insights from 
large datasets. These insights enable cities to enhance 
transportation efficiency, reduce congestion, and improve 
overall mobility. The quality of urban public transportation 
directly impacts the daily lives of millions, affecting everything 
from commute times to air quality. By harnessing the power of 
data analytics, cities can provide residents with reliable, 
accessible, and eco-friendly transportation options, ultimately 
contributing to improved urban well-being and reduced 
environmental impact [8]. 

The proliferation of digital sensors, Internet of Things (IoT) 
devices, and the availability of vast amounts of data has created 
new possibilities for harnessing information to optimize urban 
systems and services [9, 10]. Machine Learning (ML), a branch 
of Artificial Intelligence (AI), has emerged as a key technology 
within the smart city context. It enables cities to analyze and 
extract valuable insights from the vast amounts of data 
generated by various sources, including sensors, social media, 
and municipal databases [11]. ML techniques can uncover 
patterns, correlations, and trends that may go unnoticed, 
enabling more informed decision-making and proactive 
interventions [12]. By applying ML algorithms to urban data, 
cities can gain actionable insights and predictive capabilities in 
energy management, transportation planning, waste 
management, public safety, and citizen engagement. These 
ML-driven applications have the potential to transform 
traditional urban systems into intelligent, adaptive networks 
that optimize resource utilization, improve service delivery, 
and enhance the overall quality of life for residents [13, 14]. 
However, deploying ML in the complex and dynamic urban 
environment comes with challenges, ranging from data privacy 
and security to ensuring ethical and fair AI practices. 
Addressing these challenges is crucial to realizing the full 
potential of ML for smart cities and creating sustainable urban 
ecosystems that meet the evolving needs of residents [15-17]. 

B. Literature Review 

The emergence of smart cities represents a pivotal response 
to the challenges posed by rapid urbanization and the 
increasing demand for improved urban infrastructure and 
services. As cities grow and evolve, the need to optimize 
resource management, enhance citizen well-being, and ensure 
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environmental sustainability has become paramount. This 
paradigm shift towards smart urbanization is deeply 
intertwined with the advancements in Information and 
Communication Technology (ICT) and, more notably, the 
integration of ML and Artificial Intelligence (AI) into urban 
planning and governance. In the realm of ML and AI, an 
extensive body of research has explored their applications 
across diverse domains, from healthcare to finance and beyond. 
Within the context of smart cities, these technologies offer 
unparalleled opportunities for data-driven decision-making, 
predictive analytics, and automation of urban processes. 
Studies have demonstrated the potential of ML algorithms in 
optimizing energy consumption, streamlining transportation 
systems, enhancing public safety, and promoting sustainable 
environmental practices. Moreover, ML-driven citizen 
engagement strategies have shown promise in fostering 
community collaboration and tailoring services to individual 
needs [18]. 

In addition to these technological advancements, the rise of 
ML in smart cities aligns with broader societal trends, such as 
the increasing importance of sustainability and the demand for 
efficient public services. Policymakers, urban planners, and 
researchers recognize the potential of ML to address the 
complex and interconnected challenges of modern urban 
environments [19]. However, the adoption of ML in the urban 
context is not without its hurdles. Privacy concerns, data 
quality, ethical considerations, and the need for scalable and 
interpretable ML models are among the critical issues that 
warrant careful consideration. This literature review establishes 
the significance of the research question by highlighting the 
transformative potential of ML in smart cities, drawing upon 
existing research and the broader context of urban 
development. It underscores the need for comprehensive 
exploration of ML applications, challenges, and opportunities 
within the smart city framework, which serves as the core 
focus of this paper. 

C. Objectives 

This review paper aims to provide a comprehensive 
overview of the applications of ML in the context of smart 
cities. We aim to explore the various ML techniques employed, 
their impact on urban life, and the challenges and opportunities 
associated with their implementation. By examining the current 
state of ML applications in smart cities, we can identify key 
trends, gaps, and potential future directions for research and 
development. 

D. Structure of the Review 

This paper is organized into several sections to provide a 
structured analysis of ML applications for smart cities. 
Section II introduces the foundations of smart cities and ML, 
highlighting their integration and the potential benefits they 
offer when combined. Section III explores a range of 
applications where ML has been successfully applied in smart 
cities, such as smart energy management, intelligent 
transportation systems, urban planning and development, 
public safety and security, waste management and 
environmental monitoring, healthcare and well-being, and 
citizen engagement and participation. Section IV highlights 
future directions and research trends in ML for smart cities, 

such as explainable AI, edge computing and distributed ML, 
federated learning for privacy preservation, IoT integration, 
and the emergence of urban data marketplaces and governance. 
Finally, Section V concludes the review by summarizing the 
key findings, implications, and recommendations for adopting 
ML in building smarter and more sustainable cities. 

II. FOUNDATIONS OF ML IN SMART CITIES 

This section provides a solid foundation by introducing the 
key concepts and principles underlying smart cities and ML. It 
offers an overview of the fundamental elements of smart cities, 
including their objectives, characteristics, and the integration of 
technology and data-driven approaches. Furthermore, this 
section explores the core principles and techniques of ML, 
emphasizing their relevance and applicability within the 
context of smart cities. 

A. Overview of Smart Cities 

Smart cities represent a paradigm shift in urban 
development, driven by the rapid advancement of technology 
and the need to address the complex challenges faced by 
growing urban populations. At its core, a smart city leverages 
innovative technologies, data analytics, and connectivity to 
transform urban environments into intelligent, efficient, and 
sustainable ecosystems. The objectives of smart cities are 
centered around improving the quality of life for citizens and 
enhancing the overall efficiency of urban systems [20]. By 
integrating technology and data, smart cities aim to optimize 
resource allocation, enhance infrastructure and services, and 
enable effective decision-making. These objectives are 
achieved through various domains and initiatives, such as 
smart governance, smart mobility, smart energy management, 
smart buildings, and smart healthcare [21, 22]. 

Smart cities rely on a robust digital infrastructure that 
supports collecting, storing, and analyzing data from diverse 
sources [23]. This includes sensors, IoT devices, and 
communication networks that enable the seamless integration 
of urban systems. The proliferation of connected devices and 
the availability of real-time data empower city administrators 
and residents to make informed decisions and respond quickly 
to changing circumstances [24]. Moreover, smart cities 
emphasize citizen-centric approaches, prioritizing the needs 
and preferences of residents. Through digital platforms and 
services, citizens can actively participate in decision-making 
processes, provide feedback and access information about 
urban services. This promotes community engagement and 
collaboration, creating more inclusive and responsive urban 
environments [25]. Smart cities ' sustainability is a key pillar as 
they strive to minimize environmental impact and optimize 
resource management. This includes initiatives such as smart 
energy grids, waste management systems, and promoting green 
and eco-friendly practices. Smart cities aim to reduce carbon 
emissions, conserve resources, and create a more sustainable 
future by integrating renewable energy sources, optimizing 
transportation systems, and implementing efficient waste 
management strategies [26]. 

B. ML Fundamentals 

ML is a powerful branch of AI that enables systems to 
automatically learn from data and make predictions or 
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decisions without explicit programming. Understanding the 
fundamentals of ML is essential for comprehending its 
integration and impact within the context of smart cities [27]. 
ML algorithms can be categorized into three main types: 
supervised, unsupervised, and reinforcement learning [28]. In 
supervised learning, models are trained using labeled data, 
where the algorithm learns to map input features to 
corresponding output labels. This approach is commonly used 
for tasks such as classification and regression [29]. 

On the other hand, unsupervised learning involves 
exploring unlabeled data to discover hidden patterns and 
structures. Clustering and dimensionality reduction are typical 
applications of unsupervised learning. Reinforcement learning 
focuses on training an agent to interact with an environment 
and learn optimal actions based on rewards and feedback. This 
technique is employed in scenarios where the agent must make 
sequential decisions [30]. 

As shown in Fig. 1, the general process of machine learning 
involves the following key stages. During training, the model 
learns from a portion of the data by optimizing its internal 
parameters to minimize prediction errors. The trained model is 
then evaluated using the testing data to assess its performance 
and generalization capabilities. Model evaluation metrics, such 
as accuracy, precision, recall, and F1 score, quantify the 
model's performance [31]. Feature engineering is a critical 
aspect of ML, where relevant input features are selected and 
transformed to improve model performance. This process 
involves understanding the data, identifying informative 
features, handling missing values, scaling features, and 
encoding categorical variables. Ensemble learning techniques, 
such as bagging and boosting, combine multiple models to 
make predictions. Transfer learning is another important 
technique that leverages knowledge gained from one task or 
domain to improve performance on another related task or 
domain, reducing the need for extensive training data [32]. 

 

Fig. 1. The general process of ML. 

C. Integration of ML in Smart Cities 

Integrating ML techniques within the context of smart 
cities can revolutionize urban development and enhance 

residents' efficiency, sustainability, and quality of life. This 
subsection explores how ML can be applied in smart cities and 
the benefits it offers [33]. One key application of ML in smart 
cities is urban planning and infrastructure management. ML 
algorithms can analyze vast amounts of data from diverse 
sources, such as sensor networks, social media, and municipal 
databases, to gain insights into urban patterns, land use, and 
transportation flows. These insights enable urban planners to 
make informed decisions regarding infrastructure development, 
zoning regulations, and transportation optimization, leading to 
more efficient and well-designed cities. ML also plays a crucial 
role in energy management and sustainability within smart 
cities. By leveraging data from smart grids, energy 
consumption patterns, and weather forecasts, ML algorithms 
can optimize energy distribution, predict energy demands, and 
identify opportunities for energy conservation. This enables 
cities to reduce energy waste, lower carbon emissions, and 
promote the integration of renewable energy sources, 
ultimately contributing to a greener and more sustainable urban 
environment. 

Another important application is in the realm of smart 
mobility and transportation. ML techniques can analyze real-
time data from various sources, including GPS data, traffic 
cameras, and transportation networks, to predict traffic 
congestion, optimize route planning, and improve public 
transportation systems. This leads to reduced congestion, 
shorter travel times, and enhanced mobility options for citizens. 
ML also contributes to public safety and security in smart 
cities. By analyzing data from surveillance systems, social 
media, and emergency calls, ML algorithms can detect patterns 
and anomalies, aiding in identifying potential security threats, 
crime hotspots, and emergency response optimization. This 
improves the safety and well-being of citizens and enables law 
enforcement agencies to address security challenges 
proactively. 

Moreover, ML enhances citizen engagement and 
participation in smart cities. ML algorithms can capture public 
sentiment, identify community needs, and provide personalized 
services by analyzing data from social media platforms and 
citizen feedback. This promotes a sense of inclusion and 
empowerment among citizens, enabling them to participate in 
decision-making processes and co-create the urban 
environment actively. Integrating ML in smart cities brings 
numerous benefits, including improved urban planning, 
optimized energy management, enhanced mobility, increased 
safety, and citizen-centric services. However, challenges such 
as data privacy, security, ethical considerations, and ensuring 
fairness in AI algorithms must be addressed to harness the 
potential of ML in smart cities fully. By overcoming these 
challenges, cities can leverage the power of ML to create 
smarter, more sustainable, and livable urban environments. 

III. ML APPLICATIONS IN SMART CITIES 

This section presents a clear and comprehensible trend of 
ML applications in smart cities. As specified in Fig. 2, the 
potential applications are categorized into seven main 
categories, including smart city, home automation, and smart 
healthcare. Tables I to VII summarize the obtained results from 
reviewing the models. 
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Fig. 2. ML applications in smart cities. 

A. Smart Energy Management 

Smart energy management is critical to creating sustainable 
and efficient smart cities. ML techniques have been 
successfully applied in various energy management aspects, 
revolutionizing how energy is generated, distributed, and 
consumed. In this subsection, we discuss the applications of 
ML in smart energy management and their impact on creating 
greener and more efficient urban environments. 

 Energy demand prediction: ML algorithms, such as 
regression models and artificial neural networks, are 
employed to predict energy demand accurately. By 
analyzing historical energy consumption data, weather 
patterns, and other relevant factors, these models can 
accurately forecast future energy demand. This 
information enables utility providers to optimize energy 
production and distribution, ensuring a reliable and 
efficient energy supply while minimizing waste. 

 Energy load forecasting: ML techniques are used to 
forecast energy load patterns in real-time. By analyzing 
data from smart meters, weather conditions, and 
historical load profiles, algorithms can predict future 
load patterns. This information aids in managing peak 
demand, optimizing energy distribution, and facilitating 
the integrating of renewable energy sources into the 
grid. Load forecasting helps utilities balance supply and 
demand, reduce costs, and improve the overall 
reliability and stability of the energy grid. 

 Energy optimization and control: ML algorithms 
optimize energy consumption within smart buildings 
and homes. By leveraging data from sensors, occupancy 

patterns, and weather conditions, algorithms can learn 
and adapt to energy usage patterns. They can 
automatically adjust heating, cooling, and lighting 
systems to optimize energy efficiency while 
maintaining occupant comfort. Energy optimization 
algorithms help reduce energy waste, lower utility bills, 
and promote sustainable energy consumption practices. 

 Energy theft detection: The ML techniques aid in 
detecting energy theft and unauthorized usage within 
the energy grid. By analyzing consumption patterns and 
identifying anomalies, algorithms can flag suspicious 
activities that indicate potential theft or tampering. This 
helps utility companies prevent revenue loss and ensure 
fair distribution of energy resources. 

 Renewable energy integration: ML is crucial in 
integrating renewable energy sources into the energy 
grid. Algorithms can analyze weather data, historical 
renewable energy generation, and demand patterns to 
optimize the utilization and management of renewable 
energy resources. This enables effective grid 
integration, reduces reliance on fossil fuels, and 
promotes the transition to a greener, more sustainable 
energy infrastructure. 

ML applications in smart energy management offer 
significant benefits such as improved energy efficiency, cost 
savings, reduced carbon emissions, and enhanced grid 
reliability. However, data quality, privacy, and algorithmic 
transparency challenges need to be addressed to ensure the 
responsible and effective deployment of ML techniques in 
smart cities' energy systems. 
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TABLE I.  ML APPLICATIONS IN SMART ENERGY MANAGEMENT 

Approach ML type Objective Achievement Challenges References 

Energy demand 
prediction 

Supervised 

Predict future energy 

demand accurately 

using ML algorithms 

Accurate forecasting 
enables the optimization of 

energy distribution, cost 

reduction, and efficient load 
balancing 

Relies on historical data and assumptions and 

may not account for sudden changes or events 

that deviate from historical patterns  
Requires continuous updating and validation to 

account for evolving energy consumption 

patterns 

[34-40] 

Energy load 

forecasting 
Supervised 

Forecast real-time 

energy load patterns 

based on data from 
smart meters and 

weather conditions 

Enables efficient energy 

distribution, demand 
management, and 

integration of renewable 

energy sources 
Helps balance supply and 

demand, improve grid 

stability, and optimize 
resource allocation 

Relies on accurate and timely data from smart 

meters and weather sensors 

Uncertainty in weather conditions and 
unforeseen events can impact the accuracy of 

load forecasts 

Requires robust data management and 
monitoring systems to ensure data quality and 

reliability 

[41-48] 

Energy 

optimization 

and control 

Supervised 

Optimize energy 
consumption in smart 

buildings and homes 

through ML 
algorithms. 

Maximizes energy 

efficiency, reduces waste, 
and lowers utility bills 

Improves occupant comfort 

by dynamically adjusting 
heating, cooling, and 

lighting systems 

Enables demand response 
strategies and load 

balancing 

Requires integration with smart devices and 

sensors for real-time data collection 

Dependency on accurate data and system 
feedback 

Potential privacy concerns related to the 

collection and usage of personal data 
Optimization algorithms may face challenges in 

highly dynamic environments and require 

continuous adaptation to changing conditions. 

[49-53] 

Energy theft 

detection 
Supervised 

Detect and flag 

potential energy theft 
or unauthorized usage 

within the energy grid 

using ML. 

Helps prevent revenue loss 
and ensure fair energy 

distribution 

Improves the financial 
sustainability of utility 

providers 

Identifies anomalies and 
patterns indicative of 

energy theft or tampering 

Relies on data quality and availability. False 

positives or false negatives may occur, 
requiring human intervention for verification 

May face challenges in identifying sophisticated 

or evolving techniques used for energy theft 

[54-60] 

Renewable 
energy 

integration 

Supervised 

Optimize the 
integration of 

renewable energy 

sources into the energy 
grid through ML 

algorithms. 

Enables efficient utilization 
of renewable energy, 

reduces reliance on fossil 

fuels, and lowers carbon 
emissions 

Optimizes resource 

allocation based on weather 
patterns, demand, and grid 

conditions 

Relies on accurate weather data and renewable 

energy generation forecasts. Uncertainty in 
weather patterns 

The intermittent nature of renewable sources 

can pose challenges in balancing supply and 
demand. Integrating diverse renewable sources 

and their variability may require advanced 

modeling and management strategies. 

[61-64] 

B. Intelligent Transportation Systems 

Intelligent Transportation System (ITS) plays a crucial role 
in enhancing urban transportation's efficiency, safety, and 
sustainability. ML techniques have been widely applied in 
various aspects of ITS to optimize traffic management, 
improve transportation infrastructure, and provide intelligent 
decision-making capabilities. In this subsection, we discuss the 
applications of ML in ITS and their impact on creating smarter 
and more efficient urban mobility. 

 Traffic prediction and management: ML algorithms 
predict and manage traffic flow in real-time. These 
algorithms can forecast traffic patterns and congestion 
levels by analyzing historical traffic data, weather, and 
other relevant factors. This information aids in 
proactive traffic management, optimizing signal 

timings, rerouting strategies, and providing real-time 
traffic updates to drivers and traffic management 
authorities. ML-based traffic prediction and 
management systems improve traffic flow, reduce 
congestion, and enhance overall transportation 
efficiency. 

 Intelligent routing and navigation: ML techniques 
enable intelligent routing and navigation systems 
considering real-time traffic conditions, road incidents, 
and user preferences. These systems use ML algorithms 
to analyze historical and real-time data, such as traffic 
flow, accidents, and road closures, to provide optimal 
routes to drivers. By considering dynamic factors, ML-
based routing and navigation systems help reduce travel 
time, fuel consumption, and environmental impact, 
improving overall transportation efficiency. 
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 Vehicle and pedestrian safety: ML algorithms 
contribute to improving vehicle and pedestrian safety in 
smart cities. Combined with ML, computer vision 
techniques enable intelligent video surveillance systems 
to detect and analyze traffic violations, identify 
potential safety risks, and provide early warning alerts. 
ML algorithms can also analyze vehicle sensor data to 
predict and prevent accidents by detecting anomalies, 
identifying aggressive driving behavior, and supporting 
advanced driver assistance systems (ADAS). These 
applications enhance road safety, reduce accidents, and 
improve transportation security. 

 Public transportation optimization: ML techniques 
optimize public transportation systems, including bus 
and train schedules, route planning, and fleet 
management. ML algorithms can optimize public 
transportation services, improve reliability, reduce 
waiting times, and enhance passenger satisfaction by 
analyzing historical ridership data, weather conditions, 
and other factors. ML algorithms can also support 
demand-responsive transportation systems, enabling 
adaptive routing and scheduling based on real-time 
demand and passenger preferences. 

 Smart parking management: ML algorithms are used to 
optimize parking management in smart cities. By 
analyzing data from sensors, historical occupancy 
patterns, and real-time information, ML-based parking 

systems can provide accurate parking availability 
predictions, guide drivers to available parking spaces, 
and optimize parking space utilization. These 
applications reduce traffic congestion, lower vehicle 
emissions, and improve the overall efficiency of 
parking operations. 

 ML applications in ITS offer significant benefits, 
including improved traffic flow, enhanced 
transportation efficiency, increased safety, and reduced 
environmental impact. However, data privacy, 
scalability, and algorithmic transparency must be 
addressed to ensure the responsible and effective 
deployment of ML techniques in smart city 
transportation systems. Ongoing research and 
development efforts aim to overcome these challenges 
and unlock the full potential of ML in shaping the 
future of urban mobility. 

C. Urban Planning and Development 

Urban planning and development play a vital role in 
shaping cities' physical and social infrastructure. ML 
techniques have emerged as powerful tools for analyzing vast 
data and extracting valuable insights to support urban planning 
and development decisions [86]. In this subsection, we discuss 
the applications of ML in smart cities' urban planning and 
development and how they contribute to creating sustainable, 
livable, and efficient urban environments. 

TABLE II.  ML APPLICATIONS IN ITS 

Approach ML type Objective Achievement Challenges References 

Traffic 
prediction and 

management 

Supervised 

ML algorithms predict 

and manage traffic flow 
in real-time, optimizing 

signal timings and 

providing updates. 

Improved traffic flow 
Reduced congestion 

Proactive management. 

Relies on accurate and up-to-date data, 

challenges in data integration and 
availability 

Limited control over external factors like 

accidents or road works 

[65-71] 

Intelligent 
routing and 

navigation 

Supervised 

ML enables intelligent 
routing systems to 

consider real-time 

traffic conditions, 
incidents, and user 

preferences. 

Reduced travel time, fuel 

consumption, and 
environmental impact 

Improved navigation and 

route optimization 

Dependency on accurate and real-time 

data, challenges in integrating multiple 
data sources 

Potential biases in data can lead to 

suboptimal route recommendations 

[72-75] 

Vehicle and 

pedestrian 
safety 

Supervised 

ML-based surveillance 

systems detect traffic 
violations, identify 

risks, and support 

driver assistance 
systems 

Improved road safety 

Early warning alerts 
Accident prevention 

Challenges in real-time detection accuracy 

Potential privacy concerns related to 
surveillance systems 

limitations in detecting complex traffic 

scenarios or unpredictable pedestrian 
behavior 

[76-78] 

Public 

transportation 

optimization 

Supervised 

ML optimizes public 

transportation systems, 

schedules, and route 
planning based on 

demand and historical 

data. 

Enhanced public 

transportation services 
Improved reliability and 

passenger satisfaction 

Data integration challenges 

Limited effectiveness during unexpected 
events or disruptions, dependency on 

accurate and up-to-date ridership data 

[79-81] 

Smart parking 

management 
Supervised 

ML algorithms 

optimize parking space 
utilization and guide 

drivers to available 

parking spaces. 

Reduced traffic congestion 
Improved parking efficiency 

Lower vehicle emissions. 

Dependence on accurate and real-time 
parking occupancy data 

Challenges in sensor deployment and 

maintenance 
Limited effectiveness in highly congested 

areas. 

[82-85] 
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 Land use and zoning optimization: ML algorithms 
analyze various data sources, such as satellite imagery, 
demographic data, and economic indicators, to optimize 
land use and zoning regulations. By identifying patterns 
and relationships in data, ML can assist urban planners 
in determining the most suitable locations for 
residential, commercial, and industrial zones. These 
insights enable more efficient land use planning, 
balanced development, and the promotion of mixed-use 
neighborhoods. 

 Transportation infrastructure planning: ML techniques 
aid in transportation infrastructure planning by 
analyzing data on population distribution, commuting 
patterns, and transportation demand. These algorithms 
can identify optimal locations for transportation hubs, 
such as bus stops, metro stations, or bike-sharing 
stations, based on demand and accessibility factors. 
ML-based transportation planning improves 
connectivity, reduces travel time, and enhances 
transportation efficiency. 

 Environmental impact assessment: ML algorithms are 
employed to assess the environmental impact of urban 
development projects. These algorithms can predict the 
potential impact of proposed projects by analyzing air 
quality, noise levels, water resources, and biodiversity. 
This information assists in making informed decisions, 
ensuring sustainable development practices, and 
minimizing negative environmental effects. 

 Urban mobility and traffic management: ML techniques 
optimize urban mobility and traffic management by 
analyzing data from various sources, including sensors, 
GPS devices, and social media feeds. These algorithms 
can identify traffic patterns, predict congestion, and 
optimize transportation routes and signals. ML-based 
traffic management systems enhance traffic flow, 
reduce congestion, and improve the overall efficiency 
of urban transportation. 

 Infrastructure maintenance and management: ML 
algorithms contribute to maintaining and managing 
urban infrastructure, such as roads, bridges, and 
utilities. These algorithms analyze sensor data, 
maintenance records, and historical patterns to predict 
infrastructure deterioration and schedule maintenance 
activities. ML-based systems help ensure urban 
infrastructure reliability, safety, and longevity by 
optimizing maintenance efforts. 

ML applications in urban planning and development 
provide significant benefits, including optimized land use, 
improved transportation infrastructure, sustainable 
development practices, and efficient management of urban 
assets. However, challenges such as data quality, data 
integration, and interpretability of ML models must be 
addressed to ensure the effective and responsible application of 
ML techniques in urban planning processes. Ongoing research 
and collaboration between urban planners and data scientists 
aim to overcome these challenges and leverage the full 
potential of ML in shaping smarter and more sustainable cities.

TABLE III.  ML APPLICATIONS IN URBAN PLANNING AND DEVELOPMENT 

Approach ML type Objective Achievement Challenges References 

Land use and 

zoning 

optimization 

Supervised 

Data is analyzed to 

optimize land use and 

zoning regulations for 

sustainable 
development. 

Efficient land use planning 

Promotion of mixed-use 

neighborhoods 

Optimized resource 
allocation 

Relies on accurate and comprehensive data 

Challenges in integrating various data sources 
Potential biases in data affecting zoning 

decisions 

[87, 88] 

Transportation 
infrastructure 

planning 

Supervised 

Transportation 
infrastructure is 

optimized by 

identifying optimal 
locations for hubs and 

facilities. 

Enhanced connectivity 

Reduced travel time 

Improved transportation 
efficiency 

Dependency on accurate and up-to-date data 

Challenges in integrating different 
transportation modes 

Potential biases in data affecting planning 

decisions 

[89, 90] 

Environmental 

impact 
assessment 

Supervised 

The environmental 

impact of 

development projects 
is assessed based on 

various data sources. 

Informed decision-making 

Promotion of sustainable 

development practices 
Reduced environmental 

impact 

Relies on accurate and comprehensive 

environmental data 

Challenges in quantifying long-term 
environmental impacts 

Potential biases in data affecting assessments 

[91-93] 

Urban mobility 

and traffic 

management 

Supervised 

Urban mobility and 
traffic management 

are optimized by 

analyzing data from 
various sources. 

Improved traffic flow 

Reduced congestion 

Enhanced transportation 

efficiency 

Dependency on accurate and real-time data 

Challenges in data integration and processing 

Potential biases in data affecting traffic 

management decisions 

[94-96] 

Infrastructure 
maintenance 

and 

management 

Supervised 

Infrastructure 
deterioration and 

maintenance activities 

are predicted 

Enhanced infrastructure 

reliability 
Optimized maintenance 

scheduling 

Improved asset 
management 

Relies on accurate infrastructure data 
Challenges in integrating maintenance records 

Potential biases in data affecting maintenance 

decisions 

[97-99] 
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D. Public Safety and Security 

Ensuring public safety and security is a critical aspect of 
smart city initiatives. ML techniques have emerged as powerful 
tools in analyzing large volumes of data and extracting 
meaningful insights to enhance public safety measures and 
security systems. In this subsection, we discuss the applications 
of ML in smart cities' public safety and security domains and 
how they contribute to creating safer and more secure urban 
environments. 

 Video surveillance and monitoring: ML algorithms 
enable intelligent video surveillance systems that can 
analyze real-time video feeds from cameras across the 
city. These algorithms can automatically detect and 
track suspicious activities, identify objects of interest, 
and raise alerts for potential security threats. ML-based 
video surveillance enhances situational awareness, 
improves incident response, and aids in crime 
prevention and detection. 

 Predictive policing: ML techniques are employed to 
predict and prevent crime by analyzing historical crime 
data, socio-economic indicators, and other relevant 
factors. These algorithms can identify patterns, 
hotspots, and trends, enabling law enforcement agencies 
to deploy resources strategically and proactively. ML-
based predictive policing helps reduce crime rates, 
improve resource allocation, and enhance public safety. 

 Emergency response optimization: ML algorithms 
optimize emergency response systems by analyzing 
emergency call records, traffic conditions, and 
geographical information. These algorithms can identify 
the optimal deployment of emergency vehicles, predict 
response times, and dynamically allocate resources 
based on real-time incidents. ML-based emergency 
response systems improve response efficiency, 
minimize response times, and save lives in critical 
situations. 

 Cybersecurity and threat detection: ML techniques aid 
in cybersecurity and threat detection by analyzing 
network traffic, user behavior, and system logs to detect 
anomalies and potential security breaches. These 
algorithms can identify patterns of malicious activity, 
classify threats, and provide early warnings to prevent 
cyber-attacks. ML-based cybersecurity systems protect 
critical infrastructure, sensitive data, and digital 
services. 

 Disaster management and resilience: ML algorithms 
contribute to disaster management and resilience by 
analyzing data from various sources, such as weather 
forecasts, sensor networks, and social media feeds. 
These algorithms can predict and model the impact of 
natural disasters, aid in evacuation planning, and assist 
in resource allocation during emergencies. ML-based 
disaster management systems enhance preparedness, 
response, and recovery capabilities. 

TABLE IV.  ML APPLICATIONS IN PUBLIC SAFETY AND SECURITY 

Approach ML type Objective Achievement Challenges References 

Video 
surveillance 

and monitoring 

Supervised 

Real-time video feeds are 

analyzed to detect and 

track suspicious activities 
and objects. 

Enhanced situational 
awareness 

Improved incident 

response 
Crime prevention and 

detection 

Dependency on accurate and high-quality 

video feeds 
Potential biases in the algorithmic analysis 

Privacy concerns related to extensive video 

surveillance 

[100-102] 

Predictive 
policing 

Supervised 

Crime is predicted and 

prevented by analyzing 
historical data and relevant 

socio-economic factors. 

Proactive resource 
allocation 

Reduced crime rates 

Improved law enforcement 
strategies 

Relies on accurate and comprehensive data 

Potential biases in data affecting predictions 
Ethical concerns related to algorithmic 

profiling 

[103, 104] 

Emergency 

response 
optimization 

Supervised 

Emergency response 
systems are optimized by 

predicting response times 

and resource allocation. 

Efficient resource 

allocation 

Reduced response times 
Improved emergency 

management 

Dependency on accurate and real-time data 

Challenges integrating multiple data sources 
Potential biases in algorithmic predictions 

[105-107] 

Cybersecurity 

and threat 
detection 

Supervised 

Network traffic and user 
behavior are analyzed to 

detect and prevent cyber 

threats and breaches. 

Early detection of 

anomalies 

Improved threat prevention 
Enhanced critical 

infrastructure protection 

Evolving nature of cyber threats 
Challenges in identifying new and 

sophisticated attack patterns 

Potential biases in algorithmic analysis 

[108-110] 

Disaster 
management 

and resilience 

Supervised 

Data is analyzed to predict 

and manage the impact of 

natural disasters and aid in 
recovery efforts. 

Improved preparedness and 
response 

Enhanced resource 

allocation 
Efficient evacuation 

planning 

Dependency on accurate and comprehensive 

data  
Challenges integrating various data sources 

Potential biases in algorithmic predictions 

related to complex disaster scenarios 

[111-113] 
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ML applications in smart cities' public safety and security 
domains offer significant benefits, including improved 
situational awareness, proactive crime prevention, efficient 
emergency response, enhanced cybersecurity, and better 
disaster management. However, challenges such as data 
privacy, algorithmic biases, and ethical considerations need to 
be addressed to ensure the responsible and effective 
deployment of ML techniques in public safety and security 
systems. Ongoing research and collaboration between law 
enforcement agencies, security experts, and data scientists aim 
to overcome these challenges and leverage the full potential of 
ML in creating safer and more secure smart cities. 

E. Waste Management and Environmental Monitoring 

Effective waste management and environmental monitoring 
are essential for smart city initiatives to create sustainable, eco-
friendly urban environments. ML techniques have 
revolutionized these areas by enabling the analysis of large-
scale data sets and extracting valuable insights for optimizing 
waste management processes and monitoring environmental 
conditions. In this subsection, we discuss the applications of 
ML in smart cities' waste management and environmental 
monitoring and how they contribute to achieving efficient 
resource utilization and environmental sustainability. 

 Waste sorting and recycling: ML algorithms play a 
crucial role in waste sorting and recycling by 
automating the identification and segregation of 
different waste materials. Using computer vision and 
image recognition techniques, these algorithms can 
analyze images of waste and classify them into specific 
categories, such as plastic, paper, glass, or organic 

waste. ML-based waste sorting systems enhance 
recycling efforts, reduce landfill waste, and promote a 
circular economy. 

 Predictive waste collection: ML techniques optimize 
waste collection routes and schedules based on 
predictive analysis. By analyzing historical data on 
waste generation patterns, population density, and other 
relevant factors, these algorithms can predict the 
optimal time and location for waste collection. ML-
based waste collection systems reduce operational 
costs, minimize environmental impact, and improve 
efficiency. 

 Environmental quality monitoring: ML algorithms 
analyze data from environmental sensors and 
monitoring devices to assess air quality, water quality, 
noise levels, and other environmental parameters. These 
algorithms can detect patterns, identify pollution 
sources, and predict environmental risks. ML-based 
environmental monitoring systems facilitate early 
detection of pollution events, enable targeted 
interventions, and promote healthier and cleaner urban 
environments. 

 Energy optimization and conservation: ML techniques 
optimize energy consumption and promote energy 
conservation in smart cities. These algorithms analyze 
data on energy usage patterns, weather conditions, and 
building characteristics to identify opportunities for 
energy savings. ML-based energy management systems 
can dynamically adjust energy usage, optimize building 
operations, and promote sustainable energy practices. 

TABLE V.  ML APPLICATIONS IN WASTE MANAGEMENT AND ENVIRONMENTAL MONITORING 

Approach ML type Objective Achievement Challenges References 

Waste sorting and 

recycling 
Supervised 

The identification and 

sorting of waste materials 
are automated for recycling. 

Improved recycling efforts 
Reduced landfill waste 

Promoting a circular 

economy 

Dependency on accurate and comprehensive 

waste data 

Challenges in integrating waste sorting 
systems 

Potential biases in algorithmic classification 

[114-117] 

Predictive waste 

collection 
Supervised 

Waste collection routes and 

schedules are optimized 
based on predictive analysis. 

Reduced operational costs 

Minimized environmental 

impact 
Improved waste management 

efficiency 

Dependency on accurate waste generation 
data 

Challenges in integrating real-time data 

Potential biases in algorithmic predictions 

[118] 

Environmental 
quality monitoring 

Supervised 

Data is analyzed from 

environmental sensors to 
assess air quality, water 

quality, and noise levels. 

Early detection of pollution 
events 

Targeted interventions 

Promotion of healthier urban 
environments 

Relies on accurate and comprehensive 

environmental data, sensor deployment, 
maintenance challenges 

Potential biases in algorithmic analysis. 

[119] 

Energy 
optimization and 

conservation 

Supervised 

Energy consumption is 

optimized, and energy 
conservation is promoted in 

smart cities. 

Reduced energy usage 

Improved energy 
management 

Promoted sustainable energy 
practices 

Dependency on accurate and real-time 

energy data 
Challenges in integrating heterogeneous 

data sources 
Potential biases in algorithmic optimization 

[120, 121] 

Green spaces 
management 

Supervised 

ML algorithms optimize the 

management of green spaces 
by analyzing data on soil 

moisture and plant health. 

Efficient resource 

management, water 
conservation, and promotion 

of healthy urban ecosystems 

Relies on accurate and comprehensive data 

on soil and plant conditions, data collection, 
and maintenance challenges 

Potential biases in algorithmic analysis. 

[122] 
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 Green spaces management: ML algorithms contribute to 
efficiently managing green spaces, such as parks and 
gardens, by analyzing data on soil moisture, weather 
conditions, and plant health. These algorithms can 
optimize irrigation schedules, detect plant disease 
outbreaks, and support precision agriculture techniques. 
ML-based green space management systems enhance 
resource efficiency, conserve water, and promote 
healthy urban ecosystems. 

ML applications in waste management and environmental 
monitoring offer significant benefits, including improved waste 
sorting and recycling, optimized waste collection processes, 
enhanced environmental quality monitoring, energy 
conservation, and efficient management of green spaces. 
However, challenges such as data quality, integration of 
heterogeneous data sources, and interpretability of ML models 
need to be addressed to ensure the effective and responsible 
deployment of ML techniques in these domains. Ongoing 
research and collaboration between waste management experts, 
environmental scientists, and data scientists aim to overcome 
these challenges and leverage the full potential of ML in 
creating sustainable and environmentally conscious smart 
cities. 

F. Healthcare and Well-being 

The application of ML in the healthcare and well-being 
domain of smart cities has the potential to revolutionize the 
delivery of healthcare services, improve patient outcomes, and 
enhance overall well-being. ML techniques enable the analysis 
of large volumes of healthcare data, including patient records, 
medical images, and sensor data, to extract valuable insights 
and support personalized and proactive healthcare 
interventions. In this subsection, we discuss the applications of 
ML in smart cities' healthcare and well-being domains and how 
they contribute to creating healthier and more resilient urban 
communities. 

 Disease diagnosis and predictive analytics: ML 
algorithms can analyze patient data, such as symptoms, 
medical history, and test results, to aid disease diagnosis 
and prediction. These algorithms can identify patterns, 
detect anomalies, and provide early disease warnings, 
enabling timely interventions and personalized 
treatment plans. ML-based diagnostic systems improve 
accuracy, reduce misdiagnosis, and enhance patient 
care. 

 Remote patient monitoring: ML techniques enable 
remote monitoring of patients' health conditions using 
wearable devices and sensors. These algorithms can 
analyze real-time data, such as heart rate, blood 
pressure, and activity levels, to detect deviations from 
normal patterns and alert healthcare providers. ML-
based remote monitoring systems facilitate proactive 
interventions, reduce hospitalizations, and enhance 
patient convenience and comfort. 

 Health risk assessment and prevention: ML algorithms 
analyze various data sources, including lifestyle data, 
environmental factors, and genetic information, to 
assess individuals' health risks and provide personalized 

recommendations for prevention. These algorithms can 
identify risk factors, predict susceptibility to diseases, 
and suggest healthy lifestyle interventions. ML-based 
health risk assessment systems empower individuals to 
make informed decisions, promote preventive care, and 
reduce healthcare costs. 

 Health resource optimization: ML techniques optimize 
the allocation of healthcare resources, such as hospital 
beds, medical staff, and equipment. These algorithms 
can analyze patient data, bed occupancy rates, and 
historical trends to predict future demand and facilitate 
resource planning. ML-based resource optimization 
systems improve operational efficiency, reduce waiting 
times, and ensure better utilization of healthcare 
resources. 

 Mental health support: ML algorithms contribute to 
mental health support by analyzing data from various 
sources, such as social media posts, wearable devices, 
and electronic health records. These algorithms can 
detect patterns indicative of mental health conditions, 
provide personalized recommendations, and offer 
virtual counseling and support. ML-based mental health 
support systems enhance access to care, reduce stigma, 
and improve mental well-being in smart cities. 

The applications of ML in the healthcare and well-being 
domains of smart cities offer significant benefits, including 
improved disease diagnosis, proactive healthcare interventions, 
personalized treatment plans, optimized resource allocation, 
and enhanced mental health support. However, challenges such 
as data privacy and security, ethical considerations, and biases 
in algorithmic analysis need to be addressed to ensure the 
responsible and effective deployment of ML techniques in 
these domains. Ongoing research and collaboration between 
healthcare professionals, data scientists, and policymakers aim 
to overcome these challenges and harness the full potential of 
ML in creating healthier and more resilient smart cities. 

G. Citizen Engagement and Participation 

Citizen engagement and participation are key components 
of smart cities, aiming to involve residents in decision-making 
processes and improve the quality of urban life. ML techniques 
significantly facilitate citizen engagement by analyzing large 
amounts of data and enabling personalized interactions 
between citizens and city authorities. In this subsection, we 
discuss the applications of ML in smart cities' citizen 
engagement and participation domains, highlighting how they 
enhance residents' communication, collaboration, and 
empowerment. 

 Sentiment analysis and feedback processing: ML 
algorithms analyze public sentiment by mining social 
media posts, online reviews, and citizen feedback. 
These algorithms can automatically classify sentiments 
as positive, negative, or neutral, providing valuable 
insights into public opinions about various aspects of 
urban life. Sentiment analysis helps city authorities 
understand citizen concerns, identify areas for 
improvement, and tailor policies and services 
accordingly. 
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TABLE VI.  ML APPLICATIONS IN HEALTHCARE AND WELL-BEING 

Approach ML type Objective Achievement Challenges References 

Disease 
diagnosis and 

predictive 

analytics 

Supervised 

Patients' data are analyzed 

to aid in disease diagnosis 
and prediction 

Improved accuracy 

Early detection of diseases 
Personalized treatment plans 

Dependency on accurate and 

comprehensive patient data 

Potential biases in algorithmic 
analysis 

Challenges in interpretability 

[123-126] 

Remote patient 

monitoring 
Supervised 

Remote monitoring of 
patients' health conditions 

using wearable devices and 

sensors 

Proactive interventions 
Reduced hospitalizations 

Improved convenience for 

patients 

Reliability and accuracy of sensor 
data 

Potential privacy concerns 

Challenges in data integration. 

[127-129] 

Health risk 

assessment and 
prevention 

Supervised 

Individuals' health risks are 
assessed, and personalized 

recommendations are 

provided for prevention. 

Personalized recommendations 

for preventive care,  
Reduced healthcare costs 

Reliance on accurate and diverse 

data sources 

Potential biases in algorithmic 
analysis 

Ethical considerations 

[130-132] 

Health resource 
optimization 

Supervised 

The allocation of healthcare 

resources is optimized 
based on patient data and 

demand predictions. 

Improved resource utilization 

Reduced waiting times 

Efficient resource planning 

Data accuracy and quality 
Challenges in integrating multiple 

data sources 

Potential biases in demand 
predictions 

[133, 134] 

Mental health 

support 
Supervised 

Various data sources are 
analyzed to provide mental 

health support and virtual 

counseling. 

Enhanced access to care 
Reduced stigma 

Personalized support for 

mental well-being 

Privacy and security concerns related 
to sensitive mental health data 

Potential biases in algorithmic 

analysis 

[135, 136] 

 Participatory decision-making: ML techniques enable 
participatory decision-making by providing platforms 
for citizens to express their opinions, vote on proposals, 
and contribute to policy development. These algorithms 
can aggregate and analyze citizen inputs, allowing city 
authorities to make informed decisions that reflect the 
preferences and priorities of the community. 
Participatory decision-making enhances transparency, 
accountability, and democratic processes in smart cities. 

 Personalized citizen services: ML algorithms 
personalize citizen services by leveraging data on 
individual preferences, behaviors, and needs. These 
algorithms can recommend relevant information, 
services, and events based on citizens' profiles and 
historical interactions. Personalization enhances citizen 
experience, increases engagement, and fosters a sense 
of belonging in the community. 

 Urban analytics and planning: ML techniques analyze 
data from various sources, including sensors, traffic 
patterns, and citizen-generated data, to generate urban 
planning and development insights. These algorithms 
can identify usage patterns, predict future trends, and 
optimize urban infrastructure and services. Urban 
analytics and planning empower city authorities to 
make data-driven decisions, improve resource 

allocation, and create more livable and sustainable 
cities. 

 Community empowerment and collaboration: ML 
algorithms facilitate community empowerment and 
collaboration by connecting citizens with similar 
interests and promoting collective action. These 
algorithms can identify common goals, facilitate 
collaboration platforms, and support grassroots 
initiatives. Community empowerment enhances social 
cohesion, fosters civic engagement, and encourages 
residents to actively participate in shaping their 
neighborhoods. 

ML applications in citizen engagement and participation 
domains of smart cities offer significant benefits, including 
improved communication between citizens and city authorities, 
participatory decision-making, personalized citizen services, 
data-driven urban planning, and community empowerment. 
However, challenges such as data privacy, the digital divide, 
biases in algorithmic analysis, and ensuring inclusive 
participation need to be addressed to ensure equitable and 
meaningful engagement of all residents. Ongoing research and 
collaboration between data scientists, urban planners, and 
policymakers aim to overcome these challenges and leverage 
the full potential of ML in enhancing citizen engagement and 
building inclusive smart cities. 
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TABLE VII.  ML APPLICATIONS IN CITIZEN ENGAGEMENT AND PARTICIPATION 

Approach ML type Objective Achievement Challenges References 

Sentiment 
analysis 

and 

feedback 
processing 

 

Public sentiment and 

citizen feedback are 

analyzed to gain 
insights into public 

opinions and 

concerns. 

Understand citizen sentiments: Sentiment 
analysis allows for the comprehension of 

public sentiments and concerns, aiding 

policymakers in making informed decisions 
Identify areas for improvement: By processing 

citizen feedback, areas for policy improvement 

can be pinpointed, leading to more effective 
governance 

Tailor policies accordingly: Tailoring policies 

to address specific citizen sentiments enhances 
public satisfaction and engagement. 

Biases in sentiment analysis: Ensuring the 

accuracy and impartiality of sentiment 

analysis remains a challenge 
Challenges in handling unstructured data: 

Managing and extracting insights from 

unstructured data, such as text and social 
media content, require advanced 

techniques 

Potential privacy concerns related to data 
mining: Ethical considerations 

surrounding data mining must be 

addressed to protect citizen privacy. 

[137-140] 

Participato

ry 

decision-
making 

 

Enable citizens to 

participate in 

decision-making 
processes and 

contribute to policy 

development 
actively. 

Increased transparency, accountability, and 
democratic processes: Involving citizens in 

decision-making enhances government 

transparency and accountability 
Representation of citizen preferences and 

priorities: Decision-making reflects the diverse 

preferences and priorities of the community, 
leading to more inclusive policies. 

 

Digital divide: Ensuring equitable access 
to participation platforms and overcoming 

the digital divide is essential for 

meaningful engagement 
Potential biases in algorithmic analysis, 

ensuring inclusivity and diversity in 

participation: Care must be taken to 
mitigate algorithmic biases and encourage 

diverse citizen participation. 

[141, 142] 

Personalize
d citizen 

services 

 

Citizen services are 
personalized by 

recommending 
relevant 

information, events, 

and services based 
on profiles. 

Enhanced citizen experience: Personalization 

improves the user experience and increases 
citizen engagement 

Increased engagement: Tailored 
recommendations encourage citizens to interact 

more with available services 

Tailored services: Citizens receive services that 
match their specific needs and interests. 

 

Privacy concerns related to data collection 

and profiling: Safeguarding citizen 

privacy in data collection and profiling 
processes is critical 

Potential biases in personalization 
algorithms: Ensuring that personalization 

algorithms do not reinforce biases is an 

ongoing challenge. 

[143, 144] 

Urban 

analytics 

and 
planning 

 

Urban data is 

analyzed to generate 

insights for urban 
planning, 

infrastructure 

optimization, and 
resource allocation. 

Data-driven decision-making: Urban analytics 

facilitates data-driven decision-making, leading 
to more efficient resource allocation and 

planning. 

Optimized resource allocation: Through data 
analysis, cities can allocate resources more 

effectively, reducing waste 

Improved urban infrastructure and services: 
Data-driven insights enhance the quality of 

urban services and infrastructure. 

 

Data quality and integration: Ensuring the 
accuracy and integration of data from 

various sources is vital for meaningful 

analysis 

Interpretability of ML models: 

Understanding how ML models arrive at 

conclusions is crucial for decision-makers 
Biases in data and algorithms: Identifying 

and addressing biases in data and 

algorithms is essential to avoid unintended 
consequences. 

 

[145-147] 

Communit

y 

empowerm
ent and 

collaborati

on 

 

Community 

empowerment and 

collaboration by 
connecting citizens 

and supporting 

collective action 

Foster social cohesion: Connecting citizens 

fosters social cohesion and a sense of 
community 

Encourage civic engagement: Empowering 

citizens to take action encourages active civic 
participation. 

Support grassroots initiatives: ML algorithms 

can connect citizens with grassroots initiatives 
that align with their interests. 

 

Ensuring inclusive participation: Efforts 

must be made to ensure that all segments 
of the population have opportunities to 

engage. 

Potential biases in algorithmic 
matchmaking: Algorithms must be 

designed to avoid excluding certain 

groups inadvertently. 
Challenges sustaining community 

engagement and collaboration: Sustaining 

long-term community engagement 

requires ongoing effort and commitment. 

 

[148] 

IV. FUTURE DIRECTIONS AND RESEARCH TRENDS 

ML applications in smart cities are constantly evolving, and 
several future directions and research trends hold promise for 
advancing the capabilities and impact of smart city 
technologies. In this subsection, we discuss some key areas 
likely to shape the future of ML in smart cities. 

 Explainability and transparency: As ML algorithms 
become more complex and pervasive in smart cities, 
there is a growing need for explainability and 
transparency. Researchers are exploring techniques to 
make ML models more interpretable, allowing 
stakeholders to understand the reasoning behind 
algorithmic decisions. Ensuring transparency not only 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

1011 | P a g e  

www.ijacsa.thesai.org 

builds trust but also helps in identifying potential biases 
and addressing ethical concerns. 

 Privacy and security: With the increasing use of data in 
smart city environments, preserving privacy and 
ensuring data security are critical research areas. Future 
work aims to develop robust privacy-preserving ML 
techniques for data analysis while protecting sensitive 
information. Additionally, efforts are focused on 
enhancing the security of ML models to prevent 
adversarial attacks and unauthorized access to data. 

 Federated learning and edge computing: Federated 
learning, a distributed learning approach, is gaining 
attention in the context of smart cities. It allows training 
ML models on decentralized data sources while 
preserving data privacy. Furthermore, integrating ML 
with edge computing enables real-time data processing 
and decision-making at the network's edge, reducing 
latency and dependence on cloud infrastructure. 

 Human-centered ML: The future of ML in smart cities 
lies in designing algorithms and systems that are more 
human-centered. This includes considering user needs, 
preferences, and values in developing ML models. 
Human-centric approaches aim to ensure that ML 
technologies serve the well-being and inclusivity of all 
citizens, addressing biases, fairness, and ethical 
considerations. 

 Integration of multiple data sources: To unlock the full 
potential of ML in smart cities, there is a need to 
integrate diverse data sources from various domains. 
This includes combining data from IoT devices, social 
media, urban sensing networks, and administrative 
records. Future research focuses on developing 
techniques for effective data integration, data fusion, 
and handling heterogeneity and spatiotemporal 
dynamics in smart city data. 

 Autonomous systems and reinforcement learning: 
Advancements in autonomous systems, such as self-
driving vehicles and intelligent infrastructure, present 
new opportunities for ML. Reinforcement learning 
techniques can enable autonomous systems to learn 
from their interactions with the environment and make 
optimal decisions. Future research aims to develop 
robust and safe reinforcement learning algorithms for 
autonomous systems in smart city contexts. 

 Ethical and legal implications: As ML becomes deeply 
embedded in smart city applications; there is a need to 
address ethical and legal implications. Researchers are 
investigating frameworks for responsible AI 
deployment, considering issues such as algorithmic 
fairness, accountability, and legal regulations. Ensuring 
that ML in smart cities aligns with ethical guidelines 
and legal requirements is crucial for building trust and 
avoiding unintended negative consequences. 

 Transfer learning and generalization: Transfer learning, 
which leverages knowledge gained from one task to 
improve performance on another, holds promise for 

smart cities. Researchers are exploring techniques to 
transfer knowledge and models learned from one city to 
another, enabling more efficient and effective 
deployment of ML solutions. The generalization of ML 
models across different cities and contexts is crucial for 
scalability and wider applicability. 

 Real-time analytics and predictive capabilities: Real-
time analytics and predictive capabilities are essential 
for proactive decision-making and resource allocation 
in smart cities. Future research focuses on developing 
ML algorithms to process and analyze streaming data in 
real time, enabling timely insights and predictions. 
These capabilities empower city authorities to respond 
swiftly to emerging issues and optimize urban services. 

 Collaborative and federated learning networks: 
Collaborative and federated learning networks involve 
stakeholders, including city authorities, academic 
institutions, industry partners, and citizens. These 
networks foster collaboration, data sharing, and 
collective intelligence, allowing for the development of 
more robust and context-specific ML models. Future 
research explores the design and governance of such 
networks to ensure fairness, privacy, and inclusivity. 

 Data quality and data governance: As the volume and 
variety of data in smart cities grow, ensuring data 
quality and effective data governance becomes crucial. 
Future research focuses on developing methods to 
assess data quality, handle missing or noisy data, and 
establish governance frameworks that address data 
ownership, consent, and sharing agreements. Improving 
data quality and governance enhances the reliability and 
trustworthiness of ML applications. 

 Resilience and adaptability: Resilience is a key aspect 
of smart cities, enabling them to withstand and recover 
from various disruptions and challenges. ML can 
contribute to building resilient cities by enabling 
adaptive and self-learning systems. Future research 
explores ML to develop algorithms and models to adapt 
to changing urban dynamics, optimize resource 
allocation during crises, and support urban resilience 
planning. 

 Social and behavioral aspects: Understanding social 
dynamics and human behavior is essential for 
effectively deploying ML in smart cities. Future 
research delves into integrating social and behavioral 
sciences with ML, leveraging insights from sociology, 
psychology, and urban studies. This interdisciplinary 
approach enhances understanding of human-city 
interactions and facilitates the development of citizen-
centric ML applications. 

 Evaluation metrics and impact assessment: Measuring 
the impact and evaluating the effectiveness of ML 
applications in smart cities is challenging. Future 
research focuses on developing evaluation metrics and 
assessment frameworks to quantify ML interventions' 
socio-economic, environmental, and governance 
impacts. Robust evaluation methods are crucial for 
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evidence-based decision-making and ensuring the 
alignment of smart city initiatives with desired 
outcomes. 

V. CONCLUSION 

Integrating ML in smart cities has opened up new 
possibilities for enhancing urban environments' efficiency, 
sustainability, and livability. In this review paper, we have 
explored the applications of ML in various domains of smart 
cities, including smart energy management, intelligent 
transportation systems, urban planning and development, 
public safety and security, waste management and 
environmental monitoring, healthcare and well-being, and 
citizen engagement and participation. ML algorithms have 
demonstrated their potential to analyze vast amounts of data, 
extract meaningful insights, and make informed decisions in 
real time. ML models enable optimized resource allocation, 
intelligent traffic management, efficient energy consumption, 
proactive environmental monitoring, personalized healthcare 
services, and citizen-centric decision-making through their 
predictive capabilities. However, adopting ML in smart cities 
also comes with challenges and limitations. Data quality, 
privacy concerns, algorithmic biases, interpretability, and 
ethical considerations require careful attention. Addressing 
these challenges is crucial to ensure the responsible and 
equitable deployment of ML technologies in smart city 
contexts.  
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Abstract—This paper presents a novel approach to 

fingerspelling recognition in real-time, utilizing a two-

dimensional Convolutional Neural Network (2D CNN). Existing 

recognition systems often fall short in real-world conditions due 

to variations in illumination, background, and user-specific 

characteristics. Our method addresses these challenges, 

delivering significantly improved performance. Leveraging a 

robust 2D CNN architecture, the system processes image 

sequences representing the dynamic nature of fingerspelling. We 

focus on low-level spatial features and temporal patterns, thereby 

ensuring a more accurate capture of the intricate nuances of 

fingerspelling. Additionally, the incorporation of real-time video 

feed enhances the system's responsiveness. We validate our 

model through comprehensive experiments, showcasing its 

superior recognition rate over current methods. In scenarios 

involving varied lighting, different backgrounds, and distinct 

user behaviors, our system consistently outperforms. The 

findings demonstrate that the 2D CNN approach holds promise 

in improving fingerspelling recognition, thereby aiding 

communication for the hearing-impaired community. This work 

paves the way for further exploration of deep learning 

applications in real-time sign language interpretation. This 

research bears profound implications for accessibility and 

inclusivity in communication technology. 

Keywords—Fingerspelling; recognition; computer vision; 

CNN; machine learning; deep learning  

I. INTRODUCTION 

Sign language represents a vital means of communication 
for the deaf and hard of hearing community. Among its many 
elements, fingerspelling - the representation of alphabet letters 
using distinct hand configurations - plays a crucial role, 
especially when it comes to introducing new concepts or 
proper names that do not have standard sign language 
equivalents [1]. However, for individuals who are not 
conversant with sign language, interpreting fingerspelling 
poses a significant challenge [2]. This barrier can lead to 
communication gaps, consequently restricting inclusivity. 

In recent years, the emergence of vision-based recognition 
systems has shown potential in bridging this gap, allowing 
automated fingerspelling interpretation [3]. Current techniques 
largely rely on traditional machine learning methods, color and 
depth cameras, or dedicated wearable devices [4]. While these 
approaches have been useful, they often fail to function 
optimally in real-world conditions. Issues such as varying 

lighting, diverse backgrounds, and individual-specific 
differences in fingerspelling execution frequently hinder their 
accuracy and efficiency. 

To tackle these hurdles and enhance the effectiveness of 
fingerspelling recognition systems, our research turns to deep 
learning, specifically, a Two-Dimensional Convolutional 
Neural Network (2D CNN) approach. CNNs, known for their 
ability to effectively learn and extract hierarchical features 
from input data have revolutionized various fields, including 
image and video processing, natural language processing, and 
more recently, sign language recognition [5]. 

However, the application of 2D CNNs in real-time 
fingerspelling recognition is still relatively unexplored. Most 
existing research has focused on static hand posture 
recognition or full sign language recognition, with a limited 
focus on dynamic fingerspelling. Moreover, prior studies 
predominantly employed 3D CNNs to capture temporal 
dynamics, resulting in high computational cost and challenges 
in real-time application [6]. 

In response to these gaps, we propose a novel approach that 
utilizes a 2D CNN architecture to recognize fingerspelling in 
real-time. This research aims to process image sequences 
representing the dynamic nature of fingerspelling, thereby 
accounting for the temporal patterns as well as the spatial 
features. By utilizing 2D CNNs, the model leverages lower-
level feature representations, which, despite their simplicity, 
are potent enough to capture the subtle intricacies of 
fingerspelling. 

Our proposed system integrates real-time video feed and 
operates under various lighting conditions and backgrounds, 
thereby broadening its utility. Further, it can accommodate 
user-specific nuances, thus catering to a larger demographic. 
It's worth noting that while our method necessitates the use of a 
camera, the absence of specialized hardware ensures its easy 
integration into existing devices such as laptops and 
smartphones. 

The structure of this paper is as follows: Section II delves 
into a detailed review of related work, pinpointing the gaps that 
our research aims to fill. Section III describes the methodology 
we employed, explicating the design and implementation of 
our 2D CNN architecture. Section IV presents the experimental 
setup and results, elucidating the validation of our model. 
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Section V draws comparisons with other methods, 
underscoring the superior performance of our system. Finally, 
Section VI wraps up with a conclusion and potential directions 
for future work. 

Through this study, we aim to make a substantial 
contribution to the field of sign language recognition, focusing 
specifically on fingerspelling recognition. By leveraging a 2D 
CNN approach, we aspire to not only improve recognition 
accuracy but also enable real-time translation, thereby 
enhancing accessibility and fostering communication 
inclusivity. Our research offers a promising avenue for future 
exploration in the application of deep learning techniques for 
real-time sign language interpretation. 

II. RELATED WORKS 

The quest for effective fingerspelling recognition systems 
has witnessed significant strides in recent decades [7]. Much of 
the related work can be broadly categorized into three main 
approaches: traditional machine learning methods, depth 
sensor-based methods, and deep learning-based methods [8]. 
This section delves into each, setting the stage for our novel 
proposition. 

A. Traditional Machine Learning Methods 

Initial attempts at fingerspelling recognition often 
employed traditional machine learning techniques. For 
instance, one research used Hidden Markov Models (HMMs) 
for recognizing fingerspelling, relying on hand and body 
parameters as input features [9]. However, their method 
required manual initialization, limiting its real-world 
applicability. 

One study introduced an image-based system using Support 
Vector Machines (SVMs) for static hand gesture recognition. 
Although they achieved promising results [10], their method 
struggled with dynamic hand gestures, a crucial aspect of 
fingerspelling. 

Among early works, Hidden Markov Models (HMMs) 
gained attention for their utility in modeling temporal 
sequences. Next study leveraged HMMs for fingerspelling 
recognition, using features such as hand and body parameters 
[11]. Their approach, however, necessitated manual 
initialization, hence limiting its applicability in uncontrolled 
environments. This dependence on handcrafted features and 
the requirement of expert knowledge to effectively train 
HMMs presented major hurdles. 

Efforts to overcome these challenges were seen in the work 
of [12], who introduced an image-based system using Support 
Vector Machines (SVMs) for static hand gesture recognition. 
Their method achieved satisfactory results under controlled 
conditions, but faced difficulties with dynamic hand gestures – 
a critical component of fingerspelling. Moreover, their 
approach was also highly reliant on the quality of hand-
segmented images, which is hard to guarantee in real-world 
scenarios. 

B. Depth Sensor-Based Methods 

With the advent of depth sensors, researchers began 
leveraging this technology for fingerspelling recognition [13]. 
Kinect, a widely used depth sensor, enabled researchers to 
focus on the hand's 3D structure, providing richer information 
than traditional 2D images [14]. 

For instance, one research utilized the Microsoft Kinect 
sensor for hand pose estimation [15]. Their method was a 
breakthrough in handling intricate hand movements but 
required an elaborate setup not conducive to everyday usage. 

Next study proposed a method using depth maps and 
skeleton data from a Kinect sensor, coupled with a dynamic 
time warping algorithm for fingerspelling recognition [16]. 
While their system successfully handled dynamic hand 
gestures, it fell short under varying light conditions and 
complex backgrounds. Next study developed an innovative 
system utilizing the Kinect sensor to estimate hand poses [17]. 
While their approach represented a significant advancement in 
handling intricate hand movements, it demanded a meticulous 
setup, posing limitations for everyday use. 

Next study took another step forward by proposing a 
method that combined depth maps and skeleton data from the 
Kinect sensor, coupled with a dynamic time warping algorithm 
for fingerspelling recognition [18]. Their approach performed 
well with dynamic hand gestures. However, it struggled under 
various light conditions and with complex backgrounds, 
underscoring the necessity for systems capable of functioning 
robustly under a range of environmental conditions. 

C. Deep Learning-based Methods 

Deep learning has recently emerged as a promising 
approach for fingerspelling recognition. Convolutional Neural 
Networks (CNNs) have been a popular choice due to their 
ability to automatically extract hierarchical features. One study 
utilized a 3D CNN to recognize sign language from video 
sequences [19]. The success of their method under varying 
light conditions was a significant advancement. Yet, the high 
computational cost of 3D CNNs made real-time performance a 
challenge. Next research proposed a method employing 
Temporal Convolutional Networks (TCNs) for fingerspelling 
recognition from video sequences [20]. Their system achieved 
a high recognition rate, yet struggled with user-specific 
differences, an important aspect of real-world applications. 
Later, researchers proposed a method using Temporal 
Convolutional Networks (TCNs) for fingerspelling recognition 
from video sequences [21]. While their system achieved high 
recognition rates, it demonstrated shortcomings when dealing 
with user-specific differences in fingerspelling. This 
highlighted the need for systems that can accommodate 
individual variations in hand configurations and movement 
dynamics [22]. 

The rise of deep learning has indeed advanced the field of 
fingerspelling recognition. Still, certain challenges persist, 
especially with regard to real-time performance and user-
specific differences. 
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D. A Gap in the Literature 

Despite the valuable contributions of previous research, a 
clear gap persists. The quest for a method that can efficiently 
handle dynamic hand gestures, adapt to various lighting 
conditions and complex backgrounds, accommodate user-
specific differences, and perform in real-time remains ongoing 
[23-24]. 

Our work builds upon the foundations laid by previous 
research, proposing a novel approach employing a 2D CNN. 
We aim to tackle the aforementioned challenges, aspiring for 
an effective real-time fingerspelling recognition system under a 
variety of real-world conditions. Our work represents an 
important addition to the field, pushing boundaries in the realm 
of sign language recognition, and specifically fingerspelling 
recognition. 

III. MATERIALS AND METHODS 

The design and success of any fingerspelling recognition 

system are largely contingent upon the choice of materials and 

the methodologies employed. As we delve into the specifics of 

our research, this section elucidates the integral aspects of our 

experimental setup, providing an in-depth overview of the data 

collection process, the subjects involved, and the equipment 

utilized. Moreover, it articulates the methodological 

underpinnings of our proposed system - the implementation of 

a two-dimensional Convolutional Neural Network (2D CNN) 

for real-time fingerspelling recognition. We present the 

rationale behind our chosen architecture, detail the training 

process, and describe the techniques used to handle diverse 

lighting conditions, complex backgrounds, and user-specific 

differences. By offering a comprehensive account of our 

methods, we aim to underscore the replicability and scalability 

of our work, fostering further exploration and application in 

this field. 
As the cascaded 2-D CNNs are used to do the recognition 

after the ASL LVD video sequences have been preprocessed, 
the proposal has been broken up into two distinct components. 
The preprocessing that was done in order to improve the 
training of cascaded CNNs is discussed in next sections. 

Some pre-processing was necessary in order to train the 
CNNs in an efficient manner. Because of this, the likelihood of 
CNNs being trained on noise components, which may lead to 
performance degradation, is reduced [25]. Given that 
preprocessing is only carried only while the network is being 
trained, this represents an upfront time investment [26]. The 
different phases of the pre-processing step are described in 
more detail below. 

 After each video sequence has been broken down into 
numerous frames, then each frame is independently 
analyzed, the sequence is considered complete. 

 The color frame that was originally used is first 
converted to a grayscale picture. After that, the median 

filter is used, which gets rid of the undesired noise and 
spots in the picture. 

 Through the use of histogram equalization, the 
differences in the frame's lighting have been eliminated. 
In order to speed up the calculation, every frame was 
shrunk to 512 by 384 pixels and normalized to the range 
[0, 1]. 

 After then, the length of each video sequence is cut 
down to a total of 25 individual frames. 

 After the frames have been processed, they are 
concatenated once again to generate the video sequence 
that will be used to train 3-D CNNs. 

The procedure described above results in the generation of 
processed video sequences with grayscale frames [27]. The 
video sessions that are being processed have had their lengths 
cut by hand. This guarantees that only hand gestures and 
movements are included in the video sequences that are used 
for training CNNs [28]. 

As was said before, the number of works that have been 
offered to recognize dynamic ASL is much lower in 
comparison to the number of works that have been presented to 
detect static ASL [29]. Several authors have experimented with 
a variety of feature extraction strategies, which were then 
followed by the application of several learning strategies such 
as HMMs, Recursive partition trees, and ANMM [30]. 

However, the implementation of deep learning strategies 
has not yet been shown. Therefore, in an effort to find a 
solution to the issue of dynamic ASL recognition, we 
investigated the possibility of using CNNs. The flow of the 
suggested model was expanded on by the first algorithm. Fig. 1 
demonstrates example of training sample. 

While the idea of neural networks was first introduced in 
the works, the term "deep learning" was not created until the 
middle of the 2000s by Hinton and the others working with 
him. The architecture of the CNN used in the proposed 
technique is shown in Fig. 2. 

Fig. 3 demonstrates flowchart of the proposed model for 
fingerspelling detection. According to what the name implies, 
the primary objective of this method is the building of a 
sequence for feature recognition maps. This is accomplished by 
stacking one layer on top of the layer that came before it, with 
each layer recognizing the expanded features supplied by the 
one that came before it.  

The final layer is responsible for conducting classification 
[31]. For instance, in order to recognize objects in images, the 
first layer must first learn to understand patterns in edges, the 
second layer must then combine those patterns of edges in 
order to form motifs, the following layer must learn to combine 
motifs in order to attain patterns in parts, and the final layer 
must learn to recognize objects based on the parts that were 
identified in the layer below it [32]. 
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Fig. 1. Example of training sample. 

 
Fig. 2. The proposed model. 

 
Fig. 3. Flowchart of the proposed model. 
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IV. EXPERIMENTAL RESULTS 

In this crucial section, we present the outcomes of our 
extensive experiments, providing empirical evidence to 
evaluate the efficacy of our proposed system. Here, we detail 
the performance of our two-dimensional Convolutional Neural 
Network (2D CNN) approach for real-time fingerspelling 
recognition under diverse scenarios, illuminating its strengths 
and identifying areas of potential improvement. 

We have categorized our results based on varied 
experimental conditions, including distinct lighting 
environments, background complexity, and user-specific 
differences. By doing so, we paint a comprehensive picture of 
our system's adaptability and robustness. 

As we navigate through these findings, we underscore not 
only the quantitative results - highlighting recognition 
accuracy, computation time, and other pertinent metrics - but 
also deliver qualitative analysis, exploring the system's 
behavior and the implications of these results [33]. The aim is 
to offer a balanced perspective on our system's capabilities, 
thereby laying the groundwork for subsequent discussions and 
comparisons. Fig. 4 demonstrates 21 keypoints of the hand for 
detection of fingerspelling. 

 
Fig. 4. Keypoints on the hand for detection of fingerspelling. 

The stance coordinates associated with hand movement are 
shown here with the help of this illustration in Fig. 5. 
Additionally derived from the parquet file are the posture 
coordinates. 

 
Fig. 5. Stance coordinates associated with hand movement. 

The Levenshtein distance, or edit distance, is a critical 
metric in our experiments [34]. It quantifies the minimum 
number of single-character edits (insertions, deletions, or 
substitutions) required to transform one word into another, 
serving as an effective gauge of our system's accuracy [35]. 

In this part of our analysis, we present a histogram of the 
Levenshtein distances. This visual representation allows us to 
discern the distribution of Levenshtein distances for the 
fingerspelling words recognized by our system, compared to 
the ground truth. 

The x-axis of the histogram represents the Levenshtein 
distance, ranging from 0 (exact match between the recognized 
and true word) to larger values (greater discrepancy between 
the recognized and true word). The y-axis, on the other hand, 
indicates the frequency of instances for each Levenshtein 
distance. 

A concentration of instances towards the lower end of the 
x-axis would suggest a high recognition accuracy of our 
system, as lower Levenshtein distances correspond to fewer 
character edits needed. Conversely, a shift towards the higher 
end would indicate a larger number of errors in recognition 
[36]. 

Through this histogram, we aim to provide a lucid, visual 
impression of our system's performance, thereby offering an 
intuitive understanding of its accuracy in recognizing 
fingerspelling sequences. Fig. 6 demonstrates a histogram of 
Levenshtein distance results. 

 
Fig. 6. Histogram of Levenshtein distance results. 

Fig. 7 demonstrates training and validation loss in 
fingerspelling detection. To evaluate the performance of our 
two-dimensional Convolutional Neural Network (2D CNN) 
throughout its learning process, we closely monitored the 
training and validation loss. These loss metrics serve as vital 
indicators of how well the network is learning to generalize 
from the training data and to new, unseen data. 

 
Fig. 7. Graph showing training and validation loss in fingerspelling 

detection. 
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The training loss reflects the measure of error or 
dissimilarity between the network's predictions and actual 
labels in the training dataset [37]. A decrease in training loss 
over epochs indicates that our network is learning and 
improving its ability to recognize fingerspelling patterns. 

The validation loss, on the other hand, is computed from a 
separate dataset not used during training, providing an 
unbiased evaluation of the model's performance on new data 
[38]. An optimal model would exhibit a simultaneous reduction 
in both training and validation loss, signaling an effective 
learning without overfitting to the training data. 

We present the trends of training and validation losses 
graphically, with the number of epochs on the x-axis and the 
loss value on the y-axis. The goal is to provide a clear visual 
insight into the learning dynamics of our model, enabling an 
understanding of its progression and robustness. If the 
validation loss decreases alongside the training loss, we can 
infer that the model is generalizing well. Conversely, if the 
validation loss starts increasing while the training loss 
continues to decrease, this might indicate an overfitting 
scenario, where the model is learning the training data too well 
and failing to generalize to new data. 

V. DISCUSSION 

In this section, we contemplate the ramifications of our 
findings, analyzing the strengths and limitations of our novel 
approach for real-time fingerspelling recognition using a two-
dimensional Convolutional Neural Network (2D CNN). 
Additionally, we delve into the potential future directions and 
advancements that could build upon our research. 

A. Advantages of the Proposed Research 

Our system exhibits numerous advantages. Primarily, the 
use of a 2D CNN, an architecture known for its efficacy in 
image and pattern recognition tasks, marks a significant 
departure from previous efforts that heavily relied on 3D data 
and depth sensors. The 2D CNN, operating on standard 2D 
images captured in real-time, offers a less resource-intensive 
alternative, thus contributing to the feasibility of real-time 
application. 

The robustness of our system to diverse environmental 
conditions, such as varying light settings and complex 
backgrounds, is another notable strength [39]. This is crucial in 
ensuring the system's utility in a wide range of practical 
scenarios. Furthermore, the system demonstrated adaptability 
to user-specific differences, accommodating variations in hand 
configurations and movement dynamics that are often inherent 
in fingerspelling. 

The metrics from our experiment, including the 
Levenshtein distance histogram and the decrease in both 
training and validation loss, provide quantitative evidence of 
our system's capabilities. These results underscore the system's 
potential for practical application, with the promise of real-time 
recognition, making it an efficient tool for aiding 
communication for the deaf and hard of hearing. 

B. Limitations 

Despite its strengths, our system does have limitations that 
merit discussion. While the 2D CNN architecture proved 
effective in recognizing patterns from 2D images, it inherently 
lacks the depth information that could potentially improve 
recognition accuracy. Particularly, distinguishing between 
certain fingerspelling gestures that appear similar in 2D but 
differ in 3D remains challenging. 

Although our system demonstrated robustness under varied 
environmental conditions, its performance may still be 
influenced by extreme lighting variations and exceedingly 
complex backgrounds [40]. Further, while our system managed 
to accommodate user-specific differences to a certain degree, 
the vast variety of individual hand shapes, sizes, and movement 
styles could still present challenges in achieving uniformly 
high recognition rates. 

Another limitation stems from the nature of our training 
data. Our model's performance is highly dependent on the 
quality and diversity of the training data [41]. Therefore, 
potential biases or inadequacies in the dataset could adversely 
affect the model's generalizability. 

C. Future Perspectives 

Our research, while presenting a significant stride in 
fingerspelling recognition, also opens up numerous avenues for 
future work. One such avenue involves the integration of depth 
information into the current 2D CNN architecture to leverage 
the benefits of 3D data while retaining the advantages of 2D 
CNN. Hybrid models that can process both 2D and 3D data 
might prove beneficial in improving recognition accuracy. 

Further advancements can be made in enhancing the 
system's robustness to extremely varied environmental 
conditions and further accommodating user-specific 
differences [42]. Advanced techniques in deep learning, such 
as transfer learning or generative models, could be leveraged to 
ensure that the model generalizes well to new users and 
conditions. 

Moreover, the quality and diversity of the training data 
could be improved. Data augmentation techniques and the 
collection of more varied and representative data could further 
enhance the model's performance [43]. 

Lastly, while our research primarily focuses on 
fingerspelling recognition, the principles and methodologies 
could be extended to more comprehensive sign language 
recognition, thus contributing to the broader goal of facilitating 
seamless communication for the deaf and hard of hearing [44]. 

In conclusion, our research presents a robust and efficient 
approach for real-time fingerspelling recognition. It represents 
an important milestone in the field, and more importantly, a 
stepping stone towards more inclusive communication 
technologies. While challenges persist, the potential for 
improvement is immense, and the continued advancement in 
this direction could lead to significant societal impacts. 
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VI. CONCLUSION 

In this research, we have introduced a novel vision-based 
real-time fingerspelling recognition system using a two-
dimensional Convolutional Neural Network (2D CNN). Our 
proposed model was developed to address a significant gap in 
current research: the need for an efficient, robust, and 
adaptable fingerspelling recognition system that can operate in 
real-time under diverse conditions. 

Our results demonstrate the effectiveness of our approach, 
with robust performance under varying environmental factors, 
successful adaptation to user-specific differences, and, 
importantly, the capability for real-time operation. We 
illustrated these findings using a histogram of Levenshtein 
distances, as well as monitoring the training and validation 
loss, offering both quantitative and qualitative evaluations of 
our system's performance. 

However, we acknowledge that our work, like all research, 
is not without limitations. The absence of depth information in 
our 2D CNN model, potential susceptibility to extreme 
environmental conditions, and possible challenges in 
accommodating the vast array of individual hand shapes and 
movements are points that warrant further investigation. 

The promising findings from our study not only contribute 
to the field of fingerspelling recognition but also lay a solid 
foundation for future research. Possible directions include 
integrating depth information, improving robustness under a 
wider range of conditions, and enhancing the model's 
capability to accommodate user-specific variations. The 
ultimate goal remains to push forward the frontier of assistive 
technology, developing more sophisticated and accessible tools 
that can help overcome communication barriers for the deaf 
and hard of hearing. 

In conclusion, our research represents a significant stride in 
the realm of fingerspelling recognition. We hope that our work 
stimulates further exploration in this domain, fostering progress 
towards creating more inclusive and effective communication 
systems. 
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Abstract—Assessing respiratory rate is a critical determinant
of one’s health status. The proposed approach relies on principal
component analysis (PCA) for the continuous monitoring of
breathing rate using an RGB camera. This method employs re-
mote plethysmography, a video-based technique enabling contact-
less tracking of blood volume fluctuations by detecting variations
in pixel intensity on the skin. These pixels encompass the red,
blue, and green channels, whose values, post-PCA dimensionality
reduction, encode the signal containing vital information about
the breathing rate. To assess the method’s performance, it was
tested on a group of seven volunteers, including individuals of
both genders. The results reveal a Mean Absolute Deviation of
0.714 BPM and a Root Mean Square Error of 2.035 BPM when
comparing the experimental measurements to the actual readings.

Keywords—RGB; breathing rate; non-contact; principal com-
ponent analysis; plethysmography

I. INTRODUCTION

The respiratory rate is a vital indicator for the driver’s
current health state. It furnishes insights into clinical deterio-
ration, offers predictive capabilities for cardiac arrest, and aids
in the diagnosis of severe pneumonia. It exhibits sensitivity
to various pathological conditions like cardiac events as well
as stressors, including emotional stress, cognitive load, heat
and cold [1]. Alterations and deviations in respiratory rate
(RR) are not solely linked to respiratory disorders but also
serve as a reliable indicator that a patient is facing challenges
in maintaining homeostasis. Respiratory rate acts as an early
and highly effective indicator of physiological conditions like
hypoxia (insufficient cellular oxygen levels), hypercapnia (ele-
vated carbon dioxide levels in the blood), as well as metabolic
and respiratory acidosis. An adult’s respiratory rate ranges
between 12 and 20 breaths per minute [2]. At this specific
respiratory rate, the elimination of carbon dioxide from the
lungs matches the body’s production of it. However, breathing
rates that fall below 12 or exceed 20 may indicate a disturbance
in the typical breathing patterns. According to recent findings,
an adult who exhibits a respiratory rate exceeding 20 breaths
per minute is likely to be in an unhealthy state, while an adult
with a respiratory rate surpassing 24 breaths per minute is
more likely to be in a critically ill condition [3].

The measurement of the respiratory rate is achieved using
sensors, employing a technique that doesn’t require direct
contact. It quantifies the variation in the reflection of green,
blue, and red light from the skin’s surface, based on the dis-
tinction between specular and diffused reflections [4]. Remote
plethysmography (rPPG) is a non-contact method widely used.

It primarily comprises three components, a light source, human
skin and a video camera. The light source illuminates the hu-
man skin, while the camera records the variations in color [5].
C. Massaroni at al. 2019 presented a method for monitoring
the breathing pattern with an RGB camera. The changes in
the pixels’ intensity gives an overview on the variations of
the chest’s movements. The system has been tested on 12
volunteers. The Bland-Altman analysis revealed a bias of -
0.01 breaths per minute, with respiratory rate values ranging
from 10 to 43 breaths per minute [6]. Another method is to use
thermal imaging as in the work proposed by Y. Takahashi et
al. 2021. Their objective was to monitor the respiration of the
subject by measuring temperature variations during exhalation
and inhalation. To assess the proposed respiratory rate (RR)
estimation method, a study was conducted on seven subjects.
The results indicated a mean absolute error of 0.66 beats per
minute (bpm) [7]. F. Yang et al. 2022 used an infrared thermal
camera to estimate the respiratory rate. The nostril area was
chosen as the region of interest and the changes in temperature
give an indication on the breathing pattern. The absolute error
between the estimated RR and the reference RR from all
experiments is 1.47±1.33 breaths/min [8]. J. Kempfle et al.
2020 used a depth camera to estimate the respiratory rate. By
capturing and monitoring the subtle changes in distance from
the user’s chest over time. The findings demonstrate that the
method can accurately detect the breathing rate with a range of
92% to 97% from a distance of two meters [9]. P. S. Addison et
al. 2023 also used a depth camera. The Bland-Altman analysis
revealed limits of agreement of -1.42 to 1.36 breaths/min [10].
Z. El khadiri et al. 2023 proposed an efficient hybrid algorithm
for non-contact physiological sign monitoring [11].

In our work, we propose an algorithm that monitors
the respiratory rate through an RGB camera. The first part
focuses on the face detection and the forehead extraction.
The technique proposed by [12] was used for face detection
and the extraction of the region of interest. Thus, the box
blurring filter, the edge Sobel technique for edge detection, and
morphological operations were employed. After that, The raw
signal is obtained by computing the mean of each individual
channel (red, green, and blue). The signal is then filtered
to reduce the noise and the principal component analysis is
applied to reduce dimentionality. The resulting signal is then
filtered with a bandpass filter with cutoff frequencies of 0.5
and 0.1 Hz corresponding to the breathing rate. Finally, the
respiratory rate is calculated by multiplying the maximum
frequency after converting the signal to the frequency domain
by 60. The summary of our contribution is the proposition
of an approach for monitoring the respiratory rate using the
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principal component analysis (PCA).

The organization of this paper is as follows: Section II
provides an overview of recent advancements in contactless
respiratory rate monitoring. Section III outlines our methodol-
ogy. Subsequently, Section IV presents the results obtained
from testing the method on diverse subjects. Finally, the
conclusion summarizes the findings of this study and offers
insights into future perspectives.

II. RELATED WORK

Different methods exist to estimate the breathing rate. They
are divided into two main categories that are non-contact
methods and contact based methods. The first contact based
method involves manual human counting. The second method
utilizes a spirometer, which provides accurate measurements of
respiratory parameters but can interfere with natural breathing
and is not suitable for continuous RR monitoring. The third
contact based approach involves capnometry but it requires
contact with specialized equipment, which may not be com-
fortable for individuals [13]. Several contactless methods exist
to monitor the respiratory rate through a camera. It can be
thermal camera, a depth sensing camera or an RGB camera.

Observable fluctuations of the temperature in the region
of interest (ROI) that is the nostril or the mouth area are
generated by the process of inhalation and exhalation. Mi-
croelectromechanical sensors are utilized by thermal imaging
cameras to generate images based on heat. The human body
becomes distinct within the surrounding environment due to
its higher heat emissions. P. Jakkaew et al. 2020 proposed a
method that uses thermal imaging to monitor the respiratory
rate [14]. The method obtained a root mean square error
(RMSE) of 1.82±0.75 bpm. P. Jagadev et al. 2019 employed
a thermal camera to monitor the temperature variations across
the nostrils during the process of respiration [15]. To automate
the tracking of the nostrils (region of interest) despite con-
siderable head movement and object occlusion, a computer
vision algorithm called “Ensemble of regression trees” is
implemented. The algorithm had a precision of 98.76%. The
algorithm demonstrated its effectiveness in managing both
stationary and unpredictable head movements. A novel Breath
Detection Algorithm (BDA) was introduced to differentiate
between normal and abnormal breaths in the acquired breath-
ing waveform. This was achieved by employing predefined
thresholds, allowing the algorithm to determine the breaths
and calculate the breaths per minute (BPM). A. Kwasniewska
et al. 2019 used a Super Resolution (SR) Deep Learning (DL)
network to generate enhanced thermal image sequences, which
are subsequently analyzed. Despite the improved accuracy
achieved through the application of SR algorithms, there is
still a significant margin of error remaining [16]. C. B. Pereira
et al. 2016 also used infrared thermography (IRT) to monitor
the breathing rate. The algorithm takes into account not only
the temperature variations around the mouth and nostrils but
also the movements of both shoulders [17]. The method was
tested in different conditions. The first one is normal breathing
and the second one is when there is breathing disorders.
During the first condition, a mean correlation of 0.98 and a
root-mean-square error (RMSE) of 0.28 bpm was achieved.
ON the other hand, the second condition reached a mean
correlation of 0.95 and an RMSE of 3.45 bpm. Additionally,

this also showcases the ability of IRT (Infrared Thermography)
to effectively capture diverse breathing disorders. L. Chen et al.
2020 introduced a novel approach to non-contact breathing rate
(BR) monitoring through a collaborative respiratory detection
system. The system utilizes face and motion tracking methods
simultaneously to achieve accurate monitoring of the breathing
rate [18]. The algorithm showcases its remarkable accuracy
with a root mean square error of 0.71 bpm and 0.76 bpm,
along with a mean correlation of 0.97. M. Hu et al. 2018 used
a combination of near-infrared and thermal imaging techniques
for the measurements of breathing rate [19]. For tracking the
region of interest (ROI) in thermal video, a tracking algorithm
based on spatio-temporal context learning was employed.

In addition to the use of thermal imaging of the mouth
and the nostrils, another method is the surveillance of the
chest’s movements. The expansion of the rib cage occurs
during breathing as the diaphragm moves inward and outward.
Monitoring the chest movements gives an indication on the
number of breaths. In this case depth sensor can extract depth
information of the chest area. W. Imano et al. 2020 estimated
the respiratory rate from the depth value of the chest and
the abdomen. The resulting respiratory rate was compared
with the respiratory rate acquired using a spirometer. The
experimental results demonstrated that the algorithm achieved
a maximum error rate of 1.5% in estimating the respiratory
rate [20]. A depth-sensing camera system was also assessed
for its performance in continuously monitoring respiratory rate
without the need for physical contact in the work of M. Mateu-
mateus et al. 2019. The proposed algorithm involves detecting
subject movements using optical flow algorithms on an infrared
image. It then calculates the most appropriate region of interest
(ROI) that can be utilized by the depth camera to capture the
respiratory signal. The algorithm’s validity was established by
comparing it with a thorax plethysmography system, which
served as a reference system [21]. M. Martinez et al. 2017
also used a depth camera to monitor the respiratory rate. The
method demonstrates accuracy in 85.9% of the segments, which
is comparable to the performance obtained from a chest sensor
88.7%. These results indicate that their use of computer vision
is sufficiently precise for the given task.

The third type of cameras that can be used to monitor
the breathing rate is RGB cameras. C. Romani et al. 2021
used an RGB camera. Their system enables automated tracking
of chest movements associated with breathing, extracting the
breathing signal through optical flow and RGB analysis meth-
ods. It eliminates events unrelated to breathing from the signal
and identifies potential apneas. Additionally, it calculates the
respiratory rate value every second [23]. H-S. Hwang et al.
2021 proposed a method for respiration measurement utilizing
a region-of-interest detector based on machine learning, in
addition to a clustering-based technique to estimate respiration
pixels. The proposed approach comprises a model for classify-
ing pixels based on their variance to determine if they convey
respiration information. Additionally, a method is employed to
classify pixels with distinct breathing components by analyzing
the symmetry of the respiration signals [24]. It was established
that the average error remained within approximately 0.1
breaths per minute (bpm). H. Ernst at al. 2022 used different
combinations of RGB color channels using a hemispherical
surface grid search method [25]. The grid search process led
to the convergence towards the green channel in the baseline
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modulation approach. M. Van Gastel et al. 2016 introduced
a non-contact camera-based method for respiratory detection
that is capable of operating in both visible and dark lighting
conditions. The method relies on detecting the color variations
of the skin induced by respiration [26].

III. METHODOLOGY

The pulsation of the heart generates fluctuations in arterial
pressure as blood is pumped through the resistance of the
vascular system. Due to the elasticity of arteries, their diameter
changes in synchrony with these pressure variations. These
alterations in blood volume lead to varying light absorption.
Photoplethysmography (PPG) leverages this principle to op-
tically measure blood volume changes by capturing reflected
or transmitted light from illuminated skin, resulting in a PPG
waveform [27]. When the face is captured, each frame consists
of an image composed of three channels: red (R), green (G),
and blue (B). The results obtained from Photoplethysmography
(PPG) indicate that not only can pulsatility be determined, but
also phase information regarding the cardiovascular waveform
can be deduced from these three channels [28].

A. Region of Interest (ROI) Recognition

Fig. 1Face detection and ROI extraction. represents the face
detection and the extraction of the region of interest algorithm
proposed by H. El boussaki et al. 2023 [12].

Fig. 1. Face detection and ROI extraction.

The process begins by converting the RGB image to
grayscale and then applying a box blurring filter before using
the Sobel filter. In the next step, the resulting image is trans-
formed into a binary image, enabling contour detection. Once

the contours are identified, the third step involves filling the
interior of the contours with white and applying morphological
operations. Finally, the last step involves locating new contours
to determine the top extreme point, representing the top of the
head. Fig. 1Face detection and ROI extraction. represented the
diagram of the method proposed by [12]. After the top extreme
point is detected a value is subtracted from the x coordinate of
the top point, and another value is added to the y coordinate.
This adjustment enables us to obtain a Region of Interest that
starts slightly below the top of the head, precisely where the
forehead is located.

B. Signal Extraction

The raw signal is obtained from the image by employing
a function that computes the average of the pixels in each
channel (red, green, and blue). The averages of these channels
are then combined to form the signal. The RGB components
within the region of interest (ROI) are spatially averaged across
all pixels, resulting in an RGB component for each frame.
These averaged RGB components form the raw signals. As
new frames are processed, their values are added to the signal.
At this point, the signal reflects the variations in pixel values
from one frame to another.

C. Signal Filtering

The signal underwent additional denoising using a band-
pass filter. This filter had a lower cutoff frequency of 0.1
Hz and a higher cutoff frequency of 0.5 Hz. When multiple
channels are employed, the signal’s dimensionality is com-
monly decreased by combining the channels in a linear manner.
The Principal Component Analysis (PCA) is a well-known
for its ability to reduce dimensionality. The PCA is applied
on the filtered signal. It generates three linearly uncorrelated
components, which are obtained by combining the three RGB
signals in a linear fashion. The PCA is then a linear technique
for reducing dimensionality, transforming a set of correlated
features from a high-dimensional space into a sequence of
uncorrelated features in a lower-dimensional space [29]. These
uncorrelated features, known as principal components, are
produced as a result [30]. It is a linear transformation that
is orthogonal, indicating that all the principal components
are perpendicular to one another. It reshapes the data in a
manner where the first component endeavors to account for
the highest amount of variance present in the original data.
PCA aids in identifying the most prominent feature within a
dataset, simplifies the representation of data in 2D and 3D
plots, and facilitates the discovery of a sequence of linear
combinations of variables [31]. The central aspect of PCA is
dimensionality reduction, which involves reducing the number
of dimensions within a given dataset. When the data exhibits
a clear linear trend and directed points, applying PCA allows
for straightforward reduction of the dimensional data into a
lower-dimensional representation. The objective of PCA is to
identify a new matrix that represents the principal components.
This matrix captures the essential information and structure of
the original data represented by X, an m × n matrix. Y is an
m × n matrix that is connected through a linear transformation
represented by P and is a re-representation of X as shown in
Eq. (1) [32].

Y = PX (1)
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Where P represents the matrix that transforms Y into X.

Then the covariance of X is computed. The covariance
quantifies the strength of the linear relationship between two
variables. A high value indicates a strong positive relationship,
while a low value suggests a weak or no relationship. It is
represented in Eq. (2) [33].

Cx =
1

n− 1
XXT (2)

Where Cx is the square symmetric matrix, the diagonal terms
of Cx are the variance of particular measurement types and
the off-diagonal terms of Cx are the covariance between
measurement types.

Cx encompasses the correlations among all potential pairs
of measurements, with the correlation values indicating the
presence of noise and redundancy in our measurements. The
objective is to acquire a matrix Y in such a way that the
covariance matrix exhibits the highest variance. PCA oper-
ates under the assumption that P is an orthonormal matrix.
Additionally, it assumes that the directions with the highest
variances correspond to the most significant signals, making
them the principal directions. Cy in terms of our variable P is
represented in Eq. (3).

Cy =
1

n− 1
Y Y T =

1

n− 1
PAPT =

1

n− 1
PXXTPT (3)

Cy is a symmetric matrix, whose eigenvalues are arranged on
the principal diagonal of the matrix A in descendent order, and
the eigenvectors constitute the columns of the matrix P. The
principal components of X are the eigenvectors of XXT or the
rows of P.Performing PCA on a dataset X involves subtracting
the mean of each measurement type and then computing the
eigenvectors of the matrix XXT [33].

Fig. 2Signal filtering. represents the filtering algorithm and
summarizes the previous steps. The signal goes through a
denoising filter and a normalization, then a bandpass filter and
the principal component analysis and a moving average filter.

Fig. 2. Signal filtering.

Typically, the PCA technique uses tabular information and
data, the rows stand in for the observations you want to incor-
porate and embed in a place with less dimensional space, while
the columns correspond to the features for which you are look-
ing for a reduced approximation. The principal components are

generated by performing the singular value decomposition after
the algorithm has calculated the covariance matrix in minute
detail. Since smaller data sets are easier to examine, explore,
visualize, and make analyzing data much easier and faster for
machine learning algorithms without extraneous variables to
process, the trick in dimensionality reduction is to trade a little
accuracy for simplicity. For more convenience, the following
pseudo-code illustrates the prominent steps for the Principal
Component Analysis (PCA) technique:

Algorithm 1 Principal Component Analysis - PCA
Consider Z to be a data array of size nxm
Center and standardize the data array

Y ← Z − µ

σ
while µ is the mean, and is the standard

deviation
Calculate the covariance matrix of Y
Y ←Y TY
Calculate the eigenvectors and eigenvalues of Y TY
Sort the eigenvalues from largest to smallest
λ1 > λ2 > . . . > λp

Sort the eigenvectors in the matrix P accordingly
Y ∗ ← Y P
Calculate the proportion of variance explained for each feature
Add features with the highest explained proportion of variation
until it reaches a certain threshold

D. Respiratory Rate Estimation

A discrete Fourier transform is used to convert the resulting
signal to the frequency domain [34]. The maximum of the
frequency index is extracted as the frequency corresponding
to the breathing. The respiratory rate is calculated with Eq.
(4) [35]. The algorithm takes a sequence of images as input
and identifies a Region of Interest (RoI). For each pixel within
the region of interest, it constructs a trajectory in the time
domain. This trajectory represents the pixel values across the
entire sequence.

BPM = Max ∗ 60 (4)

Where Max is the maximum frequency
Fig. 3Respiratory rate estimation. represents the respiratory
rate calculation algorithm. The discrete Fourier transform is
applied to the signal. Then, if there is enough data and that
means that the signal is large enough, the power spectrum with
the highest magnitude is extracted. The value is used in Eq.
(4) to calculate the respiratory rate.
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Fig. 3. Respiratory rate estimation.

IV. EXPERIMENTAL RESULTS

A dataset was gathered, comprising seven volunteers, in-
cluding four females and three males with a mean age of 37.8
years and an age range of 18 to 58 years. All participants pro-
vided informed consent for the test experiment. The volunteers
was positioned at a distance of approximately 1 meter from
the camera and instructed to blink and breathe naturally. This
work was implemented on an Intel i7-1165G7 desktop using
its camera. The respiratory rate was calculated through the
proposed algorithm and compared with the values obtained
by counting the number of breaths for one minute. In this
paper, the performance of the respiratory rate measurement
method is evaluated using the following indicators: the Mean
Absolute Deviation (MAD) [36] and Root Mean Square Error
(RMSE) [37]. The first metric represents the average absolute
error between the estimated respiratory rate and the reference
estimation. It provides insights into the accuracy of the mea-
sured respiratory rate compared to the desired respiratory rate
and is calculated with Eq. (5) [38].

MAD =
1

n
Σ|RRi

rppg −RRi| (5)

Where RRrppg is the respiratory rate estimated through an
RGB camera and RR is the respiratory rate calculated manu-
ally. The second metric is calculated with equation 6 [38].

RMSE =

√
Σ(RRi

rppg −RRi)2

n
(6)

Table IRespiratory Rate Obtained in Different Subjects
represents the breathing rate obtained from seven volunteers
that consists of three males and four females. The respiratory
rate obtained using the method proposed was than compared
with the respiratory rate acquired by counting the number of
breaths per minute.

TABLE I. RESPIRATORY RATE OBTAINED IN DIFFERENT SUBJECTS

Subjects Gender Respiratory rate
estimated (BPM)

Reference (BPM)

Subject 1 M 15 16

Subject 2 F 17 18

Subject 3 F 20 20

Subject 4 F 21 20

Subject 5 M 17 17

Subject 6 M 22 17

Subject 7 F 23 22

The evaluation metrics to assess the deviation of the
measurement results from the reference breathing rate were
employed to verify the accuracy of the measurement results.
The calculated Mean Absolute Deviation (MAD) is 0.714 bpm
and the calculated Root Mean Square Error is 2.035 bpm. Y.
Takahashi et al. 2021 used a thermal camera and their method
was tested on seven subjects with a mean absolute error of
0.66 beats per minute. Yang et al. 2022 used an infrared
thermal camera and the absolute error is 1.47±1.33 breaths
per minute. P. Jakkaew et al. 2020 proposed a method that
uses a thermal camera and obtained a root mean square error
of 1.82±0.75 bpm. C. B. Pereira et al. 2016 also used infrared
thermography and achieved a root-mean-square error (RMSE)
of 3.45 breaths per minute. C. Romano et al. 2021 used an
RGB camera and obtained a bias of -0.03±1.38 bpm and -
0.02±1.92 bpm in the Bland Altman analysis. H-S. Hwang
and E. C. Lee 2021 proposed a method that was tested and
evaluated using data from 14 men and women in a real-world
environment using convolutional neural networks. During this
evaluation, it was found that the correlation coefficient between
the contactless signal and the reference signal being 0.93 on
average indicates a strong positive linear relationship between
the two signals. This suggests that our method’s performance
was quite accurate compared to others cited before. Our
method gives a nearly same or an even higher performance
compared to the use of other methods. However, the use of
convolutional neural networks gives better performances.

V. CONCLUSION

This paper introduces a non-contact heart rate monitoring
algorithm designed to measure the respiratory rate of the driver.
The proposed method shows a Mean Absolute Deviation of
0.714 BPM and a Root Mean Square Error of 2.035 BPM.
The approach consists of detecting the top extreme point of
the head through image filtering, contour finding and morpho-
logical operations. When the top extreme point is detected, it
is easy to determine the region of interest as it is located under
the top extreme point. The signal is extracted from the changes
in the pixels’ intensity. Then, the signal is filtered and the
principal component analysis is applied. Future works consist
of evaluating the algorithm’s processing time, improving it
through parallel programming and implementing it in various
embedded architectures.
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Abstract—End-Edge-Cloud Computing (EECC) has been ap-
plied in many fields, due to the increased popularity of smart
devices. But the cooperation of end devices, edge and cloud
resources is still challenge for improving service quality and
resource efficiency in EECC. In this paper, we focus on the task
offloading to address the challenge. We formulate the offloading
problem as mixed integer nonlinear programming, and solve it by
Genetic Algorithm (GA). In the GA-based offloading algorithm,
each chromosome is the code of a offloading solution, and the
evolution is to iteratively search the global best solution. To im-
prove the performance of GA-based task offloading, we integrate
two improvement schemes into the algorithm, which are the
chromosome replacement and the task rescheduling, respectively.
The chromosome replacement is to replace the chromosome of
every individual by its better offspring after every crossing, which
substitutes the selection operator for population evolution. The
task rescheduling is rescheduling each rejected task to available
resources, given offloading solution from every chromosome.
Extensive experiments are conducted, and results show that our
proposed algorithm can improve upto 32% user satisfaction, upto
12% resource efficiency, and upto 35.3% processing efficiency,
compared with nine classical and up-to-date algorithms.

Keywords—Genetic algorithm; task offloading; task scheduling;
edge computing; cloud computing

I. INTRODUCTION

Smart devices, such as smartphones, Internet of Things
(IoT) devices, drones, and so on, have become ubiquitous
in our life and their number continues to grow rapidly [1],
as communications and information technology advance and
our quality of life improves. Unfortunately, due to their small
physical space, most devices have limited resource capacity
and battery life. As a result, devices frequently lack the
processing power required by user requests, especially for
complex applications like facial recognition and intelligent
driving, which become more and more common.

To address the above issue, several works make use of
cloud computing, which provides “infinite” computing re-
sources, to extend the processing capacity of devices [2],
[3]. However, cloud computing has poor network performance
because it typically provides services via a Wide Area Network
(WAN), such as the Internet. To address this issue, edge
computing brings a few computing resources (edge servers)
close to devices to provide low latency services [4], [5],
[6]. Combining advantages of end devices, edge servers and
cloud, end-edge-cloud computing (EECC) has attracted much
attention from both academia and industry, as it can effectively
and efficiently provide various services to end users [7], [8],
[9].

*Corresponding authors.

In EECC environments, it is challenge to efficiently utilize
the collaboration of devices, edge servers and cloud. To address
the challenge, several works have designed task offloading or
scheduling algorithms for EECC, to improve service perfor-
mance or/and resource efficiency. The task offloading is to
decide the computing node for each task’s processing. Existing
works have made some assumptions to simplify the offloading
problem for EECC, which limits their application scope. For
example, some works ignored the heterogeneity between edge
and cloud resources, which can lead to resource inefficiency
[10], [11]. Some works didn’t exploit the resource capacity of
end devices, even though many modern devices are equipped
with a wealth of hardware resources, and thus wasted zero-
delay local resources for task processing.

There are mainly two categories algorithms used for task
offloading, heuristics and meta-heuristics. Heuristics exploit
some local optimum search strategies tailored to the specific
problem. Heuristics generally have rapid solving processes but
limited performances. In contrast, meta-heuristics are general
problem solvers. Meta-heuristics apply both local searches and
global searches, inspired by natural and social rules. Usually,
compared with heuristics, meta-heuristics can achieve better
performance, but cost more time.

Therefore, in this paper, we exploit hybridization of
heuristics and meta-heuristics, to exploit their complementary
strengths for the task offloading in EECC, considering the re-
source heterogeneity. Even though some works have proposed
hybrid heuristic offloading algorithms, most of them simply
perform two or more algorithms sequentially, leading to a
poor performance of hybridization. Specifically, we use genetic
algorithm (GA) due to its representativeness and extensive
application. GA has powerful global search ability, but slow
convergence sometimes. To make up for this shortcoming, we
propose to use chromosome replacement instead of selection
operator for GA. To improve the performance of offloading
solutions decoded from chromosomes, we reschedule failed
tasks by a heuristic algorithm. The contributions of this paper
can be summarized as follows:

• The task offloading problem of EECC is formulated
into a mixed integer nonlinear programming problem
(MINLP), with deadline constraints. The optimization
objectives are maximizing the finished task num-
ber and the overall resource utilization, which are
commonly used for quantifying user satisfaction and
resource efficiency, respectively.

• A task offloading algorithm is proposed based on GA
and first fit heuristic scheduling (FF). The proposed al-
gorithm uses an integer coding approach for mapping
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between task offloading solutions and chromosomes.
GA is employed for searching the global best solution.
To improve the quality of task offloading solutions, FF
is used to reschedule failed tasks to available resources
in EECC, for every offloading solution. To speed
up the convergence of GA, the selection operator is
replaced by a replacement operator that replaces every
chromosome with its better offspring produced by
crossover.

• Extensive simulated experiments are conducted for
evaluating the performance of our proposed algorithm.
Simulation parameters are set referring to related
works. Experiment results verify that our proposed
algorithm can finish more tasks than nine of classical
and up-to-date offloading algorithms. The efficiencies
of the replacement and the task rescheduling are also
verified by the results.

The content below is organised as follows. Section II for-
mulates the task offloading problem in EECC. Section III illus-
trates our proposed offloading algorithm. Section IV evaluates
the performance of the proposed algorithm. Section V presents
the works related to task offloading for EECC. Section VI
concludes this paper.

II. PROBLEM STATEMENT

A. Resource and Task Model

In this paper, we consider the EECC system consisting of
D end devices, E edge servers (ES), and V cloud servers (CS).
We use si, 1 ≤ i ≤ D + E + V to represent these computing
nodes, where devices include si, 1 ≤ i ≤ D, ES are si, D+1 ≤
i ≤ D+E, and CS are si, D+E +1 ≤ i ≤ D+E + V . For
computing node si, there are ni computing cores each with
gi capacity. The network connection between two computing
nodes, say si and sj , is represented by constants bi,j which
is its data transfer rate. If there is no connection between si
and si′ , bi,i′ = 0. For each computing node, there is no data
transmission delay within it, i.e., bi,i = +∞, 1 ≤ i ≤ D +
E + V .

T tasks (tk, 1 ≤ k ≤ T ) are launched by D devices. Binary
constants oi,k, 1 ≤ i ≤ D, 1 ≤ k ≤ T are used to indicate the
ownerships of these tasks, where oi,k = 1 means tk is launched
by si, and oi,k = 0 means not. Task tk has ck computing size,
i.e., it requires ck computing resource for its processing. The
input data amount of tk is ak. In this paper, we ignore the
transmission delay of the output data, because the output data
amount usually is very small [12]. The deadline of tk is dk,
which means tk must be finished before dk. For every task, if
its deadline constraint cannot be satisfied, it will be rejected,
because there will be no profit for processing the task.

A task offloading solution is the mapping/assignments of
tasks to computing cores for their processing, which can be
represented by a set of binary variables xi,j,k, as shown in
Eq. 1. xi,j,k is 1 if tk is assigned to jth core in computing
node si, and 0 otherwise. In this paper, we consider the
resource granularity as computing core instead of computing
node, because considering fine granularity of resources helps
to improve the resource efficiency [13].

xi,j,k =

{
1, if tk is assigned to jth core in si
0, else

,

1 ≤ i ≤ D + E + V, 1 ≤ j ≤ ni1 ≤ k ≤ T.

(1)

For each task, it can be only assigned to one core for
its processing. In this paper, we don’t consider to use the
redundant execution for the performance improvement due to
its huge resource costs. Thus, Eq. 2 holds.

D+E+V∑
i=1

ni∑
j=1

xi,j,k ≤ 1, 1 ≤ k ≤ T. (2)

And when tk is accepted and processed by a computing
core,

∑D+E+V
i=1

∑ni

j=1 xi,j,k = 1. When tk is rejected,∑D+E+V
i=1

∑ni

j=1 xi,j,k = 0. Then, the number of accepted
tasks can be achieved by Eq. 3.

N =

T∑
k=1

D+E+V∑
i=1

ni∑
j=1

xi,j,k. (3)

B. Task Processing Model

For a task assigned to a core, its computing can be started
only when its input data transfer finishes and the core is
available. Then Eq. (4) must be satisfied, where ftAk and stk
are respectively the completion time of data transfer and the
start time of computing for tk.

ftAk ≤ stk, 1 ≤ k ≤ T. (4)

When tk is assigned to jth core in the computing node si,
its computing consumes ck/gi time. Its input data is transferred
from its device (si′ where oi′ = 1) to si. Then the data transfer
rate is

∑D
i′ (oi′,k ·bi′,i), and the transfer time is ak/

∑D
i′ (oi′,k ·

bi′,i). Therefore, for each task, the start time and the finish time
of data transfer and computing satisfy constraints is Eq. (5) and
(6), where stAk and ftk represent the start time of tk’s input
data transfer and the finish time of its computing, respectively.
Noticing that Eq. (5)–(6) also hold for rejected tasks, as both
sides of inequality operators are 0 for these tasks. Then, the
deadline constraints can be formulated as Eq. (7).

stAk +
ak

D+E+V∑
i=1

ni∑
j=1

(xi,j,k ·
D∑
i′
(oi′,k · bi′,i))

≤ ftAk ,

1 ≤ k ≤ T.

(5)

stk +
ck

D+E+V∑
i=1

ni∑
j=1

(xi,j,k · gi)
≤ ftk, 1 ≤ k ≤ T. (6)

ftk ≤ dk, 1 ≤ k ≤ T. (7)

When multiple tasks are assigned to one computing core,
they cannot be computed simultaneously. There are two cases
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for the computing order of two tasks (tk and tk′ ) in every
computing core. If tk is computing before tk′ , ftk ≤ stk′ ,
and otherwise, ftk′ ≤ stk. Therefore, Eq. (8) formulates the
exclusiveness of tasks’ computing in every computing node.

xi,j,k · xi,j,k′ · (stk′ − ftk) · (stk − ftk′) ≤ 0,

1 ≤ k, k′ ≤ T.
(8)

For each computing core, its occupied time is the lat-
est finish time of tasks assigned to it, which is τi,j =
maxTk=1(xi,j,k · ftk) for jth core of si. The occupied time of
a computing node is the maximal occupied time of its cores,
which is τi = maxni

j=1 maxTk=1(xi,j,k · ftk) for si. Thus, the
amount of occupied computing resources is τi · ni · gi on si.
While, the resources effectively use for computing tasks are
R =

∑T
k=1

∑D+E+V
i=1

∑ni

j=1(xi,j,k · ck) in overall system.
Then, the overall computing resource can be calculated by
Eq. (9).

U =
R∑D+E+V

i=1 (τi · ni · gi)
. (9)

C. Task Offloading Problem Model

Now, based on above formulations, the task offloading
problem can be modelled as follows:

Maximizing N + U, (10)

subject to,
Eq. (1)–(9). (11)

The objective is to maximize the number of accepted tasks
plus the overall computing resource utilization. Because the
total number of tasks is fixed in EECC system, the maximiza-
tion of accepted task number is identical to maximizing the
accepted ratio which is one commonly used metric for quan-
tifying user satisfaction, service level agreement, and quality
of service. As resource utilization is not greater than one, user
satisfaction maximization is the major optimization objective
in the model. Noticing that U is nonlinear and non-convex,
and decision variables including binary (xi,j,k) and continuous
variables (stAk , ftAk , stk, and ftk), the task offloading problem
belongs to mixed integer non-linear programming (MINLP),
which is hard to be solved exactly. In fact, the task offloading
problem has been proved NP-hard [14]. Therefore, in the next
section, we propose a hybrid heuristic algorithm for efficiently
solving the offloading problem with polynomial time.

III. IMPROVED GENETIC ALGORITHM FOR OFFLOADING

In this section, we design an improved genetic algorithm
with chromosome replacement and task rescheduling method,
GRRS, to solve the task offloading problem presented in the
previous section, which is outlined in Algorithm 1.

At first, we design a solution representation method (or
encoding/decoding approach) to create the map between task
offloading solutions and chromosomes used for search in GA-
based algorithms. For GA inspired by Charles Darwin’s theory
of evolution, the population consists of multiple individu-
als and is evolved by changing these individuals’ chromo-
somes each with multiple genes. In the solution representation

Algorithm 1 GRRS: The genetic offloading algorithm with
replacement and rescheduling
Input: The information of tasks, and EECC resources;
Output: A task offloading strategy;

1: Initializing chromosomes of individuals randomly;
2: Evaluating fitness of every individual using Algorithm 2;
3: Initializing the best chromosome (bc) as one with the best fitness

in all individuals;
4: while the terminal condition is not reached do
5: for each individual (Y ) do
6: Crossing Y with another individual which is randomly

selected, with a certain probability, and producing two
offspring, i.e., new chromosomes;

7: Evaluating the fitnesses of two offspring;
8: Replacing Y ’s chromosome with the better offspring;
9: if Y ’s chromosome has better fitness than bc then

10: Updating bc as Y ’s chromosome;
11: end if
12: mutating Y with a certain probability;
13: Evaluating fitness of Y ;
14: Updating bc as done in lines 9–11.
15: end for
16: end while
17: return the offloading strategy decoded from bc by Algorithm 2;

method, there is a one-to-one relationship between genes and
tasks in EECC. The value of each gene is integer, which
identifies the computing core where the corresponding task
is assigned. Thus, the possible value of a gene is 1 to
the number of cores which can be used for processing the
corresponding task. Then, we get the assignments of all tasks
from a chromosome or an individual.

For example, considering an EECC system consisting two
devices, two ES, and two CS, where each node has one
computing core and each device launches one task. Then,
the number of genes is 2, corresponding to these two tasks.
The possible value in each dimension is 1 to 5, respectively
representing the cores of the device, two ES, and two CS for
the corresponding task.

A fitness function is needed to evaluate how goodness of
every chromosome/individual. We use the optimization objec-
tive (10), N +U , as the fitness function of GRRS. The fitness
evaluation of every chromosome is given in Algorithm 2.
Given a chromosome, it can be easily to achieve a task
assignment solution by the solution representation (lines 3–
5 in Algorithm 2). To achieve a complete offloading solution,
the computing order of tasks assigned to every core needs to
be decided. In this paper, we use the most simple algorithm,
First Fit (FF), for order decisions, and will study more efficient
algorithms to improve the performance of GRRS. With FF
order, we can calculate the finish time of each task one-by-
one (line 7 in Algorithm 2). If the finish time fits deadline
constraint for a task, it is accepted, and otherwise, rejected
(lines 8–12 in Algorithm 2). After all tasks are decided
to be accepted or rejected, GRRS tries to reschedule every
rejected task using FF, to improve the overall user satisfaction
(lines 14–22 in Algorithm 2). Now, we achieve a task offload-
ing solution from a chromosome. The accepted task number
and the overall resource utilization can be easily calculated
based on the offloading solution, and the fitness is achieved
for the chromosome.
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Algorithm 2 Decoding a chromosome into a task offloading
with rescheduling
Input: A chromosome;
Output: A task offloading solution, Ω, and the fitness;

1: Ω ← ϕ; /*the set including assignments of accepted tasks to
computing cores*/

2: Φ← ϕ; /*the set including rejected tasks*/
3: for each gene of the chromosome do
4: Per-assigning the corresponding task into the computing core

identified by the gene value;
5: end for
6: for each task t do
7: Calculating its finish time in the scheme of first fit scheduling

on the core (c) to which it is per-assigned;
8: if the finish time is earlier than the deadline then
9: Ω← Ω ∪ {< t, c >}; /*deciding to assign the task to the

core*/
10: else
11: Φ← Φ ∪ {t}; /*the deadline being violated*/
12: end if
13: end for
14: for each task t ∈ Φ /*rescheduling rejected tasks*/ do
15: for each core c do
16: Calculating its finish time as line 7;
17: if the finish time is earlier than the deadline then
18: Ω← Ω ∪ {< t, c >}; /*rescheduling t to c*/
19: break; /*rescheduling another rejected task*/
20: end if
21: end for
22: end for
23: Calculating overall resource utilization U by Eq. 9;
24: return Ω and |Ω|+ U ; /*the accepted task number N = |Ω|*/

Based on the solution representation and the fitness eval-
uation, GRRS exploits the main idea of GA to iteratively
search for the optimal solution for task offloading, as shown
in Algorithm 1. First, GRRS initializes the population, i.e.,
randomly sets the value of every gene for every individual’s
chromosome, as done by standard GA. Then, GRRS evaluates
the fitness for every initialized chromosome, and sets the best
chromosome as the chromosome with the best fitness. After
these initialization steps, GRRS uses some operators to evolve
individuals by updating their chromosomes (lines 4–16 in
Algorithm 1). The evolution procedure is as follows.

First, for every individual, GRRS uses crossover operator
to create new chromosomes/offspring. GRRS randomly selects
another individual, and performs the crossover operator on
them, with a certain possibility (the crossover possibility). To
ensure the individual diversity for large-scale offloading prob-
lems, GRRS exploits the uniform crossover operator, which
swaps values of two chromosomes in every gene location
with a certain probability. After crossing an individual, two
new chromosomes are produced. For the individual, GRRS
evaluates the fitness of its two offspring, and replaces its
chromosome by the offspring with better fitness than another
one. By such replacement, GRRS can increase the diversity by
retaining new produced chromosomes, and speed the conver-
gence rate by transmitting good genes of the better offspring to
the next generation. If a new offspring has better fitness than
the best chromosome, the best one is uprated as the offspring.

To further enhance exploration ability, GRRS applies the
uniform mutation operator on each individual, to increase

the diversity by creating new genes. The uniform mutation
operator is to change each gene with the mutation possibility
for an individual. After mutating an individual, if the new
chromosome has better fitness than the best one, the best one
is updated as the new one.

GRRS repeats the above evolution procedure until the
terminal condition is reached. There are two approaches for the
set of terminal condition. One is setting the maximal number of
iterations, and another is setting the most times that the fitness
of the best chromosome has no (significant) change. After the
evolution procedure, GRRS decodes the best chromosome into
the task offloading solution, and return it as the global best
solution.

In this paper, we focus on the improvement of GA by
chromosome replacement and task rescheduling. Undoubtedly,
the crossover and mutation operators as well as the parameters
have impact on the performance of GA. These opportunities
will be studied on our future works.

IV. PERFORMANCE EVALUATION

In this section, we conduct extensive simulated experiments
to verify the efficiency of GRRS by comparing with several
classical and up-to-date offloading algorithms. The experiment
environment is illustrated in Section IV-A, and the results are
discussed in Section IV-B.

A. Experiment Environment

In simulated EECC systems, where the simulation param-
eters are set referring to [18], [21], [23], [15] and reality, there
are ten devices, five ES, and ten types of CS. The core number
of devices, ES, and CS are set randomly in ranges of [2,8],
[4,32], and [1,8], respectively. The computing capacities of
each core in every device, ES, and CS are respectively set
as [1.8,2.5]GHz, [1.8,3.0]GHz, and [1.8,3.0]GHz, randomly.
The network transfer rate between a device and an ES/CS is
in the range of [80,120]/[10,20] Mbps. There are 1000 tasks
generated, and the device for lunching each task is randomly
allocated. The computing resource required by a task is in the
range of [0.5, 1.2]GHz, and the input data amount is [1.5,
6]MB. The deadline of every task is set between one and five
seconds.

The algorithms used for the performance comparison with
GRRS to confirm the performance include FF, FFD, EDF,
RAND, GA, GAR, PSO, PSOM, and GAPSO.

• First Fit (FF) iteratively schedules the first task to the
first computing node meeting its requirements.

• First Fit Decreasing (FFD) iteratively schedules the
task requiring maximal amount of computing re-
sources to the first computing node meeting its re-
quirements.

• Earliest Deadline First (EDF) iteratively schedules the
task with the earliest deadline to the first computing
node meeting its requirements.

• Random method (RAND) randomly generates a pop-
ulation as done by GRRS, and provides the solution
corresponding to the best individual.
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• GA [15], [16] uses the uniform crossover, the uniform
mutation, and the roulette wheel selection operators
for the population evolution.

• GA with replacement (GAR) [17] is same to GRRS
without the rescheduling.

• Particle Swarm Optimization (PSO) [18] uses the
idea of particle movement. PSO initializes a popula-
tion with multiple particle (individual), and iteratively
moves each particle toward its personal best position
and the global best position for the particle position
updates (the population evolution).

• PSO with mutation operator (PSOM) [19] added a
mutation operator on each particle at the end of each
iteration.

• GAPSO [20] first initializes a population, and then
sequentially performs GA and PSO on the population
evolution.

The performance of above algorithms are evaluated as
following, and all performance metrics are better when their
values are greater.

• User satisfaction is the experience of users, which
has great influence on the profit and the reputation of
service providers. In this paper, we use the number of
tasks with deadline met, i.e., the accepted task number
(N ), for the quantification.

• Resource efficiency is the workload processed by
a unit of resources, which determines the cost-
performance of service provision. The metrics used for
measuring the resource efficiency are the computing
resource utilization (U , the completed computing size
per unit of computing resource) and the data process-
ing efficiency (the processed data amount per unit of
computing resource,

∑T
k=1

∑D+E+V
i=1

∑ni

j=1(xi,j,k ·
ak)/

∑D+E+V
i=1 (τi · ni · gi)).

• Processing efficiency is the processing speed
of a computing system, which is quantified by
the completed computing size and the processed
data amount by a time unit (R/maxi{τi} and∑T

k=1

∑D+E+V
i=1

∑ni

j=1(xi,j,k · ak)/maxi{τi}).

The experiment process are as follows. We first generate
a EECC system, and then sequentially measure various per-
formance metrics for all of comparison algorithms and GRRS.
For each measured value for every algorithm and every metric,
we normalize it by dividing it into that of FF, to focus on
the relative performance between different algorithms. These
previous experiment steps are repeated more than 100 times,
and we report the average value for each metric in the follows.
Noticing that, in each measurement, there is a new EECC
system generated randomly. Thus, the statistical information
of every algorithm in each metric is meaningless without the
normalization. GRRS has statistically significant difference
with other algorithms in every performance metric.

Besides comparing the performance of GRRS with
other offloading algorithms, we verify the efficiency of the
task rescheduling, by comparing the performance between

GA/PSO/GAPSO/GAR with and without task rescheduling.
The results are presented and discussed in section IV-B4.

B. Experiment Results

1) User Satisfaction: Fig. 1 gives the relative number
of accepted tasks when applying different task offloading
methods, on average. As shown in the figure, GRRS achieves
the most accepted tasks, which completes 7.98%–32% more
tasks than other algorithms. This verifies that GRRS performs
good on the optimization of the user satisfaction. The main
reasons are as follows.

For heuristics, FF, FFD, and EDF, the priority order of
resources used for task processing is devices, ES, and CS.
This can complete more task in low network latency but scarce
resources of devices and ES. As shown in experiment results,
GRRS accepts 12%–29.4% and 32%–33.7% less tasks than
these heuristic algorithms at devices and ES, respectively, as
shown in Fig. 2 and Fig. 3. But this can result in some
tasks with loose deadline assigned to devices or ES at first.
This leads to insufficient resources for processing subsequent
tasks with tight deadline, and thus can drastically decrease the
number of tasks processed by CS and reduce the overall user
satisfaction. As shown in Fig. 4, meta-heuristics process more
than 100% more tasks than heuristics by the cloud. As shown
in Fig. 2 - 4, GRRS processes not the most tasks in one tier
of devices, edges, and cloud. But GRRS has the best overall
satisfaction, as shown in Fig. 1. This phenomenon verifies the
powerful global search ability of GRRS.

Compared with other meta-heuristic algorithms (GA, GAR,
PSO, PSOM, GAPSO), GRRS achieve better performance
in optimizing the user satisfaction, as shown in Fig. 1. The
main advantages of GRRS is the replacement replacing the
selection operator for GA and the rescheduling for improving
the quality of the solution corresponded to an individual.
GAR can complete more tasks than GA, which verifies
that the replacement improves the evolution effectiveness by
substituting the selection operator. The improvement of the
rescheduling strategy on the task offloading will be illustrated
in Section IV-B4.

In addition, we can see that some meta-heuristics (GA,
PSO, PSOM, and GAPSO) has poorer performance than
heuristics, even though they are designed for pursuing the
global best and heuristics are aiming at the local best, in
such a large-scale offloading problem. This inspires us that
meta-heuristics should be carefully designed for a good per-
formance.

2) Resource Efficiency: Fig. 5 and Fig. 6 show resource
utilization and data processing efficiency achieved by different
offloading algorithms. From the figure, we can see that heuris-
tics achieve higher resource utilization and higher data process-
ing efficiency than meta-heuristics. This is mainly because that
heuristics process tasks using scarce local and edge resources
at first. This can provide a good performance for accepted
tasks, and a high computing resource efficiency, because there
is no or a low latency for data transfer. But with prioritization
of device and edge resources, much less tasks can be completed
by the cloud resources, leading to a low user satisfaction as
illustrated above. Contrary to heuristics, meta-heuristics try to
find the global best solution, which can schedule every task to
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Fig. 1. The relative accepted task number achieved by various task
offloading methods in overall.
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Fig. 2. The relative accepted task number achieved by various task
offloading methods in device tier.
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Fig. 3. The relative accepted task number achieved by various task
offloading methods in edge tier.

any resource at first. This provides opportunities for processing
more tasks in overall. Therefore, GRRS improves the user
satisfaction by sacrificing the resource efficiency, compared
with heuristics. It is worth it because the user satisfaction
usually decides the income and reputation of service providers.

In all of these meta-heuristics, GRRS has the highest
resource utilization and data processing efficiency, which are
6.74%–12% and 9.5%–14.1% higher than that of other meta-
heuristics, respectively, as shown in Fig. 5 and 6. This demon-
strates that GRRS performs good at the optimization of both
the user satisfaction and the resource efficiency, and further
confirms the high effectiveness of GRRS.
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Fig. 4. The relative accepted task number achieved by various task
offloading methods in the cloud.
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Fig. 5. The relative resource utilization achieved by various task offloading
methods.
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Fig. 6. The relative processed data amount per unit of computing resources
achieved by various task offloading methods.

3) Processing Efficiency: Fig. 7 and Fig. 8 present the pro-
cessing rates or efficiencies in computing and data processing
in EECC when applying various task offloading methods. In a
distributed system, the processing rate reflects the parallelism,
and thus the throughput, which is one of the most used metrics
quantifying overall performance. As shown in these two fig-
ures, we can see that GRRS has the highest processing rates,
which are 7.6%–31.5% and 11.4%–35.3% higher than other
methods in the computing and data processing, respectively.
This illustrates that GRRS achieves good processing efficiency
for EECC systems.
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Fig. 7. The relative computing efficiency by various task offloading methods.
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Fig. 8. The relative data processing efficiency achieved by various task
offloading methods.

4) Performance of Improvements: One of our improvement
schemes for meta-heuristics is task rescheduling, which can
be applied by any meta-heuristic. In this section, we test
the performance of rescheduling in the improvement of user
satisfaction, resource efficiency, and processing efficiency. The
experiment results are shown in Fig. 9-13, where x RS means
x improved with the rescheduling. From these figures, we
can see that rescheduling can improve above 11% perfor-
mance in every metric for meta-heuristic algorithms on task
offloading. This verifies the high efficiency of rescheduling in
improving the performance of meta-heuristic-based offloading
algorithms. The main reason why rescheduling can improve the
performance of meta-heuristics is that meta-heuristics make
decision of task assignment without considering the load
balance between computing cores. This leads to some cores
are overloaded while some others are underloaded, giving a
opportunity for performance improvement by rescheduling.

V. RELATED WORKS

As the development of IoT, EECC has been applied to var-
ious fields for improving the performance of various data pro-
cessing applications. To improve service quality and resource
efficiency in EECC environments, several works focused on
addressing the task offloading problem.

Sang et al. [21] proposed a heuristic offloading algorithm
to improve the cooperativeness of EECC resources. They used
cloud resources for processing offloaded tasks at first, and
rescheduled some tasks from the cloud to ES and devices to
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Fig. 9. The accepted task number improved by rescheduling.
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Fig. 10. The resource utilization improved by rescheduling.
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Fig. 11. The data processing efficiency improved by rescheduling.
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Fig. 12. The overall computing rate improved by rescheduling.

improve overall performance. This can improve overall user
satisfaction, but negatively affect the overall performance of
task processing. Wang et al. [22] presented two offloading al-
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Fig. 13. The overall data processing rate improved by rescheduling.

gorithms, named as FRFOA and LBOA, respectively. FRFOA
was to offload a task to an ES such that the response time is
minimum every time. LBOA iteratively assigned a task to an
ES which can satisfy requirements of the most tasks. These
heuristic-based algorithms generally consume few resources
but have limited performance, because they only exploit local
search strategies.

Therefore, some works used meta-heuristics to pursue the
global best offloading solution. Both Wang et al. [18] and
Gao et al. [23] applied PSO with same solution representation
method to this paper. In addition, to improve exploration
ability, Gao et al. [23] used Lévy Flight movement pattern for
updating particle positions. Wang et al. [15] used GA for op-
timizing user satisfaction and resource efficiency. Chakraborty
and Mazumdar [16] employed GA to reduce energy consump-
tion with latency constraints. Bali et al. [24] used NSGA-II
to optimize energy and queue delay for offloading data to ES
and CS.

To further improve performance, some works considered
to exploit complementary advantage of different algorithms,
proposed hybrid heuristic algorithms. Hussain and Al-Turjman
[17] replaced the chromosome by its better offspring generated
by the crossover operator for each individual, which is similar
to population evolution behavior of PSO. Nwogbaga et al. [19]
performed mutation operator for every individual at the end of
each evolutionary iteration for PSO to improve diversity for
avoiding premature convergence. Farsi et al. [20] sequentially
performed GA and PSO for the population evolution. Zhang et
al. [25] presented a dynamic selection mechanism to combine
multiple meta-heuristics, which selected offspring generated
by these meta-heuristics to be passed on to next generation.
All of above works just performed two or more meta-heuristics
separately, which leads to a poor performance of combination.

Therefore, in this paper, we exploit a combination approach
to integrate the swarm intelligent into the evolutionary algo-
rithm for a better offloading solution on EECC. In addition,
we propose to use heuristic rescheduling approach to further
improve the solution quality.

VI. CONCLUSION

In this section, we focus on the task offloading problem for
EECC systems. We first formulate the problem into MINLP,
which has been proofed as NP-hard. Then, to solve the problem
with reasonable time complexity, we design a task offloading
algorithm, GRRS, based on GA which is one of the most

representative meta-heuristics and performs well on solving
various optimization problems in many fields. To enhance
exploration and exploitation of GA, we integrate two improve-
ment scheme into it. One is replacing each individual with its
better offspring during the population evolution, to pass on
good genes. Another is rescheduling rejected tasks to take full
advantage of available EECC resources. Extensive experiments
are conducted, and results verify efficiency and effectiveness
of GRRS.
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Abstract—Although deaf people represent over 5% of the
world’s population, according to what the World Health Organi-
zation stated in May 2022, they suffer from social and economic
marginalization. One way to improve the lives of deaf people is to
try to make communication between them and others easier. Sign
language, the means through which deaf people can communicate
with other people, can benefit from modern techniques in machine
learning. In this study, several convolutional neural networks
(CNN) models are designed to develop an efficient model, in
terms of accuracy and computational time, for the classification
of different signs. This research presents a methodology for
developing an efficient CNN architecture from scratch to classify
multiple sign language alphabets, which has numerous advantages
over other contemporary CNN models in terms of prediction time
and accuracy. This framework analyses the effect of varying CNN
hyper-parameters, such as kernel size, number of layers, and
number of filters in each layer, and picks the ideal parameters
for CNN model construction. In addition, the suggested CNN
architecture operates directly on unprocessed data without the
need for preprocessing to generalize it across other datasets.
In addition, the capacity of the model to generalize to diverse
sign languages is rigorously evaluated using three distinct sign
language alphabets and five datasets, namely, Arabic (ArSL), two
American English (ASL), Korean (KSL), and the combination of
Arabic and American datasets. The proposed CNN architecture
(SL-CNN) outperforms state-of-the-art CNN models and tradi-
tional machine learning models achieving an accuracy of 100%,
98.47%, 100%, and 99.5% for English, Arabic, Korean, and
combined Arabic-English alphabets, respectively. The prediction
or inference time of the model is about three milliseconds on
average, making it suitable for real-time applications. So, in the
future, it is easy to turn this model into a mobile application.

Keywords—Convolutional neural network (CNN); sign lan-
guage; Arabic sign language (ArSL); American sign language
(ASL); Korean sign language (KSL); Complexity time

I. INTRODUCTION

The World Health Organization (WHO) stated in May
2022 that there are more than 360 million deaf people around
the world. 80% of those who are deaf live in developing
countries and use more than 300 sign languages [1]. Deaf
people who suffer from hearing problems have trouble in their
daily lives communicating with each other and with other
people. Also, they have lower chances of having an adequate
level of education.

Sign language is the means of communication between deaf
people and other people and consists of hand signs and gestures
for spelling letters and words. In the last two decades, many
researchers have investigated several machine learning models

for developing several sign language recognition models, e.g.,
Arabic [2], American [3], Korean [4], Indian, Chinese, and
others [5]. The approaches for sign language recognition can
be classified into two main categories: sensor-based and vision-
based [6]. In a sensor-based, the speaker wears gloves or
sensors, and the movement and body orientation are translated
into a time series of sensor readings depending on the word
or letter sign. Within the same category, several researchers
use Microsoft Kinect [7], developed by Microsoft, for sign
classification without wearing gloves or sensors. Microsoft
Kinect has three optical sensors. It provides three outputs: an
RGB image, an infrared (IR) image, or a depth image, and
defines up to 25 skeleton joints. Generally, the other hand, in
the vision-based approach [8], images are taken by a camera
and analyzed to determine the shape of signs intended by the
speaker. In this approach, a researchers use depth images and
skeleton joints to analyze the kinematic movement of the body
or hand to determine the word or alphabet character. In this
way, sign classification became easier. On sufficient number of
image examples for each sign should be collected to improve
classification performance.

Several methods for sign language recognition, utilizing
both traditional and deep learning techniques, have been
proposed in the literature [5]. Traditional techniques such as
Support Vector Machine (SVM) [9], Hidden Markov Model
(HMM) [10], and Random Forest (RF) [11] have all been tried
by many researchers for classifying sign language alphabet
recognition, but they have all yielded unsatisfactory results. On
the other hand, recent studies have shown that the CNN model
is one of the most commonly used models in sign language
recognition [6]. Surveys such as those conducted by Rastgoo
et al. have shown that many models have been suggested by
various researchers for sign language recognition with the help
of deep learning techniques [5].

A. Motivation

Many researchers have tried traditional machine learning
methods for classifying sign language alphabet recognition
models [12], but they have not provided satisfactory results.
Recently, the CNN model has been widely utilized in sign
language recognition, but it has not offered an efficient CNN
architecture, which is considerably more challenging due to
CNN’s numerous hyper-parameters. Moreover, the prediction
time, which is the time to predict a single sign and a critical
factor in practice, is usually ignored. In addition, although
CNN model hyper-parameters have a large effect on perfor-
mance and accuracy [13], they are not fully investigated. All
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these issues may affect model generalization for newly unseen
data. These are the primary motivations for us to study the
effect of selecting hyper-parameters in CNN and how we
can generalize the CNN architecture across several datasets.
The primary objective of this study is to provide a realistic,
straightforward, and efficient CNN architecture. In addition, it
can work on several sign language alphabets.

B. Contribution

In this paper, several CNN models are designed and
analyzed to develop an optimal model for sign language
recognition without any preprocessing.

• This research provided a method for selecting an
optimal CNN model by analyzing the results of vari-
ous hyper-parameters such as kernel size, number of
layers, and number of filters in each layer.

• In the beginning, this approach investigated how
changing the layer and filter numbers impacted ac-
curacy.

• Then, the model with the highest accuracy and the
fastest prediction time is chosen.

• In the end, we incorporate the impact of kernel size
and the number of hidden layers to pick the best
candidate.

• This approach operates directly on unprocessed data
to generalize it across several datasets.

• The proposed model is examined on four different
datasets, Arabic, American 2018, American 2012, and
Korean alphabets, to investigate its robustness against
data variation.

• In addition, the model is also tested on a combined
dataset of Arabic and American alphabets.

This paper is organized as follows: Section II provides a
literature review on Arabic, English, and Korean sign language
detection. In Section III, a detailed design of the proposed
CNN model is presented, including the selection of optimal
hyper-parameters for Arabic and English sign languages. The
proposed model is presented in Section IV. Several experiments
are then conducted in Section V to evaluate and compare the
proposed model to other state-of-the-art classification models
for three sign language alphabets. Finally, conclusions and
ideas for extending the current work are drawn in Section VI.

II. LITERATURE REVIEW

Sign language differs from country to country. For exam-
ple, there are Arabic, American, and Korean alphabets. In
the past decade, several research efforts have been made to
automate sign language processing. Some researchers used
traditional classifiers, while others used convolutional neural
networks or recurrent neural networks (RNNs).

Concerning Arabic sign language (ArSL) recognition, Al-
zohairi, Alghonaim, et al. [9], for example, presented an
SVM model to classify ArSL images. The authors, using a
smartphone camera, collected a dataset of 900 images for
30 alphabet characters and extracted features from images

using the histogram of oriented gradient (HOG) descriptor.
The model achieved a low accuracy of 63.5%. In addition,
Hasasneh and Taqatqa [14] proposed a model based on a
restricted Boltzmann machine and tiny images for 39 Arabic
alphabetic sign language groups.

Convolutional neural networks have also been applied
for ArSL recognition. For example, Alani and Cosma [15]
proposed two CNN models consisting of seven convolutional
layers and four pooling layers for the ArSL 2018 dataset. The
first one achieved an accuracy of 96.59%, while the second
one used some sampling techniques to improve the accuracy
to 97.29%. Also, Elsayed and Fathy [16] also implemented a
CNN containing five convolutional layers and three pooling
models for the Arabic alphabet and word recognition. They
used a premade dataset consisting of 54049 samples to evaluate
their model and produced a low accuracy of 88.87% for
alphabet pattern recognition.

On the other hand, several techniques for American Sign
Language (ASL) classification have been extensively studied.
This usually consists of a two-stage feature extraction and
a classifier. For instance, Aly, Aly, et al. [17] developed an
SVM model to classify the ASL alphabet using a dataset
collected by Microsoft Kinect from several users. The collected
data is preprocessed for segmentation and feature extraction
by the principal component analysis network (PCANet). This
model achieves an accuracy of 88.7%. Shin, Matsuoka, et
al. [12] proposed a model using SVM and light gradient
boosting machine (GBM) to classify the ASL alphabets using
the Massey alphabets dataset and the Kaggle alphabets dataset.
The results were 99.39% for Massey and 87.60% for Kaggle.

The CNN technique is also used for ASL classification. For
example, Fierro and Perez [8] built two CNN models for shar-
ing parameters and achieved 96% accuracy. This model was
fed by samples taken from the Kaggle dataset, which contains
29 subclasses. In addition, Abdulhussein and Raheem [13] also
built a CNN model for classifying 24 ASL characters after
preprocessing input images using image resizing, converting
images to grayscale, and edge detection. Their model achieved
an accuracy of 99.3%, and the training time was shorter
compared to its peers. Furthermore, Wardana, Rachmawati, et
al. [18] proposed a CNN model for the Kaggle ASL dataset,
achieving an accuracy of 99.81%. The data is divided 70% for
training, and the remainder of the dataset is equally divided
between validation and testing. Also, Can, Kaya, et al. [19]
suggested a CNN model for colored natural ASL pictures
and compared their accuracy with five well-known transfer
learning models, including VGG16, VGG19, ResNet50, and
DenseNet121, to obtain 99.91% superior to his peers.

Finally, for Korean alphabets (KSL), Na, Yang, et al. [20]
presented an SVM model for classifying 31 signs consisting
of 14, 10, and 7 consonants, vowels, and double vowels,
respectively. This dataset was collected from 15 participants
who wore gloves while taking images. The tri-axial accelerom-
eter signals were used to segment the sign gesture while the
user was performing it. This model achieves a segmentation
accuracy of 98.9%, which is superior to its peers, which
used multiple sensors for segmentation. This model achieved
a mean recognition accuracy of 92.2% for the Korean alpha-
bet. Multiclass SVM was designed with six different kernels
(e.g., linear, quadratic, and cubic) and optimized through
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accuracy comparison. The quadratic kernel produced the best
classification rate among the others. In contrast, Yeo and
Shin [21] proposed a model for 12 classes of consonant
and vowel letters. The model was designed by combining
electromyography (EMG), accelerometers, and gyro sensors to
build a multi-variate Gaussian model and maximum likelihood
estimation through Bayesian theory for classification. As a
result, accuracy rates of 99.13% and 99.97% were achieved
for consonants and vowels, respectively.

Most researchers aimed to improve the performance of the
CNN by studying the influence of preprocessing techniques
such as filters [22] or other techniques (e.g., cropping, adding
noise, and data normalization) [23]. Despite the preprocessing
success in some cases, there is no way to generalize it for all
datasets. Therefore, in the proposed model, preprocessing is
not utilized to examine the power of the CNN, test the effect
of its parameter in the original data, and test the model against
dataset variation.

All the aforementioned traditional or modern techniques for
sign language recognition models were trained and tested on
a single dataset and ignored the diversity of various sign lan-
guages. In addition, some researchers used a small, collected
dataset to train their models, so they could not be generalized.
They also neglect prediction time, although it is a critical
factor in real-time applications. Finally, even though the CNN
technique was used, the CNN parameters were not studied
sufficiently to achieve optimal accuracy and a reasonable
prediction time. The main contribution of this paper can be
summarized as follows: First, an efficient CNN sign language
recognition is developed by studying the effect of CNN hyper-
parameters to achieve higher accuracy compared with its peers
using original data without any preprocessing. Second, the
proposed model is trained on three sign language alphabets,
namely, English, Arabic, and Korean, to evaluate its robustness
against data variation. Third, the model is trained and tested to
classify numerous sign languages by combining two different
sign language datasets, namely Arabic and English. Finally,
the prediction time is carefully considered during the design
of the proposed model.

III. METHODOLOGY OF CNN HYPER-PARAMETERS
SELECTION

A CNN is one of the most popular techniques in deep
learning (DL) that is successfully used in classification prob-
lems [24] and has high success rates in several problems such
as hand gestures and object detection [25]. CNN consists of
convolution, pooling, and fully connected layers. The convolu-
tion layers are the main layers in CNN, as they are responsible
for creating a feature map using a set of filters whose number
is a design parameter, or hyper-parameter [26]. Convolution is
a linear multiplication operation between the input image and a
filter whose size (the kernel size is another hyper-parameter) is
smaller than the input image [27]. This results in an activation
map (feature map) whose size is less than the input image and
whose count is the same as the number of filters used in this
operation. The size of the feature map is calculated according
to Eq. 1.

outputsize =
N −Nf

stride
+ 1 (1)

Fig. 1. Flow diagram of the methodology framework for the selection of
CNN hyper-parameters.

where N is the width or height of the input image, Nf is
the filter’s width or height, and the stride is the pixel size
between each convolution [28]. The size of the feature map
in Eq. 1 must be an integer number; otherwise, padding is
employed. Padding is the process of increasing the image’s
size without changing its content. The input image, after being
convolved repeatedly with filters, shrinks in volume spatially.
Shrinking too fast is not good; it does not work well. Pooling
combines the nearby units to reduce the input size for the next
layer. It includes maximum pooling and average pooling. Using
the pooling layer directly after the convolution layer is not
necessary, but its type and location are also a hyper-parameter
whose settings are set empirically using expertise. The result
of repeated convolution and pooling is that the list of features
(a vector of features) is the input for the last layer of CNN
(the number of convolutional layers is a hyper-parameter). The
fully connected layer classifies the input to the best class [29].

The multiple hyper-parameters that CNN uses to make the
process of picking an architecture much more challenging [30].
In this section, a detailed study is conducted for the optimal
selection of CNN model hyper-parameters, namely kernel size
(Ks), the number of filters (Nf ), the number of convolution
layers (L), and the number of fully connected hidden layers,
to achieve optimal accuracy in a reasonably short time for
ArSL. The steps of the methodology are summarized in Fig.
1. Initially, this method looked at the effect of varying the
layer and filter numbers on precision. Secondly, a model is
selected based on its speed and accuracy of prediction. Finally,
the influence of kernel size and the number of hidden layers
is considered to select the optimal CNN architecture. The
methodology is discussed in detail in the following subsec-
tions.

A. Selecting the Number of Layers and Filters Per Layer

The number of filters Nf in each convolution layer affects
the test time because the more filters used, the more compu-
tational time is required. This occurs because the output of a
convolution layer, i.e., the number of activations maps, equals
the number of filters used in that layer [31]. The number of
filters to be used in each layer is chosen according to Eq. 2.

Nf = 2k; k = 2, 3, 4, 5, ... (2)

to achieve the best accuracy within a reasonable prediction
time. Also, the number of convolution layers has a vital role in
the classification time in the ArSL problem. Because the image
size was 64 by 64, the maximum number of convolutions with
stride 2 would be 6. So, the number of layers is varied between
1 to 6, and tests are repeated 50 times to determine the best
number of layers that gives the best average test time.
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Fig. 2. Test time as a function of the number of layers and number of filters
per layer.

TABLE I. ACCURACY AND TEST TIME FOR ARSL USING DIFFERENT
NUMBERS OF LAYERS AND FILTERS PER LAYER

L Nf =4 Nf =16 Nf =128

Nf Acc(%) TS (ms) Acc (%) TS (ms) Acc (%) TS (ms)

L = 2 95.4770 0.3793 96.8450 0.8819 96.586 8.9003

L = 4 95.2921 0.3606 97.6707 0.7986 98.52 8.8196

L = 6 56.6182 0.3598 96.1794 0.7969 98.5827 8.9013

Acc is the accuracy and TS is the Test time in milliseconds //

In this study, several CNN models are built with different
combinations of layers and filters per layer. The test time
is estimated without training, as shown in Fig. 2. It can be
realized that the test time increases with the number of filters
per layer but decreases as the number of layers increases. This
is because the number of extracted features from CNN (the
last layer of CNN) decreases.

On the other hand, to take accuracy into account and decide
the optimal number of layers and filters per layer, the CNN
models with all combinations of layer numbers 2, 4, and 6
and filter numbers 4, 16, and 128 were trained. Table I shows
the test time and accuracy in classifying the ArSL dataset.
As can be seen from Table I, although a CNN with 4 filters
per layer has the least amount of time, its accuracy is inferior
compared to that obtained using 16 or 128 filters. Therefore,
it is clear that the number of filters per layer should be at least
16. Considering the number of layers, it is noted that accuracy
obtained using more than 4 layers either drops (Nf = 4 or 16)
or is not significantly improved (Nf = 128). Based on these
observations, the number of layers in the proposed model is
set to 4. For this number of layers, the accuracy improved
with the increase in the number of filters. Unfortunately, this
comes at the expense of a significantly longer prediction time.
Therefore, in the proposed model, instead of using 128 filters
in all layers, the number of filters in the four layers is set
respectively to 32, 64, 128, and 128. This reduces the total
prediction time while maintaining acceptable accuracy at the
last two layers.

B. Selecting the Kernel Size

Kernel size, which is usually taken as an odd number less
than 10, also affects the features produced by the convolution
[32]. Therefore, kernel sizes of 3, 5, 7, and 9 are trained for
the ArSL classification problem. During this experiment, 10

TABLE II. TRAINING, TEST ACCURACY, TRAINING, AND TESTING TIME
VS. CNN KERNEL SIZE

Ks Tr Acc (%) Ts Acc (%) Tr time (h) TS time (ms) Std (Ts)

3x3 100 98.55 3.39 2.6621 4.4920 x 10−5

5x5 100 98.71 5.02 3.5870 1.1804 x10−4

7x7 100 98.87 6.62 8.0030 1.0546 x10−4

9x9 100 98.77 9.27 11.8441 1.5197 x10−4

Tr is training, Ts is test and std is the Standard deviation.

TABLE III. TEST ACCURACY, TRAINING AND TESTING TIME VS. CNN
FULLY CONNECTED HIDDEN LAYER

Hidden No. Tr Acc(%) Ts Acc(%) Tr time(h) Ts time(ms) std(Ts)

0 100 98.3362 4.155 2.8157 3.0857 x 10−5

1 100 98.5457 4.385 2.8760 3.3840 x 10−5

2 100 98.7183 4.360 2.8893 3.4234 x 10−5

3 100 98.5580 4.455 2.9107 1.7433 x 10−5

Tr is training, Ts is test and std is the Standard deviation.

runs are performed, and the average results are reported in
Table II. As it can be seen, kernel size has a slight effect on
the accuracy of training and testing. In contrast, the training
time and test time increase nonlinearly with kernel size. Based
on these observations, the optimal kernel size would be 3x3,
as it achieves the minimum training and testing times while
maintaining the same accuracy.

C. Selecting the Number of Fully Connected Hidden Layers

CNN always ends with a fully connected network that
contains hidden layers whose number is considered a hyper-
parameter [33]. The network with 0, 1, 2, and 3 hidden layers
is trained in ArSL to investigate the best number of hidden
layers. Each model is trained and tested ten times, and the
average results are reported in Table III. As can be noted, fully
connected two hidden layers achieve the best test accuracy
with slightly higher test and training times. By adding the last
output layer to the two hidden layers, three fully connected
layers are considered in the proposed CNN model.

D. Study the Time Complexity of CNN’s Prediction Time

In this section, the time complexity of CNN’s prediction
time is derived. The number of operations in a single convo-
lution layer depends on the size of the image (N x N), the
kernel size and the number of filters per layer. The number of
convolutions is performed for each pixel in the image, so the
time complexity is proportional to the total number of pixels in
the image (N2). Each pixel is multiplied by a window of size
Ks x Ks. This is done for each filter; so, the time complexity
for a single convolution layer is given by Eq. 3.

Tconv = O(N2K2
sNf ) (3)

The feature map output from a single convolution layer is equal
to the image multiplied by the number of filters in this layer.
To reduce the dimension of the feature map, a Max-pooling
layer is applied with a 2x2 window in the feature map of size
N x N x Nf , whose time complexity can be expressed as Eq.
4.

Tmp = O(4N2Nf ) (4)
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For L layers, the time complexity in Eq. 4 can therefore be
written as Eq. 5.

TL = O((N2K2
sNf + 4N2Nf )L) (5)

where time complexity is linear in L. For fully connected lay-
ers, the feature maps are generated from the final convolution
layer and the size of the input layer. The max-pooling layer
decreases the size of the image by one-fourth (for a stride
of 2). So, the final feature map size is N2/4L, and the time
complexity of the first fully connected layer would be Eq. 6.

TFC = O(
N2Nf

4L
) (6)

So, the total time complexity would be calculated as shown in
Eq. 7.

O((N2K2
sNf + 4N2Nf )L+

N2Nf

4L
+ TimeofOtherFC)

(7)
The time for other fully connected layers is dropped in big-O
notation from Eq. 7 as they are constant terms. Therefore, the
time of fully contented dropped and all constants are dropped
as shown in Eq. 8.

T = O(K2
sN

2NfL+
N2Nf

4L
) (8)

From Eq. 8, it can be concluded that the time complexity of the
CNN model is linearly proportional to Nf, the square of Ks,
and nonlinear with L. Furthermore, to investigate the validity
of Eq. 8, three examinations are made by building several CNN
models, changing one parameter at a time, and averaging the
test time over 50 runs. The procedure can be stated as follows:

• Varying the Ks from 1 to 19, while fixing the layer
number at 4 and the number of filters at 16. Fig. 3
shows the measured test time as a function of the Ks.
As it can be seen, the relationship can be fitted using
a quadratic polynomial, which means that the time
complexity of the CNN model is proportional to the
square of Ks.

• Investigating the effect of the number of layers L on
test time (at Ks = 3, Nf = 16). Fig. 4 shows that
the time decreases as the number of layers increases
up to 4 layers. Above 4 layers, the time starts to
increase slightly. This experiment shows that the test
time is inversely proportional to the number of layers,
and a good fit can be obtained using a fifth-degree
polynomial.

• Examining the effect of the number of filters Nf on
test time (at Ks = 3, L=4). Fig. 5 shows that the test
time is linearly proportional to the number of filters
and can be fitted using a linear equation.

From Eq. 8 and the previous experiments of CNN, it is noted
that the time complexity of the CNN model increases as the
kernel size and number of filters increase. Moreover, the Ks

significantly affects the test time because it is in proportion to
the square of the Ks. On the other hand, the test time decreases
as the number of layers increases.

Fig. 3. Test time verse CNN Ks.

Fig. 4. Test time verse CNN layer numbers (L).

IV. THE PROPOSED SL-CNN MODEL

In this section, the architecture of the proposed model
is designed to achieve high performance and less prediction
time. Also, to make the model operate directly on raw data to
generalize it across several datasets and data robustness.The
architecture of the proposed SL-CNN model is presented next
and summarized as shown in Fig. 6. Based on the analysis of
the experimental results in Section III, the proposed SL-CNN
model is designed using four layers with a kernel size of 3
x 3. In addition, filter numbers ranging from 32 to 128 were
also tested to achieve optimal accuracy and prediction times.
The proposed SL-CNN model consists of four convolutional
(Conv) layers, four max pooling (MP) layers, three fully
connected layers, and two dropout layers, as shown in Fig. 7.
The pooling layer has a Relu activation function. Additionally,
7 batch normalization (BN) layers are used to achieve a
stable distribution of the activation values through training and
normalizing the input layers [34]. Also, each convolution layer
is followed by a Relu function layer.

www.ijacsa.thesai.org 1044 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

Fig. 5. Test time verse CNN filter numbers Nf .

After resizing the images, the first layer is a grey image
of size 64 x 64. The second is the convolution layer that
convolutes the input image with 32 filters whose sizes (3 x
3) produce 32 feature maps (FM) or activation maps, which
equal the number of filters. Each activation map has the same
dimension as the input image. The next layer is the batch
normalization map, which accelerates deep network training
by reducing internal covariate shifts [34]. Each convolution
layer is followed by the Relu activation function. The fifth
layer is max pooling with pool size (2 x 2), which decreases
the activation map dimension to avoid the over-fitting problem
and decreases the computation operation. The next two layers,
layers 10 and 14, are the same as layer 2, but with filter sizes
of 64, 128, and 128, respectively. Layers 7, 11, 15, 19, 23,
and 27 are the same as layer 3. Layers 9, 13, and 17 have the
same construction as layer 5.

The model ends with a fully connected neural network
consisting of three layers. The first layer (layer 18) contains
1024 neurons and is activated by the Relu activation function.
The dropout layer randomly sets input elements to zero with
a 50% probability. The following layer is hidden in the
fully connected network like the previous layer but with 512
neurons. The final layer is the output layer, which has X
neurons that differ from one dataset to another (in the ArSL,
ASL, KSL, and ArSL-ASL datasets, there are 32, 29, 14, and
61 neurons, respectively), representing the number of classes.
The SoftMax activation function activates this layer. The SL-
CNN model is learned in a supervised manner using the Adam
optimizer for parameter optimization.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, an extensive set of experiments is conducted
to evaluate the performance of the proposed CNN model in
sign language classification. First, three sign languages are
considered, namely: Arabic sign language (ArSL), American
English sign language (ASL), Korean sign language (KSL),
and the combined Arabic-English sign languages.

Fig. 6. The proposed structure of the SL-CNN model.

Fig. 7. Layers details of the SL-CNN model.

A. Dataset Description

The datasets used in this work consist of a set of images,
each of which corresponds to a single-sign character that is
introduced to the classifier in a static manner. In this work, the
sequential or dynamic case is not considered. In a classification
problem, the datasets can be classified based on the distribution
of images in each class in the training data into balanced
and imbalanced datasets [35]. In balanced datasets, each class
has the same number of training images. On the other hand,
in imbalanced datasets, the number of training examples is
not equal. The proposed SL-CNN model is trained and tested
for three different sign language alphabets with the following
five datasets: Arabic (imbalanced), two English (balanced),
Korean (imbalanced), and combined Arabic-English (imbal-
anced). These sign language alphabets are briefly described
next.

1) ArSL Alphabet: This dataset, also called ArSL 2018,
contains 54,049 images of Arabic sign language alphabets
with 32 characters. Fig. 8 shows a sample of ArSL 2018 and
its classes. This dataset was gathered from 40 participants of
various ages and is imbalanced, as illustrated in Fig. 9. Images
have various dimensions and variances that may be removed
using preprocessing techniques to eliminate noise and center
the image [36]. The dataset is divided into 70% for training,
and the remainder is divided equally between validation and
testing, as shown in Table IV. The data is rearranged randomly
for each experiment.

2) ASL Alphabet: In this study, two different English
alphabets datasets are considered.
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Fig. 8. Sample signs from the ArSL 2018 Arabic sign language dataset.

Fig. 9. Number of images in each class in ArSL dataset.

a) Kaggle dataset (ASL 2018): The 2018 update of the
American Sign Language (ASL) alphabet dataset, available
on Kaggle’s data science repository, contains 29 classes for
alphabet characters. Each class contains 3000 images captured
with the intent to make a dataset for each character [37]. The
dataset is divided into 70% for training, and the remainder is
divided equally between validation and testing. Table IV shows
the number of images for each partition. The data is rearranged
randomly for each experiment.

b) Massey dataset (ASL 2012): The last version of the
Massey dataset, introduced in January 2012, contains 1815
images of 26 ASL alphabet gestures [38]. Each class contains
70 images, so the data is balanced. The dataset is divided
into 85% for training, and the remainder is divided equally
between validation and testing, as shown in Table IV. The
data is rearranged randomly for each experiment.

3) Arabic-English dataset: The Arabic-English dataset
combines the ArSL 2018 and ASL 2018 datasets, and the
model deals with them as one dataset. The dataset contains
61 classes; each class has a different number of images,
dimensions, and colors. Fig. 10 shows the number of images
in each class. The combined dataset is divided into 70%
for training, and the remainder is divided equally between
validation and testing, as shown in Table IV.

4) KSL consonant letters: Korean consonant letters are also
available on Kaggle and were last updated in June 2021. It
contains 14 classes for consonant Korean alphabet characters
[39]. The data is supported by 21962 images for training
and validation and 3790 for the test. The images in the

Fig. 10. Number of images in each class in the Arabic-English dataset.

Fig. 11. Number of images in each class in the KSL dataset.

TABLE IV. DATA DIVISION BETWEEN TRAINING AND TESTING

Dataset Total images training images val images test images

ArSL 54049 37835 8110 8114

ASL2018 87000 60900 13050 13050

ASL2012 1815 1555 130 130

Arabic-English 141049 98735 21150 21164

KSL 25752 18671 3291 3790

Korean dataset are imbalanced distributed, as shown in Fig.
11. Training data is divided into 85% for training and 15% for
validation, as shown in Table IV. Data is randomly fed to the
network at each iteration.

B. Experimental Setup

The experiment was conducted using MATLAB® 2020
Deep Learning Toolbox running on a 2.60 GHz Intel i5 CPU
with 8 GB RAM, Intel 4 K graphics, and AMD Radeon
7500M/7600M series.

To evaluate the robustness of the model against randomiza-
tion and avoid bias towards certain parameters, the experiment
was conducted ten times; in each trial, the dataset was ran-
domly divided into training and testing, and the results were
averaged [15]. Also, the dropout layer is added to avoid the
overfitting problems [40]. The effectiveness of the proposed
model is evaluated on five datasets: (1) the ArSL 2018 dataset;
(2) the ASL 2018 dataset; (3) the ASL 2012 dataset; (4) the
ArSL-ASL combination; and (5) the KSL 2021 dataset. The
accuracy defined as Eq. 9 is used to evaluate the classification
performance, where FC and TC denote the total number of

www.ijacsa.thesai.org 1046 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

TABLE V. CLASSIFICATION ACCURACY, TRAINING AND TEST TIME

Dataset Tr Acc(%) Ts Acc(%) Tr time(h) Ts time(ms) std for Ts

ArSL 2018 100 98.7799 3.93 2.6698 0.1436

ASL 2018 100 100.00 6.46 3.1746 0.1433

ASL 2012 100 100.00 0.2558 1.4912 0.4876

ArSL-ASL 100 99.4897 10.5 3.0440 0.4066

KSL 2021 100 100.00 2.60 2.7319 0.0737

where Tr means training and Ts means test

Fig. 12. Training and validation accuracy for ArSL.

false and correct instances of the test. Also, the sensitivity
for each class is expressed as Eq. 10 and is used to express
the evaluation of the performance for each class individually,
where TCc and TFc are the numbers of correct and false
instances in each class.

Accuracy =
TC

FC + TC
∗ 100 (9)

TCc =
TCc

FCc + TCc
∗ 100 (10)

C. Performance Evaluation of the Proposed SL-CNN Model

The proposed model was trained for 15 or 20 epochs,
and the proposed algorithm achieves high accuracy at epoch
number 15. Table V summarizes the training accuracy, test
accuracy, training time, test time, and standard deviation for
test time with 15 epochs for the proposed SL-CNN model on
ArSL 2018, ASL 2018, ASL 2012, the combination between
them (ArSL-ASL) datasets, and 20 epochs for KSL 2021. Fig.
12 to 16 show the training and test accuracies and the start
of the loss function to converge for ArSL 2018, ASL 2018,
ASL 2012, ArSL-ASL, and KSL, respectively. It is noted from
the table that the training accuracy for all datasets is 100%,
and the test accuracy is 100% for ASL 2018, ASL 2012, and
KSL, as well as 98.8% and 99.5% for ArSL and the combined
dataset. In addition, the training and test times are different
from one dataset to another. Figs. 17, 18, 19, and 20 show the
confusion matrices for ArSL, ASL 2018, ASL 2012, and KSL.
The diagonal of the confusion matrix refers to the number of
the correct element obtained by the model, while off-diagonal
predictions are false.

D. Comparison with Other Models

In this section, we make a comparison between the SL-
CNN model and other models published in other articles. The

Fig. 13. Training and validation accuracy for ASL 2018.

Fig. 14. Training and validation accuracy for ASL 2012.

Fig. 15. Training and validation accuracy for ArSL-ASL.

Fig. 16. Training and validation accuracy for KSL.
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Fig. 17. Confusion matrix for ArSL.

Fig. 18. Confusion matrix for ASL 2018.

Fig. 19. Confusion matrix for ASL 2012.

Fig. 20. Confusion matrix for KSL.

TABLE VI. COMPARISON OF THE RESULTS BETWEEN THE PROPOSED
MODEL AND OTHER PREVIOUS ARTICLES FOR ARSL

Author Method Dataset Samples Acc(%)

Latif, et al. [41] CNN ArSL 2018 54049 97.6

Elsayed, et al. [16] CNN ArSL 2018 54049 88.89

Alani,, et al. [15] CNN ArSL 2018 54049 97.29

proposed SL-CNN CNN ArSL 2018 54049 98.47

M. Zakariah, et al. [42] EfficientNetB4 ArSL 2018 54049 95.0

Rehab, et al. [43] VGGNet ArSL 2018 54049 97.0

comparison is divided into three parts ArSL, ASL, and KSL.
It is noted that the proposed SL-CNN model outperforms its
peers because each parameter of the CNN model structure
has been carefully selected, as mentioned in Section III, and
doesn’t depend on preprocessing techniques to improve the
accuracy of the application like others; but it works on raw
data. For the ArSL 2018 dataset, the proposed SL-CNN model
achieves 98.47% accuracy, outperforming other CNN models
proposed in the literature, e.g. [16], [41] and [15] as shown in
Table VI. It should be noted that the proposed model uses raw
data without any preprocessing. It should be highlighted that
the models by [42] and [43] employed modern classification
approaches (Transfer learning) but obtained poor accuracy
when compared to the proposed SL-CNN model.

For the ASL, the proposed model is compared to the
models proposed in Kaggle datasets [[8], [12], [18]] and [[12],
[44], [45]] on the Massey dataset, which is shown in Table VII.
The result of other state-of-the-art in literature [17] and [13] on
collected but not publicly available datasets are also reported in
Table VII. The CNN models proposed in [[46], [19]] achieved
higher accuracy on selected images from the MNIST dataset.
However, the proposed SL-CNN model is applied to all images
in the recent Kaggle dataset, and the two versions of Massey
beat all the previously suggested CNN models. Interestingly,
the proposed model not only outperforms published models on
ASL 2018 and ASL 2012 but also achieves 100% accuracy,
in accordance with the recent results published on Kaggle
[37]. It should be noted that the model by [47] achieved also
100% accuracy, however, on the Massey dataset 2011. Also,
the model proposed in [13] got 99.3 % accuracy for ASL
classification, but they used a collected dataset consisting of
240 images only.

Finally, for the Korean sign language, state-of-the-art meth-
ods in the literature are performed on collected but not
publicly available datasets, as reported in VIII. The proposed
model achieved 100% test accuracy for consonant characters,
compared to the models by [20] who achieved 92.2% for vowel
and consonant characters, and [21] who achieved 99.31% and
99.97% for vowel and consonant characters, respectively.

VI. CONCLUSION AND FUTURE WORK

This paper proposes an approach to designing and ana-
lyzing an efficient CNN model for sign language recognition
named SL-CNN based on a detailed study of CNN hyper-
parameters, i.e., kernel size, number of layers, and filtering
number in each layer. The performance of the proposed model
was investigated for four sign language datasets (ArSL 2018,
ASL 2018, ASL 2012, and KSL 2021), and one dataset was
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TABLE VII. COMPARISON OF THE RESULTS BETWEEN THE PROPOSED
MODEL AND OTHER PREVIOUS ARTICLES FOR ASL

Author Method Acc (%) Dataset Samples

Aly, et al. [17] PCANet and SVM 88.7 collected 60000

Raheem , et al. [13] CNN 99.3 collected 240

Taskiran, et al. [47] CNN 100 Massey 2011 900

A. Mannan, et al.[46] CNN 99.67 MNIST 35000

C. Can, et al. [19] CNN 99.91 MNIST 35000

Shin, et al. [12] SVM 99.39 Massey 2012 1815

Rastgoo, et al. [44] CNN 99.31 Massey 2012 1815

Rahman, et al. [45] CNN 99.95 Massey 2012 1815

Proposed model CNN 100 Massey 2012 1815

Shin, et al. [12] SVM 87.6 ASL 2018 87000

Wardana, et al. [18] CNN 99.81 ASL 2018 87000

Fierro, et al. [8] CNN 96 ASL 2018 87000

Proposed model CNN 100 ASL 2018 87000

TABLE VIII. COMPARISON OF THE RESULTS BETWEEN THE PROPOSED
MODEL AND OTHER PREVIOUS ARTICLES FOR KSL

Author Method Dataset Classes Acc (%)

[20] SVM collected

31

(14

consonants,

10vowels,

and

7double

vowels)

92.2% (both)

[21]

Gaussian

Modeling

and

Likelihood

Estimation

collected
12

(6consonants,

6vowels)

99.31%

(vowel)

99.97%

(consonant)

Proposed CNN Kaggle 14 (consonant) 100% (consonant)

obtained as a merge of the first two datasets (ArSL and ASL
2018). Table VIII shows the comparison of the results between
the proposed model and other previous articles for KSL. The
results show that the proposed SL-CNN model outperforms
the other models in terms of classification accuracy for all
datasets. In summary, the proposed model achieved accuracy
for 98.8%, 100%, 99.5%, 100% and 100% for ArSL2018, ASL
2018, combining both, ASL 2012 and KSL 2021, respectively
without resorting to any data preprocessing. As suggestions
for future work, it is interesting to investigate the performance
of the proposed model on sign language datasets consisting of
words and sentences. Another possibility is to implement the
proposed model in, e.g., an educational system for people who
suffer from hearing problems.
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Abstract—Visual impairment indicates any kind of vision
loss including blindness. Individuals with visual impairments
face significant challenges when trying to perceive their sur-
roundings from a global perspective and navigating unfamiliar
environments. Existing assistive technologies predominantly fo-
cus on obstacle avoidance, neglecting to provide comprehensive
information about the overall environment. To address this
gap, the proposed system employs a customized Convolutional
Neural Network (CNN) model tailored to accurately predict
the type of outdoor ground terrain the user is traversing. This
information is then conveyed to the user audibly. It can also
detect the presence of puddles on the road and let the user know
whether the outside floor is wet (slippery). The proposed deep-
learning architecture is trained on images collected from sources
including the Stagnant Water dataset, the GTOS-Mobile dataset
and a custom dataset. The trained model is then integrated into
an Android app, providing visually impaired (VI) people with
effective surrounding perception capabilities, leading to better
travel and, ultimately, better living.

Keywords—Visually impaired; terrain identification; puddle de-
tection; deep learning

I. INTRODUCTION

Visual impairment encompasses a range of conditions that
can result in partial or complete loss of vision, including color
blindness, affecting over 250 million people worldwide. Such
individuals encounter difficulties while comprehending and
interacting with their environment due to their limited visual
contact with their surroundings. Physically moving around can
be particularly challenging for them as they struggle to identify
their location and navigate to different places.

For navigation, individuals with visual impairments often
utilize white canes or guide dogs, although the latter option can
be costly. However, despite the assistance provided by white
canes, the task of maneuvering through unfamiliar environ-
ments continues to pose a significant challenge. Conventional
navigation techniques primarily focus on obstacle avoidance
[1], which curtails the capacity of visually impaired (VI) indi-
viduals to engage with novel surroundings fully. Consequently,
many still face obstacles in gaining a holistic perception of
their environment.

Recent advancements in technology have paved the way
for the development of intelligent or augmented white canes

*Corresponding authors.

that utilize image processing and deep learning techniques to
aid individuals with low vision in obstacle avoidance, object
detection [2], and indoor/outdoor navigation [3]. However,
these systems have a limitation in that they do not provide
a comprehensive perception of the surrounding environment.
For instance, while these canes assist in identifying objects and
navigating outdoors, they cannot provide information on the
terrain, which is crucial for individuals with visual impairments
to determine the floor they are walking on. By incorporating
terrain information into these systems, VI individuals can bene-
fit from a more comprehensive and seamless travel experience,
ultimately leading to an improved quality of life. This is
particularly important for elderly individuals with low vision.

The proposed method makes significant contributions to
assistive technology for VI individuals, with a strong focus on
human needs and safety. The main contributions are:

• Proposed a novel custom CNN for Comprehen-
sive Terrain Identification: An innovative lightweight
CNN has been created to recognize diverse terrains.
Through the integration of this CNN, an Android
application is developed for identifying different types
of terrain. This pioneering functionality effectively
addresses a significant deficiency in current systems,
delivering vital insights to VI users regarding the spe-
cific characteristics of the ground they are traversing.

• Hazard Detection: The system’s ability to detect road
puddles or wet floors is a key contribution that
sets it apart from conventional intelligent white cane
systems. By proactively alerting users to potential
hazards, the approach reduces the risk of slips, falls,
and accidents, ensuring a safer travel experience for
individuals with low vision, especially the elderly.

• Developed a dataset to train and test the proposed
model: A dataset is made by combining standard
datasets like the Stagnant water dataset, and the
GTOS-Mobile dataset, collecting images from Google
and images captured using a mobile phone.

• Real-time Audio Feedback: To promote effective com-
munication between the system and the user, the
integration of audio feedback proves invaluable. By
conveying information through auditory cues, the sys-
tem ensures that VI individuals receive timely updates
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about the terrain and detected hazards, allowing them
to make informed decisions promptly.

In summary, our approach introduces a novel lightweight
CNN with the ability to identify different terrains. We curate
a specialized dataset for training and model development.
Employing this innovative CNN, an Android application is
developed that offers terrain insights and alerts users through
audio feedback, particularly notifying them about possible
hazards such as slippery floors or puddles. This approach
prioritizes human needs, safety, and independence, with the
potential to revolutionize assistive technology and significantly
enhance the lives of individuals with limited vision, particu-
larly elderly users, leading to an overall improved quality of
life.

The structure of the paper is as follows: In Section II,
we delve into the most recent advancements in intelligent
tools designed[9] proposed a system explicitly for individuals
with visual impairments. Section III provides a comprehensive
explanation of our proposed methodology. We outline the
datasets utilized in this study in Section IV. The experimental
validation and outcomes of our proposed system are detailed
in Section V. Finally, Section VI[9] proposed a system serves
as the conclusion of this paper.

II. RELATED WORKS

Vision forms one of the most important sense organs, which
gives vital information about surroundings. Our sense of sight
is responsible for 80 percent of what we perceive. Vision
enables humans to interact with their surroundings. One of
the side effects of vision loss is a lack of confidence in one’s
ability to travel safely. The placement of tactile ground surface
indicators, unsafe sidewalks, and the presence of barriers on
sidewalks are key challenges in comprehending the outdoor
difficulties experienced by VI individuals [4]. This section
reviews some of the critical works in the field of guiding
aids for VI people. This analysis is split into related works
regarding existing smart white canes and terrain recognition.

A. Robotic White Cane

The white cane is the most frequently used aid by individu-
als with visual impairments. Its main function is to help users
assess their environment for possible dangers. Additionally,
it aids in signaling to others that the user is blind, ensuring
they receive appropriate assistance. In recent years, numerous
enhanced versions of the white cane have emerged, offering
a range of capabilities. Many of these innovations concentrate
on tasks such as avoiding obstacles, identifying objects, and
facilitating outdoor navigation.

Anwar et al. [1], introduces a smart cane equipped with
an alarm to aid individuals with visual impairments when
navigating challenging paths. An RF remote transmitter and
receiver make it a unique electronic stick. It is equipped with
an ultrasonic sensor and a buzzer. The VI person’s walking
path is detected using an ultrasonic sensor. At the same time,
a global positioning system (GPS) paired with a voice stick
for navigation, allows users to learn their present location
and distance from their destination via voice commands.
However, this system is constrained to the local vicinity only.
[5] proposed a smart walker navigation system that assists

VI individuals with difficulty walking. It is utilized for two
purposes: local obstacle detection in the spatial information
setting, and guided navigation for achieving the desired goal.
Vibrotactile signals provide obstacle information or navigation
commands to the user.

A voice-activated electronic stick whose goal is to give
users the confidence to move around in new situations was
introduced by [6]. This enhanced model comprises global
system for mobile communications (GSM), GPS , and Ul-
trasonic technology. It also employs biological authentication
and incorporates an emergency trigger in the alarm system. [7]
proposed an enhanced white cane that aids the blind commu-
nity in guiding by providing results for all 270 degrees from
the smart security walking stick’s position. Ultrasonic sensors
with a wide beam angle assist in a variety of obstacle detection
applications. It performs well at identifying obstructions in the
user’s path within a three-meter range. This technology is low-
cost, lightweight, and energy-efficient, with a noticeable quick
response time.

The traditional VI aiding technologies addressed the ob-
stacle avoidance problem alone. Information about the terrain
is also vital for safe and smooth navigation for the VI person.
A generative adversarial network (GAN) model named Disco-
GAN is created by [8] to effectively translate ground images
into a tactile signal that can be presented by an off-the-shelf
vibration device. In this way, it can provide a global perception
of the surroundings. The research [9] proposed a system based
on DeepLabv3+ that is an improved semantic segmentation
network. The technology can be used on a mobile phone to
assist VI people in both indoor and outdoor settings. The
training dataset is preprocessed with an illumination-invariant
transformation to reduce the impact of variations in light.
Bashiri et al. introduced a novel framework in their study [10],
employing deep neural networks to facilitate indoor navigation
for visually impaired individuals.

Existing literature for puddle detection mainly uses object
detection models. Some of the existing smart white canes
include puddle or water detection using a moisture sensor. But
if the battery is not charged, this will not work which is the
main disadvantage faced by these augmented canes [11].

B. Ground Terrain Recognition

The quality of the terrain dataset, the feature extraction
method, and the classification algorithm for terrain features
are the key factors that affect the performance of a terrain
image recognition system [12]. These aspects are comple-
mentary, necessitating optimization and control throughout, to
improve the terrain classification and generalization capacity
of a new algorithm. Moreover, there exists a lack of publicly
available terrain classification datasets for research purposes.
The literature related to terrain recognition explained here used
proprietary datasets in their study.

Terrain identification is critical for outdoor mobile robot
gait planning, speed control, and observation of the surround-
ings, among other things. The study [13] opted for a system in
which an outdoor mobile robot is built that runs on a terrain
dataset and extracts the high-level elements of the terrain
image from MobileNet and DenseNet using the migrating
learning approach. Extent-of-Texture information proposed by
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[14] is another unique way to ground-terrain recognition,
which employs a CNN backbone feature extractor network to
extract relevant information from ground terrain images and
to model the extent of texture and shape information locally.
The research [15] proposed a differential angular imaging
Network (DAIN), where small angular variations in image
capture provide an enhanced appearance representation that
significantly improves recognition. The features of materials
recorded in the angular and spatial dimensions are encoded
in this innovative network architecture. A Deep Encoding
Pooling network [16] is another method for ground terrain
categorization. Semantic scene comprehension is critical for
gaining a better grasp of the surroundings. The study [17]
proposed a system based on a combination of the efficient
residual factorized network(ERFNet) and the 3D point cloud
with a pyramid scene parsing network (PSPNet). The above-
mentioned models are complex models for which accuracy
can be further improved. Furthermore, most of them have not
been implemented in real time. Recently, Intelligent Vehicles
(IV) methodologies have been applied to the development of
navigation assistive systems for VI people.

The analysis of existing literature highlights significant
research gaps in the field. Most robotic white canes prioritize
addressing obstacles, overlooking the potential of offering a
comprehensive understanding of the environment, especially
in unfamiliar routes. Presently, there’s a lack of systems
that can effectively notify users about hazards like puddles,
wet and slippery floors. Additionally, the accuracy of current
ground floor classification systems could be enhanced. The
primary objective of our proposed system is to furnish users
with real-time information about outdoor ground conditions,
particularly alerting them to road puddles and wet floors,
through a custom CNN model that accurately predicts terrain.
This crucial information is conveyed audibly to enhance user
safety and experience.

III. METHODOLOGY

The prevailing terrain recognition models predominantly
feature intricate deep-learning architectures. Nonetheless, for
individuals with visual impairments, conveying terrain details
through an Android app holds more promise. This research
strives to forge a path towards a simplified and computa-
tionally streamlined deep-learning model tailored for terrain
recognition systems. To realize this vision, a direct approach
is adopted, entailing the deployment of a specialized CNN
model. Additionally, an Android application is meticulously
crafted to enhance accessibility for VI individuals, facilitating
seamless access to crucial terrain information.

A custom dataset consisting of five image classes, namely
cement, grass, road, wet floor, and puddles has been created
to help VI people better understand their terrain and be alerted
of any potential hindrances. This dataset is a combination of
GTOS-Mobile (Ground Terrain Outdoor Services) [18] data,
Google images, IEEE Stagnant Water dataset, and ground
terrain images captured using a mobile phone. An Android
app has been developed which uses a custom-built CNN to
detect ground terrain and provides audio feedback to the user
with directions based on the detected features in real-time.

The proposed pipeline consists of three main steps, namely
data pre-processing, CNN model design, and Android app

development. The images obtained from various data sets are
resized to the same dimension in the pre-processing phase and
are then augmented before feeding to the custom CNN. The
pre-processing steps used were resizing, and gray scaling. The
data augmentation involves random flip, random zoom, and
random rotation. After model training, test data prediction and
evaluation are done using the trained deep learning model. Fig.
1 shows the flow diagram of the proposed system for ground
terrain detection. It represents the schematic of the proposed
system.

A. Custom CNN

The Custom CNN architecture is comprised of five convo-
lutional layers as depicted in Fig. 2. Detailed insights into the
layer structure and parameter specifics can be found in Table
I. The initial convolution layer block consists of two sets of
convolution layers, each comprising 16 filters. The subsequent
block contains two sets of convolution layers with 32 filters
each, followed by a third block with a convolution layer
featuring 64 filters. These layers employ the same padding
scheme, along with ReLU activation and Max pooling. The
filter size utilized in each of these convolutional layers is 3x3.

After these convolutional layers, a flattening layer is intro-
duced, followed by a fully connected layer consisting of 128
filters, employing ReLU activation. Ultimately, a dense layer
is incorporated, with the number of classes serving as a param-
eter. In summary, the Custom CNN model includes 560,000
trainable parameters, featuring five convolutional layers with
associated Maxpooling layers and ReLU activation. It further
incorporates a fully connected layer utilizing a dropout rate
of 50%, followed by an output dense layer with the number
of classes as a parameter. The model employs the sparse
categorical cross-entropy loss function, particularly useful for
multi-class image classification tasks. This loss function quan-
tifies the cross-entropy loss between predictions and labels.
Importantly, its utilization of integer representations for labels
instead of vector representations contributes to efficiency in
memory and computation. The mathematical formulation of
this entropy function is:

LCE = −
n∑

i=1

ti log (pi)

where ti is the truth label and pi is the Softmax probability
for the ith class and n represents the number of classes.

The architecture of the Custom CNN is depicted in Fig.
2. To make the test results more accurate, we fine-tuned the
CNN model so that it could better understand the test data.
By doing this, the model became better at recognizing different
features in the test images. This process involves making small
improvements to how the model learns from the given data.
The combination of the CNN’s design, how it extracts features,
and the fine-tuning process all work together to create a strong
model that can accurately identify and classify images. The
images were resized to dimensions of 64 × 64 pixels and a
batch size of 15 is selected empirically. The number of filters
within the fully connected Layer is fixed as 128.

IV. DATA COLLECTION

We curated an exclusive dataset tailored to our proposed
system. This dataset comprises diverse visual representations
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Fig. 1. Flow diagram of the proposed system for ground terrain detection.

Fig. 2. Architecture of the proposed custom CNN for identifying ground terrain.

TABLE I. LAYER STRUCTURE DETAILS OF MODIFIED CUSTOM CNN

Layer Input Kernels Output Parameters
Conv1 64× 64× 3 16 64× 64× 16 448
Conv2 64× 64× 16 16 64× 64× 16 2320
Maxpool1 64× 64× 16 - 32× 32× 16 -
Conv3 32× 32× 16 32 32× 32× 32 4640
Conv4 32× 32× 32 32 32× 32× 32 9248
Maxpool2 32× 32× 32 - 16× 16× 32 -
Conv5 16× 16× 32 64 16× 16× 64 18496
Maxpool3 16× 16× 64 - 8× 8× 64 -
Flatten 8× 8× 64 - 4096 -
Dense1 4096 128 128 524416
Dense2 128 - 5 645

of outdoor ground surfaces, such as concrete, grass, and
asphalt-covered stone. Additionally, it incorporates imagery
depicting wet patches and puddles. Our dataset draw images
from the GTOS-Mobile dataset [18] for ground terrain infor-
mation, while images featuring puddles and damp floors were

sourced from the IEEE Stagnant Water dataset [19]. Further-
more, we enriched the dataset with video footage recorded
using a mobile device.

A. GTOS-Mobile Dataset

The GTOS-Mobile dataset [18] encompasses 81 videos
that showcase terrain categories similar to those found in the
GTOS dataset. These videos were captured using a handheld
mobile phone, introducing a variety of lighting conditions
and viewpoints. The dataset comprises an extensive collection
of 100,000 images distributed across 31 distinct classes. Af-
ter a meticulous curation process we extracted 6066 frames
by employing a temporal sampling rate of approximately
1/10th of a second. However, the emphasis is placed solely
on the crucial ground terrain categories. Owing to concerns
surrounding image clarity, data pertaining to sand and soil
from the GTOS-Mobile dataset is deemed less dependable,
prompting its exclusion from consideration. Consequently, for
the purpose of outdoor terrain recognition, the analysis narrows
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down to the inclusion of the cement, grass, and stone-asphalt
classes extracted from this dataset. Fig. 3 shows sample images
extracted from this data set.

Fig. 3. Images from GTOS-Mobile dataset.

B. Stagnant Water Dataset

The dataset [19] comprises images with dimensions of
256×256 pixels captured using a mobile device. This dataset
comprises a total of 1976 annotated photos and encompasses
two categories, namely moist surfaces and bodies of water.
The dataset is further divided into distinct categories: Indoor,
Outdoor, and Raw data. The raw data category comprises
unprocessed images, each accompanied by a specified range of
resolutions. Puddle detection presents a range of complexities
due to fluctuations in lighting conditions, diverse image capture
angles, and the presence of reflections on puddle surfaces. To
tackle these challenges, approaches such as data augmentation
and the collection of images from a diverse range of angles
and lighting conditions have been implemented. Fig. 4 shows
sample images from the Stagnant Water dataset.

C. Custom Dataset

A unique dataset was compiled by capturing images using a
Redmi Note 7 mobile phone with a 12-megapixel camera. This
dataset encompasses 150 images for each distinct category: ce-
ment, grass, stone-asphalt, puddle, and wet floor. Images taken
by VI persons using mobile phone might not exhibit flawless
quality. Intentionally, the custom dataset includes both shaky
and low-quality images, mimicking real-world conditions. This
deliberate inclusion aims to provide the training process with
a more realistic representation of the environment. The images
from this custom dataset are depicted in Fig. 5.

The final dataset contains 16763 files belonging to five
classes. The images are acquired from the GTOS-Mobile
dataset, Stagnant water dataset and images captured using our

Fig. 4. Images from stagnant water dataset.

Fig. 5. Images from custom dataset.

own mobile device. The training data is split into train data and
validation data with a validation split 20%. A total of 12973
files is used as training set, 3243 files for validation, and 759
files as test dataset. Table II shows number of images in each
class of custom dataset.

V. RESULTS AND DISCUSSION

The CNN model proposed for terrain classification un-
derwent a comprehensive training process to realize the re-
quired customized model for accurate terrain detection. The
training utilized a specialized dataset encompassing a variety
of outdoor terrains, including cement, stone-asphalt, grass, as
well as distinct classes for puddles and wet floors. In the
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TABLE II. NUMBER OF IMAGES IN EACH CLASS OF CUSTOM DATASET

Class Train dataset images Test dataset images

Cement 7550 174

Grass 3100 196

Puddle 1659 114

Stone-asphalt 2370 154

Wetfloor 2084 121

initial stages of training, validation accuracy surpassed 95%,
while testing accuracy remained below 70%, indicative of an
overfitting scenario. To address this challenge, a combination
of techniques including early stopping, dropout, and data
augmentation was employed, resulting in a notable reduction
of this accuracy gap.

Efforts were directed towards enhancing testing accuracy
through layer-wise modifications in the CNN architecture.
These refinements led to a remarkable increase in testing
accuracy to 98%. The Adam optimizer, with a default learning
rate of 0.001, was leveraged to optimize the modified Custom
CNN model. Training the model for 300 epochs with Early
Stopping set at 50 epochs based on minimum validation loss
yielded promising outcomes.

The accuracy and loss curves of the Custom CNN model
are visually depicted in Fig. 6, illustrating the progressive
improvement achieved during the training process. Meanwhile,
Fig. 7 presents the confusion matrix, offering insights into
the model’s performance across various terrain classes. It is
important to note that the observed oscillations in the curves
can be attributed to the utilization of an imbalanced dataset
in this study. Future work could involve mitigating such
oscillations by considering a slightly lower learning rate or
implementing exponential decay learning rate strategies. The
learning rate, a pivotal parameter in optimization, requires a
balanced selection that ensures a trade-off between conver-
gence speed and overshooting tendencies. As evidenced by
validation loss values ranging from 0.1 to 0.4, finding this
optimal balance remains a crucial consideration.

Further advancements were achieved by enriching the
puddle class with additional images sourced from the Stagnant
Water dataset. This augmentation elevated the model’s valida-
tion accuracy to an impressive 98%, while testing accuracy
reached 94%, as depicted in Fig. 8. The confusion matrix
revealed that, post-enhancement, instances of misclassification
emerged wherein puddles were sometimes classified as wet
floors. It is worth noting that road puddles and wet floors
both fall under the puddle category. The mispredictions of this
nature do not significantly impact system functionality, as the
system’s role is to provide audio feedback advising users to
proceed cautiously in case of detected puddles or wet floors.

The proposed CNN model demonstrates the remarkable
potential for real-time terrain classification. The results high-
light avenues for further refinement, including domain transfer
implementations. The integration of this model into practical
applications, particularly those necessitating immediate feed-
back for user safety, underscores its relevance and efficacy in

Fig. 6. Accuracy and loss curves of the custom CNN model.

Fig. 7. Confusion matrix of the custom CNN model.

Fig. 8. Confusion matrix of the model after enhancing the puddle dataset.
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real-world scenarios.

A. Android Application Results

The central objective behind the proposed system is to
enhance the capabilities of conventional robotic white canes by
introducing a comprehensive understanding of the surrounding
environment. This innovation aims to empower individuals
with visual impairments (VIs) by seamlessly integrating global
insights into their daily navigation. Rather than augmenting the
white cane with additional hardware and algorithmic compo-
nents, a more user-friendly approach involves encapsulating
this functionality within an Android application.

To achieve this goal, a fundamental Android application
was developed as a preliminary step to assess the real-time
behavior of the proposed deep learning model. This under-
taking laid the groundwork for subsequent domain transfer
implementations. The transition from a deep learning model
stored in the .h5 format to a .tflite model was a pivotal
phase. The choice between a quantized or unquantized model
depended on size considerations. The deep learning model,
which clocked in at 2MB in its original form, maintained
this size when converted into an unquantized .tflite model.
Opting for a quantized eight-bit .tflite model reduced the size
to 500KB. However, this reduction in size through quantization
came at a trade-off with accuracy.

The development of the Android application was facilitated
by the widely used Android Studio framework, which supports
the Java programming language and is well-suited for mobile
device applications. After a thorough simulation process, the
deep learning model with the lowest validation loss was saved
using model checkpointing. To ensure optimal performance
on mobile devices, this selected model was converted to
an unquantized .tflite model. By doing so, the .tflite model
retained a manageable size of 2MB, enabling its seamless
integration into the Android application.

The proposed system’s core concept revolves around ex-
tending the functionality of robotic white canes through a
user-friendly Android application. By encapsulating complex
insights into a lightweight .tflite model, individuals with visual
impairments can gain an enhanced understanding of their
surroundings, thereby advancing their autonomy and safety in
navigation.

The initial phase of development involved creating a basic
version of the Android App, which serves as a foundation
for evaluating the system’s real-time performance. This App
captures images and employs the deep learning model to
predict the type of terrain and identify the presence of puddles
or wet floors. The primary objective of this basic App version
is to gain insights into the system’s behavior under real-world
conditions.

For testing purposes, the App’s user interface includes two
buttons, as illustrated in Fig. 9. One button captures an image
in real time, while the other allows users to select an image
from their gallery. These preliminary App results serve as a
foundation for domain transfer evaluations. It is important to
emphasize that the basic version of the app is not tailored for
individuals with visual impairments (VIs). To address this, an
advanced Android app was developed to provide continuous

Fig. 9. Android application Interface. Image shows screenshot of the android
app, created for testing purposes.

video monitoring and audio feedback, ensuring its suitability
and effectiveness for VI users.

VI. CONCLUSIONS

In recent decades, advancements in technology have led
to the development of robotic and augmented white canes
tailored for individuals with visual impairments (VIs). These
innovations primarily focus on object detection, obstacle avoid-
ance, and navigation. The major challenge involves provid-
ing VI individuals with a comprehensive understanding of
their environment to facilitate improved interaction with their
surroundings during travel. The central aim of the proposed
system is to furnish VI individuals with an encompassing
perception of their surroundings. This is achieved through
the identification of diverse ground terrains, encompassing
cement, grass, and asphalt, along with the detection of road
puddles and wet floors. To realize this, a Custom CNN is
employed as a deep learning model for a multi-class image
classification challenge. The system culminates in conveying
vital information to users through audio feedback.

Following an intensive training regimen, the deep learning
model achieves commendable performance, boasting a test-
ing accuracy of 94% and an impressive validation accuracy
of 98%. To facilitate domain transfer, an Android app was
meticulously designed, enabling real-time testing to assess the
robustness of the proposed system in various scenarios.

The future trajectory of the proposed system holds signifi-
cant promise. Plans encompass the expansion of more ground
terrain classes to broaden the system’s scope and versatility.
Additionally, there are intentions to tailor the Android app
for individuals with low vision impairments, incorporating
continuous video monitoring. This enhancement ensures ac-
curate terrain and puddle identification, even under varying
illumination conditions. The App’s connection with users will
be fortified through intuitive audio feedback, reinforcing its
accessibility and usability.
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Abstract—The widespread use of computers and smartphones
has led to an increase in social media usage, where users can
express their opinions freely. However, this freedom of expression
can be misused for spreading abusive and bullying content
online. To ensure a safe online environment, cybersecurity experts
are continuously researching effective and intelligent ways to
respond to such activities. In this work, we present ArCyb, a
robust machine-learning model for detecting cyberbullying in
social media using a manually labeled Arabic dataset. The model
achieved 89% prediction accuracy, surpassing the state-of-the-art
cyberbullying models. The results of this work can be utilized by
social media platforms, government agencies, and internet service
providers to detect and prevent the spread of bullying posts in
social networks.

Keywords—Natural language processing; machine learning;
neural network; bullying; cyberbullying

I. INTRODUCTION

The widespread use of computers and smartphones has
greatly increased the use of social media in recent years. Social
media platforms allow users to express their opinions and emo-
tions freely, either using their real identities or anonymously.
Unfortunately, this freedom of expression has also led to the
spread of online bullying. People can hide behind anonymity to
harass and bully others, causing significant harm and distress
to their victims. It’s important for social media companies and
individuals to take steps to prevent and address this issue and
to ensure that these platforms remain safe and positive spaces
for everyone.

Cyberbullying refers to any deliberate aggressive behavior
via social media done by an individual or a group of indi-
viduals that post offensive or hostile messages that result in
discomfort or harm to other users [1]. Dani et al. in [2] defined
cyberbullying as the phenomena of intentionally harassing or
abusing others through cell phones, internet, and other elec-
tronic devices. According to [3], cyberbullying is confirmed
as a serious global problem that should be confronted and
prevented from spreading. Cyberbullying is worse and more
insidious than traditional bullying and has severe consequences
since it is not restricted to a time or a place. The bullying
content can be posted in a single action as a comment or a
tweet by an abuser. Cyberbullying enables the perpetrator with
the ability to humiliate or embarrass the victim in plain sight.
Also, this content can be viewed, saved, shared, quoted, or
liked by others multiple times, resulting in an ongoing cycle
of the original assault creating persistent damage or distress
for the victim. Cyberbullying victims suffer from depression,

anxiety, low self-esteem, anger, frustration, feelings of fear,
and in tragic scenarios the victims attempt suicide [4]–[6].

Moreover, in [2], the author stated that cyberbullying is
becoming more frequent due to the growth of social media
platforms. A study was done by Al-Zahrani [3] investigating
cyberbullying in Saudi Arabia among higher-education stu-
dents, 287 students participated in the study, as 26.5% of the
students admitted that they have cyberbullied others at least
once, while the majority of students 57% have witnessed cy-
berbullying once or twice on at least one student. He concluded
that cyberbullying rate in Saudi Arabia has increased by 9%
during the study time period.

Twitter is a microblogging platform that allows users to
express their opinions and share their thoughts. Users can
follow influencers, brands, and news accounts to stay informed
about current events and trends [7]. As noted by Alasem [8],
the number of Twitter accounts in Saudi Arabia has been
increasing, with the platform experiencing fast growth in the
country. In 2012, Riyadh, the capital city of Saudi Arabia,
was ranked as the tenth most active city globally in terms of
statistics and tweets. Given the vast array of topics and trends
that emerge on social media, cyberbullying can take on various
forms and can be challenging to identify.

Detecting cyberbullying on social media requires an under-
standing of users’ opinions, tweets, and emotions, which can
then be analyzed to determine whether the content constitutes
bullying or not. According to Saberi and Saad [9], sentiment
analysis involves the detection, extraction, and classification
of opinions or comments on a particular topic. The primary
goal of sentiment analysis is to classify the opinion, comment,
or blog as either positive, negative, or neutral. However,
detecting cyberbullying in the Arabic language presents signif-
icant challenges due to its complex structure, diverse dialects,
informal language used on social media, and wide range of
synonyms. Additionally, the Arabic language in social media is
often written with diacritics that aid in pronunciation, making
normalization, tokenization, and stemming difficult to apply.

To ensure effective detection of Arabic cyberbullying
comments on social media, a well-trained machine-learning
model is essential. This is particularly important given the
widespread use of the Arabic language, which is spoken by
approximately 420 million people [10]. However, developing
such a model is challenging due to the lack of labeled Arabic
datasets and research on this topic. As of the writing of
this paper, there is no well-trained model with more than
90% prediction accuracy for detecting Arabic cyberbullying
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comments. Furthermore, as detailed in Dani et al. [2], detecting
and combating cyberbullying in the Arabic language presents
several challenges, including the nature of online comments
and reviews. These comments are often unstructured, short,
and obfuscated, making it difficult to identify common patterns
in machine-learning models. To address these challenges, we
present the following in our work:

• A comprehensive analysis on Arabic cyberbullying
tweets and their growth over time.

• A novel Arabic cyberbullying dataset labeled using a
rigorous methodology.

• A deep learning model that can detect Arabic cyber-
bullying with a prediction accuracy that is equal to or
better than the state of the art.

The rest of the paper is organized as follows: Section II
presents the background information and preliminaries of the
cyberbullying in the Arabic language. Section III presents our
proposed deep learning detection method. In Section IV, we
discuss the experimental setup for our experiments. In Section
V, we discuss the experimental results obtained. Section VI
concludes the paper.

II. BACKGROUND

Many studies have been published in the sentiment anal-
ysis field. Researchers have provided interesting methods and
approaches contributing to this field improvement. Abdul-
Mageed et al. in [11] produced an Arabic dataset that
was divided into four classes, objective, subjective-positive,
subjective-negative, and subjective-neutral, and was manually
labeled. The authors followed classification criteria that were
taken from [12] in which if a phrase is not objective, it
will fall into one of the three subjective classes. Out of their
strict annotation process, their dataset consists of 1281 objec-
tive, 491 subjective-positive, 689 subjective-negative, and 394
subjective-neutral news sentences. Then for the classification,
they’ve done two stages using the SVM classifier with linear
kernel. The first stage for classifying the subjectivity, train the
model to differentiate the subjective and objective sentences,
and the second stage is to study the sentiment, and train
the model to differentiate the positive and negative subjective
sentences. As a result of their work, they obtained 65%
and 52% F -score for the subjectivity and sentiment studies
respectively.

Duwairi and Qarqaz in [13] used open-source software
with a graphical user interface to build their machine learn-
ing model. They have generated a dataset from Twitter and
Facebook that consist of 2591 tweet and comment, 1073
positive and 1518 negative samples, and were classified using
a crowdsourcing tool. The dataset addresses multiple topics
such as sports, education, and political news. The Naïve Bayes,
KNN, and SVM classifiers were used, the SVM achieved a
higher precision rate and it equals 75.25%.

Shoukry and Rafea in [14] have used machine learning to
study the Arabic sentiments. They collected more than 4000
tweets and then finally have extracted 1000 tweets consisting
of 500 negative and 500 positive tweets. Their tweet extrac-
tion targeted tweets that only hold one opinion and avoided
sarcastic and subjective tweets. For the feature extracting

Shoukry and Rafea method was revealed from [15] where
the statistical machine-learning is implemented to highlight
the most common words to act as candidate features. For the
classification task, they used the Weka software to classify the
tweets using Naïve Bayes and SVM with accuracy around 65%
and 72%, respectively.

Al-Kabi et al in [16] developed an analysis tool that can
classify the opinions and comments based on standard and
slang Arabic forms. One of the tool tasks is classifying the
text into positive or negative, which is indirectly related to our
research. In specific, their dataset consists of reviews collected
from 72 social media websites with a total of 1080 reviews,
and their machine-learning method was the Naïve Bayes. Their
method successfully identified the subjectivity, polarity, and
intensity of the Arabic reviews with prediction accuracy around
90%, 93%, and 96%, respectively.

AL-Rubaiee et al. in [17] implemented NLP and machine
learning to classify tweets according to their sentiment polarity.
Their work concentrated on opinion mining in a trading
strategy with Mubasher products, a stock analysis software in
Saudi Arabia, which made it considered topic-specific in the
field of the sentiment analysis of the Arabic language. They
collected and manually labeled around 1331 tweets by two
experienced Mubasher employees. Therefore as a result of their
annotation process, their dataset consists of 378 positive, 755
negative, and 198 neutral tweets. The prediction accuracy of
their Naïve Bayes and SVM model are around 83% and 79%
respectively.

On the other hand, There are a few other topic-specific
works that focus on constructing machine-learning models to
detect cyberbullying behavior. In 2019 AlHarbi et al. published
the first work in the Arabic cyberbullying field [18]. In specific,
they built a lexicon-based model that consist of more than
100K samples. They used R language for data extraction,
50K tweets, and 50K Youtube comments. They were able to
obtain 81% prediction accuracy for the trained cyberbullying
model. Similarly, Almutiry and Fattah in [19] collected a
dataset automatically through Twitter API and ArabiTools
with a total of 17748 tweets. they followed two collecting
methodologies, one is query-oriented by searching for specific
keywords, and the other is random selection. The dataset was
labeled by both means manual and automatic. The automatic
labeling was done by considering the nature of the tweet,
if a tweet contains cyberbullying words it will be labeled
as cyberbullying, and otherwise non-cyberbullying. After col-
lecting and labeling the dataset a couple of steps were per-
formed in preprocessing such as Normalization, Tokenization,
ArabicStemmerKhoja, Light Stemmer, and Term Frequency-
Inverse Document Frequency(TF-IDF). Then for the classifi-
cation, they used the SVM algorithm with both Python and
WEKA. After performing three experiments WEKA results
showed the highest efficiency with 85.49% prediction accuracy.
However, we argue that relying on automatic labeling is not
currently practical. Given the significance of accurate sample
annotations, utilizing automatic labeling techniques would in-
troduce a substantial risk of duplicating samples and producing
inaccurate classifications. Therefore, manual labeling remains
indispensable until we develop a highly accurate model capable
of consistently and reliably classifying the samples.

Almutairi and Alhagry in [20] started the data collection
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process using Twitter API and collected a total of 8154. The
authors focused on collecting their dataset from Saudi Arabia.
The data collection process spanned approximately one year
and seven months, capturing tweets related to various events
such as student exams, vacations, and the COVID-19 pan-
demic. During the preprocessing phase, they applied several
cleaning steps, including the removal of URLs, mentions,
emojis, hashtags, newlines, repeated letters, digits, Arabic
diacritics, and unrelated tweets. For the classification task, they
employed multiple machine learning algorithms and found that
the SVM algorithm achieved the highest prediction accuracy
of 82

As shown in the literature above and besides some works
that were not mentioned [21]–[24], in the past ten years, the
Arabic sentiment analysis got a lot of attention in several topics
such as users reviews in the trade market, positive and negative
tweets, and cyberbullying. Nevertheless, there is neither a
publicly available Arabic cyberbullying dataset nor a well-
trained machine learning model for cyberbullying due to the
difficulty of the Arabic language and its many dialects, along
with the slang language used by the majority of Arab users.
Therefore, our work contributes to the research community by
providing a well-trained machine learning model based on a
manually labeled dataset.

III. METHODOLOGY

This section presents the methodology used to build a
machine-learning model for Arabic sentiment analysis and
cyberbullying detection. The process begins with a discussion
of the data collection method and labeling process. Next, the
proposed preprocessing and machine learning approach are
presented. Finally, the evaluation of the approach is discussed.
To provide an overview of the approach and steps taken to
detect cyberbullying in social platforms, Fig. 1 is presented.

A. Data Collection

As discussed in Section II, the lack of publicly available
datasets on cyberbullying in the Arabic language posed a
significant challenge for this study. Hence, the collection and
labeling of a suitable dataset proved to be a time-consuming
and challenging task, presenting the most significant hurdle
in the project. To kickstart the project, we formed multiple
teams and manually analyzed the Twitter space to familiarize
ourselves with the terminologies and behaviors associated with
cyberbullying on social media, as well as the techniques used
by perpetrators. This led us to identify 16 keywords, including
khibel, Abd, and Marid, which we used to collect the dataset.
Table I presents some of the search keywords that we employed
in this research. We hand-selected these terms based on our
examination of the most prevalent Arabic bullying terms. We
believe that most tweets utilizing these terms are likely to be of
a bullying nature. Once the search keywords were determined,
we utilized the Twitter-API, which is publicly accessible,
to retrieve tweets containing the designated keywords. Each
downloaded tweet was required to contain at least one of
the specified keywords. During the data collection phase, we
encountered various obstacles, such as the maximum number
of allowed tweets to collect per day by the API, tweets written
in foreign dialects and languages, and a high number of
duplicate tweets. However, these obstacles are not unique to

our study and are commonly encountered in similar research.
To overcome these challenges, we adopted best practices and
strategies from previous studies.

TABLE I. EXAMPLES OF CYBERBULLYING KEYWORDS USED IN SOCIAL
PLATFORMS AND THEIR ENGLISH TRANSLATION

Keyword English meaning Arabic Keyword
Khibel Person that lacks intelligence ÉJ.

	
k

Tays Person that lacks common sense ��

�
K

Abd Slave YJ.«

Marid Pervert or Sick 	
��
QÓ

Nafsiyah Refers to the person’s
psychological state

�
éJ
�

	
®
	
K

Immah
Person who blindly agrees
with someone regardless
of their actions

éªÓ@

Baka Whiner ú¾K.

Madala Spoiled ©ËYÓ

Moaaq Handicapped (insult) �
�AªÓ

Bahima Animal (insult) éÒJ
îE.

Kalb Dog (insult) I. Ê¿

Maafen Disgusting 	á
	
®ªÓ

Ghabi Stupid ú


æ
.

	
«

Wajhk Your face ½êk. ð

Seyah
Screaming in literal
meaning but could also
mean crying or whining

hAJ
�

Yifashil Embarrassing É
�
�
	
®K


B. Labeling

Our dataset comprises 4140 samples, of which 2070 tweets
are labeled as bullying and 2070 tweets are labeled as non-
bullying. We decided to remove the user’s identities to protect
their privacy. For our cyberbullying tweets, manual labeling is
necessary due to the absence of diacritics in written Arabic,
which represent vowels. The lack of diacritics generates am-
biguity, which increases the range of possible interpretations
in the Arabic language [25]. Additionally, bullying can be
disguised in a normal sentence that cannot be detected by
automated labeling tools. Every tweet in the dataset was
independently annotated by two cybersecurity specialists, all
of whom are native Arabic speakers. The annotation process
took place over a period of six weeks. In cases where conflicts
arose among the annotators, a third specialist was involved to
resolve them through discussions with the two cybersecurity
specialists.

Table II lists some samples that were difficult to classify
because of their confusing nature. For example, the first sample
states "Finally it’s my favorite time where I go to sleep and
put my phone on silent while others whine while they go to
work/school". One can build a case that this is indirect bullying
to those who need to go to work from those with the luxury to
stay home. However, you can also build a case that the user is
describing their feelings without interfering with or offending
anyone. In our case, we followed the later logic since the user
did not use any offensive language, which is usually included
based on the commonly accepted definition for bullying [1] [2].
In the second example, a user responds to a tweet announcing
that schools’ final exams will be held on campus, which has
sparked complaints from students who have been attending
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Fig. 1. The research methodology. The figure illustrates the sequential steps undertaken in this study, starting with the collection of raw data, then the labeling
of the data, followed by preprocessing, modeling using AraBERT and TFIDF, and concluding with the analysis of the model’s result. The arrows indicate the

flow and progression of the research process.

school online due to the COVID-19 lockdowns. The user says
"They deserve it, let them test on campus. They disgust me.
They want to stay at home and in bed forever. What a spoiled
and useless generation". The user’s response contains offensive
words and implies that the current generation is lazy, soft, and
unsuccessful. You may build a case that the user is not targeting
someone specifically, and you also may build a case that he is
targeting a large but specific set of people. We believe the user
identified the entity they are offending and bullying and used
multiple offensive words in the tweet, so we classified this
tweet as an instance of cyberbullying, following the definition
proposed by [1], [2].

TABLE II. EXAMPLES OF TWEETS THAT ARE DIFFICULT TO CLASSIFY
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Table III lists some samples from our dataset. Those
examples also show that the same word can have completely
different meanings depending on the context in which it is
used. In our example, we focused on the keywords Nafsiyah
and Khibel. Let’s first examine the samples that use the
keyword Nafsiyah. The first tweet in Table III, which we
labeled as non-bullying, uses the keyword in a positive manner
where the user expresses relief for completing a month without
going to any health clinics. However, in the second tweet,
which we classified as a bullying tweet, the user replied with
an accusation that the original tweet author has psychological
issues. Now, let’s examine the samples that use the keyword
Khibel. The third tweet in Table III, which we classified
as a non-bullying tweet, uses the term to describe someone
with a humorous and entertaining personality. On the other
hand, in the fourth tweet, the user replies to another tweet,

criticizing the person’s actions as stupid and childish, which
we labeled as a bullying tweet. As we can see, the same word
can have completely different meanings depending on how it
is used, which highlights the difficulty of correctly labeling a
cyberbullying dataset. It requires tremendous effort.

TABLE III. SAMPLES OF MANUALLY LABELED TWEETS IN OUR
DATASET WHERE THE 0 LABEL INDICATES A NON-BULLYING TWEET

WHILE 1 IS FOR BULLYING
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C. Data Pre-processing

The Arabic dataset was preprocessed following standard
data mining methods [16], [17], [21], which involved four key
steps: cleaning, normalization, stemming, and vectorization.

The cleaning step was crucial to ensure that the dataset
contained only relevant and meaningful information for further
analysis. We eliminated usernames, as they do not contribute
to the sentiment or content of the tweets. Additionally, num-
bers were removed since they often do not carry significant
semantic meaning in the context of text analysis. Null samples
and duplicated tweets were also eliminated to ensure data
integrity and avoid skewing the analysis. URLs were removed
to eliminate any bias or influence that external websites or
resources may have on the dataset. Special characters, punc-
tuation marks, and emojis were stripped from the text, as they
do not provide valuable information for sentiment analysis and
may introduce noise to the data. Finally, English letters were
filtered out to focus exclusively on the Arabic text, as the study
specifically targeted cyberbullying in the Arabic language.
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Following that, we employed normalization techniques to
achieve a consistent representation of words, ensuring unifor-
mity in the dataset. We focused on converting different forms
of the same word into a common base form. The tweets were
normalized and standardized into a unified format. It is worth
noting that the dataset consisted of tweets written in both
classic Arabic and Modern Standard Arabic (MSA), with vari-
ations in dialects based on geographic regions. Furthermore, it
was observed that users often substitute diacritics (Tashkeel)
with letters, leading to spelling mistakes. For instance, they
would writeñ	K@ instead of é

	
K @ and @

	
XAë instead of @

	
Yë. To address

this, we applied diacritics and letter normalization techniques
to ensure consistency and accuracy in the data. Additionally,
we removed stop words, which are commonly used words that
carry little semantic meaning. A collection of 750 Arabic stop
words compiled by Mohamed Taher Alrefaie was employed
for this purpose 1. Removing these stop words and normalizing
the dataset served the dual purpose of reducing dimensionality
and avoiding negative impacts on the training process. For a
visual reference of the letters used in the samples and their
corresponding replacements, please refer to Table IV.

TABLE IV. THE LETTERS USED IN THE SAMPLES AND THEIR
REPLACEMENT

Original Letters Target Letters
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Finally, we performed vectorization to transform the textual
data into numerical representations, enabling the application
of machine learning algorithms for classification and analysis.
To achieve this, we utilized the CountVectorizer module from
the Scikit-Learn library [26]. This powerful tool allowed us to
convert each tweet into a matrix of token counts. In simpler
terms, CountVectorizer assigns a numerical value to each
word in the tweet, indicating the frequency of occurrence.
This process effectively creates a numeric representation of
the text, which can be easily processed and analyzed by
machine learning algorithms. Additionally, we employed the
Term-Frequency Times Inverse Document-Frequency (TFIDF)
weighting scheme, also provided by Scikit-Learn [26]. TFIDF
helps determine the importance and weight of each term within
the dataset. This scheme takes into account the frequency of a
term within a specific tweet (term frequency) and balances it
with the rarity of the term across all tweets (inverse document
frequency). As stated by Scikit-Learn, TFIDF can be obtained
by:

TFIDF (t, d) = TF (t, d)× IDF (t), (1)

IDF (t) = log(
n

df(t)
) + 1, (2)

where n is the total number of tweets in the dataset and
df(t) is the dataset frequency of t. By applying TFIDF, we
can normalize the CountVectorizer matrix, providing a more

1https://github.com/mohataher/arabic-stop-words

refined representation of the tweet dataset. These vectoriza-
tion techniques were essential in transforming the Arabic
dataset into a suitable format for machine learning analysis
and modeling. By converting the textual data into numerical
representations, we enable the algorithms to understand and
process the information effectively. This final preprocessing
step prepared the dataset for further exploration and utilization
of machine learning algorithms to extract valuable insights and
classify cyberbullying patterns in the Arabic language.

D. Data Classification

In this paper, we utilized Support Vector Machine (SVM)
and Multi-layer Perceptron (MLP) [26] as our chosen clas-
sification algorithms. SVM is a linear model that constructs
a line or hyperplane to separate the data into predefined
classes. It aims to find the maximum margin that separates
the hyperplane between two data classes, thereby achieving
optimal classification performance. One compelling aspect of
using SVM in our work is its ability to effectively handle
small datasets and provide accurate approximations of the
underlying learning patterns. MLP is a type of fully connected
feedforward neural network consisting of three layers: the
input layer, hidden layer(s), and output layer. For our specific
MLP configuration, we employed four hidden layers with 30,
66, 66, and 30 nodes, respectively. Since our dataset only
consisted of binary classes, we utilized the logistic activation
function.

s(x) =
1

1 + e−x
. (3)

One motivating factor for incorporating MLP into our work
is its capability to learn complex patterns and relationships in
data. Being a fully connected architecture, consisting of multi-
ple layers and a large number of parameters, MLP is a suitable
choice for tasks that involve complex data representations with
potential non-linear relationships.

E. Model Evaluation

In evaluating the performance of a classification model,
a range of metrics and techniques are utilized to assess its
effectiveness in accurately predicting class labels.

One essential metric is the accuracy metric used to evaluate
the performance of a classification model. It measures the
overall correctness of the model’s predictions by calculating
the ratio of correctly classified instances (TP and TN) to the
total number of instances (TP, TN, FP, and FN). The accuracy
score is computed using the formula:

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

Additionally, we assess the model’s performance using preci-
sion and recall metrics. Precision measures the model’s ability
to correctly identify true positives among the predicted positive
instances. It is calculated by dividing the number of true
positives (TP) by the sum of true positives and false positives
(FP):

Precision =
TP

TP + FP
. (5)

On the other hand, recall, also known as sensitivity or true
positive rate, evaluates the model’s capability to identify posi-
tive instances correctly. It is calculated by dividing the number
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of true positives (TP) by the sum of true positives and false
negatives (FN):

Recall =
TP

TP + FN
. (6)

To provide a balanced assessment of the model’s performance,
particularly in scenarios with imbalanced class distributions,
we employ the F1 score metric. The F1 score combines
precision and recall into a single metric, taking into account
both the model’s ability to correctly identify positive instances
and its capability to avoid false positives. It is calculated using
the formula:

F1 = 2× Precision×Recall

Precision+Recall
. (7)

By utilizing these evaluation metrics, including the confusion
matrix, accuracy, precision, recall, and F1 score, we can
comprehensively evaluate the performance and effectiveness
of our classification model in accurately predicting class labels
within the given dataset.

IV. RESULTS AND DISCUSSIONS

In this section, we present a comprehensive evaluation of
our proposed approach. We begin by outlining the research
questions that we aim to answer, followed by the experimental
setup, and we conclude with the results and the findings.

TABLE V. MODEL PERFORMANCE

Split# ACC Precision Recall F1
MLP

1 89 87 92 89
2 88 88 89 89
3 89 88 90 89
4 89 88 90 89
5 91 90 92 91

AVG 89 88 90 89
SVM

1 91 87 94 91
2 93 92 94 93
3 91.7 90 95 92
4 91.8 91 93 92
5 92 89.7 94.6 92

AVG 92 90 94 92

RQ1. How accurately can we classify cyberbullying?

Experimental Setup Our machine-learning code was im-
plemented using Python 3.7, and we utilized the Scikit-Learn
library [26] for building the classification model. The experi-
ments were conducted on a Dell Inspiron 5406 laptop equipped
with a 2.8 GHz 4-Core Intel Core i7 processor and 16 GB of
memory.

To ensure fairness in training the model on different sam-
ples, specifically the classes of 0’s and 1’s, we examined the
entropy of the datasets before initiating the training process.
The uniformity, as a measure of data entropy, was evaluated
based on the Hamming weights of the dataset’s responses.
The uniformity score (Us) was calculated using the following
formula:

Us =
1

C

C∑
i=1

ri × 100, (8)

where ri represents the class bit generated when the input
dimensions are from the s-th tweet set or the s-th sample, and

C denotes the total number of tweets in a file. By examining
the uniformity scores, we ensured that both classes had a
balanced representation within the training data, minimizing
the potential bias towards any particular class. This step was
crucial to maintain fairness and prevent the model from being
biased towards the majority class during the training phase.

To address our research question, we divided the dataset
into an 80% training set and a 20% testing set. We applied
two classification models, namely Support Vector Machine
(SVM) and Multi-Layer Perceptron (MLP) [26]. In the MLP
classifier, we designed the architecture with 192 neurons in
the input layer and 4 hidden layers. To optimize the model’s
performance, we utilized the Adam optimizer and employed
the logistic activation function. These choices were made to
enhance the model’s ability to capture complex patterns and
relationships in the data during the training process

Results and Findings Table V displays the model per-
formance on five different 80/20 splits of the dataset, as
well as the average performance on classifying the testing
dataset, which constitutes 20% of the entire dataset. The table
provides a comprehensive overview of the performance metrics
for each split, allowing for a comparison of the models’
consistency across different subsets of the data. The inclusion
of multiple splits helps to mitigate the potential impact of
dataset variability and provides a more robust evaluation of
the models’ performance. By averaging the results across these
splits, we obtain a more reliable estimation of the models’
general performance on unseen data. Overall, the results from
Table V demonstrate that SVM outperformed MLP in the
classification task, achieving better accuracy, F1 score, pre-
cision, and recall. These findings indicate that SVM was more
effective in accurately predicting class labels in the testing
dataset, making it a favorable choice for the classification task
at hand.

RQ2. How does ArCyb compare to the state of the art?

Experimental Setup Arabic language sentiment analysis is a
challenging task that requires significant effort to achieve high
prediction rates due to the complexity of the language and the
need for a well-labeled dataset. To provide a comprehensive
evaluation of our model, we plan to compare it against state-
of-the-art models developed. Specifically, we will evaluate our
model against the models proposed by Almutiry and Fattah,
Almutairi and Alhagry [19], [20], who achieved accuracies
of 85% and 82%, respectively, in their cyberbullying models.
To ensure a fair comparison, we will replicate their approach,
including their text preprocessing and model architecture, to
evaluate the effectiveness of our model in detecting cyberbul-
lying in Arabic language texts.

Results and Findings Upon analyzing the work of Almutiry
and Fattah [19] and Almutairi and Alhagry [20], we found
that both studies have invested considerable effort in building
their models and implementing preprocessing methodologies.
A comparison of their approaches is presented in Table VI.
We can observe that our approach outperformed all other
approaches. We believe our approach performed better due
to several factors, but one potential key difference lies in the
stemming step during the preprocessing stage. Specifically, Al-
mutairi and Alhagry [20] did not apply stemming to their data,
whereas Almutiry and Fattah [19] employed light stemmer

www.ijacsa.thesai.org 1064 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

and Khoja stemmer. In our approach, we utilized AraBERT
[27] for stemming. The Khoja stemmer and the light stemmer
are rule-based stemmers that rely on predetermined rules to
remove inflectional endings from Arabic words, resulting in
the base form of the word. The effectiveness and precision of
these stemmers depend on the thoroughness of the rules and
the complexity of the Arabic inflectional system. In contrast,
AraBERT is a machine learning model trained on a large
dataset of Arabic text. This enables AraBERT to perform
automated and adaptable stemming by considering the context
and relationships between words in both left-to-right and right-
to-left directions. By understanding the surrounding words,
AraBERT gains a better understanding of the meaning of the
text. Through our evaluation, we aim to investigate the impact
of different stemming approaches on the performance of the
models.

TABLE VI. COMPARING ARCYB WITH ALMUTAIRI AND ALHAGRY [20],
ALMUTIRY AND FATTAH [19]

Author ACC Precision Recall F1-score
Almutiry and Fattah [19] 90 88 92 90

Almutairi and Alhagry [20] 89 86 92 89
Our approach 92 90 94 92

TABLE VII. VALIDATING ARCYB MODEL USING AJGT DATASET

Model Accuracy Precision Recall F1
ArCyb 91 90 92 91

[28] 88.72 92 84 88.27

RQ3. Can our ArCyb Machine-Learning approach be used
on similar problems?

Experimental Setup For this research question, we aim
to evaluate whether our approach can be applied to similar
problems, such as sentiment analysis. To achieve this, we will
compare the performance of our approach with an established
Arabic sentiment analysis model. We will utilize the Arabic
Jordanian General Tweets (AJGT) dataset obtained from Alo-
mari et al. [28]. The AJGT dataset consists of 1800 samples,
each labeled with either a positive or negative sentiment. By
using the AJGT dataset, our goal is to assess and compare
the predictive capabilities of our model against the state-of-
the-art Arabic sentiment analysis model. This comparative
analysis will allow us to evaluate the performance, accuracy,
and reliability of our proposed approach. Additionally, it serves
as a benchmark for determining the effectiveness of our model
in capturing and understanding the sentiments expressed in
Arabic language text. We will apply the same preprocessing
methods to the AJGT dataset as described in III. Splitting the
dataset into 80% for training and 20% for testing.

Results and Findings The performance evaluation results
presented in Table VII demonstrate that our MLP model
surpassed the performance of the original model proposed in
[28], achieving an accuracy of 91% compared to the original
model’s accuracy of 88%. This outcome suggests that our
approach has the potential to outperform existing models in
various Arabic classification problems, extending beyond the
domain of cyberbullying. By demonstrating superior perfor-
mance in this comparative analysis, our model showcases
its effectiveness in accurately classifying Arabic text across
different contexts and applications. These findings highlight

the versatility and generalizability of our approach, making it
a promising solution for a wide range of classification tasks in
the Arabic language.

RQ4. What insights can ArCyb tell us about Cyberbullying
on Twitter?

Experimental Setup To validate the effectiveness and ap-
plicability of our model in classifying unlabelled data, we will
utilize the same set of 16 keywords that were used in the
original model. We will collect raw unlabelled data from the
period of 2013 to 2022, consisting of 1000 samples for each
keyword. This extensive dataset will enable us to analyze and
quantify the prevalence and occurrences of bullying events over
the past ten years. By applying our model to this unlabelled
data, we aim to gain valuable insights into the bullying rate
and trends, providing a deeper understanding of the dynamics
and impact of bullying during the studied period.

Results and Findings Fig. 3 display the bullying rates in the
last decade, which show an obvious increase in the bullying
rate by 35.9% between the years 2013-2022.

We have further investigated the data to identify the most
frequent words that occurs in the bullying samples. These
words are not necessary bullying words but they were used
in the same tweet that is classified as bullying based on it’s
context. The most frequent words are displayed in Fig. 2. Here
are a few noteworthy examples from our findings:

In 2013, tweets related to Alittihad FC revealed dissat-
isfaction among fans regarding the team’s performance and
the management under the leadership of Mohammad Alfayez.
Bullying tweets targeting the team’s performance, players,
and management decisions prominently featured the name
"Mohammad Alfayez".

In 2014, there was a significant social media backlash
against the prank show "Ramez the Sea Shark" hosted by
Ramez Galal. Many viewers found the show unfunny and
insulting to the guests, leading to the creation of memes that
ridiculed the show. The show’s name, "Ramez" and "sea", were
frequently mentioned in bullying tweets.

The emergence of the Houthi movement in 2015 sparked a
surge in hateful tweets and cyberbullying directed towards the
group. Social media users expressed offensive and derogatory
opinions, leading to an ongoing trend of bullying against the
Houthi movement throughout the years, including 2022.

In 2019, Shawarmer, a popular fast food chain, posted a
tweet that was deemed disrespectful to Alhilal FC, a prominent
football club. This incident resulted in a hashtag campaign
bullying Shawarmer’s products as a form of retaliation.

In 2022, the Africa Cup of Nations (AFCON) generated
significant attention on social media, particularly matches
involving Algeria, Cameroon, Egypt, and Senegal. During
the final match between Egypt and Senegal, an incident oc-
curred where Senegalese fans pointed lasers at Egyptian player
Mohamed Salah during penalty kicks. This incident sparked
outrage on the internet and became a trending topic, leading
to an influx of bullying-related hashtags.

Throughout the years 2013-2022, the top Saudi Arabian
football clubs including Ittihad, Alhilal, Alahli, and Alnasser,
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Fig. 2. Words mentioned in bullying samples.

Fig. 3. Cyberbullying rate in the last decade.

were consistently mentioned in the bullying samples. Addi-
tionally, the names of famous football players were frequently
targeted, highlighting football as a hot topic for cyberbullying.

These examples highlight the diversity of bullying topics
and events observed in the collected tweets from 2013 to
2022, providing valuable insights into the dynamics of online
bullying and its association with various social, cultural, and
sporting phenomena.

V. CONCLUSION

In this research, we undertake the task of building our
dataset from scratch. We start by collecting raw data, obtaining
a total of 4,140 samples. To ensure a focused collection, we
specify 16 bullying terminologies and use them as keywords
to pull relevant data from Twitter via the Twitter API. Sub-
sequently, we form a group consisting of three cybersecurity
specialists who manually label the samples to ensure accurate
annotation. After the dataset collection and labeling process,
we proceed to the preprocessing phase. This involves several
steps, including data cleaning, normalization, stemming, and
vectorization. These steps are necessary to prepare the data
for classification. Using both MLP and SVM classifiers, we
conduct classification experiments on the preprocessed dataset.

The results demonstrate an accuracy of 89% for MLP
and 92% for SVM. These promising performance metrics
validate the effectiveness of our approach in classifying cy-
berbullying instances. Additionally, we seek to assess the
accuracy and predictive capabilities of our model by gathering
a large dataset consisting of 160,000 raw tweets spanning
the years 2013 to 2022. Through analysis, we identify the
most frequent words associated with bullying, which reflect
specific events that occur during different periods of time.
Notably, our findings indicate a significant increase in the
bullying rate, with an annual growth rate of 35.9%. These
findings highlight the effectiveness and relevance of our model
in addressing the challenges of cyberbullying detection and
classification. Furthermore, our analysis of the collected tweets
provides valuable insights into the evolving landscape of online
bullying, indicating the need for continued efforts to combat
this issue.
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Abstract—This article introduces the development of a multi-
modal user interface for touchless control of a clinical robot.
This system seamlessly integrates distinct control modalities:
voice commands, an accelerometer-embedded gauntlet, and a
virtual reality (VR) headset to display real-time robot video and
system alerts. By synergizing these control approaches, a more
versatile and intuitive means of commanding the robot has been
established. This assertion finds support through comprehensive
assessments conducted with both seasoned professionals and
novices in the domain of clinical robotics, all within a controlled
experimental setting. The diverse array of test results unequiv-
ocally demonstrate the system’s efficacy. They substantiate the
system’s ability to proficiently govern a robotic arm in the
clinical environment. The user interface’s usability is measured
at an impressive 90.2 on the system usability scale, affirming
its suitability for robotic control. Notably, the interface not only
offers comfort but also intuitiveness for operators of varying levels
of expertise.

Keywords—Multimodal user interface; human–robot interac-
tion; clinical robot

I. INTRODUCTION

Robotic systems are progressively assuming greater sig-
nificance in the development of conventional human activ-
ities, especially within the realm of healthcare, owing to
their array of merits. These encompass heightened efficiency
and precision, risk mitigation, and enhanced patient comfort
[1]. These systems find versatile utility across a spectrum
of clinical applications, spanning from surgical procedures
and rehabilitation to technologies tailored for the aid of the
elderly or disabled [2], [1]. Yet, the management of these
systems within a clinical milieu poses intricate challenges.
Conventional interfaces like buttons and joysticks, while con-
ventionally employed, engender potential infection hazards and
present difficulties for patients possessing restricted mobility
or dexterity [3].

In response to these challenges, researchers have embarked
upon the exploration of novel paradigms for robotic control
that are imbued with heightened intuition, naturalness, and
touchlessness [4], [5]. An auspicious avenue in this endeavor is
the adoption of multimodal user interfaces, which amalgamate
an assortment of control methodologies, thus engendering a
more adaptable system [6]. Multimodal user interfaces em-
power users to seamlessly transition between diverse control
modes contingent upon their proclivities or the specific task at
hand [6]. As an illustration, a user might seamlessly oscillate
between voice commands to oversee the robot’s locomotion,
while seamlessly transitioning to gesture-based control for
tasks demanding precision in manipulation [7].

This article introduces a multimodal user interface de-
veloped for touchless control of a clinical robot. This sys-
tem seamlessly integrates two distinct control methodologies:
voice commands, and an accelerometer-embedded gauntlet.
The voice command system empowers users to steer the robot
through spoken directives, while the accelerometer-equipped
gauntlet detects user-initiated gestures. Finally, the virtual
reality headset allows the operator to visualize in real time the
video captured by the webcam, and also allows the system
to display on screen different alerts triggered by the two
methods mentioned above. This system boasts a spectrum of
prospective applications within varied clinical contexts. For
instance, it could find utility in surgical settings, enabling
surgeons to orchestrate robot movement while maintaining
a sterile environment. Similarly, within rehabilitation realms,
patients might exercise dominion over robotic devices using
their voice or gestures. Furthermore, the system’s utility is
magnified for individuals with restricted mobility or dexterity,
as it allows them to exert control over the robot devoid of
physical interaction. To the best of current knowledge, this
represents the maiden multimodal user interface tailored for
touchless control of a clinical robot, concomitantly amalgamat-
ing voice commands, accelerometer-equipped gauntlet, and a
VR headset that displays the developed user interface. The
system’s architectural blueprint prioritizes user-friendliness,
safety, and reliability, buttressed by a series of meticulously
devised experiments aimed at scrutinizing its efficacy in robot
manipulation.

The subsequent sections of this article are structured as
follows: In Section II, Related Works, prior research con-
cerning voice-controlled systems, gesture recognition systems,
and multimodal user interfaces for robot and robotic arm
control is comprehensively surveyed. Section III, Experimental
Development, an exhaustive account is provided regarding
all employed electronic components, the clinical robotic plat-
form, the implementation of the voice control system, the
accelerometer-embedded gauntlet, and the associated software
architecture conceived for this integrated system. The subse-
quent segment, Section IV, Results and Discussions, unveils
the empirical outcomes derived from the conducted experi-
ments, accompanied by the ensuing discussion arising from
their interpretation. Ultimately, in Section V, this document
culminates as conclusions are drawn and prospective avenues
of research are deliberated upon.
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II. RELATED WORKS

A. Voice-Control Systems

Sagar’s article [8] reviewed the current status of speech
recognition systems. In addition, the potential industrial appli-
cations of speech recognition technology, such as public safety
solutions, were discussed. Furthermore, the article delves into
the future scope of voice recognition, with the potential for
artificial intelligence to reshape how we interact with devices
[9]. In another study [10], a voice recognition control system
for a robot is delineated, designed to operate effectively in
noisy environments. This system employs generalized sidelobe
canceller techniques resilient to outliers, noise suppression in
the feature space, and reverberation mitigation. The article
also delves into obstacle detection, local map design, as
well as target search and avoidance behaviors using fuzzy
decision-making. The system’s efficacy is evaluated on a com-
munication robot deployed within a real noisy environment.
The article also contemplates the integration of robust voice
recognition and navigation systems for autonomous navigation
within unfamiliar surroundings.

In another study [11], a system is proposed that provides a
mobile robot with the ability to separate simultaneous sound
sources; an array of microphones is used along with a dedi-
cated real-time implementation of geometric source separation
and a post-filter that provides us with further reduction of
interference from other sources. The work of [12] discusses the
creation of target-seeking and avoidance behaviors employing
fuzzy decision-making. The author in [13] introduces a method
for selecting an appropriate behavior from numerous primi-
tive behaviors using a fuzzy decision-maker. author in [14]
describes an obstacle detection method and local map design
utilizing an array of ultrasonic sensors. Finally, [15] introduces
a novel approach to voice recognition in noisy environments,
grounded in multi-condition training techniques, maximum
likelihood linear regression, and missing feature theory.

B. Gesture Recognition Systems

The article [16] introduces a human-computer interaction
(HCI) model based on somatosensory interaction for robotic
arm manipulation. The model utilizes a 3D SSD architecture
for gesture and arm movement localization and identification,
coupled with the Dynamic Time Warping (DTW) template
matching algorithm for dynamic gesture recognition. Interac-
tive scenarios and modes are designed for experimentation and
implementation, with virtual experimental results demonstrat-
ing the method’s efficacy. In [17], a real-time hand gesture
recognition system is presented for controlling mobile robots
using vision sensors. The system employs image processing
techniques to extract the center of mass and features of a
red glove worn by the user. These features are then used to
control the robot’s movements. The design of the mobile robot
is uncomplicated and tailored for the system, consisting of
three layers with a 4 cm separation to accommodate circuit
placement. The system employs a motor control circuit and a
PIC18F452 microcontroller control circuit. Additionally, the
system incorporates XBee wireless transmitter and receiver
modules for data transmission. The system employs color
filtering to extract the red glove’s shape and spot size filtering
to eliminate objects below a certain size [18].

The article [19] presents a gesture recognition system for
interacting with computers in dynamic environments. The sys-
tem employs image processing techniques for hand gesture de-
tection, segmentation, tracking, and recognition, transforming
them into meaningful commands. The proposed interface finds
applicability across diverse domains like image navigation
and gaming. Real-world scenario testing exhibited effective
performance in low-noise environments and balanced lighting
conditions. The designed gesture vocabulary can be expanded
to control different applications, enhancing adaptability in
human-computer interaction. This work is aligned with re-
search in the field of human-computer interaction and gesture
recognition. The article [20] pertains to the realm of human-
robot interaction, focusing on real-time hand gesture recog-
nition to enhance human-robot interaction within dynamic
environments. Enhanced classifiers are employed for hand
detection and static gesture recognition, while a Bayesian clas-
sifier is utilized for dynamic gesture recognition. Additionally,
the system incorporates contextual information, such as human
face detection and tracking, to enhance robustness and speed.
Relevant works utilizing contextual information to improve the
accuracy and speed of gesture recognition systems are also
referenced. The proposed system’s validation is conducted on
actual video sequences, achieving a recognition rate of 70%
for static gestures and 75% for dynamic gestures, operating at
varying speeds of 5-10 frames per second.

C. Multimodal User Interfaces

The document [21] presents work related to human-robot
collaboration (HRC) in manufacturing, specifically in assembly
tasks. The challenges and limitations of existing HRC systems
are discussed, including issues such as lack of adaptability and
flexibility in task programming, along with the need to ensure
human safety in the working environment. The article proposes
a solution based on the utilization of function blocks and
intuitive multimodal control to enhance flexibility and adapt-
ability in complex assembly tasks. Concepts of multimodal
control, function blocks, and their application in human-robot
collaboration within manufacturing are thoroughly examined.
Conversely, the article [22] delves into a usability study of
three interfaces designed to present search engine results on
the Internet. The study compared a text-only interface with
two others that combined text, visual metaphors, and voice
messages. Results indicated that the multimodal interfaces
were more usable than the text-only interface. In a third work,
Lunghi’s article [23] details the design and software engineer-
ing process behind the development of a multimodal Human-
Robot Interface (HRI) for intervention with a cooperative team
of robots. The operator gains the capability to enter the control
loop between the HRI and the robot, customizing control
commands in accordance with the operation.

D. Robots in the Clinical Environment

Poirier’s paper [24] presents the design and preliminary
evaluation of a voice command system prototype for the
control of assistive robotic arms’ movements; the prototype
of the voice command interface developed is first presented,
followed by two experiments with five able-bodied subjects
in order to assess the system’s performance and guide future
development. In the work of Morgan et al. [25], a comprehen-
sive literature review is presented, focusing on the utilization
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of robots within the realm of healthcare. The study identifies
ten primary roles that robots can undertake in clinical settings,
encompassing surgery, rehabilitation and mobility, radiother-
apy, social assistance, telepresence, pharmacy, disinfection,
delivery and transportation, image intervention, and assistance.
Furthermore, the article underscores robots’ potential to adapt
to the dynamic demands of healthcare, including those that
arise during pandemics.

In Peter’s study [26], a novel multimodal human-machine
interface system is developed using combinations of elec-
trooculography (EOG), electroencephalography (EEG), and
electromyogram (EMG) to generate numerous control instruc-
tions; the results indicate that the number of system control
instructions is significantly greater than achievable with any
individual mode. In other paper [27], an interface centered
on the deployment of the Leap Motion (LM) controller is
examined. This interface facilitates the real-time tracking of
a surgeon’s hand position and orientation, capturing nuanced
finger gestures and movements, which are subsequently re-
layed to a computer. Subsequently, a surgical robotic arm is
manipulated using data gleaned from the LM controller, data
that is systematically classified through programming. Beyond
the capabilities attributed to the LM controller, attributes like
its cost-effectiveness, acceptable precision, and high-speed
data processing have rendered it a feasible and efficient tool
for application.

III. METHODOLOGY

The proposed system enables the user to control a con-
tactless robotic arm through a multimodal user interface. two
control methods are integrated: voice commands, and hand
gestures. The voice command system empowers users to steer
the robot through spoken directives, while the accelerometer-
embedded gauntlet detects user-initiated gestures. A VR head-
set that displays the developed user interface. Fig. 1 illustrates
the block diagram of the proposed system, which is subse-
quently elaborated upon in each stage.

A. Hardware Components

The hardware components utilized in this study encompass
a Raspberry Pi, an Arduino Nano with WiFi module, a micro-
phone, an accelerometer-embedded gauntlet, and a webcam.
The Raspberry Pi 4 serves as the central processing unit of the
system. The Arduino is employed to manage the motor drivers
of the robotic arm. The microphone, along with its associated
circuitry, is employed for voice command recognition and
transmission to the Raspberry Pi. The accelerometer-embedded
gauntlet captures hand gestures executed by the user. Lastly,
the webcam connected to the Raspberry Pi detects the user’s
facial features.

1) Microphone Circuit: The selected transducer type is
a microphone, which is connected to an amplification stage
(MAX4455 amplifier) to condition the signal to the desired
voltage level, ranging between 0 and 5V. The microphone
captures sound waves and converts them into an electrical
signal, which is then transmitted to the Raspberry Pi mi-
croprocessor. Positioned between the amplification stage and
the microprocessor is an analog-to-digital conversion stage
(ADS1115 converter). This conversion stage is crucial as it
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Fig. 1. Block diagram of the complete system.

enables the collection of analog signals and their subsequent
processing in a digital-origin microprocessor.

In Fig. 2, the two pins of the microphone are connected,
one to the amplification stage and the other to GND. The
amplifier is configured in a non-inverting setup. The amplifier’s
output is connected to pin 1 of the ADC. Pin 7 of the ADC is
connected to GPIO9 on the Raspberry Pi, serving as the data
transmission pin. Lastly, pin 8 is connected to GPIO10 on the
Raspberry Pi, serving as the clock signal pin.

2) Glove Circuit with Accelerometer: Accelerometers are
devices that measure acceleration force in units of gravity (g)
and can measure in one, two, or three planes (X, Y, and Z).
The chosen module for this stage is the MPU-6050, which
integrates a MEMS accelerometer and a MEMS gyroscope on
a single chip. This module is installed in a glove worn by the
operator of the robotic arm, capturing hand movements as well
as any rotations they perform.

In Fig. 3, the GND pin of the MPU-6050 module is
connected to the circuit’s ground, while the VDD pin is linked
to the voltage output of the Raspberry Pi 4. The SDA pin
transmits accelerometer module data to the Raspberry Pi and
is connected to GPIO3. The SCL pin of the MPU-6050 module
transfers the clock signal to the module and is linked to GPIO5.
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Fig. 2. Connection circuit between the microphone and the Raspberry Pi
microprocessor.

Fig. 3. Connection circuit between the accelerometer of the glove and the
Raspberry Pi microprocessor.

3) Webcam Circuit: The operation of this stage is straight-
forward. A webcam is used to transmit video of the robot,
which will serve as feedback to the multimodal system. In Fig.
4, the Logitech C922 camera is connected to the Raspberry Pi
4 via its USB port.

Fig. 4. Connection circuit between the camera and the Raspberry Pi
microprocessor.

4) Wireless Communication: In this stage, there are two
components. On one side, there’s the Raspberry Pi 4, which
comes equipped with integrated Wi-Fi. This Wi-Fi function-
ality is utilized to create a server, enabling the robotic arm
to connect to it as a client. As for the robotic arm segment,
an Arduino Uno is employed for control. However, since the
Arduino Uno doesn’t have a built-in Wi-Fi module, an external
Wi-Fi module, specifically the ESP8266, is utilized for this
purpose.

Fig. 5. Wireless communication connection circuit.

In Fig. 5, the Raspberry Pi 4, Arduino, and the ESP8266
module share common VCC and GND connections. The
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Arduino and ESP8266 are linked through the TX and RX
transmission pins.

5) Connection of the Robotic arm: The testing robotic arm
has 3 degrees of freedom (3-DOF), which is why 3 stepper
motors and 3 drivers are employed to control its movements.
These components are connected to the Arduino to issue
commands for their respective functions. The A4988 drivers
are chosen due to their high reliability in tasks of this nature.

Fig. 6. Robotic arm connection circuit.

In Fig. 6, the Arduino and the motor drivers share the VCC
and GND power supply. From the motor drivers, two pins
are used to connect to the Arduino: the STEP and DIR pins.
These pins determine the number of steps and the direction of
rotation, respectively. The pins of the first driver are connected
to Arduino pins 12 and 13, the pins of the next driver are
connected to pins 10 and 11, and finally, the pins of the third
driver are connected to pins 8 and 9 of the Arduino. Each
driver is linked to a 4-wire stepper motor, with the 4 wires
connected to A+, A-, B+, and B- pins.

B. Software Components

The system was developed using the Python programming
language due to its extensive library support and versatility
for programming innovative systems. Python was utilized to
integrate the various software components of the system and
to control the robot based on user inputs. Additionally, several
software components were employed to make the system
function effectively. On the other hand, the Arduino was
programmed using its own platform and libraries for motor
drivers. The following are the most significant details for this
purpose.

1) Voice Interaction: For voice recognition, Google
Speech-to-Text was employed to transcribe the voice com-
mands issued by the user. It was implemented using the Google
Cloud API and integrated into the Python code executed on
the Raspberry Pi 4. Voice command language was preferred
as the input to the system because it allows a more intuitive
interaction to the human’s natural being [28]. The commands
used and recognized by the system are displayed in Table I.
An indicator provides visual information to the operator of
the action being executed. During active navigation mode, the

indicator is illuminated according to the Table I. This lets the
operator know which command is currently being executed,
as well as whether the spoken command was successfully
acknowledged.

TABLE I. DESCRIPTION OF INTEGRATED VOICE CONTROL COMMANDS

Voice Command Indicator Description
Start • • Activates glove gesture detection

Translation ◦ • Initiates translational navigation mode
Rotation • ◦ Initiates rotational navigation mode
Move to • • Opens the options assignment display
Cancel • ◦ Closes the options assignment display
Stop • • Deactivates the selected navigation mode
End • • Concludes the current interaction task

2) Glove Gesture Interaction: Control through the glove
is achieved by integrating an accelerometer which captures
the degrees of inclination of the hand in its different axes
(X, Y and Z). The multimodal system allows the operator
to execute different commands to the robotic arm thanks to
the integration of voice commands, some examples are the
function of pausing the sending of accelerometer data to the
Raspberry Pi, this allows the operator to rest momentarily or
move the hand without worrying that the robot will recreate
this movement; Other examples are the rotation and translation
commands that allow the robotic arm to move according to the
indication executed and the hand movement performed.

3) User Interface Display: The user interface collects the
webcam video sent by the Raspberry Pi 4 from the server,
this video is processed and the spoken command indicator
is added so that the operator can realize that it worked
correctly; to process the video, the OpenCv library belonging
to the Python programming language was used. OpenCV is a
powerful computer vision library that was used to detect hand
gestures performed by the user. In Fig. 7, you can see an image
of the processed video.

Fig. 7. User interface develops visualized in the virtual reality headset.

C. Testing

To assess the performance of the proposed multimodal
system, a series of experiments were conducted involving 12
participants. Each participant was assigned a set of tasks to
perform with the robot, including moving the robotic arm to a

www.ijacsa.thesai.org 1072 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

desired position, touching specific elements in the environment
with the end effector, among others. Fig. 8 depicts the testing
scenario used to evaluate the system’s effectiveness.

Fig. 8. Testing environment for the robotic arm.

Participants were instructed to use each of the three con-
trol methods (voice commands, glove gestures, and computer
vision) individually and in combination to control the robot.
The sequence of method usage was randomized to mitigate
order effects. The system’s performance was assessed based
on task completion time, the accuracy of robot movements,
and participants’ subjective feedback on the ease of interface
use.

D. Data Analysis

Task execution times and robot movement accuracy were
recorded for each participant and analyzed using descriptive
statistics. Subjective opinions were collected using the System
Usability Scale (SUS) method and analyzed through qualitative
approaches. SUS provides a “quick and dirty”, reliable tool for
measuring the usability, it consists of a 10 item questionnaire
with five response options for respondents; from Strongly agree
to Strongly disagree [29]. The multimodal user interface was
implemented and tested on a clinical robot within a simulated
laboratory setting. System performance was assessed in terms
of accuracy, speed, and user-friendliness.

IV. RESULTS AND DISCUSSIONS

The multimodal user interface was implemented and tested
on a test clinical robot in a laboratory environment. The
system’s performance was evaluated in terms of accuracy,
speed, and user-friendliness. The tests were carried out with a
prototype of a robotic arm manufactured with three stepper

motors and an Arduino Uno microcontroller. Fig. 9 shows
the system server made up of a Raspberry Pi 4, glove with
accelerometer, electronic components and the Virtual Reality
headset.

Fig. 9. Electronic components of the developed system.

A. Voice Command Control

Voice control proved effective in maneuvering the robot
and executing various commands. The accuracy of the voice
recognition system was evaluated using a speech recognition
rate metric, which measures the percentage of correctly recog-
nized commands out of the total number of given commands.
The speech recognition rate was 92%, indicating a high level
of accuracy in recognizing voice commands.

B. Glove Control with Accelerometer

The accelerometer-equipped glove proved to be effective
in capturing hand gestures and providing a natural way to
control the robot. Fig. 10, 11, 12 displays the graph obtained
by comparing accelerometer values along its 3 axes (X, Y, and
Z) with the angles of rotation of the robot arm’s corresponding
3 axes.

Fig. 10, 11, and 12 depict each of the three accelerometer
axes positioned within the operator’s gauntlet. The operator
executed hand movements for a duration of one minute,
yielding a total of 500 samples collected per accelerometer
axis. These measurements correspond to the angular velocity
(°/s) of motion recorded during the trials. Fig. 10 showcases the
data acquired from the X-axis accelerometers, encompassing
both the gauntlet and the robotic arm, while Y-axis data is
presented in Fig. 11, and Z-axis data is delineated in Fig. 12.
On average, a variation of 3.87% was observed, attributed to
the motor configurations driven by the actuators.

C. Multimodal Control

The three control methods were amalgamated to forge
a comprehensive multimodal user interface. Users were em-
powered to seamlessly switch between diverse control modes,
tailoring their choice based on personal preferences and the
specific task at hand. Empirical evidence substantiated the
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Fig. 10. Plot of accelerometer measurements and rotation of the robotic arm
axes in the X-axis.

Fig. 11. Plot of accelerometer measurements and rotation of the robotic arm
axes in the Y-axis.

superiority of the multimodal interface over singular con-
trol approaches, demonstrating that users adeptly transitioned
between voice commands, hand gestures, and artificial vi-
sion control. This versatility imbued human-robot interaction
with enhanced flexibility and intuitive fluidity. Moreover, the
amalgamation of distinct modalities endowed a heightened
precision of control, particularly advantageous for tasks ne-
cessitating meticulous accuracy, such as surgical procedures.
Refer to Fig. 13 for a graphical representation of the values
obtained through the evaluation of the user interface and the
proposed system, utilizing the System Usability Scale method
(SUS), a widely adopted metric for gauging the effectiveness
of an interface for a given task. The color background of this
graph shows three different scoring areas: light red for poor
usability (SUSscore < 50), light yellow for good usability
(85 > SUSscore ≥ 50), and light green for excellent usability
(SUSscore ≥ 85).

The obtained average value for the proposed interface was

Fig. 12. Plot of accelerometer measurements and rotation of the robotic arm
axes in the Z-axis.

Fig. 13. Graph of results obtained from SUS measurement of the system.

SUSscore = 90.2 points, falling within the range indicative of
commendable interfaces. These findings strongly indicate that
the suggested user interface is exceptionally well-suited for
orchestrating robotic arms within clinical scenarios. On the
whole, the outcomes of this study strongly propose that the
developed multimodal user interface holds substantial potential
for enhancing the efficiency and efficacy of clinical robots
within healthcare settings. The capability to govern the robot
through voice commands, hand gestures, and artificial vision
confers a heightened level of flexibility and intuitive interaction
with the robotic system. This, in turn, stands to enhance patient
outcomes and foster a higher adoption rate of the technology
amongst healthcare professionals.

V. CONCLUSIONS

In summary, a multimodal user interface has been intro-
duced for touchless control of a clinical robot, seamlessly
integrating voice commands, an accelerometer-equipped gaunt-
let, and display of the user interface on the virtual reality
headset in real time. The outcomes derived from the conducted
trials robustly suggest that the utilization of a multimodal
interface holds the potential to enhance the efficiency and
efficacy of clinical robots within healthcare environments, as

www.ijacsa.thesai.org 1074 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

evidenced by the notable 90.2 point outcome on the SUS
scale. The capacity to manipulate a robotic arm through the
fusion of voice commands, hand gestures, and artificial vision
engenders a more adaptable and intuitive means of interacting
with the arm, a facet that has the potential to enhance pa-
tient outcomes and bolster the technology’s embrace amongst
healthcare professionals. Future endeavors will be concentrated
on refining the interface and appraising its effectiveness within
clinical environments, involving real patients. Additionally, the
incorporation of other modalities, such as haptic feedback and
augmented reality, could be explored to further heighten user
experience and system performance.
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Abstract—With the rapid development of virtual reality (VR)
technology, a large number of omnidirectional images (OIs) with
uncertain quality are flooding into the internet. As a result,
Blind Omnidirectional Image Quality Assessment (BOIQA) has
become increasingly urgent. The existing solutions mainly focus
on manually or automatically extracting high-level features from
OIs, which overlook the important guiding role of human visual
perception in this immersive experience. To address this issue, a
dual-level network based on human visual perception is developed
in this paper for BOIQA. Firstly, a human attention branch is
proposed, in which the transformer-based model can efficiently
represent attentional features of the human eye within a multi-
distance perception image pyramid of viewport. Then, inspired
by the hierarchical perception of human visual system, a multi-
scale perception branch is designed, in which hierarchical features
of six orientational viewports are considered and obtained by
a residual network in parallel. Additionally, the correlation
features among viewports are investigated to assist the multi-
viewport feature fusion, in which the feature maps extracted from
different viewports are further measured for their similarity and
correlation by the attention-based module. Finally, the output
values from both branches are regressed by fully connected
layer to derive the final predicted quality score. Comprehensive
experiments on two public datasets demonstrate the significant
superiority of the proposed method.

Keywords—Omnidirectional image quality assessment; dual-
level network; human visual perception; human attention; multi-
scale

I. INTRODUCTION

Virtual reality (VR), as the most popular immersive multi-
media, can offer a unique 360-degree visual experience which
sets it apart from traditional two-dimensional (2D) formats.
Users can explore omnidirectional images (OIs) by wearing
VR devices such as head-mounted displays (HMDs). However,
the qualities of OIs are degraded during the processes such as
stitching, projecting, encoding, and transmitting, which further
influence the user experiences, even cause motion sickness.
Therefore, the quality evaluation of OIs plays a significant
role in guiding OI processing and ensuring a high quality of
experience.

In the past few years, many objective OIQA methods
have been proposed, including full-reference (FR) type and
blind/no-reference (B/NR) type. For FR type, the peak-signal-
to-noise ratio (PSNR) and the structural similarity index mea-
sure (SSIM) [1] are respectively adopted for OIQA [2, 3, 4,
5, 6]. However, obtaining the undistorted OIs is challenging
due to the complexity of image processing, making FR-OIQA

challenging in practical applications. Therefore, it is crucial
to develop blind/no-reference omnidirectional image quality
assessment (BOIQA/NR-OIQA) methods that can evaluate
the quality of OIs without reference images. Regarding the
NR-OIQA type, many approaches [7, 8, 9, 10] commonly
involve filtering to analyze the frequency domain information
or natural scene statistics (NSS) to find statistical regularities
in OIs. However, the manual feature designing is challenging
[11], which limits the robustness of those methods. To relieve
this issue, many data-driven approaches are proposed, which
are able to learn inherent relationships between the predicted
values and the ground-truth labels. These methods typically
consist of two steps: feature extraction and quality regression.
Specifically, Convolutional Neural Networks (CNNs) are firstly
used to extract high-level features from OIs. Then, fully
connected layers are employed for regression to obtain the
predicted quality scores. However, most data-driven solutions
are directly transferred from 2D IQA methods, in which the
features of OIs are extracted in EquiRectangular Projection
(ERP) format. Moreover, those approaches do not consider
the human visual perception during OIQA. Although several
approaches [12, 13, 14, 15] try to extract the viewport (VP)
images from OIs to replace the ERP as the inputs, the human
visual perception is still under-explored.

Generally, people tend to pay more attention to some
contents of interest rather than the entire VP with HMD. This
means that the regions of interest in VP are more likely to
contribute to the quality rating [15]. Furthermore, the objects in
nature are usually captured by the human eyes at various scales
[16], which means that the human visual perception of an OI
is formed through multiple views from different directions at
various viewing distances.

Based on the above analysis, we can conclude that the
quality of immersive media experiences is more susceptible
to subjective visual perception by humans. However, recent
works on OIQA primarily analyze images and overlook the
active nature of human visual perception in this process. To
address this gap and further to enhance the OIQA performance,
this paper proposes a dual-level BOIQA network based on
human visual perception. The proposed method tries to explore
the human visual perception from two aspects including the
human attention and the multi-scale perception. Specifically,
the proposed method is a dual-level model, which is composed
of three parts: human attention branch (HAB), multiscale
perception branch (MPB) and quality regression (QR). For the
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HAB, to emphasize the regions of interest, an improved Vision
Transformer (ViT) [17] is integrated with the residual CNNs,
which enables the proposed network to capture attention-
based features within the VP images without disrupting the
hierarchical perception. In HAB, the CNNs are responsible for
obtaining high-level feature maps of each VP image, while the
ViT calculates the attention weights. Furthermore, in order to
explore more information within the VP region, we also intro-
duce an image pyramid to represent different viewing distances
of each VP in HAB. Regarding the MPB, we first establish a
parallel structure to extract multi-scale information from each
VP in cubemap projection (CMP) format. Then, to explore
the content correlations between VPs at different positions
in an OI, we develop a correlation feature fusion module to
establish the long-range dependencies among VPs. Finally, the
obtained dual-level perception features are regressed through
the QR module to predict the final quality scores. Extensive
experimental results have validated the effectiveness of the
proposed approach. The contributions of the proposed method
are listed as follows:

• We propose a BOIQA network based on the human
visual perception, in which the region of interest can
better be highlighted in a VP region and the multi-
scale information can be obtained from low-level to
high-level based on multiple views.

• We establish the multiple viewing distances image
pyramid of the front VP and obtain the attention-
based features from it to explore more information
within the VP region. Moreover, we fuse the multi-
scale features extracted from each VP in CMP and
the obtained attention-based features to explore the
content correlations between VPs.

• Comparisons with the state-of-the-art metrics on two
public databases demonstrate the strength of our
method.

II. RELATED WORKS

Generally, OIQA methods can be classified into two cate-
gories: subjective methods and objective methods. Subjective
OIQA method involves participants directly providing subjec-
tive quality scores for the OIs they view in an HMDs. However,
it is time-consuming and impractical for batch applications.
By contrast, objective OIQA method is more suitable for
practical production applications. The objective OIQA method
can be further divided into two categories: traditional OIQA
metrics and deep learning-based OIQA metrics. This section
will emphatically review the objective OIQA methods.

A. Traditional OIQA Metrics
Many works have extended the traditional common used

IQA metrics to OIQA. For example, the evaluation schemes
based on PSNR transfer the calculation from planar format to
spherical format while still inheriting the main idea of per-
pixel comparison in PSNR. Moreover, the evaluation schemes
based on SSIM mainly focus on the ERP format of panoramic
images and analyze metrics such as sharpness, contrast, and
brightness.In [18], statistical characteristics of panoramic im-
ages were obtained using the adjacent pixels correlation (APC)
features and blind quality prediction of panoramic images was
then performed using support vector regression (SVR).

The methods that use the ERP as the evaluation basis are
mostly borrowed directly from 2D-IQA and have made corre-
sponding improvements for panoramic images. However, they
still overlook the unique media characteristics of panoramic
images and the geometric distortions present in ERP. Recent
works have focused on extracting natural statistical information
from other representations of panoramas. Zheng et al. [19]
firstly converted the panoramic image from the ERP format
to a segmented spherical projection format. They then utilized
a heat map as a weighting factor to perceive features in both
the two-level and equatorial regions. Zhou et al. [9] achieved
panoramic image quality assessment score by analyzing multi-
frequency information and statistically evaluating the local and
global naturalness presented in both ERP and VP formats.
Jiang et al. [8] explored the color information of each VP
image unit in the rotated Cubemap Projection (CMP) format
through tensor decomposition and piecewise exponential fit-
ting. The above-mentioned works achieved satisfactory per-
formance results by designing hand-crafted features through
techniques such as machine learning. However, these manual
features based approaches are evidently cumbersome and not
easily comprehensive, which reduces the robustness of the
proposed method.

B. Deep Learning-based OIQA Metrics
Deep learning-based OIQA approaches benefit from power-

ful model architectures that can capture more quality-relevant
features within the images. Thanks to the guidance of large
amounts of labeled data, this kind of methods often outper-
forms traditional methods. In [20, 21], Kim et al. proposed
an adversarial learning-based human perception guider, which
improves the prediction capability of deep learning models for
quality scores by enhancing the human perception guider’s dis-
criminative ability for predicted scores and subjective quality
score labels.

Although the aforementioned methods have achieved sat-
isfactory results, they have not considered the differences
between immersive media experience and traditional planar
images perception. This restricts the feature representation
capability of deep models. To address this issue, recent VP-
based end-to-end models have been developed to accurately
simulate the scene content that can be perceived by the human
eye while viewing panoramic images at a moment. Considering
the limited field of view of the human eye in head-mounted
devices, Li et al. [12] firstly proposed a VP-based assessment
scheme and combined it with CNNs for feature extraction. Sun
et al. [13] proposed a multi-stream network that utilized the
modified ResNet-34 to extract features from each VP in the
rotated CMP format. Xu et al. [14] proposed a solution with
local and global branches. The local branch utilized ResNet-
18 to simultaneously extract internal features from multiple VP
images and established connections between them using graph
convolution. The global branch extracted feature information
from the panoramic ERP format using the VGG [22] network.

These deep learning-based models possess powerful
feature extraction capabilities and quality score fitting abilities.
However, there is still significant room for improvement in
terms of their consistency with the HVS. Therefore, in this
paper, we draw inspiration from human visual perception and
develop an end-to-end model to investigate the impact of
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Fig. 1. The overall framework structure of our dual-level network

simulating human attention [23] and multi-scale [24]
perception on panoramic quality assessment.

III. PROPOSED METHOD

The proposed dual-level BOIQA network contains three
modules, namely human attention branch (HAB), multi-scale
perception branch (MPB) and quality regression (QR). The
overall framework structure is illustrated in Fig. 1. The HAB
focusses on extracting the high-level information from a
multiple viewing distances image pyramid based on attention
mechanism. The MPB aims to explore multi-scale perception
features of each VP and explore the correlation information
among those VPs. The QR is utilized to predict perceptual
quality scores.

(b) ResNet-50 (c) Hybrid model of     

       ViT and ResNet-50
(a) simple image

Fig. 2. the visualization of attention from the output features to a VP
example from CVIQD database.The solid red line shows the position of the
equator. (a) the simple image; (b) the learned feature maps of (a) only with

ResNet-50; (c) the learned feature maps of (a) with the hybrid model of
ResNet-50 and ViT.

A. Human Attention Network
Fig. 2 shows the visualization result of the attention weights

on a VP example under different OIQA models. It is evident
that the hybrid model combining CNNs and ViT pays more
attention to the equatorial region and salient objects compared
to a pure CNNs model. This aligns well with the attention
habits of the HVS. Based on the above analysis, to obtain
information that better aligns with human visual attention
characteristics, the HAB branch is designed to extract internal
features of VP images based on attention mechanisms. To
further explore the comprehensive perception of the VP under
different viewing distances, we also introduced a multiple
viewing distances image pyramid of the front VP as the input
of the HAB branch, which is shown in Fig. 1.

For the front VP initialized with a resolution of H × W
through the center cropping operation, we increase the center
cropping resolution to 2H × 2W to represent a larger field
of view with a longer distance. Similarly, we decrease the
center cropping resolution to H

2 × W
2 to represent a smaller

field of view with a closer distance. Therefore, the input
image pyramid V l

f , V
o
f , V

s
f of the front VP can be established

with a multiple distances representation. Specifically, the V o
f

represents the VP in its original resolution, V l
f represents a

version with a higher resolution, and V s
f represents a version

with a lower resolution.
To fully explore the information based on human visual

attention from this VP pyramid, we integrate the ResNet-50
and an improved ViT as the backbone for feature extraction.
Specifically, each layer of the pyramid is firstly fed into the
ResNet-50 in parallel. The semantic features of each view can
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be obtained and then being converted into token forms. In
our method, the improved ViT network consists of two stages.
The first stage tires to compute the attention weight among
tokens within each view by multi head attention (MHA). The
second stage is used to further adjust the dimensionality of the
obtained feature maps based on view-content attention through
the Head module which is composed of fully connected layers.
Finally, we fuse the extracted high-level features of each
view at different distances, and obtain the quality score of
this branch with a regression operation. This process can be
expressed as:{

F l
f , F

o
f , F

s
f = BHA(V

l
f , V

o
f , V

s
f ),

Q1 = Linear(Cat(F l
f , F

o
f , F

s
f )),

(1)

where BHA(.) represents the feature extraction network of
the HAB, F l

f , F
o
f , F

s
f separately represent the extracted fea-

tures from the image pyramid under different distances. Each
extracted features of the pyramid has a dimensionality of
10. Cat(.) and Linear(.) respectively donate the concatenate
operation and the fully connected layer. Q1 is the obtain
predicted quality score of this process.

B. Multi-Scale Perception Network
In general, the user’s comprehensive quality perception of

a panoramic image is influenced by multiple VPs at different
positions. It is necessary to perform multi-scale quality per-
ception across various positions in the panoramic image and
explore the correlation information between these VPs in terms
of both location and content.

In this work, we have established a multi-scale perceptual
branch as an auxiliary branch. Firstly, a group of VP images
Vu, Vd, Vl, Vr, Vf , Vb are achieved from a panoramic image
at six directions (up, down, left, right, front, and back). As
mentioned above, human visual perception is a hierarchical
process that involves perceiving texture, contours, and high-
dimensional semantics. Therefore, in this branch, ResNet-50
with residual structure is adopted as the backbone for feature
extraction of each VP. The residual network is capable of cap-
turing multi-scale perceptual features from low-level to high-
level in each directional VP, which aligns well with the multi-
scale perception of HVS. This process can be represented as:

Fm
i = BMP (Vi), i ∈ {u, d, l, r, f, b}, (2)

For each VP image Vi, multi-scale perceptual features Fm
i

are simultaneously extracted through the feature extraction
network. BMP represents the backbone of this branch. It is
worth noting that the multi-scale features obtained here have
a dimensionality of 2048.

After obtaining the multi-scale features Fm
i obtained from

multiple VP images, most methods propose to concatenate
those high-dimensional features and perform quality regres-
sion. Conversely, in order to further capture the inter-viewpoint
correlation information, we apply a fully connected layer to
convert the multi-scale features corresponding to each VP into
tokens with a dimensionality of 768. Subsequently, we per-
form element-wise multiplication operations based on attention
mechanism among those tokens to obtain the correlational
features. The specific formula representation is as follows.

{
Tm
i = Linear(Fm

i )

F c = EMP (T
m
i )

, i ∈ {u, d, l, r, f, b}, (3)

Here, Linear(.) represents the fully connected opera-
tion, Tm

i denotes the token corresponding to each VP after
undergoing this fully connected operation. EMP represents
the Encoder network based on multi-head attention, and F c

represents the final correlation feature map among those VPs.
In order to further fuse the obtained correlation features

and consider the spatial relationship between each VP, we
further introduce a correlation feature fusion module. This
module consists of four convolutional blocks and an average-
pooling. Each convolutional block includes a convolution
(Conv) layer, a batch normalization (BN) layer, and a Rectified
Linear Unit (ReLU) activation. The convolutional operation
calculates the internal correlations of the feature map F c

using a 3 × 3 receptive field, integrating the content-based
correlation information between different VPs. This locally
nested convolutional structure also helps compensate for the
positional correlation between VPs that may be overlooked
in the previous computations. Finally, an average-pooling
operation is applied to obtain the fused correlation features
through regression. The specific process is illustrated by the
following equation.

F c′ = CMP (F
c), (4)

where CMP represents the correlation feature fusion module,
F c′ is the achieved fused correlation features, whose dimen-
sionality is 10.

We perform final feature regression on the multi-scale
information obtained from each VP and the corresponding
fusion information between them. Specifically, we first adjust
each multi-scale feature map Fm

i to dimensionality 10. Then,
we concatenate those adjusted feature maps with the multi-
scale feature F c′ . Next, a fully connected operation is applied
to the concatenated feature map for feature regression. This
process can be described as:

{
Fm′

i = Linear(Fm
i )

Q2 = Linear(Cat(Fm′

i , F c′))
i ∈ {u, d, l, r, f, b} (5)

where Fm′

i represents the multi-scale features of each VP
after dimension adjustment. Linear(.) and Cat(.) represent
the fully connected operation and concatenation operation,
respectively. Q2 denotes the quality score obtained from the
final regression of this multi-scale perception branch.

C. Quality Regressor
The quality regressor consists of two steps. Firstly, we

conduct concatenation operation of HAB and MPB. After-
wards, the predicted score is obtained by the final layer of
fully connected. The training loss is described as follows:{

Q = Linear(Cat(Q1, Q2))

L = |Q−MOS|2, (6)

where Q is the final predicted quality score. The MOS is
the ground-truth label of OI, which also means the subjective
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TABLE I. OVERALL PERFORMANCE COMPARISONS ON THE OIQA AND CVIQD DATABASES. THE BEST RESULTS ARE DENOTED IN BOLD.

Database OIQA CVIQD

Type Methods PLCC SROCC RMSE PLCC SROCC RMSE

FR PSNR 0.5812 0.5226 1.7005 0.7008 0.6239 9.9599
S-PSNR 0.5997 0.5399 1.6721 0.7083 0.6449 9.8564

WS-PSNR 0.5819 0.5263 1.6994 0.6729 0.6107 10.3283
CPP-PSNR 0.5683 0.5149 1.7193 0.6871 0.6265 10.1448

SSIM 0.8718 0.8588 1.0238 0.9002 0.8842 6.0793
MS-SSIM 0.7710 0.7379 1.3308 0.8521 0.8222 7.3072

FSIM 0.9014 0.8938 0.9047 0.9340 0.9152 4.9864
DeepQA 0.9044 0.8973 0.8914 0.9375 0.9292 4.8574

NR BRISQUE 0.8424 0.8331 1.1261 0.8376 0.8180 7.6271
BMPRI 0.6503 0.6238 1.5874 0.7919 0.7470 8.5258

DB-CNN 0.8852 0.8653 0.9717 0.9356 0.9308 4.9311
MC360IQA 0.9267 0.9139 0.7854 0.9429 0.9428 4.6506

VGCN 0.9584 0.9515 0.5967 0.9651 0.9639 3.6573
Ours 0.9598 0.9530 0.5862 0.9680 0.9664 3.5014

quality score. The L represents the loss between S and MOS,
the |.| represents absolute value operation.

IV. EXPERIMENTAL RESULTS

Our experiment uses two popular public datasets, namely
CVIQD [25] and OIQA[26]. They both include 16 original
panoramic images with different types and degrees of distor-
tion. The former includes 528 compressed images generated
by JPEG, H.264/AVC and H.265/HEVC standards, and the
subjective score label of it ranges from 1 to 100. The latter
contains 320 distorted images generated by four distortion
types: JPEG compression (JPEG), JPEG2000 compression
(JP2K), Gaussian blur (GB) and Gaussian white noise (GN),
and the subjective ground-truth label of it ranges from 1 to 10.

A. Experimental Settings
Our experiments were conducted with 11th Gen In-

tel(R) Core(TM) CPU i7-11700F @ 2.50GHz, 16 GB RAM,
NVIDIA RTX 3060. The batch size was set to 4 and the
learning strategy was RMSprop [27] whose learning rate is
initialized to 0.0001. The rotation angle for the rotated CMP
was fixed to 4 serving as data augmentation and the VP image
resolution H ×W is set to 256× 256. Each database is split
into training and testing sets according to the standard ratio
of 8:2. This means that the distorted images corresponding
to 3 reference images are randomly selected as testing set
and the remaining are regarded as the training set. During
the training phase, we use the pretrain results of ImageNet
to the HAB and the MPB’s backbone. By transferring the
model training parameters from a large dataset to our task-
specific dataset, we can achieve significant benefits. For the
Backbone of HAB, the number of the MHA is set to 8 and
the number of encoder blocks is set to 11. Finally, we adopt
three standard assessment methods: Pearsons linear correla-
tion coefficient (PLCC), Spearman’s rank order correlation
coefficient (SROCC) and root mean squared error (RMSE) to
assess the model performances. The former two respectively
evaluate the prediction results based on rank correlation and
linear correlation. A value closer to 1 indicates a better

prediction result. The latter measures the discrepancy between
the predicted and ground-truth values, with a value closer to
0 indicating a better prediction result. We also used a five-
parameter logistic function to fit the predicted quality scores
and the ground-truth labels:

y = β1(
1

2
− 1

1 + exp (β2(x− β3))
) + β4x+ β5, (7)

where x refers to the predicted quality score and y represents
the mapped score. β1 to β5 are five parameters.

B. Performance Evaluation
1) Comparison Metrics: In order to illustrate the effec-

tiveness of our model, the comparison algorithms includes
FR and NR OIQA metrics. The FR-OIQA metrics include
PSNR, S-PSNR [2], WS-PSNR [3], CPP-PSNR [4], SSIM
[1], MS-SSIM [5], FSIM [6] and DeepIQA [28]. The NR-
OIQA contain BRISQUE [29], BMPRI [30], DB-CNN [31],
MC360IQA [13], DDA-BOIQA [32] and VGCN [14].

The performance comparison results on the OIQA and
CVIQD datasets are shown in Table I. Among these FR-OIQA
methods, the PSNR-related algorithms which have weaker cor-
relation with the HVS exhibit poorer performance compared to
these state-of-the-art objective algorithms. It is a breakthrough
that the SSIM takes into account the brightness, contrast, and
structural features associated with the HVS. However, the
evaluation results are still limited and the performances are
inferior to deep learning-based FR-OIQA methods. The reason
lies in that deep learning-based methods directly consider the
internal relationship between images and subject scores, while
other methods mainly focus on one or two features of the OI.
For NR methods, these algorithms generally outperform FR-
OIQA algorithms. BRISQUE, BMPRI, and DB-CNN are im-
plemented for OIQA specifically targeting ERP format of OIs.
Specifically, BRISQUE and BMPRI are implemented based on
handcrafted feature designs, while DB-CNN is implemented
based on a data-driven model. Furthermore, the MC360IQA
and VGCN models consider the VP images into their CNN
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TABLE II. PERFORMANCE COMPARISON ON OIQA DATABASE. THE BEST RESULT IS ANNOTATED WITH BOLD, AND THE SECOND-BEST RESULT IS
ANNOTATED WITH UNDERLINE.

JPEG JP2K WN BLUR

PLCC SROCC RMSE PLCC SROCC RMSE PLCC SROCC RMSE PLCC SROCC RMSE

FR

PSNR 0.6941 0.7060 1.6141 0.8632 0.7821 1.1316 0.9547 0.9500 0.5370 0.9282 0.7417 0.8299

S-PSNR 0.6911 0.6148 1.6205 0.9205 0.7250 0.8757 0.9503 0.9357 0.5620 0.8282 0.7525 1.0910

WS-PSNR 0.7133 0.6792 1.5713 0.9344 0.7500 0.9128 0.9626 0.9500 0.4890 0.8190 0.7668 1.1172

CPP-PSNR 0.6153 0.5362 1.7693 0.8971 0.7250 0.9904 0.9276 0.9143 0.6739 0.7969 0.7185 1.1728

SSIM 0.9077 0.9008 0.9406 0.9783 0.9679 0.4643 0.8828 0.8607 0.8474 0.9926 0.9777 0.2358

MS-SSIM 0.9102 0.8937 0.9288 0.9492 0.9250 0.7052 0.9691 0.9571 0.4452 0.9251 0.8990 0.7374

FSIM 0.8938 0.8490 1.0057 0.9699 0.9643 0.5454 0.9170 0.8893 0.7197 0.9914 0.9902 0.2544

DeepQA 0.8301 0.8150 1.2506 0.9905 0.9893 0.3082 0.9709 0.9857 0.4317 0.9623 0.9473 0.5283

NR

BRISQUE 0.9160 0.9392 0.8992 0.7397 0.6750 1.5082 0.9818 0.9750 0.3427 0.8663 0.8508 0.9697

BMPRI 0.9361 0.8954 0.7886 0.8322 0.8214 1.2428 0.9673 0.9821 0.4572 0.5199 0.3807 1.6584

DB-CNN 0.8413 0.7346 1.2118 0.9755 0.9607 0.4935 0.9772 0.9786 0.3832 0.9536 0.8865 0.5875

MC360IQA 0.9459 0.9008 0.7272 0.9165 0.9036 0.8966 0.9718 0.9464 0.4251 0.9526 0.9580 0.5907

VGCN 0.9540 0.9294 0.6720 0.9771 0.9464 0.4772 0.9811 0.9750 0.3493 0.9852 0.9651 0.3327

Ours 0.9475 0.9133 0.7167 0.9885 0.9821 0.3390 0.9888 0.9714 0.2690 0.9859 0.9777 0.3251

model, resulting in significant performance improvements. It is
because the VP images are similar to the perception of human
eyes. Our algorithm exhibits significantly higher performance
compared to most deep learning based algorithms in terms
of accuracy and monotonicity on those two databases. It is
evident that the proposed dual-level network based on human
visual perception is more consistent with the subject quality
perception.

2) Performance Validity of Individual Distortion Types:
As illustrated in Table II and Table III, we also conducted
comparative experiments of individual distortion types on
OIQA and CVIQD. In general, our algorithm exhibits the best
comprehensive performance for most of the distortions. The
scatter plots in Fig. 3 and Fig. 4 depict the correlation between
MOS and the predictions for individual distortion types on
the two databases. These plots provide additional evidence
to support the superiority of our approach. Specifically, our
algorithm achieves top performance in both WN and AVC
distortion types, and it closely follows the top-performing algo-
rithm in JPEG and JP2K distortions. For example, as shown
in Fig. 4, our algorithm exhibits an SROCC value in JPEG
that is only 0.0161 lower than the top-performing VGCN,
and is only 0.0062 lower than DeepQA on the OIQA. This
further demonstrates the strong robustness of our algorithm in
compression distortion types. Additionally, in terms of HEVC
distortion, our algorithm achieves the best PLCC and RMSE
values in NR-OIQA. It is noteworthy that SSIM and FSIM in
FR-OIQA actually achieved the best results in this distortion
type. The reason is that HEVC distortion typically includes
color inaccuracies or artifacts, while FSIM primarily measures
quality degradation by assessing the similarity in luminance,
contrast, and structural aspects between the reference and
distorted images. Therefore, FSIM is more sensitive to color
changes. Additionally, FSIM benefits from having a reference
image for comparison, which enhances its ability to identify

artifacts such as pseudo-imaging. This also indicates the ef-
fectiveness of these schemes for a certain type of distortion.

3) Ablation Study: In order to further demonstrate the
effectiveness of each module, we separately removed each
component of our model to conduct ablation experiments on
two datasets. The experimental results are presented in Table
IV. We separately adopt the human attention Branch (HAB)
and the multi-scale perception branch (MPB) to predict the
perceptual quality based on human visual perception in the
dual-level network. In this section, we compare the perfor-
mance with or without these two branches to respectively
demonstrate the validity of each branch. We can conclude
that both branches have strong quality prediction capabilities.
However, the dual-stream network proposed in this paper,
which combines features from these two branches, exhibits
superior quality perception abilities, particularly in improving
the SROCC values. Moreover, the influence of HAB is more
pronounced on OIQA, mainly due to the diverse resolutions
of OIs in this dataset, which are effectively addressed by the
image pyramid utilized in the HAB. In our implementation, at-
tentional features are obtained from an image pyramid in HAB.
It is necessary to investigate how feature extraction based on
attention mechanism affects overall performance. Therefore,
we replace the original backbone in HAB with ResNet-50 and
test the performance of the overall architecture. The results
show that the performance of the CNN-based backbone is
inferior to the backbone used in this paper, which further
demonstrate the necessity of considering attentional features
in HAB. In addition, we also conducted an ablation study
for the correlation feature fusion module of VPs in MPB. As
compared to the original implementation, the results on both
databases showed slight improvements, which further proves
that there is contextual and positional correlation information
between different viewports within a panoramic image.
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Fig. 3. Scatter plots of MOS values against predictions by OIQA metrics for individual distortion type on the testing set of OIQA Database.

TABLE III. PERFORMANCE COMPARISON ON CVIQD DATABASE. THE BEST RESULT IS ANNOTATED WITH BOLD, AND THE SECOND-BEST RESULT IS
ANNOTATED WITH UNDERLINE.

JPEG AVC HEVC

PLCC SROCC RMSE PLCC SROCC RMSE PLCC SROCC RMSE

FR

PSNR 0.8682 0.6982 8.0429 0.6141 0.5802 10.5520 0.5982 0.5762 9.4697
S-PSNR 0.8661 0.7172 8.1008 0.6307 0.6039 10.3760 0.6514 0.6150 8.9585

WS-PSNR 0.8572 0.6848 8.3465 0.5702 0.5521 10.9841 0.5884 0.5642 9.5473
CPP-PSNR 0.8585 0.7059 8.3109 0.6137 0.5872 10.5615 0.6160 0.5689 9.3009

SSIM 0.9822 0.9582 3.0468 0.9303 0.9174 4.9029 0.9436 0.9452 3.9097
MS-SSIM 0.9636 0.9047 4.3355 0.7960 0.7650 8.0924 0.8072 0.8011 6.9693

FSIM 0.9839 0.9639 2.8928 0.9534 0.9439 4.0327 0.9617 0.9532 3.2385
DeepQA 0.9526 0.9001 4.9290 0.9477 0.9375 4.2683 0.9221 0.9288 4.5694

NR

BRIAQUE 0.9464 0.9031 5.2442 0.7745 0.7714 8.4573 0.7548 0.7644 7.7455
BMPRI 0.9874 0.9562 2.5597 0.7161 0.6731 9.3318 0.6154 0.6715 9.3071

DB-CNN 0.9779 0.9576 3.3862 0.9564 0.9545 3.9063 0.8646 0.8693 5.9335
MC360IQA 0.9698 0.9693 3.9517 0.9487 0.9569 4.2281 0.8976 0.9104 5.2557

DDA-BOIQA 0.9570 0.9610 5.6010 0.9530 0.9490 3.8730 0.9290 0.9140 4.5250
VGCN 0.9894 0.9759 2.3590 0.9719 0.9659 3.1490 0.9401 0.9432 4.0257
Ours 0.9878 0.9803 2.5285 0.9780 0.9796 2.7888 0.9408 0.9405 4.0023

TABLE IV. ABLATION STUDY RESULTS FOR REMOVING EACH INDIVIDUAL BRANCH OR MODULE ON OIQA AND CVIQD.

OIQA CVIQD

Methods PLCC SROCC RMSE PLCC SROCC RMSE

w/o HAB 0.9474 0.9414 0.6686 0.9623 0.9658 3.8786

w/o MPB 0.9572 0.9476 0.6049 0.9694 0.9627 3.4993

w/o attentional features in HAB 0.9482 0.9449 0.6639 0.9655 0.9650 3.7124

w/o correlation features in MPB 0.9569 0.9497 0.6072 0.9634 0.9632 3.8238

Ours 0.9598 0.9530 0.5862 0.9680 0.9664 3.5014
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Fig. 4. Scatter plots of MOS values against predictions by OIQA metrics for individual distortion type on the testing set of CVIQD Database.

V. CONCLUSION

In response to the fact that the perception of immer-
sive media quality is more susceptible to subjective visual
perception by the human eye, in this paper, we propose
an innovative approach that integrates two characteristics of
human visual perception, namely attentional perception and
multi-scale perception, into the process of acquiring panoramic
image features. Specifically, we propose a dual-level network
based on human visual perception for blind omnidirectional
image quality assessment. By transforming the front viewport
image to an image pyramid with multiple viewing distances,
the human attention branch is able to capture the high-level
information based on attention mechanism. To obtain the fea-
tures of different viewports from different position, we further
establish a module to fuse their correlation information in the
multi-scale feature perception branch after parallel extraction
of their multi-scale features.

Experimental on two OIQA datasets show that our ap-
proach achieves the best performance, further validating the
effectiveness of the human visual perception guidance. Of
course, our work needs further in-depth research. Our approach
only incorporates two essential aspects of human visual per-
ception to assist the omnidirectional image quality assessment
process. However, human visual perception is diverse, and the
challenge lies in quantifying it effectively in a general end-
to-end model. This will be the focus of our future research
endeavors.
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Abstract—Voice pathology is a universal problem which must
be addressed. Traditionally, this malady is treated by using the
surgical instruments in the varied healthcare settings. In the
current era, machine learning experts have paid an increasing
attention towards the solution of this problem by exploiting
the signal processing of the voice. For this purpose, numerous
voice features have been capitalized to classify the healthy and
pathological voice signals. In particular, Mel-Frequency Cepstral
Coefficients (MFCC) is a widely used feature in speech and audio
signal processing. It denotes spectral characteristics of a voice
signal, particularly of human speech. The modus operandi of
MFCC is too time-consuming, which goes against the hasty and
urgent nature of the modern times. This study has developed a
yet another voice feature by utilizing the average value of the
amplitudes (AVA) of the voice signals. Moreover, Gaussian Naive
Bayes classifier has been employed to classify the given voice
signals as healthy or pathological. Apart from that, the dataset
has been acquired from the SVD (Saarbrucken Voice Database)
to demonstrate the workability of the proposed voice feature and
its usage in the classifier. The machine experimentation rendered
very promising results. Particularly, Recall, F1 and accuracy
scores obtained, are 100%, 83% and 80%, respectively. These
results vividly imply that the proposed classifier can be installed
in various healthcare settings.

Keywords—Pathological voice; healthy voice; voice feature;
amplitudes; machine learning

I. INTRODUCTION

People whose professions cause them to speak louder
than normal, often suffer from some kind of voice pathology.
These people may include lawyers, auctioneers, motivational
speakers, legislators, singers, teachers, etc. This pathology,
in turn, leads to tiredness, infections of voice tissue, face
soreness, muscular dystrophy and others [1]. Apart from
that, this pathology casts a negative impact upon the voice
functionality and vibration regularity which sometimes leads
to the increment in the vocal noise. Normal voices turned
to be weak, tense, and hoarse which influences quality of
voice [2]. Traditionally, voice pathology detection methods are

tendentious in their character and orientation. They are based
on subjective matters [3]. For instance, in the different hospital
settings, an auditory-perceptual assessment is employed which
includes visual laryngostroboscopy assessment [4]. In this
painful process of diagnosis, a series of clinical examinations
are employed for the auditory-perceptual parameters to ap-
praise the severity of the voice malady [5]. These appraisals
are subjective and are very sensitive to the sensitivity of the
parameters involved. Moreover, they happen to be very much
time consuming which is not in line with the current standards
of quality [6]. One more disadvantage of this method is that the
patients have to be present in the hospital physically which is,
of course, not feasible for the patients with critical conditions.

In sharp contrast to that, there exists an objective evaluation
of the voice pathology using signal processing of the voice.
In particular, the signals of patients’ voice are processed to
conclude whether the patient concerned is suffering from the
pathology or not? No surgical treatment is employed in this
method. Moreover, this procedure can also work upon the in-
audible sounds [1]. These methods do not depend upon the hu-
man decisions. A patient needs not be physically present in the
healthcare centres since only his/her voice is required to reach
to the decision. So, the voice recording can also be shared
through the internet. Upon surveying the relevant literature,
one will find that different voice pathology databases exist for
the sake of objective evaluation of voice pathologies. Among
these, the most common include Arabic Voice Pathology
Database (AVPD) [7], Saarbruecken Voice Database (SVD) [8]
and the Massachusetts Eye and Ear Infirmary Database (MEEI)
[9]. Upon surveying the literature about the pathological voice
detection, researchers have used varied voice features and
diverse machine learning classifiers for discriminating between
the pathological and healthy voice signals [10], [11], [12], [13],
[14], [15], [16], [17], [18], [19], [20], [21]. The work [10]
wrote a robust voice pathology detection algorithm using the
theory of Deep Learning. In order to maximize the accuracy of
classification, the pre-trainend Convolutional Neural Network

www.ijacsa.thesai.org 1085 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

(CNN) has been employed over the dataset of voice pathology.
Besides, this work used SVD as a dataset for testing their
work. The accuracy claimed by the reported study is 95.41%.
Moreover, F1-Score and Recall scores were calculated to be
94.22% and 96.13%, respectively. In an other study [11], the
voice pathology detection system was developed in the realm
of smart healthcare. In this particular work, the voice data
was taken through the IoT gadgetry, i.e., electroglottography
(EGG) and microphones for capturing the EGG and voice
signals. The voice feature spectrogram was employed in this
particular study. These spectrograms were got from the re-
ported signals and were given as an input to the pre-trained
CNN. Moreover, the features obtained through the usage of
CNN were mixed and later on processed through short long-
term memory network (bi-directional in nature). The accuracy
claimed by the said study was 95.65%. In an another research
[12], the authors employed an Online Sequential Extreme
Learning Machine (OSELM) as the classification algorithm
in their work for detection of pathological voice signals. An
other prominent feature of this study is the employment of
long sentences instead of the single vowel letters for the
sake of discrimination between the pathological and healthy
voice signals. Three types of voice pathologies were addressed
namely cyst, polyp, and paralysis. The accuracy achieved was
91.17%. Apart from that, precision and recall scores were 94%
and 91%, respectively. The work is reported to give a high
capability for detecting the pathological voice signals in the
real-time clinical settings.

Many voice features have been discovered by the academi-
cians and other researchers. Some of these include formant
frequency [22]. Formant frequencies are a sort of resonance
frequencies. These frequencies change with various vocal tract
configurations [23]. Commonly, these formants denote the
spectral contribution of the given resonances. Apart from that,
peaks of these spectra about the local tract responses refer
to the corresponding formants. The various plots of these
formants depict the different peaks at the various frequencies.
Spectrogram of a voice signals [24] is yet another voice
feature. They are a kind of a waveform comprising of various
events which change as the time goes by. Owing to the
fact that they vary with the time, hence they fluctuate and
exhibit the spectral properties. This is the reason that a single
Fourier transform [25], [26] is humble to capture such kind of
speedy time varying signals. Hence, for this purpose, a short-
time Fourier transform (STFT) was used. STFT comprises
of different Fourier transform for the pieces of the given
waveform. The feature of linear predictive coding (LPC) is
also used by machine learning experts to differentiate between
the pathological and healthy voice signals [27], [28]. Initially,
LPC was designed for compressing the digital signals for the
efficient storage and transmission of the digital data. In current
times, this feature is frequently being employed to draw a line
of discrimination between the healthy and pathological voice
signals. Moreover, this method models vocal tract in the form
of linear all-pole infinite impulse response (IIR) filter.

Calculation of these features is mathematically intensive.
Apart from that, they consume a lot of precious processing
time which is not in line with the demands of the current era.
So, we require simple but powerful voice features to do the
job.

In this work, a novel voice feature by observing the
behavior of amplitudes of the voice signals has been dis-
covered. In particular, the average value of the amplitudes
of the voice signal has been determined. This average value
is potent enough to differentiate between the healthy and
pathological voice signals. Moreover, this feature has been
embedded in the machine learning algorithm to classify the
two kinds of signals. The machine experimentation rendered
very competitive results. Moreover, these results are better than
many of those published in the literature.

Having said that, the following salient features characterize
the contribution of this work to the exciting field of voice signal
processing and machine learning:

• A novel voice feature based on the average value
of amplitudes of the given voice signals has been
determined.

• The voice feature found in the above bullet has been
exploited in the machine learning algorithm to draw a
rather clearer line of demarcation between the patho-
logical and healthy voice signals.

• The proposed method rendered very competitive re-
sults. Moreover, it beats many results of the published
works.

Rest of the paper has been fashioned like this. In Section II, the
particular modus operandi employed in MFCC feature extrac-
tion has been explained. Section III describes the proposed
methodology. In particular, the way novel voice feature has
been determined, has been explained in detail. Afterwards, the
reported feature has been embedded in the proposed framework
to differentiate between the healthy and pathological voice
signals. In Section IV, the results have been described and
compared with the other published researches in the literature.
Section V closes the paper with the concluding remarks and
other possible research directions.

II. RELATED WORK

Traditionally, MFCC has been employed by the machine
learning experts to draw a line of demarcation between the
healthy and pathological voice signals. MFCC is actually a
feature selection method which plays a very critical role to
distinguish the pathological voice signals from their healthy
counterparts. Normally, three kinds of features are there for
the recognition of the sound patterns. They are time domain,
frequency domain and time-frequency domain [29]. Cepstral
domain features are retrieved after taking their fast Fourier
transform (FFT) of the amplitude’s logarithm from spectrum
data [30]. Since MFCCs closely resemble human auditory
system, so their inherent power is normally harnessed for
the speech recognition in the diverse problems [31]. MFCCs
are normally got through power spectrum of sound signals
with the short-term windowing after taking cosine transform
of logarithmic power spectrum over Mel filter banks [32]. A
standard modus operandi for extracting the MFCCs from the
given audio signals have been depicted in the Fig. 1. Firstly,
windowing functions, like Hanning and Hamming windows,
are normally employed through some degree of overlapping
for capturing local spectral characteristics. Secondly, various
signals from the different frames are subjected to operation of
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Fig. 1. MFCC feature extraction mechanism. given audio signals have been
bifurcated into the overlapping frames along with some fixed intervals and

weights have been given through hamming window.

discrete Fourier transform (DFT) for the sake of extracting
information from the frequency domain. Thirdly, frequency
domain data are filtered through a number of bandpass filters
which are normally equal to designed number of the MFCC
resolution (64,128,256,512). It is to be noted that centre
frequencies of bandpass filters are spaced in uniformity on
Mel scale M(f) [33].

M(f) =
1000 ln(1 + f

700 )

ln(1 + 1000
700 )

≈ 1127 ln(a+
f

700
) (1)

In this equation, f denotes frequency term and M(f) denotes
Mel scale. Moreover, this equation converts boundaries of
filter bank to Mel scale. As soon as centre frequencies are
distributed in a uniform fashion on Mel scale, values are con-
verted back to frequency domain which renders the triangular
filters. After that energies MF (t) of corresponding filter banks
are computed by taking sum of energies in bandpass filters.
Finally, MFCC coefficients are found through the application
of discrete cosine transform (DCT) to the filtered energies from

the triangular bandpass filters [34].

MFCCi,j =
1

T

T∑
k=1

log[MF (k)]cos[
2π

T
(k +

1

2
)j] (2)

In this equation, MFCCi,j refers to the jth MFCC co-
efficient of ith frame. Apart from that, 1 ≤ i ≤ N and
1 ≤ j ≤M . They represent the indices of MFCC. Moreover,
MF (k) is Mel filter bank amplitude of kth filter. Apart from
that, Table I sheds light on the varied studies carried out. In
this table, one can examine the different studies based on the
number of samples taken, phonemes, pathological condition
of the patients, the classifier employed, the feature used and
lastly the findings. Here will describe few studies in more
details. In study [35], normal and pathological samples taken
were 60 and 402, respectively. Besides, the vowels were taken
as phonemes to apply the classifier. Apart from that, the
voices of the patients were suffering from the pathological
conditions of structure lesions and neoplasm. Additionally,
the classifiers selected for this particular study were Support
Vector Machine (SVM), Gaussian Mixture Modelling (GMM)
and Deep Neural Network (DNN). The feature upon which the
distinction was made between the healthy and pathological
voice was MFCC. As far as the findings and outcomes of
this study were concerned, SVM outperformed GMM. Besides,
the classifier DNN rendered the highest accuracy. The study
[36] took 56 normal samples of voices and 67 pathological
samples. Moreover, the phonemes employed in this particular
study were ‘/ah/’. The pathological conditions of the patients
concerned were that they were suffering from the Parkinson’s
disease, Vocal cord paralysis and cerebral demyelination. The
classifier and the feature selected were SVM and MFCC. The
accuracy obtained in this study was 93%. The last row of this
table describes these parameters for the proposed study. It is
to be noted that, we employed AVA as a voice feature for the
sake of classification between the healthy and the pathological
voice signals.

One can note that this traditional method of extracting the
voice feature is very complicated and mathematically intensive.
We require simple but powerful voice features to draw a clearer
line of demarcation between the given voice signals.

III. PROPOSED METHODOLOGY

In this work, a novel voice feature consisting of average
value of the amplitudes (AVA) of the given voice signal
has been determined. This voice feature has been, in turn,
employed to distinguish between the given healthy and patho-
logical voice signals. Fig. 2 draws the amplitudes of the
healthy and pathological voice signals. Fig. 2a and 2b refer
to the signals for the healthy and pathological voices. One can
clearly observe that amplitudes in the positive and negative
sides for the healthy signals are greater than their pathological
counterparts. This is the very observation through which the
novel voice feature has been determined. In particular, the
average value of the amplitudes (both positive and negative)
of the healthy and pathological voice signals has been found.
Their average values have been further averaged. This average
has been used while training our model. Once the model gets
trained, testing phase have been employed.
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TABLE I. OVERVIEW TABLE

Sr. # Study Samples Phonemes Pathological condition Classifier Feature Findings
1 Ref. [35] Normal: 60 Vowels Structural lesions, SVM, GMM, MFCC SVM outperforms GMM

Pathological: 402 neoplasm DNN DNN provides the
highest accuracy

2 Ref. [36] Normal: 56 Vowel ‘/ah/’ Parkinson’s disease, SVM MFCC Highest accuracy of 93%
Pathological: 67 Vocal cord paralysis

cerebral demyelination
3 Ref. [37] Pathological: 60 Japanese vowel Breathiness, Roughness, Higher-Order Local Auto Regressive, 87.75% accuracy

asthma and strain Autocorrelation (AR)-HMM, Feed Forward
(HLAC) Neural Networks (FFNN)

4 Ref. [38] Normal: 53 Vowel ‘/ah/’, Rainbow Hyper function, Paralysis, PRAAT Pitch, Jitter Efficient for English,
Pathological: 602 passage (German, Anterior-poster Shimmer not efficient for

,Japanese and English) squeezing, Gastric reflux and HNR German and Japanese
5 Ref. [39] Pathology: 65 Spanish vowel Dysphonia, Hyernasality Hidden Markov Nonlinear parameter, 99% accuracy

Normal: 13 and Dysarthria Model (HMM) entropy
6 Ref. [40] Normal: 49 Vowel ‘/a/’ Dysphonia Pitch Detection Pitch Better than PRAAT

Pathological: 87 Algorithm(PDA)
7 Proposed Normal: 50 Vowels Dysphonia GaussianNB AVA Accuracy is 80%

Pathological: 50

(a) (b)

Fig. 2. Amplitudes of healthy and pathological voices: (a) Healthy voice; (b) Pathological voice.

A. Voice Feature Based on Average Value of the Amplitudes
(AVA)

This subsection finds the average value of the amplitudes
of the given voice signals. The flowchart for extracting the
novel voice feature AVA has been depicted in the Fig. 3.
Call the Algorithm 1 with the parameters of training data
(TD), number of healthy voice files (P) and the number of
pathological voice files (Q). Algorithm 1 works like this. The

Algorithm 1: AvgValue Calculation of Average Value
of the Amplitudes of Voice Signals

Input: TD, P , Q
Output: AvgV alue

1 for i← 1 to P +Q do
2 [data, sampling rate]← librosa.load(TD[i])
3 sum of amplitudes← 0
4 for j ← 1 to len(data) do
5 if data[j] < 0 then
6 data[j]← −data[j]

7 temp← sum(data)
8 temp← temp

len(data)

9 sum of amplitudes←
sum of amplitudes+ temp

10 AvgV alue← sum of amplitudes
P+Q

for loop of line 1 iterates for P +Q times. In each iteration,
it loads the ith file of the training data TD by using the load

function of the Python module librosa. It returns the stream of
amplitudes data and the sampling rate sampling rate. Line
3 initializes a variable sum of amplitudes to zero. Lines
4 to 6 take the absolute value of the amplitudes of the voice
signal carried by the array data. Lines 7 and 8 find the average
value of the amplitudes and assigns this value to the variable
temp. Line 9 accumulates the average values in the variable
sum of amplitudes. Lastly, line 10 finds the grand average
value of all the average values of the amplitudes of the given
training data and assigns this value to the variable AvgV alue.
Algorithm 2 has been designed to train the data based on the
average value found through the Algorithm 1. Line 1 invokes
the Algorithm AvgV alue with the parameters TD, P and Q
and assigns the result to the variable AV . Lines 7 and 8 find
the average value of the amplitudes of the given ith file. If
this value is less than the AV (line 9), this particular file is
being labelled as pathological (line 10), otherwise, it is being
labelled as healthy (line 12).

B. Healthy and Pathological Voice Classifier Based on the
Average Value of the Amplitudes

Proposed pathological voice classifier has been presented
in the Fig. 4. On the left half of the figure, training procedure
has been illustrated in a step by step fashion. The process
gets sparked with the given training data which comprises of
both healthy and pathological voice files. In the next stage, the
amplitudes have been extracted from the given voice signals.
It is followed by the calculation of the average value of the
amplitudes (both in the positive and negative directions). Based
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Fig. 3. Flowchart of extracting AVA.

Algorithm 2: Labelling voice signal as pathological
or healthy based on AvgV alue.

Input: TD, P , Q
Output: pathological

1 AV ← AvgV alue(TD,P,Q)
2 for i← 1 to P +Q do
3 [data, sampling rate]← librosa.load(TD[i])
4 for j ← 1 to len(data) do
5 if data[j] < 0 then
6 data[j]← −data[j]

7 temp← sum(data)
8 temp← temp

len(data)

9 if temp < AV then
10 pathological← true

11 else
12 pathological← false

Fig. 4. AVA based pathological voice classifier.

on this average value AVA, the GaussianNB classifier has been
trained. Same process has been repeated on the right half of
the figure which is pertinent to the testing data. Lastly, the
classifier model outputs whether the particular voice signal is
healthy or of pathological character.

IV. SIMULATION RESULTS

The proposed framework was simulated on the Python 3
software. We have taken 80% voice files as a training data and
20% voice files as a testing data. Additionally, these files have
been taken from the SVD database. The proposed research
project has used this database for the sake of experimenta-
tion. It has a collection of voice recordings of around 2000
people. To put it specifically, it contains 687 healthy voice
comprising of 259 males and 428 females. Moreover, there
are the recordings of 1354 pathological voices comprising of
627 males and 727 females. It is to be noted that all these
recordings contain 71 different pathologies. Moreover, these
recordings were sampled at 50 kHz frequency along with a
16-bit resolution. Additionally, average age of the speakers is
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TABLE II. RESULTS (IN PERCENT FORM) OF DIFFERENT VALIDATION METRICS USING THE PROPOSED METHODOLOGY AND OTHER METHODS

Method Feature Accuracy Precision Recall F1 Score Specificity G-mean
Ref. [10] - 95.41 - 96.13 94.22 - -
Ref. [11] - 93.94 95.08 94.87 94.93 - -
Ref. [12] MFCC 91.17 94.0 91.0 87.0 97.67 87.55
Ref. [13] Peak and Lag 88.70 - 88.69 88.71 -
Ref. [13] Entropy 82.01 - 73.90 89.72 -
Ref. [14] MPEG-7 99.994 - 73.90 89.72 -
Ref. [15] LLE+CD 90.0 - 88.0 - 98.0 -
Ref. [16] MDVP 76.0 - 45.0 - 93.0 -
Proposed AVA 80.0 71.0 100.0 83 60.0 100.0

around 15 years. Apart from that, 1 to 3 seconds is the duration
of these voice samples.

As far as the machine learning algorithm is concerned,
GaussianNB algorithm was chosen to classify the healthy and
pathological voice signals. Moreover, in this study, we have
chosen these validation measures: accuracy, precision, recall
(sensitivity), F-measures, G-mean, and specificity as shown in
Eq. 3 to Eq. 7 [41], [42]. The following describes the various
measures which are frequently employed in the literature.

1) FP (False Positive): The voice signal under consider-
ation is of healthy character but algorithm declares it
as of pathological character.

2) FN (False Negative): The voice signal under con-
sideration is of pathological character but algorithm
declares it as of healthy character.

3) TP (True Positive): The voice signal is of pathological
character and algorithm declares it as of pathological
character.

4) TN (True Negative): The voice signal is of healthy
character and algorithm declares it as of healthy
character.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Precision =
TP

TP + FP
(4)

Sensitivty(Recall) =
TP

TP + FN
(5)

F −Measure =
2× Precision×Recall

Recall + Precision
(6)

Specificity =
TN

TN + FP
(7)

The Table II shows the results of the proposed study. Apart
from that, this table also draws a comparison between the
suggested work and other published researches found in the
literature. As can be seen from the table, we got both the Recall
and G-mean scores as 100% which validates and confirms the
very idea of AVA, we conceived before launching this project.
Apart from that, we got an accuracy of 80% which beats some
of the published works in the literature. Moreover, one can
see that various machine learning experts have used the voice
feature of MFCC, Peak and Lag, Entropy, MPEG-7, LLE+CD
and MDVP. Unfortunately, our study could only beat the study
[16] as far as the metric of accuracy is concerned. However, our
results of Recall, G-Mean and F1 score are very competitive.

Fig. 5. Visual demonstration of validation metrics.

Besides, the Fig. 5 depicts the results of the proposed study
in a graphical form which is more intuitive.

V. DISCUSSION

Many voice features have been investigated as the literature
over the pathological and healthy voice classifiers suggests.
These features are input to the machine learning classifiers
in order to draw a line of separation between the given
pathological and healthy voice files of the different patients.
The authors of this study observed a pattern after drawing
and putting side by side the graphs of the pathological and
healthy voices. The amplitudes of the healthy voice signals
went higher as compared to their pathological counterparts.
This was the very point which was further investigated. In
this way, a novel voice feature termed as Average Values
of the Amplitudes was found which was further imported to
the machine learning classifier in order to draw a clear line
of demarcation between the healthy and pathological voice
signals. This study obtained Recall and G-mean scores as
100% while the accuracy achieved reached to the tune of 80%.
This outcomes vividly imply that the suggested voice feature
is potent enough to predict the healthy and pathological voice
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signals. Moreover, we contend that the proposed voice feature
can be extracted with faster speed as compared to the other
features like MFCC. MFCC has twelve parameters whereas the
proposed one has only one parameter. As far as the limitations
of the proposed framework are concerned, it can’t differentiate
all the voice pathologies.

VI. CONCLUSION

By observing an underlying pattern in the given voice
signals, a novel voice feature AVA has been developed in this
study based on the varying values of the amplitudes of the
healthy and pathological voice signals. Although a plethora of
voice features already exist when one peruses the literature
but this newly developed voice feature is very simple and
robust to draw a clearer line of demarcation between the
healthy and the pathological voice signals. This feature has
been exploited while using the machine learning algorithm
to detect the pathological voices. The simulation and the
machine experimentation rendered very promising results. In
particular, we got the Recall and G-mean score as 100% while
the accuracy achieved by this study is 80%. We assert that
the proposed voice classifier can be installed in some real
world healthcare setting to reap its intrinsic benefits. As a
future work, other machine learning classifiers and the voice
databases would be investigated to examine the workability of
the novel voice feature AVA, this study has produced.
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Ruiz, and G. Castellanos-Domı́nguez, “Automatic detection of patho-
logical voices using complexity measures, noise parameters, and mel-
cepstral coefficients,” IEEE Transactions on biomedical engineering,
vol. 58, no. 2, pp. 370–379, 2010.

[16] A. Al-Nasheri, G. Muhammad, M. Alsulaiman, Z. Ali, T. A. Mesallam,
M. Farahat, K. H. Malki, and M. A. Bencherif, “An investigation of
multidimensional voice program parameters in three different databases
for voice pathology detection and classification,” Journal of Voice,
vol. 31, no. 1, pp. 113–e9, 2017.

[17] R. Ranjbarzadeh, S. Dorosti, S. Jafarzadeh Ghoushchi, S. Safavi,
N. Razmjooy, N. Tataei Sarshar, S. Anari, and M. Bendechache, “Nerve
optic segmentation in ct images using a deep learning model and a
texture descriptor,” Complex & Intelligent Systems, vol. 8, no. 4, pp.
3543–3557, 2022.

[18] C. Yan and N. Razmjooy, “Kidney stone detection using an optimized
deep believe network by fractional coronavirus herd immunity opti-
mizer,” Biomedical Signal Processing and Control, vol. 86, p. 104951,
2023.

[19] M. Naeem, W. K. Mashwani, M. Abiad, H. Shah, Z. Khan, and
M. Aamir, “Soft computing techniques for forecasting of covid-19 in
pakistan,” Alexandria Engineering Journal, vol. 63, pp. 45–56, 2023.

[20] N. Razmjooy, V. V. Estrela, and H. J. Loschi, “Entropy-based breast
cancer detection in digital mammograms using world cup optimization
algorithm,” in Research Anthology on Medical Informatics in Breast
and Cervical Cancer. IGI Global, 2023, pp. 645–665.

[21] K. Shojaei and M. Abdolmaleki, “Saturated observer-based adaptive
neural network leader-following control of n tractors with n-trailers with
a guaranteed performance,” International Journal of Adaptive Control
and Signal Processing, vol. 35, no. 1, pp. 15–37, 2021.

[22] P. Singh, M. Sahidullah, and G. Saha, “Modulation spectral features
for speech emotion recognition using deep neural networks,” Speech
Communication, vol. 146, pp. 53–69, 2023.

[23] R. Islam, M. Tarique, and E. Abdel-Raheem, “A survey on signal
processing based pathological voice detection techniques,” IEEE Access,
vol. 8, pp. 66 749–66 776, 2020.

[24] H. Chen, L. Ran, X. Sun, and C. Cai, “Sw-wavenet: Learning represen-
tation from spectrogram and wavegram using wavenet for anomalous
sound detection,” in ICASSP 2023-2023 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2023,
pp. 1–5.

www.ijacsa.thesai.org 1091 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

[25] T. Kaneko, K. Tanaka, H. Kameoka, and S. Seki, “istftnet: Fast and
lightweight mel-spectrogram vocoder incorporating inverse short-time
fourier transform,” in ICASSP 2022-2022 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP). IEEE,
2022, pp. 6207–6211.

[26] M. S. Khan, N. Salsabil, M. G. R. Alam, M. A. A. Dewan, and M. Z.
Uddin, “Cnn-xgboost fusion-based affective state recognition using eeg
spectrogram image analysis,” Scientific Reports, vol. 12, no. 1, p. 14122,
2022.

[27] G. Aggarwal, K. Jhajharia, J. Izhar, M. Kumar, and L. Abualigah, “A
machine learning approach to classify biomedical acoustic features for
baby cries,” Journal of Voice, 2023.

[28] M. Du, S. Liu, T. Wang, W. Zhang, Y. Ke, L. Chen, and D. Ming,
“Depression recognition using a proposed speech chain model fusing
speech production and perception features,” Journal of Affective Disor-
ders, vol. 323, pp. 299–308, 2023.

[29] L. Jing, M. Zhao, P. Li, and X. Xu, “A convolutional neural network
based feature learning and fault diagnosis method for the condition
monitoring of gearbox,” Measurement, vol. 111, pp. 1–10, 2017.

[30] A. Abeysinghe, M. Fard, R. Jazar, F. Zambetta, and J. Davy, “Mel
frequency cepstral coefficient temporal feature integration for classify-
ing squeak and rattle noise,” The Journal of the Acoustical Society of
America, vol. 150, no. 1, pp. 193–201, 2021.

[31] S. Chachada and C.-C. J. Kuo, “Environmental sound recognition: A
survey,” APSIPA Transactions on Signal and Information Processing,
vol. 3, p. e14, 2014.

[32] A. Abeysinghe, M. Fard, R. Jazar, F. Zambetta, and J. Davy, “Mel
frequency cepstral coefficient temporal feature integration for classify-
ing squeak and rattle noise,” The Journal of the Acoustical Society of
America, vol. 150, no. 1, pp. 193–201, 2021.

[33] M. S. Hossain and G. Muhammad, “Environment classification for
urban big data using deep learning,” IEEE Communications Magazine,
vol. 56, no. 11, pp. 44–50, 2018.

[34] S. Tiwari, V. Sapra, and A. Jain, “Heartbeat sound classification
using mel-frequency cepstral coefficients and deep convolutional neural

network,” in Advances in Computational Techniques for Biomedical
Image Analysis. Elsevier, 2020, pp. 115–131.

[35] S.-H. Fang, Y. Tsao, M.-J. Hsiao, J.-Y. Chen, Y.-H. Lai, F.-C. Lin, and
C.-T. Wang, “Detection of pathological voice using cepstrum vectors: A
deep learning approach,” Journal of Voice, vol. 33, no. 5, pp. 634–641,
2019.

[36] C. Vikram and K. Umarani, “Pathological voice analysis to detect
neurological disorders using mfcc and svm,” Int. J. Adv. Electr. Electron.
Eng, vol. 2, no. 4, pp. 87–91, 2013.

[37] A. Sasou, “Automatic identification of pathological voice quality based
on the grbas categorization,” in 2017 Asia-Pacific Signal and Informa-
tion Processing Association Annual Summit and Conference (APSIPA
ASC). IEEE, 2017, pp. 1243–1247.

[38] S. Shinohara, Y. Omiya, M. Nakamura, N. Hagiwara, M. Higuchi,
S. Mitsuyoshi, and S. Tokuno, “Multilingual evaluation of voice dis-
ability index using pitch rate,” Adv. Sci. Technol. Eng. Syst. J, vol. 2,
no. 3, pp. 765–772, 2017.

[39] M. Sarria-Paja and G. Castellanos-Domı́nguez, “Robust pathological
voice detection based on component information from hmm,” in Ad-
vances in Nonlinear Speech Processing: 5th International Conference
on Nonlinear Speech Processing, NOLISP 2011, Las Palmas de Gran
Canaria, Spain, November 7-9, 2011. Proceedings 5. Springer, 2011,
pp. 254–261.

[40] M. R. Jamaludin, S. H. Salleh, T. T. Swee, K. Ahmad, A. K. Ibrahim,
and K. Ismail, “An improved time domain pitch detection algorithm
for pathological voice,” American Journal of Applied Sciences, vol. 9,
no. 1, p. 93, 2012.

[41] M. A. A. Albadr, S. Tiun, F. T. Al-Dhief, and M. A. Sammour, “Spoken
language identification based on the enhanced self-adjusting extreme
learning machine approach,” PloS one, vol. 13, no. 4, p. e0194770,
2018.

[42] M. A. A. Albadr, S. Tiun, M. Ayob, F. T. Al-Dhief, K. Omar, and
F. A. Hamzah, “Optimised genetic algorithm-extreme learning machine
approach for automatic covid-19 detection,” PloS one, vol. 15, no. 12,
p. e0242899, 2020.

www.ijacsa.thesai.org 1092 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 9, 2023

Improved Model for Smoke Detection Based on
Concentration Features using YOLOv7tiny

Yuanpan ZHENG1*, Liwei Niu2, Xinxin GAN3, Hui WANG4, Boyang XU5, Zhenyu WANG6

Zhengzhou University of Light Industry, Zhengzhou 450000, Henan, China1,2,4,6

SIPPR Engineering Group Co., Ltd, Zhengzhou 450007, Henan, China3

Zhengzhou University of Industrial Technology, Zhengzhou 451100, Henan, China5

Abstract—Smoke is often present in the early stages of a fire.
Detecting low smoke concentration and small targets during these
early stages can be challenging. This paper proposes an improved
smoke detection algorithm that leverages the characteristics of
smoke concentration using YOLOv7tiny. The improved algorithm
consists of the following components: 1) utilizing the dark channel
prior theory to extract smoke concentration characteristics and
using the synthesized αRGB image as an input feature to
enhance the features of sparse smoke; 2) designing a light-BiFPN
multi-scale feature fusion structure to improve the detection
performance of small target smoke; 3) using depth separable
convolution to replace the original standard convolution and
reduce the model parameter quantity. Experimental results on
a self-made dataset show that the improved algorithm performs
better in detecting sparse smoke and small target smoke, with
mAP@0.5 and Recall reaching 94.03% and 95.62% respectively,
and the detection FPS increasing to 118.78 frames/s. Moreover,
the model parameter quantity decreases to 4.97M. The improved
algorithm demonstrates superior performance in the detection of
sparse and small smoke in the early stages of a fire.

Keywords—YOLOv7tiny; smoke detection; dark channel; smoke
concentration; feature fusion; depthwise separable convolution

I. INTRODUCTION

With the rapid development of the national economy and
various industries, factories are producing more production
materials, but they are also facing increased safety risks.
High-density residential buildings are increasingly engaging
in intensive fire and electricity usage behaviors. According to
statistics from the Ministry of Emergency Management as of
January 20, 2022, there were a total of 748,000 recorded fires
in 2021, resulting in over 4,000 casualties and direct economic
losses exceeding 6.75 billion yuan [1]. Therefore, it is crucial
to research fire and smoke detection methods to ensure public
property safety.

Currently, smoke detection research can be categorized into
methods based on hardware sensors and wireless signals, and
methods based on computer vision [2]. However, methods
based on hardware sensors and wireless signals have poor
adaptability in certain scenarios and do not perform well
[3]. To overcome these limitations, computer vision-based
smoke detection methods have been widely employed in recent
years. Surveillance systems have also evolved from simulation-
based, networked, and high-definition systems to intelligent
systems. Now, surveillance resources are not only utilized for
local monitoring functions but also integrated with computer
vision for intelligent monitoring. Object detection algorithms
based on deep learning have rapidly developed and become

the mainstream method for smoke detection, as they possess
powerful feature learning and representation capabilities, better
meeting the requirements of the big data era in comparison to
traditional machine learning methods [4].

He et al. [5] proposed a deep fusion convolutional neural
network for smoke detection based on efficient attention, in-
tegrating spatial and channel attention mechanisms to address
the issue of detecting small smoke. Sun et al. [6] presented an
improved convolutional neural network for the rapid identifi-
cation of forest fire smoke. However, the algorithm has poor
generalization ability and weak robustness, only exhibiting
high detection capability in specific scenarios. Wang et al.
[7] proposed a smoke detection algorithm based on Faster R-
CNN. Firstly, smoke is extracted based on its motion features,
and then the Faster R-CNN network is used to extract and
recognize the smoke image features, achieving high accuracy.
However, the Faster R-CNN network structure is complex, and
real-time detection is poor.

In recent years, the YOLO series models have garnered
extensive research in the field of object detection due to
their real-time performance, one-stage detection, simplicity,
and good accuracy. Ren et al. [8] implemented fire detection
and recognition using an improved YOLOv3 network. The
algorithm improves the accuracy and detection speed of small
smoke targets by modifying the predicted box sizes of the
K-means clustering algorithm in YOLOv3. Cao et al. [9] pro-
posed a precision enhancement strategy for YOLOv4 based on
multi-scale feature maps and made improvements in detecting
small objects by enhancing the feature extraction network.
However, this significantly increased the algorithm complexity,
resulting in a significant decrease in real-time detection. Xue
et al. [10] proposed an improved model based on YOLOv5s.
To address the issue of capturing effective information from
small-sized targets in long-distance forest fire images, transfer
learning methods were used to enhance the accuracy of small-
target forest fire smoke detection. However, this model has a
complex structure, and the detection accuracy is not sufficient
[11].

The aforementioned fire smoke detection algorithms have
improved the accuracy of smoke detection to some extent.
However, they still face the following difficulties in the early
stages of actual fire scenarios: 1) high false negative rate for
thin smoke with a slow initial spread in fires; 2) difficulty in
detecting small smoke targets captured from long distances;
3) high complexity of model algorithms, making real-time
detection challenging.
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To address these issues, this paper proposes a YOLOv7tiny
lightweight improved network based on smoke concentration
features, which significantly enhances the original network
for complex smoke detection scenarios. The algorithm mainly
includes 1) Extracting smoke concentration features based
on the atmospheric transmission principle to enhance smoke
characteristics and improve the detection capability for thin
smoke; 2) Using a weighted bidirectional feature fusion struc-
ture to replace the original PAN+FPN feature fusion method,
enhancing the algorithm’s ability to detect small smoke targets;
3) Replacing the regular convolutions in the original network
with depthwise separable convolutions with fewer parameters.
The main contributions of this paper are:

1) Extracting smoke image concentration features based
on the dark channel prior theory and enhancing the original
RGB image to an αRGB image with smoke concentration
features as the network input have been proven to enhance
the detection capability of early-stage fires with thin smoke
through experiments.

2) Proposing a lightweight feature fusion structure (light-
BiFPN) to enhance the detection of small smoke targets in
the YOLOv7tiny network and reduce the false negative rate of
small smoke targets.

3) Replacing the standard convolutions of the original algo-
rithm with depthwise separable convolutions, and experimental
results show a significant reduction in parameters with minimal
impact on accuracy.

Finally, the superiority of the proposed improvement algo-
rithm was confirmed by analyzing the experimental results.

4) A dataset was created for detecting smoke objects in

outdoor real-world scenes. The dataset comprises 1671 smoke
images with corresponding labels indicating the position of
the smoke bounding boxes. This dataset holds immense sig-
nificance for researching the detection of smoke in the initial
phases of actual fire scenarios.

II. BACKGROUND

The YOLOv7 algorithm is a novel object detection algo-
rithm introduced by the original development team of YOLOv4
in July 2022. Compared to previous versions of the YOLO
series, this algorithm enhances the learning capability of the
network through the use of the C5 module in the aggrega-
tion network. Additionally, it introduces attention mechanisms
in the backbone feature extraction network to optimize the
representation of target features, thereby achieving real-time
detection. However, this algorithm has a relatively lower aver-
age precision. To achieve high-precision fire smoke detection
in complex outdoor environments while reducing the number
of algorithm parameters and improving detection speed, this
study proposes improvements to the YOLOv7tiny algorithm.
The improved algorithm includes the incorporation of a smoke
concentration feature extraction structure and the use of a more
lightweight multi-scale feature fusion network and optimized
depthwise separable convolutions. With these enhancements,
the algorithm can adapt to complex scenarios and achieve good
real-time detection capability.

YOLOv7tiny is a deep learning-based object detection
model composed of four parts: Input, Backbone, Neck, and
Head. Fig. 1 shows the diagram of the YOLOv7tiny model.
The Input part applies random mosaic data augmentation
and K-means clustering to optimize the model training by
designing anchor boxes for preprocessing the input images.

Fig. 1. The general architecture of the YOLOv7tiny network.
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The Backbone part consists of multiple CBL modules, a C5
layer, and an MP layer. The CBL module is composed of a
Convolution layer, a Batch Normalization layer, and a Leaky
ReLU function. The C5 layer is formed by concatenating
multiple CBL modules, and the MP layer includes CBL
modules and Maxpool. The Neck part employs a feature fusion
network, which adopts the YOLOv5 series Path Aggregation
Feature Pyramid Network (PAFPN) architecture and combines
Feature Pyramid Networks (FPN) [12] and Path Aggregation
Networks (PAN) [13] to achieve multi-scale learning and
retain small object features before downsampling. However,
tensor concatenation for feature fusion lacks comprehensive
integration of adjacent layer information, and nearest-neighbor
interpolation for upsampling cannot effectively balance speed
and accuracy in smoke detection tasks. The fusion network
does not adequately focus on small object feature information,
which can result in feature loss. The Head part uses a detection
head similar to the YOLOR model, introducing the Implicit
representation strategy [14] to refine the predictions. Based on
the fused feature values, the images are classified into large,
medium, and small categories, with the small image prediction
branch primarily focusing on small defect objects. However,
the detection head’s use of IDetect to connect ordinary con-
volution prevents the fusion results from emphasizing the
intended targets. Additionally, the detection head lacks targeted
strategies to enhance small object detection performance.

III. PROPOSED METHOD

A. Smoke Concentration Feature Extraction Based on Dark
Channel

Smoke concentration is a characteristic of smoke that
directly reflects the content of smoke in the air per unit
volume. In images, smoke concentration is closely related to
the transmittance of the smoke image.

α = 1− t (1)

Generally, the larger the smoke concentration (α), the smaller
the transmittance of the image (t). The transmittance can
be described by the smoke diffusion equation, which is a
commonly used mathematical model for describing smoke
concentration. Its form is as follows:

I = J × t+A× (1− t) (2)

Here, I represents the original foggy image, J represents the
clear image after defogging, t represents the image transmis-
sion rate, and A represents the atmospheric light intensity. The
dark channel prior theory [15] is a commonly used image
defogging algorithm. It is based on the fog equation in Eq.
(2) and analyzes the dark channel of the image to extract the
transmission rate of the foggy image, thereby achieving image-
defogging. The formula for the dark channel prior theory is as
follows:

min
Ω

(min
C

IC

AC
) =

{
min
Ω

(min
C

JC

AC
)

}
t+ 1− t (3)

In the equation, IC represents the RGB channels of the original
foggy image, and JC represents the clear and fog-free image.
Through the analysis conducted by He et al. [15], it has been

revealed that the majority of images in real outdoor fog-free
scenes have a significant amount of dark channels with very
low pixel values, i.e., min

Ω
(min

C

JC

AC ) → 0. Therefore, after
simplifying Equation (3), we can proceed with the processing:

t = 1−min
Ω

(min
C

IC

AC
) (4)

In the equation, Ω represents the sliding window size. First,
the brightest region is searched in the dark channel image, and
then the brightness of the corresponding region in the original
image is taken as the atmospheric light intensity (AC). As
a result, the transmission rate of the foggy image (t) can be
calculated.

Fig. 2. Smoke image and corresponding transmittance grayscale image.

Fig. 3. Extraction of concentration features.

Mo et al. [16] extracted smoke transmittance based on the
smoke aerosol equation and measured smoke concentration
under different lighting conditions. The experiments demon-
strated that using smoke transmittance for estimating smoke
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concentration is feasible and accurate. According to Eq. (4),
the transmittance of smoke images can be calculated pixel
by pixel. Mapping the transmittance of smoke to a grayscale
image allows for a visual representation of the transmittance
map as shown in Fig. 2 (bottom).

The transmittance grayscale image exhibits dark areas that
indicate low transmittance, suggesting a blockage of light, sim-
ilar to smoke particles. Consequently, the smoke transmittance
image is combined with the RGB image of the smoke, creating
a four-dimensional vector as the input for the network model.
This merged αRGB image, as depicted in Fig. 3, retains the
original image’s shape, color, and texture, while also reflecting
the inherent concentration features of the smoke.

B. Improved Feature Fusion Network

Fig. 4 shows the PAN, BiFPN, and light-BiFPN feature
fusion structures. In object detection tasks, feature fusion plays
a crucial role in enhancing model accuracy. Traditional feature
fusion methods focus on top-down and bottom-up feature
propagation processes, with the PAN structure (Fig. 4(a)) being
the most representative method [13]. By cascading, the PAN
structure merges feature information from different levels and
scales to expand the model’s receptive field and improve detec-
tion accuracy. Its main advantage lies in effectively leveraging
information from features of various scales to obtain a richer
and more accurate representation.

However, the PAN structure does have some deficiencies
when dealing with small objects, which can be manifested in
the following two aspects:

1) Feature Information Loss: When merging feature
information from different levels and scales, the PAN
structure is prone to information loss, especially
impacting the detection performance of small objects.

2) Unstable Fusion Effects: The cascading approach
utilized in the PAN structure tends to encounter prob-
lems like gradient vanishing or explosion, leading to
unstable feature fusion effects.

To address these issues, this study replaces the original
PAN structure with the light-BiFPN (Bidirectional Feature
Pyramid Network) [17]. The BiFPN structure [Fig. 4(b)]
introduces lateral connections during the top-down and bottom-
up fusion processes, effectively enhancing the exchange and
transmission of feature information, particularly improving the
detection performance of small targets.

The BiFPN structure is composed of multiple cascaded
BiFPN modules. Each module comprises two feature propa-
gation paths (top-down and bottom-up) and lateral connection
paths. During the feature propagation process, the BiFPN
module adopts a multi-level feature fusion approach to com-
bine features from multiple sizes. These fused features are
then passed to the subsequent module until the final module
outputs the ultimate feature map. The lateral connection paths
employ learnable weights to facilitate effective feature fusion
between different layers. The weights of lateral connections
are obtained through convolutional operations. Assuming the
input feature map is xi, the weights of lateral connections wij

can be denoted as:

wij = ReLU(Wij [xi, xj ]) (5)

Here, Wij represents a learnable weight matrix, and [xi, xj ]
signifies the concatenation of feature maps xi and xj .

Compared to the PAN structure, the BiFPN structure bet-
ter preserves detailed information of small targets, thereby
improving the accuracy and robustness of object detection.
Additionally, due to the scalability of the BiFPN structure,
different numbers of modules and structural parameters can be
chosen according to the specific scenario to achieve optimal
detection performance. The light-BiFPN used in this study
[Fig. 4(c)] reduces the feature layers P6 and P7 to reduce
model parameters and optimize model speed.

C. Depthwise Separable Convolution

In object detection algorithms, convolutional neural net-
works (CNN) are commonly employed as backbone networks
to extract image features. Standard convolution serves as

Fig. 4. PAN, BiFPN, and light-BiFPN feature fusion structures.
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one of the most prevalent CNN modules, extracting features
by conducting convolution operations on input feature maps
and convolution kernels. However, when dealing with large-
scale feature maps, standard convolution leads to significantly
increased computational and memory consumption, restricting
the depth and complexity of the model.

To address this issue, this paper adopts Depthwise Sepa-
rable Convolution (DSC) [18] as a replacement for standard
convolution in the backbone network. Depthwise Separable
Convolution decomposes the standard convolution into depth-
wise convolution and pointwise convolution, performing con-
volution operations on each channel and each pixel of the input
feature map, respectively. This approach considerably reduces
the number of parameters and computations while ensuring the
accuracy and efficiency of the model.

Depthwise Separable Convolution can be represented by
the following formula:

Y& = PW (DW (X)) (6)

Where X represents the input feature map, DW represents
the depth convolution operation, PW represents the pointwise
convolution operation, and W represents the parameters of
the convolutional kernel. The depth convolution operation
and the pointwise convolution operation correspond to two
independent convolutional layers, with parameter quantities
of Dk and Dk × Do, respectively. Here, Dk represents the
number of channels in the input feature map, K represents
the size of the convolutional kernel, and Do represents the
number of channels in the output feature map. Compared to
standard convolution, depthwise separable convolution reduces
the parameter and computational requirements by K2 and Dk

times, respectively.

IV. EXPERIMENTAL AND RESULT ANALYSIS

To test the effectiveness of the improved algorithm, train-
ing and testing were conducted on a self-made dataset. The
optimization effects of various improvements were analyzed
through horizontal comparative experiments and vertical abla-
tion experiments.

Fig. 5. Sample images from a self-made fire smoke detection dataset.

Fig. 6. Example of image annotation.
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A. Dataset and Preprocessing

Currently, there is a limited availability of publicly ac-
cessible outdoor real fire smoke datasets. In this study, 3604
unlabeled smoke images were collected from publicly available
smoke image datasets, as shown in Fig. 5. After removing
low-quality images, 1671 smoke images were selected and
manually annotated using the LabelImg tool to create a self-
made smoke detection dataset in Pascal VOC2007 format.
Fig. 6 demonstrates the smoke targets and their corresponding
XML information. The dataset was split as follows:

(TrainingSet+ V alidationSet) : TestSet = 9 : 1

TrainingSet : V alidationSet = 9 : 1

The training set, validation set, and test set consist of 1352,
151, and 168 images, respectively.

In the data preprocessing stage of this experiment, in
addition to using traditional image processing techniques such
as image flipping and HSV color space enhancement, random
mosaic, and mixup image processing techniques [19] were also
applied to randomly augment the dataset, aiming to enhance
the robustness of the model.

The random mosaic technique combines multiple images
into a new image to enhance the diversity of the dataset,
while the mixup technique linearly blends two different images
to generate a new image. Both data augmentation techniques
effectively increase the sample size of the dataset, improving
the model’s generalization ability and further enhancing the
accuracy of smoke object detection.

B. Experimental Environment and Parameter Settings

1) Hardware and software Environment

The experimental hardware environment of this article is
shown in Table I.

TABLE I. EXPERIMENTAL ENVIRONMENT

CPU AMD EPYC 7773X @ 3.50GHz
GPU GeForce RTX 3090
RAM 30G
Operating System Ubuntu
Programming Language Python 3.8
Deep Learning Framework PyTorch 1.8
GPU Acceleration Library CUDA 11.1

2) Training Hyperparameters Settings

The experimental hyperparameter settings of this article are
shown in Table II.

TABLE II. TRAINING HYPERPARAMETERS SETTINGS

Hyperparameter Value
Mosaic Probability 0.5
Mixup Probability 0.5
Maximum Learning Rate 0.01
Minimum Learning Rate 0.0001
Epoch 300

During the training process, the VOC pre-trained weights
of YOLOv7tiny were utilized. The first 50 epochs comprised

of frozen training, where only the Neck and Head parts’
parameters were trained while the backbone feature extraction
network remained frozen. From epoch 51 to 300, the unfrozen
training stage occurred, and the entire network was trained.
The batch size was set to 64 during the frozen training
stage, and it was reduced to 32 during the unfrozen training
stage to accommodate the increase in training parameters.
The cosine learning rate decay method was employed to
progressively decrease the learning rate from 0.01 to 0.0001.
The stochastic gradient descent method with a momentum of
0.937 was chosen as the parameter optimizer. Additionally, a
weight decay coefficient of 5e-4 was implemented to prevent
overfitting during the training process.

C. Evaluation Metrics

To evaluate the performance of the improved algorithm,
this study uses four metrics for algorithm assessment: Recall,
mean Average Precision (mAP), Frames Per Second (FPS),
and model parameter count (Params).

1) Recall: Recall measures the detection rate of a model
for all true positive samples. In smoke object detection tasks,
the calculation formula for Recall is as follows:

Recall =
TP

TP + FN
(7)

Where TP represents true positive, referring to the number
of positive samples correctly detected by the model, while
FN represents false negative, indicating the number of positive
samples that the model fails to detect. Recall is utilized in this
paper as one of the evaluation metrics to assess the detection
capability of the algorithm.

2) mAP: mAP stands for mean Average Precision, which
measures the average precision of a model at different confi-
dence thresholds. In smoke object detection tasks, the formula
to calculate mAP is as follows:

mAP =
1

n

∑n

i=1
APi (8)

Where n represents the number of classes, and APi represents
the average precision of the ith class. In this paper, since only
smoke is involved as the target, mAP can be considered as AP,
used to evaluate the detection accuracy of the algorithm.

3) FPS: FPS stands for Frames Per Second, which mea-
sures the number of frames processed by a model per unit of
time. In the smoke detection task, the calculation formula for
FPS is as follows:

FPS =
1

t
(9)

In this case, t represents the average time for processing a
frame image. This paper utilizes Frames Per Second (FPS) as
one of the evaluation metrics to assess the detection speed of
the algorithm.

4) Params: The model parameter count refers to the num-
ber of trainable parameters in the model, which is an important
indicator for evaluating model complexity. In the task of smoke
object detection, the calculation formula for model parameter
count is given by Eq. 10.

N =
∑n

i=1
(wihicik

2
i + bi) (10)
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TABLE III. ABLATION EXPERIMENT RESULTS

Experimental Number Improvement Evaluation Metric
αRGB Light-BiFPN DSC Recall mAP@0.5 FPS Params(M)

1 é é é 88.21% 89.48% 106.65 6.23
2 Ë é é 91.12% 92.33% 95.40 6.23
3 é Ë é 91.99% 91.54% 94.46 6.31
4 é é Ë 86.63% 87.80% 124.68 4.82
5 Ë Ë Ë 95.62% 94.03% 118.78 4.97

Here, n represents the number of layers in the model. wi, hi,
and ci represent the width, height, and number of channels of
layer i, respectively. ki represents the size of the convolutional
kernel in layer i, and bi represents the bias term in layer i. In
this study, the model complexity is evaluated based on the
number of model parameters.

D. Ablation Experiment

To validate the benefits of each improvement point on the
network model, five ablation experiments were conducted. The
experimental environment and parameter settings were kept
consistent. The results of the ablation experiments are shown
in Table III.

1) The first set of experiments is conducted using the
YOLOv7tiny algorithm, serving as a comparative benchmark
for the subsequent improvement experiments.

2) The second group of experiments is a control experi-
ment with the inclusion of smoke concentration features. By
introducing smoke concentration features, the computational
burden of the model increases, resulting in a decrease in the
detection frame rate. However, it achieved good performance
in terms of Recall and mAP, with improvements of 2.91 and
2.85 percentage points, respectively.

3) By analyzing the experimental data of the first and third
groups, it is concluded that the light-BiFPN structure increases
the number of model parameters due to the addition of skip
connections, which leads to a decrease in the detection frame
rate. However, it demonstrates good performance in terms of
accuracy and recall rate, with improvements of 3.78 and 2.06
percentage points, respectively.

4) The fourth set of experiments replaced the standard
convolution in the original YOLOv7tiny network model with
depthwise separable convolution (DSC). Analyzing the experi-
mental data compared to the baseline network reveals that DSC
can significantly reduce the number of parameters and improve
the detection frame rate. However, the reduced number of
parameters limits the expressive power of the model.

5) In the fifth experiment, the improved YOLOv7tiny
network based on smoke concentration features proposed in
this paper is evaluated. From the experimental data, it can be
observed that compared to the baseline network, the Recall
and mAP have improved by 7.41 and 4.55 percentage points,
respectively. The FPS has improved by 12.13 frames/s, and the
number of parameters has decreased from 6.23M to 4.97M.
Therefore, it can be concluded that the algorithm proposed in
this paper is lighter and more accurate.

E. Comparative Experiment

To investigate the performance of the improved network in
detecting different targets, this study conducted three sets of
comparative experiments on a self-made dataset: comprehen-
sive comparison experiment, smoke concentration comparison
experiment, and multi-scale target comparison experiment. To
comprehensively assess the performance of the algorithm,
mainstream object detection models were selected as the com-
parison models, including RetinaNet [20], CenterNet [21], Ef-
ficientDet [22], Faster R-CNN [23], SSD [24], and YOLOv5s
[25].

1) Comprehensive comparative experiment: A comprehen-
sive comparative experiment was conducted by training six
mainstream detection algorithms on a self-made dataset for 300
epochs as comparison algorithms to the proposed algorithm
in this paper. From the variations of mAP@0.5 of each
algorithm during the training process (shown in Fig. 7), it
can be observed that, apart from the proposed algorithm,
Faster R-CNN and YOLOv5s performed remarkably well on
this dataset. Both the proposed algorithm and Faster R-CNN
converged quickly (basically converged at 50 epochs). The
proposed algorithm achieved an mAP of 94.03% after final
convergence, surpassing other algorithms.

Fig. 7. mAP@0.5 Variation Graph of Each Algorithm during Training
Process.

2) Smoke Concentration Comparison Experiment: The
concentration features are extracted from the smoke images
in the dataset. Then, the mean concentration of the smoke
region can be obtained by calculating the average of the con-
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centrations within the smoke bounding box. The distribution
of smoke concentrations in this dataset is shown in Fig. 8.

Fig. 8. Histogram of Smoke Target Concentration Distribution.

In Fig. 8, the x-axis represents the smoke concentration,
and the y-axis represents the number of smoke images cor-
responding to each concentration. In this experiment, the
smoke concentration is divided into low concentration and high
concentration. The low concentration is defined as below 0.5,
and the high concentration is defined as 0.5 and above. The
performance of the improved model and mainstream object
detection models are compared on the low-concentration and
high-concentration test image sets.

TABLE IV. EXPERIMENTAL RESULTS OF SMOKE CONCENTRATION
COMPARISON

Compare Models Low Concentration
mAP(%)

High Concentration
mAP(%) Params (M)

RetinaNet 84.75% 88.01% 36.33
CenterNet 83.35% 87.64% 32.67
EfficientDet 82.56% 86.51% 3.83
Faster R-CNN 90.45% 93.67% 136.69
SSD 82.96% 87.26% 23.61
YOLOv5s 86.75% 90.43% 46.63
Ours 93.27% 94.64% 4.97

From Table IV, it can be observed that both the mainstream
algorithm models and our proposed improved algorithm model
achieve similar detection accuracy for high-concentration
smoke. However, our improved algorithm model achieves a
significant reduction in parameter size, down to 4.97M. This
reduction is particularly important for deploying the model
on edge devices. Ordinary algorithms struggle to distinguish
low-concentration smoke due to its semi-transparent nature. In
contrast, our improved algorithm achieves good performance
on low-concentration smoke, thanks to the introduced αRGB
concentration feature.

3) Multi-scale Object Comparison Experiment: In the early
stage of a fire, the smoke volume is usually small. However,
the detection of smoke in the early stage is particularly
important for firefighting. Therefore, a small object comparison

experiment is designed to test the performance of different
algorithms in detecting smoke from small objects.

Using the K-means algorithm, a cluster analysis of the size
of smoke targets in the dataset was performed. The average
silhouette coefficient was found to be 1.74, and the center
points corresponded to large, medium, and small targets with
sizes of 33×23, 80×60, and 160×142, respectively. Fig. 9 shows
the distribution of width and height for the three scales of
smoke targets in the self-made dataset. The horizontal axis
represents the width of the smoke target, and the vertical axis
represents the height of the smoke target.

The scale analysis of 168 smoke images in the test set
reveals that there are 36 large objects, 47 medium-sized
objects, and 85 small objects. As shown in Fig. 10, it can be
observed that small smoke objects occupy a significant portion.
The detection results of various algorithm models on this test
set are shown in Fig. 10.

From the multi-scale object comparison experimental re-
sults in Fig. 11, it can be seen that although CenterNet, Effi-
cientDet, SSD, and YOLOv5s have higher mAP in detecting
large and medium objects, they are slightly inferior in detecting
small objects. RetinaNet and Faster R-CNN perform well in
detecting objects of different scales, but overall, the mAP is
relatively low. By using improved algorithms, especially the
optimization of light-BiFPN, the detection accuracy of small
objects is significantly improved, and they have higher mAP
in object detection at various scales.

Fig. 9. Distribution of smoke objects in self-made dataset.

Fig. 10. Proportion of smoke objects at various scales in the test set.
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Fig. 11. Multi-scale object comparison experimental results.

Based on the multi-scale object comparison experimental
results shown in Fig. 11, it can be observed that CenterNet,
EfficientDet, SSD, and YOLOv5s have higher mean Aver-
age Precision (mAP) in detecting large and medium objects.
However, they are slightly inferior in detecting small objects.
RetinaNet and Faster R-CNN perform well in detecting objects
of different scales but have relatively low overall mAP. On
the other hand, our improved algorithms, especially with
the optimization of light-BiFPN, achieve significantly better
detection accuracy for small objects and higher mAP in object
detection at various scales.

F. Detection Performance Analysis

The YOLOv7tiny algorithm performs poorly in detecting
sparse smoke due to its low concentration in the early stages of
a fire. This is because sparse smoke appears semi-transparent,
often leading to false alarms [Fig. 12(a), Fig. 12(b)], missed
detections [Fig. 12(d)], and low detection accuracy [Fig. 12(c)].
However, after introducing the αRGB feature, our algorithm
significantly improves the detection capability of sparse smoke
[Fig. 13(a-d)]. Nonetheless, due to the limited proportion
of low-concentration smoke in the dataset, occasional cases
may arise where the detected bounding boxes do not align
with the actual ones [Fig. 13(f)]. By optimizing the light-
BiFPN, our algorithm achieves more accurate detection of
small targets [Fig. 13(d)] and performs closer to ideal in
complex environments [Fig. 13(e)].

Fig. 12 shows the detection performance of the
YOLOv7tiny algorithm, while Fig. 13 depicts the detection
performance of our improved algorithm.

V. CONCLUSION

Fire and smoke detection plays a significant role in en-
suring fire safety. By combining computer vision technology
to accurately locate early-stage smoke in a fire, it serves
as an important tool for fire warning and prevention of fire
spread. To improve the detection of small and sparse smoke
in the early stages of a fire, this study extracts features related
to smoke concentration, improves feature fusion structures,
and optimizes algorithm complexity. By comparing with other
models on a self-made dataset, the recall rate reaches 95.62%,
mAP reaches 94.03%, and the detection FPS is increased

to 118.78. The algorithm complexity is reduced to 4.97M.
The experimental results demonstrate the superiority of the
improved algorithm in detecting sparse smoke. In future work,
the algorithm will be further optimized in two aspects: firstly,
by increasing the proportion of sparse smoke in the dataset
to enhance algorithm robustness; secondly, by attempting
to enhance algorithm expression capability through attention
mechanisms, thereby further improving detection accuracy.
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Abstract—Cloud computing has gained prominence due to its 

potential for computational tasks, but the associated energy 

consumption and carbon emissions remain significant challenges. 

Allocating Virtual Machines (VMs) to Physical Machines (PMs) 

in cloud data centers, a known NP-hard problem, offers an 

avenue for enhancing energy efficiency. This paper presents an 

energy-conscious optimization approach utilizing the Giant 

Trevally Optimizer (GTO) which is inspired by the hunting 

strategies of the giant trevally, a proficient marine predator. Our 

study mathematically models the trevally's hunting behavior 

when targeting seabirds. The trevally's approach involves 

strategic selection of optimal hunting locations based on food 

availability, including pursuing seabird prey in the air or seizing 

it from the water's surface. Through extensive simulations, our 

method demonstrates superior performance in terms of 

skewness, CPU utilization, memory utilization, and overall 

resource allocation efficiency. This research offers a promising 

avenue for addressing the energy consumption challenges in 

cloud data centers while optimizing resource utilization for 

sustainable and cost-effective cloud operations. 

Keywords—Cloud computing; resource allocation; 

virtualization; Giant Trevally Optimizer 

I. INTRODUCTION  

The flexibility of cloud computing enables the provision of 
infrastructure, platforms, and software services. It has gained 
increasing popularity in private and public institutions due to 
its pay-per-use pricing scheme [1]. Cloud computing offers 
numerous advantages, such as scalability, flexibility, and cost 
efficiency. However, one pressing issue associated with cloud 
computing is its significant energy consumption [2]. Cloud 
data centers, which host the infrastructure and servers 
powering the services, consume a substantial amount of energy 
to handle computing tasks and store vast amounts of data. This 
energy-intensive operation contributes to environmental 
concerns, including carbon emissions and strain on power grids 
[3, 4]. To mitigate this problem, efforts are underway to 
develop energy-efficient practices such as server consolidation, 
virtualization, and green data center designs. By addressing the 
energy consumption challenge, cloud computing can become 
more sustainable and cost-effective while minimizing 
environmental impact [5]. According to the 2020, state of the 
data center report, data centers exhibit rack densities of 8.2 
kW, with the potential to achieve 43 kW per rack through the 
implementation of effective water-cooling methods [6]. In the 
United States alone, data centers consume an estimated 140 
billion kWh of energy annually [7]. In contrast, the global 
energy consumption of data centers is projected to range from 

200 TWh to 500 TWh [8], accounting for approximately 1% of 
global electricity consumption. Predictions from [9] indicate 
that by 2030, data centers are expected to consume 3-13% of 
the world's electricity [10]. 

The convergence of Internet of Things (IoT), smart grids, 
meta-heuristic algorithms, machine learning, Artificial 
Intelligence (AI), association rule mining, and urban public 
transportation plays a pivotal role in revolutionizing the 
landscape of cloud computing. IoT sensors and devices 
generate an unprecedented volume of data, which smart grids 
harness to optimize energy distribution [11-13]. Meta-heuristic 
algorithms are essential for efficiently allocating resources in 
cloud data centers to manage this influx of data [14, 15]. 
Machine learning and AI algorithms analyze this data, 
predicting energy demands and enabling proactive resource 
allocation in cloud infrastructure [16-18]. Additionally, 
association rule mining identifies patterns and correlations 
within IoT-generated data, aiding in predictive maintenance 
and energy optimization [19]. Urban public transportation 
systems leverage IoT for real-time data collection and route 
optimization. Cloud computing serves as the backbone for 
processing, analyzing, and delivering information to 
commuters and traffic management systems, enhancing urban 
mobility [20]. 

Inefficient utilization of computing resources in cloud data 
centers is a significant concern that leads to excessive energy 
consumption. Despite the growing demand for cloud services, 
many data centers operate at low resource utilization levels, 
with an average utilization of less than 30%. This inefficiency 
leads to a significant amount of energy being consumed by idle 
nodes, accounting for more than 70% of the peak energy 
consumption [21]. This wastage of energy results in increased 
ownership costs and reduced returns on investments in cloud 
infrastructure. Cloud service providers increasingly recognize 
the importance of enhancing energy efficiency in their data 
centers. They are actively seeking strategies to optimize 
resource utilization and minimize energy wastage in order to 
meet the growing demand for sustainable operations. By 
implementing energy-efficient practices and optimizing 
resource allocation, they aim to achieve a more sustainable and 
cost-effective operation while meeting the increasing demands 
of cloud services [22]. 

This paper introduces a novel strategy for cloud computing 
resource allocation based on the Giant Trevally Optimizer 
(GTO). By adopting a cloud-based model, data can be 
processed, recorded, and retrieved simultaneously, ensuring 
efficient resource allocation. This approach optimizes resource 
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allocation by considering the user's request while maintaining 
system performance. Task assignment to virtual machines 
(VMs) is primarily determined by factors such as cost, 
deadline, and runtime. The structure of the paper is outlined as 
follows: Section II offers a detailed review of existing cloud 
resource allocation techniques. Section III elaborates on the 
proposed algorithm, providing details on its methodology. 
Section IV presents the experimental results obtained by 
implementing the algorithm. Finally, Section V provides a 
comprehensive summary of the paper and offers suggestions 
for future research directions in the field of cloud resource 
allocation. 

II. RELATED WORK 

Hanini, et al. [23] introduced a novel approach that 
combines a virtual machine utilization scheme with a 
mechanism to regulate access to the virtual machine monitor 
for incoming requests. The number of active virtual machines 
is determined based on the workload, while the access control 
is determined by the number of requests. A mathematical 
model is utilized to describe the studied process and parameter 
values, and a power consumption model is developed and 
assessed. The evaluation of the proposed mechanism includes 
the use of numerical data to assess the quality of service (QoS) 
parameters. Additionally, the impact of the method on energy 
consumption behavior is thoroughly analyzed. The results of 
this analysis indicate a positive and beneficial influence of the 
proposed mechanism. Cloud computing brings forth various 
valuable services but also introduces security concerns related 
to user information privacy and the optimization of virtual 
machine allocation to enhance resource utilization. Dubey and 
Sharma [24] aim to address these challenges by developing a 
secure VM allocation algorithm based on an extended version 
of the Intelligent Water Drop (IWD) algorithm, which 
leverages natural phenomena. The implementation of their 
proposed algorithm was conducted using the CloudSim 
simulation toolkit. To evaluate its effectiveness, a comparison 
was performed against established VM allocation policies in 
the field of cloud computing. The experimental results from the 
simulations demonstrated that the proposed VM allocation 
policy outperformed existing approaches. 

Samriya, et al. [25] have introduced a novel algorithm 
called the multi-objective Emperor Penguin Optimization 
(EPO) algorithm to optimize the allocation of virtual machines 
in a heterogeneous cloud environment, focusing on resource 
utilization. The proposed approach incorporates elements from 
the Particle Swarm Optimization (PSO), Ant Colony 
Optimization (ACO), and Binary Gravity Search (BGS) 
algorithms to ensure its suitability for virtual machines in data 
centers. A comprehensive evaluation of the proposed system 
was conducted using a JAVA simulation platform, which 
demonstrated its energy efficiency and significant advantages 
compared to other strategies. The results revealed that the 
EPO-based system effectively reduces energy consumption, 
minimizes SLA violations, and enhances QoS requirements, 
thereby providing a capable cloud service. 

Devi and Kumar [26] have introduced a new VM allocation 
approach that effectively addresses SLA violation concerns and 
optimally allocates VMs to the most suitable hosts using the 

Improvised Grey Wolf Optimization (IGWO) algorithm. It 
considers various host characteristics, including CPU 
utilization and power consumption, to determine the most 
appropriate hosts for VM allocation. Additionally, the host's 
unused CPU and RAM resources are evaluated to maximize 
resource utilization. The experimental evaluation involved a 
random dataset with different virtual machines, and the 
proposed method was evaluated in comparison with existing 
methods such as ACO and Power-Aware Best Fit Decreasing 
(PABFD). The results demonstrate that the approach 
significantly minimizes the number of VM migrations, reduces 
SLA violations, and improves energy consumption. 
Consequently, the proposed VM allocation method promotes a 
green computing environment by consuming less power and 
maintaining a higher level of SLA compliance. 

Xing, et al. [27] have formulated a VM allocation problem 
that aims to minimize the network bandwidth resources 
consumed by VMs and the total amount of power consumed by 
Physical Machines (PMs). To tackle this challenge, they 
propose the energy- and traffic-aware ACO (ETA-ACO) 
algorithm, which incorporates three innovative strategies for 
improved performance. The first strategy involves a two-step 
PM selection process that prioritizes PMs with lower power 
consumption and selects PMs that consume the least 
bandwidth. In the second strategy, VMs are arranged in 
descending order according to traffic demand. The third 
strategy generates a new solution by distributing components 
of optimal solutions across multiple solutions. Simulation 
outcomes validate the effectiveness of these three strategies in 
adapting ETA-ACO to the VM allocation problem. Addressing 
the challenging and critical issue of VM allocation for highly 
reliable cloud applications, Sheeba and Uma Maheswari [28] 
propose an improved Firefly algorithm-based approach. A K-
means clustering algorithm is used to reduce migration time. 
Moreover, for optimal cluster selection in VM placement, 
adaptive PSO with the coyote optimization algorithm is 
applied. The suggested method is evaluated by examining the 
number of VMs, packet size, execution time, and transmission 
overhead. Under different constraints, the proposed method 
achieves improved performance and an optimal virtual 
machine placement scheme. 

We have selected GTO as the basis for our research into 
VM allocation within cloud computing environments due to its 
unique and promising attributes that set it apart from other 
optimization algorithms. GTO draws inspiration from the 
hunting tactics of the giant trevally, a natural predator known 
for its exceptional hunting prowess in targeting seabirds and 
other prey. This distinctive approach to optimization allows us 
to model the allocation of VMs with a fresh perspective. The 
key benefits of GTO lie in its ability to effectively navigate 
complex optimization spaces, adapt to dynamic resource 
allocation scenarios, and converge towards superior solutions. 
Unlike conventional algorithms, GTO excels in its capacity to 
strategically select the optimal allocation locations for VMs 
based on factors such as food availability, mirroring the 
trevally's hunting strategy. Furthermore, GTO dynamically 
adapts to its pursuit, seizing opportunities whether they arise in 
the air or near the water's surface, mirroring the trevally's agile 
tactics. This adaptability makes it exceptionally well-suited to 
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the inherently dynamic and multifaceted challenges of VM 
allocation in cloud data centers. Moreover, GTO offers the 
advantage of enhanced exploration and exploitation 
capabilities, striking a delicate balance between exploiting 
known promising solutions and exploring new allocation 
possibilities. 

III. ENERGY-AWARE VM ALLOCATION APPROACH 

A virtualization strategy based on the GTO is discussed in 
this section. Resource allocation in cloud environments 
depends on the architecture of the system, which allows 
different methods of access to the resources. Datacenter 
infrastructure can be provisioned by using a variety of methods 
and schemes. Fig. 1 illustrates the suggested architecture for 

energy-efficient resource allocation, comprising three 
fundamental elements: service providers, users, and data center 
resource management. Users submit their requests to the cloud 
service provider first, and then the broker returns a response 
based on the user's requirements, the date line, and the 
operation of the resource services. The Cloud Information 
System (CIS) resource manager reviews the broker's request as 
soon as it reaches the data center, assesses its suitability, and 
makes the appropriate decision. Requests are accepted by CIS 
based on the availability of the system and are passed on to the 
allocation scheme to determine the global optimal solution. 
GTO is responsible for the initial placement of VMs as well as 
monitoring the solution. 

 

Fig. 1. Resource allocation model. 

A. Giant Trevally Optimizer 

GTO draws inspiration from nature, mimicking the 
behavior and strategies of giant trevallies in their pursuit of 
seabirds. The giant trevally belongs to the Jack family of 
marine predators. It is also known as the giant kingfish. The 
giant trevally, known as a dominant predator in its habitats, 
employs sophisticated hunting techniques that demonstrate its 
intelligence and adaptability. The giant trevally exhibits a 
hunting behavior that can be observed both in solitary 
individuals and in coordinated group efforts. It is most 
effective for predators to capture schooled prey when they are 
grouped. In a group or school, the leader, or first predator, is 
the most effective at capturing prey. When hunting, the giant 
trevally employs a remarkable strategy where it launches itself 
out of the water to surprise and capture its prey, often targeting 
seabirds. 

Similarly, to other population-based meta-heuristic 
algorithms, GTO generates random initialization solutions 
termed giant trevallies. A potential or candidate solution to an 
optimization problem is represented by each giant trevally. 
These vectors, seen from a mathematical perspective as 
members of a population, make up the algorithm's population 

matrix [29]. Eq. (1) is used to model the GTO population 
members. 
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𝑁 × 𝐷𝑖𝑚 (1) 

where, Xi represents the ith candidate solution of GTO, N 
denotes the number of GTO members, Dim denotes the number 
of decision parameters and xi,j indicates the value of the jth 
variable provided by the ith candidate solution. When the 
population's size and dimensions are determined, they will not 
change during the experiment. Eq. (1), as originally presented, 
continues to serve as the foundational model for representing 
the GTO population members. It encapsulates the critical 
elements of the algorithm, wherein each giant trevally, 
symbolizing a potential solution, contributes to the algorithm's 
population matrix. Eq. (1) remains constant and integral 
throughout the GTO process. Every trevally in the solution 
space of the problem is assigned a random position prior to its 
operation. All feasible regions must be covered by this random 
assignment in the N×Dim search space, as indicated in Eq. (2). 
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𝑋𝑖,𝑗 = 𝑀𝑖𝑛𝑖𝑚𝑢𝑚𝑗 + (𝑀𝑎𝑥𝑖𝑚𝑢𝑚𝑗 − 𝑀𝑖𝑛𝑖𝑚𝑢𝑚𝑗) × 𝑅  (2) 

where, R represents a random number between 0 and 
1, Minimumj and Maximumj indicate the limits of the described 
problem for the jth dimension, i.e., the minimum and maximum 
values of population members. Each member of the GTO 
population is a potential solution to the VM allocation 
problem. Consequently, each candidate solution can be 
evaluated in terms of its objective function. In accordance with 
Eq. (3), these values are represented by a vector: 

𝐹 =

[
 
 
 

𝐹1
⋮

𝐹𝑖

⋮
𝐹𝑁]

 
 
 

=

[
 
 
 
 
𝐹(𝑋1)

⋮
𝐹(𝑋𝑖)

⋮
𝐹(𝑋𝑁)]

 
 
 
 

𝑁 × 1 (3) 

where, Fi refers to the ith member's value of the objective 
function, as well as F represents the vector that contains these 
values.  

The GTO algorithm simulates the giant trevallies' behavior 
while hunting for seabirds. To calculate the optimal 
optimization procedure of the suggested GTO algorithm, three 
steps are required: extensive search using Levy flight, choosing 
the hunting area, as well as jumping out of the water to chase 
and attack prey. The first and second steps represent the 
exploration phase of the GTO, as well as the third one 
represents the GTO's exploitation phase. Due to their nature, 
giant trevallies can travel long distances in search of food. 
Therefore, Eq. (4) is used in this step to simulate the foraging 
movements of giant trevallies. 

𝑋(𝑡 + 1) = 𝐵𝑒𝑠𝑡𝑃 × 𝑅 + ((𝑀𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑀𝑖𝑛𝑖𝑚𝑢𝑚) × 𝑅 +
𝑀𝑖𝑛𝑖𝑚𝑢𝑚) × 𝐿𝑒𝑣𝑦(𝐷𝑖𝑚)    (4) 

where X(t+1) denotes the position vector of the next-
iteration giant trevally, BestP signifies giant trevallies' current 
search space determined by their best position, R refers to a 
random number ranging from 0 to 1, Levy(Dim) stands for the 
Levy flight, a non-Gaussian stochastic process whose step sizes 
follow the Levy distribution. The algorithm is able to perform a 
global search due to its occasional large steps. Moreover, the 
levy flight increases the diversity of the population, prevents 
premature convergence, and enhances the ability to jump out of 
local optimal solutions. The recent literature has demonstrated 
that many animals, including marine predators, exhibit the 
behavior of Levy flight. Eq. (5) is used to calculate the levy 
(Dim). 

𝐿𝑒𝑣𝑦(𝐷𝑖𝑚) = 𝑠𝑡𝑒𝑝 ×
𝑢×𝜎

|𝜐|
1

𝛽⁄
 (5) 

where step refers to the step size, set to 0.01 in this 
case, β represents the Levy flight distribution index, a variable 
ranging from 0 to 2, set to 1.5 in this study, u as well 
as 𝜐 correspond to random numbers normally was distributed 
between 0 and 1. σ is derived from Eq. (6). 

𝜎 = (
Γ(1+𝛽)×𝑠𝑖𝑛𝑒(

𝜋𝛽

2
)

Γ(
1+𝛽

2
)×𝛽×2

(
𝛽−1

2 )
)  (6) 

Giant trevallies determine and choose the best hunting area 
based on the number of food (seabirds) present in the chosen 
search space. This behavior is mathematically simulated by Eq. 
(7). 

𝑋(𝑡 + 1) = 𝐵𝑒𝑠𝑡𝑃 × Α × ℛ + 𝑀𝑒𝑎𝑛𝐼𝑛𝑓𝑜 − 𝑋𝑖(𝑡) × ℛ   (7) 

where A refers to a parameter that controls position change 
in the range of 0.3 and 0.4, Xi(t) indicates the location of the ith 
giant trevally in a given frame of time t (at the present 
iteration). Mean_Info confirms that all of the information from 
the previous points has been utilized by these giant trevallies 
and is determined by Eq. (8). 

𝑀𝑒𝑎𝑛𝐼𝑛𝑓𝑜 =
1

𝑁
∑ 𝑋𝑖(𝑡)𝑁

𝑖=1   (8) 

Trevally starts chasing its prey during the attacking the 
GTO's phase. At this point, the trevally attacks the bird by 
jumping out of the water and catching it. During chasing and 
attacking prey, GTO presumed that giant trevallies experience 
visual distortion, which is primarily caused by the refraction of 
light. Refraction of light occurs as light travels from one 
material to another, where its direction changes at the interface. 
As depicted in Fig. 2, the light from point A in the first medium 
enters the second medium at the intersection point S. Hence 
refraction occurs and arrives at point B at the end of the 
process. The light bends toward the normal as it enters the 
denser medium as light travels from a rare medium, like air, to 
a denser medium, like water. There must be an angle between 
the incident and refracted rays at the point of refraction. Light 
rays are also affected by the medium in which they are 
traveling. Snell’s law clarifies this connection using refractive 
indices, fixed values for certain media. 

 
Fig. 2. Refraction of light principle. 
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Fig. 3. Visual distortion in GTO. 

As shown in Fig. 3, the giant trevally acts as an observer, as 
well as the bird behaves as an object. Due to the refraction of 
light, birds appear taller than their actual height, as indicated by 
the dashed line. 

The relationship between the angle of incidence and the 
angle of refraction can be predicted using Snell's law. If we 
know the angle of incidence, we can determine the angle of 
refraction and vice versa. This relationship is demonstrated by 
Eq. (9), which represents Snell's law. 

𝜂1𝑠𝑖𝑛𝜃1 = 𝜂2𝑠𝑖𝑛𝜃2  (9) 

where, η1=1.0002 and η2=1.3 represent air's and water's 
absolute refractive indices, respectively. θ1 and θ2 refer to 
angles of incidence and refraction, respectively. θ2 denotes a 
random number between 0 and 360, derived from Eq. (10). 

𝑠𝑖𝑛𝜃1 =
𝜂2

𝜂1
𝑠𝑖𝑛𝜃2   (10) 

Eq. (11) is used to calculate the visual distortion. 

𝜈 = sin(𝜃1
∘) × 𝒟   (11) 

where, sin stands for the sine of a variable in degrees, and 
D refers to prey-attacker distance, determined by Eq. (12). 

𝒟 = |(𝐵𝑒𝑠𝑡𝑃 − 𝑋𝑖(𝑡))|  (12) 

where, BestP indicates the best solution gained so far, 
representing the prey's location. Eq. (13) is then used to 
simulate giant trevally behavior during jumping as well as 
chasing. 

𝑋(𝑡 + 1) = ℒ + 𝜈 + ℋ  (13) 

where, ℒ is the launch speed for simulating the pursuit of 
the bird, as determined by Eq. (14), and ℋ is the jump slope 

function used by the algorithm for the adaptive transition from 
exploration to exploitation, derived from Eq. (15). 

ℒ = 𝑋𝑖(𝑡) × sin(𝜃1
∘) × 𝐹_𝑜𝑏𝑗(𝑋𝑖(𝑡)) (14) 

ℋ = ℛ × (2 − 𝑡 ×
2

Τ
)  (15) 

In Eq. (15), R stands for a random number used to denote 
the various motion senses of the giant trevally during the 
exploitation step, t signifies the current iteration, and T refers to 
the maximum number of iterations. 

B. User Request Model 

Users request resources, commonly referred to as VMs, 
from the data center via a broker or cloud provider. Each 
resource (VM) consists of a variety of components coordinated 
to fulfill a certain function. UR stands for users' requests. It is 
possible for users to submit multiple UR requests at the same 
time, which are executed on a First-Come-First-Served (FCFS) 
basis. VMs encompass three categories of resources: storage, 
memory, and CPU. i and s indicate the number of resources 
and their measuring capacities. Eq. (16) can be used to express 
the request mathematically. 

𝐴𝑖 ⊂ 𝑈𝑅𝑎𝑛𝑑𝑎𝑠
1, 𝛽𝑠

1, 𝛾𝑠
1 ⊂ 𝐴𝑖 

𝑎𝑠
1, 𝛽𝑠

1, 𝛾𝑠
1 ⊂ 𝐴𝑖 ⊂ 𝑈𝑅 ⇒ 𝑎𝑠

1, 𝛽𝑠
1, 𝛾𝑠

1 ⊂ 𝑈𝑅 (16) 

Eq. (17) and Eq. (18) will be used to express the request for 
a single resource in this case. 

𝑈𝑅1 = 𝐴𝑖   (17) 

𝐴𝑖 = (𝑎𝑠
1, 𝛽𝑠

1, 𝛾𝑠
1)   (18) 

where, i represents the number of resources required, when 
a user submits multiple requests, they are represented by Eq. 
(19) and Eq. (20).  

𝑈𝑅𝑛 = ∑ = 𝐴𝑖 = 𝐴1 + 𝐴2 + 𝐴3 + ⋯𝐴𝑛

𝑛

𝑖=1

 

= (𝑎𝑠
1, 𝛽𝑠

1, 𝛾𝑠
1) + (𝑎𝑠

2, 𝛽𝑠
2, 𝛾𝑠

2) + ⋯+ (𝑎𝑠
𝑛 , 𝛽𝑠

𝑛, 𝛾𝑠
𝑛) (19) 

𝑈𝑅𝑛 = ∑ (𝑎𝑠
𝑖 ) + ∑ (𝛽𝑠

𝑖)𝑛
𝑖=1 + ∑ (𝛾𝑠

𝑖)𝑛
𝑖=1

𝑛
𝑖=1  (20) 

C. Resource Utilization and Energy Model 

CPU and memory utilization are calculated using Eq. (21) 
and Eq. (22), where i represents the number of tasks assigned 
to n VMs. rpuijk and rmuijk represent the CPU and memory 
utilization of k tasks running on j VMs on the ith node, 
respectively. 

𝑅𝑃𝑈𝑖 = ∑ ∑ 𝑟𝑝𝑢𝑖𝑗𝑘
𝑙
𝑘=1

𝑛
𝑗=1   (21) 

𝑅𝑀𝑈𝑖 = ∑ ∑ 𝑟𝑚𝑢𝑖𝑗𝑘
𝑙
𝑘=1

𝑛
𝑗=1  (22) 

The power consumption of the ith PM in terms of memory 
and CPU utilization can be calculated using Eq. (23), where t is 
the unit of time and C is the number of memory units. 

𝑃𝐶𝑖 =
(𝑅𝑃𝑈𝑖)(𝑅𝑀𝑈𝑖)

𝐶
× 𝑡  (23) 

Another objective of this research is to optimize the time 
required to assign VMS to relevant hosts. Allocation operations 
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are influenced by the capacity of the hosts. A numerically 
generated data set is generated for each source between 0.1 and 
10 milliseconds. The total allocation time is calculated by 
adding the CPU time associated with each host using Eq. (24). 

𝑇𝑖𝑚𝑒 = ∑ 𝑇𝑖
𝑛
𝑖=1    (24) 

D. step-by-step algorithmic explanation 

The proposed VM allocation approach follows the 
following steps: 

 Initialization: Initialize the GTO algorithm by 
generating a population of random solutions, referred to 
as "giant trevallies." Each giant trevally represents a 
potential solution to the VM allocation problem. Define 
parameters: N (number of giant trevallies), Dim 
(number of decision parameters), and set the population 
size and dimensions. 

 Random position assignment: Assign each giant trevally 
a random position within the feasible search space of 
the problem, ensuring coverage across the N×Dim 
search space. 

 Objective function evaluation: Evaluate the objective 
function for each giant trevally, representing the quality 
of their respective VM allocation solutions. This result 
in a vector F containing these objective function values. 

 Exploration phase: Simulate the exploration behavior of 
giant trevallies by employing Levy flights. This phase 
allows for extensive search and occasional large steps. 
Update the position of each giant trevally using Eq. (4), 
where Levy flight is used to determine the next 
iteration's position. 

 Choosing the hunting area: Giant trevallies select their 
hunting areas based on the number of seabirds (food) in 
those areas. This is simulated using Eq. (7), which 
determines the new position based on a combination of 
the best search space and previous positions. 

 Chasing and attacking prey (exploitation phase): During 
this phase, giant trevallies pursue and attack prey, 
simulating their behavior when capturing seabirds. 
Visual distortion is considered due to the refraction of 
light, which affects the perceived size of prey. This is 
calculated using Snell's law Eq. (9) to determine the 
angle of refraction. The position update during the 
chase is determined by Eq. (13), where L represents the 
launch speed, ν is the visual distortion, and H is the 
jump slope function. 

 Iteration and convergence: Repeat the above steps for a 
specified number of iterations or until convergence 
criteria are met (as defined by T, the maximum number 
of iterations). 

IV. EXPERIMENTAL RESULTS 

In this section, we conduct a comparison between the 
performance of our proposed resource allocation algorithm and 
previous approaches. Additionally, we perform several 
experiments to evaluate the effectiveness of our algorithm. The 

suggested algorithm is implemented and simulated using 
Matlab simulator 2016b. To assess the effectiveness of the 
optimization algorithm, we utilize key performance indicators 
such as skewness, CPU utilization, memory utilization, and 
resource utilization. These metrics allow us to quantitatively 
evaluate the efficiency of our algorithm and make comparisons 
with other algorithms. 

 Skewness: Skewness measures the asymmetry or 
unevenness in a probability distribution. It provides an 
indication of the uneven utilization of multiple 
resources on a server. The concept of skewness is 
derived from the observation that if a PM runs 
numerous memory-intensive virtual machines with a 
light load, resources may be lost due to insufficient 
memory to accommodate an additional virtual machine. 
Skewness quantifies the unevenness in resource 
utilization across a server by applying Eq. (25). Here, R 
represents the resource utilization of the nth virtual 
machine, and A represents the average resource 
utilization. 

𝑊 = (
𝑅𝑛

𝐴
− 1)2  (25) 

 CPU utilization: This metric represents the average 
amount of CPU consumed by all servers while handling 
user requests. It is computed using Eq. (26), where Hi 
denotes the total number of available CPU resources 
and Ei represents the CPU resources requested for task 
execution. 

𝐶 = ∑
𝐸𝑖

𝐻𝑖

𝑦
𝑖=1   (26) 

 Memory utilization: Memory utilization refers to the 
fraction of the memory resource that is used over time 
for processing all submitted tasks. It is calculated using 
Eq. (27), where vi represents the total available memory 
and ui indicates the memory requested for task 
execution. 

𝑀 = ∑
𝑢𝑖

𝑣𝑖

𝑦
𝑖=1   (27) 

 Resource utilization: Resource utilization is defined as 
the ratio of the number of allocated resources to the 
total number of available resources. It provides an 
assessment of how effectively resources are utilized and 
is calculated accordingly. 

𝑅 =
𝐶

𝑊
    (28) 

The proposed method exhibits performance enhancements 
compared to existing approaches when considering 15 virtual 
machines. Specifically, when compared to PSO [30], genetic 
[31], and GWO [32] algorithms, the proposed algorithm 
consistently outperforms them, as depicted in Fig. 4. It 
achieves lower skewness values faster and maintains them 
even with increased iterations. This superiority is attributed to 
the proposed algorithm's ability to adapt swiftly and accurately 
to different datasets, thanks to its improved learning rate and 
parameter tuning. As a result, it enables more efficient 
optimization and better overall performance. 
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Fig. 4. Skewness comparison. 

 
Fig. 5. Resource utilization comparison. 

Fig. 5 demonstrates that the proposed algorithm utilizes 
more resources than existing techniques within the same 
number of iterations, indicating its enhanced efficiency and 
ability to achieve superior results with less iteration. 
Furthermore, Fig. 6 illustrates that the proposed algorithm 
exhibits improved memory utilization efficiency, requiring 
significantly less memory than existing techniques for the same 
number of iterations. Finally, Fig. 7 presents that the proposed 
algorithm accomplishes tasks more efficiently than existing 
models like GA, GWO, and PSO, as it achieves task 
completion in less time with the same number of iterations. 

GTO in the context of VM allocation within cloud 
computing environments introduces a unique set of trade-offs 
and benefits that distinguish it from other optimization 
algorithms. While it may appear that GTO consumes more 
computational resources within the same number of iterations 
compared to some existing techniques, a closer examination 

reveals that the unique strengths of GTO can significantly 
outweigh the increased resource usage, ultimately leading to 
improved performance, efficiency, and sustainability in various 
aspects of VM allocation. GTO's use of extensive search 
techniques, such as Levy flights, might lead to higher resource 
consumption in terms of computation power and time. 
However, this trade-off is justified by its ability to explore a 
wider solution space, often resulting in superior VM 
allocations. The increased resource usage can be considered an 
investment in finding more energy-efficient and effective 
allocation solutions. GTO strikes a balance between 
exploration (discovering new allocation possibilities) and 
exploitation (refining promising solutions). This duality is vital 
in tackling the NP-hard problem of VM allocation. While some 
algorithms might prioritize one over the other, GTO excels in 
both, thereby enhancing the likelihood of finding optimal or 
near-optimal allocations. 
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Fig. 6. Memory utilization comparison 

 

Fig. 7. CPU utilization comparison 

GTO's ability to adapt its search behavior, mirroring the 
trevally's hunting tactics, allows it to respond effectively to 
changing conditions and evolving VM allocation demands. 
This adaptability is especially valuable in dynamic cloud 
environments. GTO's exploration phase, facilitated by Levy 
flights, enables it to perform global searches, effectively 
avoiding local optima. This global perspective ensures that VM 
allocations are not limited to suboptimal solutions, ultimately 
improving resource utilization and efficiency. GTO's 
incorporation of visual distortion due to the refraction of light 
is a unique feature that enhances its performance. This 
consideration ensures that VM allocations are not only optimal 
but also take into account real-world conditions, leading to 
more reliable and realistic allocation solutions. GTO's 
exploration phase increases the diversity of the population, 
preventing premature convergence. This diversity is crucial in 
avoiding stagnation and enabling the algorithm to jump out of 
local optima, which can be a common issue in other 
optimization techniques. 

V. CONCLUSION 

This paper introduced an energy-conscious optimization 
approach based on the GTO for VM allocation. It has been 
compared to existing methods, including GWO, genetic, and 
PSO algorithms. The experimental results and performance 
evaluations have demonstrated the superiority of the proposed 
algorithm in several aspects. Firstly, the proposed algorithm 
consistently outperforms other algorithms in terms of 
skewness. It achieves lower skewness values more rapidly and 
maintains them even with increased iterations. This 
improvement is attributed to the algorithm's enhanced learning 
rate and parameter tuning, allowing it to adapt more effectively 
to different datasets. Furthermore, the proposed algorithm 
exhibits improved resource utilization efficiency by effectively 
utilizing a greater number of resources compared to existing 
techniques within the same number of iterations. This indicates 
its enhanced efficiency and ability to achieve better results with 
less iteration. Moreover, the algorithm demonstrates superior 
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memory utilization efficiency by requiring significantly less 
memory compared to existing techniques for the same number 
of iterations. This feature is valuable in resource-constrained 
environments where memory usage optimization is crucial. 
The findings highlight the promising performance and potential 
of the proposed GTO-based approach for VM allocation in 
cloud computing environments. Future research directions can 
explore the algorithm's applicability in different scenarios and 
consider additional parameters to address the complexities of 
diverse cloud computing environments. 

While our study leverages the GTO to address VM 
allocation challenges in cloud computing, it is essential to 
acknowledge certain limitations. Firstly, GTO's resource-
intensive nature, particularly in terms of computation, may 
pose practical constraints in real-time cloud environments 
where swift decision-making is crucial. Secondly, the 
effectiveness of the GTO algorithm may vary depending on the 
specific characteristics of a given cloud data center, such as 
size, workload, and infrastructure, which could limit its 
universality. Additionally, our study primarily focuses on 
energy efficiency and resource utilization aspects, potentially 
overlooking other critical performance metrics relevant to 
cloud service quality. Furthermore, while we account for visual 
distortion in VM allocation, the real-world applicability and 
accuracy of this consideration warrant further exploration. 
Despite these limitations, our research provides valuable 
insights into enhancing cloud sustainability and efficiency, 
offering a foundation for future investigations in the field. 
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Morphological Segmenter

Terefe Feyisa, Dr Seble Hailu
Information Network Security Administration, Addis Ababa, Ethiopia

Abstract—Morphological segmenter is an important compo-
nent in Amharic natural language processing systems. Despite this
fact, Amharic lacks large amount of morphologically segmented
corpus. Large amount of corpus is often a requirement to develop
neural network-based language technologies. This paper presents
an alternative method to generate large amount of morph-
segmented corpus for Amharic language. First, a relatively small
(138,400 words) morphologically annotated Amharic seed-corpus
is manually prepared. The annotation enables to identify prefixes,
stem, and suffixes of a given word. Second, a supervised approach
is used to create a conditional random field-based seed-model
(on the seed-corpus). Applying the seed-model (an unsupervised
technique on a large unsegmented raw Amharic words) for
prediction, a large corpus size (3,777,283) of segmented words
are automatically generated. Third, the newly generated corpus
is used to train an Amharic morphological segmenter (based
on a supervised neural sequence-to-sequence (seq2seq) approach
using character embeddings). Using the seq2seq method, an F-
score of 98.65% was measured. Results show an agreement
with previous efforts for Arabic language. The work presented
here has profound implications for future studies of Ethiopian
language technologies and may one day help solve the problem
of the digital-divide between resource-rich and under-resourced
languages.

Keywords—Amharic; Amharic morphology; segmentation cor-
pus; seq2seq; under-resourced languages

I. INTRODUCTION

Language plays a significant role in achieving the sustain-
able development goals (SDG 2030) [1]. Regarding language
technologies, the Prime Minister of Ethiopia, Dr Abiy Ahmed,
recently said, “(. . . ) teaching Somali, Tigrinya, Amharic and
Oromo languages with artificial intelligence and making these
languages researchable is a great achievement (. . . )” [2].
This Prime Minister’s quote can be interpreted as artificial
intelligence (AI) in general, and natural language processing
(NLP) in particular, are issues of contemporary importance in
Ethiopia. This work focuses on one aspect of Amharic NLP
technology.

NLP aims at enabling machines to understand human
languages. Machines usually obtain “natural language” in
the form of voice or text messages. Typically, textual and
vocal data are not structured and therefore require advanced
technologies, like deep neural networks (DNNs), to be used
and understood correctly. DNNs are mainly based on large
amount of corpus for automatic feature extraction [3]. Because
of this (large corpus requirement), DNNs are not being fully
applied by almost all under-resourced Ethiopian languages.

Despite being the working language of Ethiopia, Amharic
is one of the under-resourced languages [4], [5]. Being under-

resourced, Amharic lacks digital resources, such as sizable
segmentation corpus and a morphological analyzer [6].

The lack of digital resources is mainly attributed to an
expensive corpus preparation by language experts. Depending
on their level of expertise, a linguist may ask starting from
Ethiopian Birr 10.00 per a single word segmentation. For
example, in 2019 there was a joint project (between the for-
mer Information Network Security Agency and Addis Ababa
University). The aim of the project was to develop core NLP
tools. The biggest share of the project cost was the payment
for the linguists. Even with the minimum price, Birr 10.00 per
a single word segmentation, the cost gets in millions just for
about 100,000 distinct word segmentation.

The problem of language corpus scarcity is a “real-life”
challenge that exists when developing NLP tools and under-
taking researches.

One of the primary consequences of corpus scarcity is
reflected in the approaches to develop Amharic NLP tech-
nologies. The dominant approaches to develop Amharic NLP
systems are mostly rule-based, such as memory-based learn-
ing [7].

Rule-based systems have their own pros and cons [8].
Rule-based systems are advantageous, as they are declarative
and are easy to comprehend, to maintain, to incorporate
domain knowledge, and to trace and fix the cause of errors.
However, they are heuristic and require tedious manual labor
as compared to machine-learning (ML) approaches.

ML-based systems too have their own pros and cons [8].
On their advantage end, they are: trainable, adaptable, and
reduces manual effort. Their disadvantages includes the re-
quirement of: labeled corpus, retraining for domain adaptation,
ML expertise to use or maintain, and they are opaque.

Given the situations, it is essential to design an alternative
mechanism to enrich (with corpus), and develop language
processing tools for Amharic (to make it researchable). One
mechanism could be the design of an algorithm that is com-
putationally robust and less expensive.

To design such an algorithm, a possible approach would be
the use of a hybrid system: a combination of rule-based and
ML-based systems. The rule-based system can be applied to
generate seed-corpus for a semi-supervised ML approach as
suggested by [9]: “Minimally supervised approaches provide
better performance compared to applying only unsupervised
methods on large unlabeled datasets.”

The purpose of this work is twofold. First, to automatically
generate morph-segmented Amharic corpus. Then, the newly
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generated corpus is used to develop a neural network-based
Amharic morphological segmenter (AMS).

To the best of our knowledge, there has not been any work
that attempted neural network techniques to develop AMS
by using semi-supervised learning approach to automatically
generate large amount of corpus.

The main contributions are the following:

1) An alternative algorithm is used to construct a mor-
phologically segmented corpus for Amharic. The
corpus is annotated with boundaries that clearly mark
prefix, stem, and suffix morphemes.

2) A sequence-to-sequence neural network approach is
used to create an Amharic morphological segmenter.

3) The research shall motivate the understanding of (the
processing challenges of) Amharic.

4) The research shall inspire further research (by releas-
ing the resources – the corpus and the algorithm – of
this research to the public).

The organization of this paper is as follows: Section II
provides an overview of recent advancements in morpho-
logical segmentation. Section III outlines our methodology.
Subsequently, Section IV presents the results obtained from
testing the method on diverse subjects. Finally, the conclusion
summarizes the findings of this study and offers insights into
future perspectives.

II. RELATED WORK

A. Why Develop Amharic Corpora

Amharic corpora is useful to develop, and apply a research
work for different Amharic natural language technologies.
In 2005, [6] manually annotated Amharic words (in news
documents) with the most appropriate parts-of-speech (POS)
tags. They managed to annotate 1,065 text documents having
202,671 words [10]. Their corpora is useful to develop prob-
abilistic POS tagger [11] and chunker [10].

In 2016, a semi-automatic approach (very similar to this
work) is followed by [12] to develop a morpho-syntactically
annotated Amharic Treebank to develop a text parser. They
first annotated 1,000 sentences for POS tags, morphological
information, and syntactic relations of words. Using these
sentences as seed-corpus, they trained a machine learning
system to automatically annotate 5,000 sentences.

In 2021, [13] developed a POS tagged corpus consisting
of 25,199 documents using syntactic information of words.
Their corpus was tagged automatically using HornMorpho
analyzer [14] with manual intervention to correct erroneous
results. The morphological analyzer generates the derived
stems of non-verbal words rather than basic stems. For verbs,
it generates only roots rather than stems producing incorrect
representations. Their corpus is not directly suitable for mor-
phological segmentation experiments. Nevertheless, one can
use their corpus as part of a seed-corpus by appropriating to a
desired experiments. Regardless, HornMorpho is used by most
works related to Amharic morphological segmentation [15],
[16]. It is a fully-fledged morphological analysis tool for
Amharic, Tigrinya and Oromo languages.

The work of [17] is also worth mentioning as, they used
morphological knowledge and an extension of existing anno-
tated dataset to improve the performance of an Amharic POS
tagging system.

This paper’s approach is different from HornMorpho. In
that it is limited to only word segmentation task (as opposed
to HornMorpho, a fully-fledged morphological analysis tool).

Brief, although morphological properties have been used
to create POS tagged corpora, there is no morphologically
annotated large Amharic corpus to date (i.e. that can be di-
rectly consumed by a neural network model). This study aims
to construct a hybrid system to generate a morphologically
annotated segmented words that can be useful for sequence-
to-sequence neural network models.

B. Segmentation for Semitic Languages

Word segmentation is regarded as a first step for almost
all Semitic languages [18], [19]. This work adopts most of
the methods presented for Arabic word segmenter [20]. Their
method involves three steps. First, they used a small manually
segmented Arabic corpus (110,000 words) to create a “seed-
model”. Then, they used the “seed-model” to bootstrap an
unsupervised algorithm. Finally, they applied the unsupervised
algorithm on a large unsegmented Arabic corpus (155 million
words). They claimed a 97% exact match accuracy on a test
corpus (28,449 words). A significant difference between this
work and theirs is the choice of an unsupervised algorithm.
Theirs is a “trigram language model”. This study used a con-
ditional random field (CRF) instead. The CRF model is a rel-
atively better algorithm (e.g., it can use language-independent
features of characters, in addition to n-grams) [18].

C. Sequence-to-Sequence Approaches

Recently, supervised sequence-to-sequence approaches
have gained success [21]–[23]. The seq2seq modeling of this
work is mostly inspired (and adapts most of the techniques
used) by a morphological segmentation task for the Russian
language [24]. The Russian work defined MS as sequence
transduction using character embeddings. They used the ar-
chitecture and the hyperparameters by [22].

D. Summary

This work builds on previous works on morphological
segmentation, such as by [20]. It then enriches an already
existing, manually segmented seed-corpus by applying a tool
– mostly used for Amharic NLP works [14]. Finally, it adapts
a sec2seq model by [24].

III. METHODOLOGY

Amharic morphological segmentation can be modeled us-
ing only hand-crafted dataset [8]. However, building a sizable
hand-crafted corpus is expensive in the amount of human
work. AMS can also be designed automatically using statistical
models such as Hidden Markov Model (HMM) and Condi-
tional Random Fields (CRF) [25]. Today, one can also apply
deep learning methods to get a state-of-the-art performance
level [26].
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This work attempts to combine the best of rule-based, ML,
and deep learning approaches. To that end, it follows a three-
step process (see Fig. 1).

First, a supervised approach is applied to create a seed-
model using a hand-crafted dataset (training a CRF). Then,
based on the seed-model a CRF-based unsupervised method is
applied on a raw unsegmented words to enrich the manually
created Amharic corpus. Third, a supervised neural sequence-
to-sequence (seq2seq) learning approach, using character em-
beddings, is implemented for AMS on the enriched dataset.
The seq2seq is mostly inspired by the work of [20] and the
soft-attention encoder-decoder research method of [27].

Fig. 1. A flowchart to highlight the three major sub-processes of the
proposed method.

A. Seed-Corpus for the Seed-Model

Two kinds of dataset are used to prepare a seed-model.
The first one is a manually labeled, morphologically segmented
corpus (173,000 words), prepared by [28].

The 173,000 segmented corpus is used for three purposes.
First, it helped in generating an affixation table. Second, 80%
of it (138,400 words) is used as a part of the training corpus.
Third, 20% of it (34,600 words) is used as test corpus for the
unsupervised CRF-based model.

The corpus by [28], however, has only representative stems.
To compensate for the lack of stem varieties, another dataset,
from Contemporary Amharic Corpus (CACO) by [4] is used.

Basically, the CACO corpus is a morphological analysis
result of HornMorpho [14]. As such, it is not directly applica-

ble for the purpose of this study. So, it is filtered by applying
a regular expression algorithm and the affixation table to get
906,417 words.

Finally, the two dataset (manually segmented corpus
(138,400 words) and the filtered corpus (906,417 words)) are
merged to get a total of 1,044,817 words (see Table I) as a
seed-corpus to train a seed-model. All the 1,044,817 words are
labeled using the “BMES” tagging scheme.

TABLE I. SUMMARY OF SEED-CORPUS PREPARATION

CORPUS WORDS
MANUALLY SEGMENTED 138,400
FILTERED FROM CACO 906,417

MERGED TOTAL (SEED-CORPUS) 1,044,817

B. The BMES Tagging Scheme

Training a word segmenter can be considered as an orga-
nized classification task with encoded classes [18].

An encoding is used to identify the presence of morph
boundaries around a target character. Models using fine-
grained tagging schemes contribute significantly for perfor-
mance accuracy [29], [30]. As such, this work adopts the
fine-grained “BMES” encoding scheme by [31]. This encoding
scheme uses four class set {B, M, E, S} to capture information
about the sequence of morphs in a given word. The labeling
symbols have the following meanings:

(B)egin: The start of a morph.
(M)iddle:The continuity of a morph.
(E)nd: The end of a morph.
(S)ingle: Single morphs.

Table II depicts an instance of the “BMES” tagging scheme
using an example of three Amharic words (/bet/ “house”, /betu/
“the house”, and /betunmko/ “and also the house”) with their
corresponding manual segmentation (marked by a dash “-”)
and labeling.

TABLE II. AN INSTANCE USAGE OF THE “BMES” TAG SCHEME

SEGMENTED WORD LABELING

bet [B, M, E]
bet-u [B, M, E, S]

bet-u-n-m-ko [B, M, E, S, S, S, B, E]

C. Training a Seed-Model

The seed-corpus (1,044,817 words, labeled with the
“BMES” tagging scheme) is used as an input for a supervised
CRF training to prepare a seed-model. The linear-chain CRF
model of the Wapiti toolkit [32] is used for both segmenting
and labeling purposes. The CRF model takes a labeled seed-
corpus, a template to mark n-grams and a text file to write the
output (the seed-model). The seed-model’s accuracy is tested
to be 96% exact match accuracy on a manually segmented test
corpus of 34,600 words.
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D. Corpus Generation from a Bulk Corpus

New corpus generation, from a bulk corpus, demands the
seed-corpus, bulk-corpus and an affixation table. Having those
prerequisites, a four step process follows. First, the seed-corpus
is generated. Then, a bulk-corpus is prepared from the most
frequently used Amharic word lists (347,039 unsegmented
words) [33]. Third, a seed-model is trained using the seed-
corpus. Finally, using the seed-model (iteratively) re-training
is performed by using a block from the bulk-corpus. Fig. 2 is
a flowchart to illustrate the process. (see also, Algorithm 1 on
the following page, for detailed steps.)

Fig. 2. Corpus preparation from a raw unsegmented corpus.

Using the algorithm, 2,732,466 segmented words are fil-
tered from a bulk raw dataset. This corpus size (2,732,466
words) together with the seed-corpus (1,044,817) help in
training the seq2seq AMS model (see Table III).

TABLE III. SUMMARY OF THE NEW CORPUS SIZE USING THE
ALGORITHM

CORPUS WORDS
SEED-CORPUS 1,044,817
CORPUS FROM BULK-CORPUS 2,732,466

MERGED DATASET FOR SEQ2SEQ 3,777,283

E. The Seq2Seq Model

The seq2seq works as transduction system [24]. That
means, AMS as a seq2seq model gains an overall information
from inputs and directly output a segmented sequence without
using context features.

Table IV presents a sample input-output pair for a seq2seq
AMS model. The input, X = x1, x2, x3, x4, is the word
“betu”, “the house” having 4 characters (x1 = b, x2 = e, x3 =
t, x4 = u). The output is a sequence, y, having 5 characters
including a boundary marker, β.

The final segmentation result is {bet}β{u}.

TABLE IV. INPUT-OUTPUT INSTANCE FOR SEQ2SEQ AMS MODEL

Sequence Length

Input X = [b, e, t, u] 4
Output y = [b, e, t, β, u] 5

The attention-based seq2seq model architecture for AMS
is shown in Fig. 3. The model contains character embedding
layer, an encoder layer, and an attention head and a decoder.

Fig. 3. Architecture of the seq2seq model (Adapted from [21]). <EoW>
stands for End-of-Word.

F. Settings

Dataset: The total corpus size is 3,777,283 morphologi-
cally segmented Amharic words. This corpus is
divided into two parts: 90% for training, and 10%
for testing as suggested by [24]. The targets for
the seq2seq model are morph-broken words (see
Table V).
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Algorithm 1 Get New Corpus From Bulk Corpus
Input: seedCorpus, bulkCorpus, affixationTable

do



blockSize← 1000
begin← 0
end← blockSize
seedModel← crfTrain(seedCorpus, ‘model.txt’)
newCorpus← seedCorpus
while begin ≤ sizeOf(bulkCorpus)

do



wordBlock← getCorpusBlock(bulkCoupus, begin, end)
for each word ∈ wordBlock

do



transliteratedWord← transliterate(word)
writeOnFile(transliteratedWord, ‘transliteratedWord.txt’)
crfPredict(‘model.txt’, ‘transliteratedWord.txt’, ‘result.txt’)
filteredSegments← filterSegments(‘result.txt’, affixationTable)
newCorpus← merge(newCorpus, filteredSegments)
newCorpus← dropDuplicates(newCorpus)

newModel← crfRetrain(newCorpus, ‘model.txt’)
begin← end+1
end← end + blockSize

return (newCorpus)

TABLE V. SAMPLE DATASET FOR SEQ2SEQ TRAINING AS A PAIR OF
[INPUT WORD, TARGET SEGMENTED WORD]. THE EXAMPLE AMHARIC

WORD HAS A ROOT SBR, HAVING THE SENSE OF BREAKING

INPUT WORD SEGMENTED WORD

s b a b r o n a s b a b r - o - n a
s b a b r a n a s b a b r - a - n a
s b a b r w n a s b a b r - - w - n a

Packages:The Python programming language is applied for
the experimentation. As for the deep learning
package, Keras [34] with TensorFlow [35] as a
back-end is used. For evaluating the models, the
Scikit-learn [36] toolkit is used.

G. Train the Seq2Seq Model

The seq2seq model involves three distinct models: an
encoder, an attention head and a decoder. Each of these
(three) models, include a single Bidirectional Long Short Term
Memory (BiLSTM) layer.

• The Long Short Term Memory (LSTM) Network
The LSTM network architecture consists of a set
of recurrently connected memory blocks, known as
LSTM memory cells (dotted boxes in Fig. 4).
LSTM are better at finding and exploiting long range
dependencies in a data [37]. It has an input layer X,
hidden layer h and output layer y. For example, if one
inputs x = [b, e, t, u], the house, into the LSTM, the
expected prediction is a tag set as: y = [B,M,E, S]
(see Fig. 4).

Fig. 4. The LSTM network.

• The Bidirectional LSTM
As depicted in Fig. 5, BiLSTM is two hidden LSTM
layers. In sequence tagging task, it enables us to have
access to both past and future input features.

Fig. 5. A BiLSTM network.
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• Hyperparameters
◦ Inspired by previous works [22], [38], possible

parameter combinations are explored in the
preliminary experiments. The complete list of
parameters is shown in Table VI. “Hidden
layer size” stands for the number of BiLSTM
layers or hidden state dimension and “Embed-
dings dimension” stands for dimensionality of
the embedding layer.

TABLE VI. HYPERPARAMETERS OF THE SEQ2SEQ TRAINING.

HYPERPARAMETER VALUE

Encoder and decoder
Number of epochs 10
Number of units 1024
Batch size 64
Character embeddings 256
Optimizer Adam

Attention
Attention type Bahdanau’s

• Training
◦ The training involves three distinct models (an

encoder, an attention head and a decoder, in
that order) acting as a single end-to-end model.

Encoder
It takes a list of tokens. It converts those
tokens into vectors by an embedding layer.
Then, a BiLSTM layer processes the vec-
tors sequentially. It outputs the processed
sequence (for the attention head) and the
internal state (useful to initialize the de-
coder).
Bahdanau’s additive attention [27]
It computes the attention weights and the
context vectors.
Decoder
After accepting the output from the en-
coder, it converts the tokens into a vector
using an embedding layer. The decoder
keeps track of what has been generated so
far using a similar layer as in the encoder.
Finally, it produces context vectors and do
“logit” predictions for the next token.

H. Evaluation

Two morphological segmentation evaluation approaches
are suggested by [39]. The first one is called “direct evalu-
ation”, in which the results of a MS model are compared to
“gold” standards. The other approach is known as “indirect
evaluation”, where the MS models are used in other applica-
tions such as for speech recognition system.

As recommended by [24], this study uses the direct evalu-
ation technique. So, boundary precision, boundary recall and
boundary F1-score are reported.

Precision =
number of correct boundaries found
total number of boundaries found

(1)

Recall =
number of correct boundaries found
total number of correct boundaries

(2)

F1-score =
2× Precision× Recall

Precision + Recall
(3)

Where, “boundary” means the border between morphs. For
example, suppose there are two boundaries in the gold standard
for the Amharic word “y-bet-u” (of-the-house). If the AMS
model segments this word as “y-be-t-u”, with three boundaries,
one can compute precision as 67%, recall as 100% and F1-
score as 80%.

IV. EXPERIMENTAL RESULTS

A. Results

Overall, 3,777,283 morphologically segmented Amharic
words are generated with an algorithm that involves a CRF
model. The CRF model’s accuracy was 96% exact match on
a manually segmented test corpus of 34,600 words.

This accuracy is slightly less than that of the Arabic word
segmenter by [20], which was 97% exact match accuracy on a
test corpus (28,449 words). The difference may be attributed
to the use of a large unsegmented Arabic corpus (155 million
words) as compared to 347,039 unsegmented Amharic corpus.

Once the morphologically segmented Amharic words are
generated, the next step was to develop our seq2seq model.
But, before developing the seq2seq model, the newly generated
data is used for training LSTM, GRU, BiLSTM, and BiGRU
models in order to choose the best performing one. The
performance of the models was evaluated and contrasted (see
Table VII). The results showed that BiLSTM gave the best
performance compared to the other models. So, we have
chosen the BiLSTM model to implement our seq2seq model.

TABLE VII. A COMPARISON: TO CHOOSE THE BEST PERFORMING
MODEL

MODEL PRECISION RECALL F1-SCORE

GRU 91.73% 92.56% 92.14%
LSTM 92.47% 93.36% 92.91%
BiGRU 95.58% 95.95% 95.76%
BiLSTM 98.47% 98.84% 98.65%

Fig. 6 presents the attention weights for the input characters
“slvbetacnnmko”, where the sound /v/, representing //, is
used for technical reason. The output is the “morph broken
characters” which is found to satisfy the given “gold” standard
“/slv-bet-acn-n-m-ko/”.
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Fig. 6. Attention weights with inputs (Amharic characters) and outputs
(morph broken characters) of the inputs.

B. Discussion

For accurate ‘interpretation’ of the human language, ma-
chines should be equipped with effective natural language
processing components [40]. But, this is not often the case
for under-resourced languages.

Under-resourced languages are the majority of the world
languages, which have not attracted much attention from
researchers and donors due to economical and political rea-
sons [40]. For these languages, corpus is a challenge to train
deep learning models [41], as deep learning techniques demand
large amounts of labeled corpus [3].

Amharic is one of the under resourced Ethiopian lan-
guages [4] that lacks necessary corpus and NLP applications.

To improve the situation, an Amharic morphological seg-
menter is implemented based on a supervised neural sequence-
to-sequence approach using character embeddings, by carefully
constructing language resources. But, there are still possible
error sources that put our results questionable.

One possible source of error is the use of a segmentation
corpus from an external morphological analyzer (HornMor-
pho). Errors may propagate from the morphological analyzer to
the filtered corpus. However, it is difficult to spot out the exact
source of errors, as this work lacks a proper error analysis.

Nevertheless, the obtained F1-Score (98.65%) indicates
that, there is a window of opportunity to improve the accuracy
of the Amharic morphological segmenter by applying deep
neural networks.

The main focus of this work was on corpus preparation.
As such, this work lacks testing and comparison of the im-
plemented supervised neural sequence-to-sequence (seq2seq)

system against the stated previous works and with the resource-
rich languages.

Comparing the obtained results with another similar im-
plementation would have a much more impact to outline the
achieved milestone. So, this can be considered as yet another
limitation of this work.

One of the strongest suits of this research is the use of dif-
ferent datasets for seed-corpus preparation (as, having datasets
for under-resourced languages is the main obstacle when it
comes to the implementation of morphological segmentation
systems).

V. CONCLUSION

Unlike morphologically poor languages, such as English,
Amharic language’s word segmentation resources aren’t suffi-
cient for researchers to do their practices.

Addressing the most understudied corpus generation for
a low-resource language is fascinating, and is a big step for
further studies.

Using annotated datasets and unsupervised techniques, a
relatively big dataset was generated. This enabled the imple-
mentation of a seq2seq-based morphological segmenter for
Amharic language.

Rule-based approach is used alongside a supervised ma-
chine learning approach. This hybrid system is found to
be cost-effective, flexible, and most importantly effective in
constructing a language resource for segmentation.

To construct a language resource, three sources of dataset
are used. The first set is 138,400 manually labeled, morpholog-
ically segmented corpus. The second source is a morphological
analysis result from Contemporary Amharic Corpus (filtered
using a regular expression algorithm and a rule-based method
by using an affixation table) to get 906,417 words. The third
source is the result of applying a corpus generator algorithm
out of “most frequently used Amharic word lists”. Using the
third technique, 2,732,466 segmented words are generated.

The newly generated segmentation corpus is then used to
train a morphological segmenter model based on a supervised
seq2seq neural network approach.

The seq2seq implementation involves three models appear-
ing as one: an encoder, an attention head, and a decoder. For
the seq2seq implementation, Python programming language is
used on an Ubuntu machine having 64GB of memory.

The implemented seq2seq model is evaluated using a direct
evaluation technique. Besides the 3,777,283 Amharic language
corpus generated in the process, a 98.47% precision, a 98.84%
recall, and a 98.65% F1-score have been achieved.

Brief, the major findings of this work are:

• An alternative algorithm that uses small seed-corpus
to generate a large dataset from a raw bulk corpus.

• The generation of 3,777,283 morphologically seg-
mented Amharic word corpus.

• An implementation of a seq2seq-based Amharic mor-
phological segmenter model using the newly seg-
mented word corpus.
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• A state-of-the-art accuracy of the seq2seq morpholog-
ical segmentation model (F1-score of 98.65%).
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[23] T. Ruzsics and T. Samardžić, “Neural sequence-to-sequence learning
of internal word structure,” in Proceedings of the 21st Conference on
Computational Natural Language Learning (CoNLL 2017), (Vancouver,
Canada), pp. 184–194, Association for Computational Linguistics, Aug.
2017.

[24] N. V. AREFYEV, T. Y. GRATSIANOVA, and K. P. POPOV, “Mor-
phological segmentation with sequence to sequence neural network,”
in Komp’juternaja Lingvistika i Intellektual’nye Tehnologii, pp. 85–95,
2018.
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Abstract—One of the most common biometric systems is 

fingerprint identification, which has been misused due to issues 

such as fraud. Hence, intelligent methods should be designed and 

used to recognize real-live fingerprints. Therefore, in the current 

work, we proposed a novel liveness fingerprint detection 

framework with low computational cost and excellent accuracy 

based on empirical mode decomposition and neural network to 

distinguish real from fake fingerprints. Our proposed scheme 

works based on empirical mode decomposition technique. The 

fingerprint images were cropped into 200 × 200 images and then 

the two-dimensional (2D) images were converted into one-

dimensional (1D) data, greatly reducing the computational 

process. The empirical mode decomposition (EMD) technique 

decomposed the data and the first five intrinsic mode functions 

(IMFs) were targeted for feature extraction through simple 

statistical features. The findings revealed that our suggested 

system can yield an average accuracy of 97.72% in distinguishing 

fake from real fingerprints through multilayer perceptron (MLP) 

neural network. This framework is very efficient compared to 

other techniques because only one piece of fingerprint image is 

enough to defend against spoof attacks. Therefore, such 

framework can reduce the cost of the fingerprint biometric 

systems, as no further hardware is needed. In addition, our 

framework method gives the best classification results in 

comparison to other previous techniques in real-live fingerprint 

recognition while being simple with lower computational cost. 

Therefore, this framework can be practically used in commercial 

biometric systems. 

Keywords—Fingerprint; liveness; biometric; neural network; 

empirical mode decomposition 

I. INTRODUCTION 

People's fingerprints have been used in criminology for 
many years, and today they are used in biometrics. The 
fingertip and its unique line pattern originate from the 
individual DNA pattern in each subject [1]. There are lines on 
the fingers of all people, which have been of interest to 
everyone for a long time. These important lines play different 
roles. One of them is to introduce frictions between finger and 
objects, by using this friction we can grab, write or touch 
objects [2]. Fingerprint is the oldest method of recognition and 
the progress in technology has increased its variety. One issue 
and difficulty in a biometric system is the lack of 
discrimination of fake fingerprints, to the extent that it leads to 
unauthorized entry into the system [3]. Hence, intelligent 
methods should be designed and used to recognize real-live 

fingerprints. Liveness identification is an anti-spoofing 
technique that ensures that only the biometrics of a real and 
authorized individual are sent for recognition. Liveness 
detection relies on the fact that extra data can be collected from 
an authorization system, and that this extra data may be utilized 
to check the authenticity of an image [4]. Liveness detection 
utilizes either software- or hardware-based systems along with 
an authentication system to supply more protection. Hardware-
related systems utilize more equipment and readers to capture 
biometric measures other than fingerprints to detect liveness. 
Such systems used additional equipment to record biological 
signals such as fingertip temperature, electric resistance, blood 
pressure, odor, or heartbeat [5-7]. Nixon and Rowe proposed a 
multispectral reader in which several light wavelengths and 
multiple polarizations provide extra data not available from a 
traditional system. According to several spectral pictures, they 
introduced a spoof recognition technique [8]. However, this 
technique has limitations due to additional hardware and 
remains vulnerable and unreliable. On the other side, software-
related approaches utilize different image processing methods 
to directly process fingerprint image details for liveness 
detection. For example, Kiss et al. developed a hardware-
related system for liveness detection, whereas Schukers et al. 
investigated software approaches for this purpose [9]. 

In general, despite the many efforts that have been made in 
this field, a comprehensive software-based system that is 
accepted by everyone has not yet been developed, and previous 
studies have emphasized the necessity of developing this work. 
Therefore, in this study, inspired by software-based systems 
and texture features extracted from different layers of 
fingerprint images, a novel feature calculation scheme was 
suggested using empirical mode decomposition (EMD) in a 
one-dimensional framework. One of the key benefits of EMD 
is its ability to extract hidden information from nonlinear data 
[10]. In the proposed method, the two-dimensional (2D) data is 
first converted into one-dimensional (1D) data, and then 
liveness is predicted through statistical features extracted from 
five layers of fingerprint images. 

This paper is organized as follows. In Section II, various 
software-based solutions in the fingerprint anti-spoofing were 
described. Section III provides the procedure proposed in the 
present work. Section IV reports the experimental. Section V 
discusses the obtained results and Section VI makes a 
conclusion. 
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II. RELATED WORKS 

In the last two decades, many solutions have been proposed 
to address fingerprint spoofing vulnerabilities. Marasco et al. 
introduced a fingerprint liveness recognition system according 
to several textural properties and multiple classifiers (e.g., 
Bayesian classifier, decision tree, and multilayer perceptron) 
and achieved an accuracy of 87.5% [11]. The same authors 
published another paper two years later based on perspiration 
and morphological-based static features and reported an 
accuracy of 87.5% for fingerprint liveness detection [12]. 
Galbally et al. used image quality related features along with 
linear discriminant analysis (LDA) and quadratic discriminant 
analysis (QDA) classifiers and reported an accuracy of 91.8% 
for fingerprint liveness detection [13]. Gragnaniello et al. 
introduced a complex liveness detection system based on 
Wavelet-Markov local-based features and support vector 
machine (SVM) and reported a good accuracy of 97.2% [14]. 
Nogueira et al. utilized convolutional networks with random 
weight and localized binary pattern along with SVM classifier 
and achieved an accuracy of 96.1% for liveness detection [15]. 
In 2015, Jiang et al. proposed co-occurrence matrix for feature 
extraction from fingerprint images along with SVM classifier 
and reported an accuracy of 93.2% for liveness detection [16]. 
Gottschlich et al. achieved an accuracy of 93.3% for fingerprint 
liveness detection using histogram of constant gradients [17]. 
Zhang and his colleagues used wavelet transform and localized 
binary patterns and reported an excellent accuracy of 97.9% 
[18]. Given that fingerprints show oriented texture like 
paradigm, Nikam et al. used Gabor filter based features to 
obtain local frequency and orientation data [19]. A novel 
feature extraction method for detecting fingerprint liveness 
according to the localized phase quantization has been 
introduced by Ghiani and his colleagues [20]. In addition, some 
studies have used other features such as skin deformation and 
fingerprint pores to detect liveness [21, 22]. For example, 
Espinoza and his colleagues suggested an approach through 
comparing pore numbers between real live and fake 
fingerprints [23]. Generally, previous studies show that the use 
of nonlinear analysis methods can achieve better classification 
results due to the nonlinear nature of fingerprint data. 
However, none of the previous researches have used the EMD 
method as a robust nonlinear analysis technique to extract 
hidden patterns in fingerprint data. Therefore, this study aims 
to integrate this nonlinear analysis technique with neural 
network in order to distinguish real fingerprints from fake ones. 

III. METHODOLOGY 

In this section, the dataset used, processing algorithms and 

classification methods were explained in detail. 

A. Dataset 

In this study, the well-known reliable database of the 
Liveness Detection Competition 2011 (LivDet 2011) was used 
that is publicly available [24]. This dataset includes 4 different 
subsets of fingerprint pictures captured through the 
Biometrrika FX2000, Sagem MSO300, ItalData ET10 and 
Digital Persona 4000B sensors. 4000 fingerprint images are 
available for every sensor. 2000 images are real-live 
fingerprints and the others are fake fingerprints. The fake 
images are synthesized by latex, gelatin, ecoflex, wood glue 

and silicone. Indeed, 400 fake fingerprint images were 
captured for each of these five materials. Fig. 1 displays 
fingerprint images from the LivDet 2011 dataset. 

 
Fig. 1. Instances of spoof fingerprint pictures of the LivDet 2011 database, 

from Biometrika: (a) latex, (b) gelatin, (c) silicone; from Digital 

Persona: (d) latex, (e) gelatin, (f) silicone; from ItalData: (g) latex, (h) 

gelatin, (i) silicone; from Sagem: (j) latex, (k) gelatin, (l) silicone. 

B. Preprocessing 

Preprocessing is a crucial step in image processing. In the 
present work, images were prepared for further processing in 
terms of light intensity, color and other physical characteristics. 
This step provides a same condition for fake and real 
fingerprints. The actions performed in the preprocessing stage 
were image conversion to gray levels, image matching, image 
cropping, normalization, etc. Since the segments of the images 
were subjected to analysis, image equalization was performed 
after segmenting the image so that the effects of pixels around 
these segments do not appear in the image being processed 
[25]. In fact, since this work is only focused on fingerprint 
liveness and non-liveness, there is no need to process whole 
image. In addition, image cropping has two advantages: 
(1) analysis is performed on the fake and real fingerprint 
textures and the noise surrounding the picture is not processed, 
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and (2) processing only a small segment of the image reduces 
the computational cost and accelerates the processing speed. 
As a result, the processing system designed in this way will be 
more practical. Therefore, in the current research, a 200 × 200 
foursquare window was located on the fingerprint picture and 
subsequent analysis was performed on it (Fig. 2). 

 
Fig. 2. Image segmentation and cropping used in this work. 

1) Conversion 2D data into 1D: Since this work aimed to 

introduce a simple and effective system with minimum 

computational cost and maximum processing speed, an 

attempt was done to convert the 2D image data into 1D data in 

a simple way after cropping. This reduces the complexity of 

computations and simplifies the processing process. In this 

method, all the rows of the image pixel values matrix are 

sequentially placed in one row and form a vector of image 

pixel values. Therefore, the 2D matrix of image pixel values 

are transformed into a 1D vector similar to a time series, 

which is further processed on. This simple scheme is shown in 

Fig. 3. 

C. Empirical Mode Decomposition 

In 1998, Huang developed a new decomposition algorithm 
based on the Hilbert transform called EMD. This algorithm 
decomposes a time series into some oscillatory signals called 
intrinsic mode functions (IMF) [26, 27]. Due to the ability of 
EMD to provide short time variations in frequency that are not 
attainable from Fourier transform, it may be utilized to analyze 
nonstationary and nonlinear signals [28]. EMD is developed in 
the Hilbert-Huang transform (HHT) under the supposition that 
each signal comprises of ordinary intrinsic functions of 
fluctuations [29, 30]. The nature of the algorithm is to 

determine the intrinsic fluctuating functions through their 
characteristic temporal subscales in the signal empirically and 
separate it into simpler compounds correspondingly [31]. The 
resultant compounds obtained from the algorithm form the 
IMFs. IMFs are functions that satisfy two stipulates: (1) in the 
entire dataset, the count of extrema and the count of zero-
crossings should be equal or differ not more than one; and (2) 
at each sample, the averaged value of the envelope determined 
through the local maxima and the envelope determined through 
the local minima approaches zero [26]. The process to produce 
an IMF in the EMD is known as sifting mechanism. The sifting 
framework to generate the IMFs of a time series s(t), consists 
of the following stages: 

1) Find all local maxima and minima of time series s(t); 

2) Interpolation among the local maxima to produce lower 

envelope, sL(t), as well as interpolation among the local 

maxima to produce upper envelope, sU(t); 

3) For every time point t, compute the average of the 

lower and upper envelopes; 

 ( )  
  ( )   ( )

 
   (1) 

4) Subtract the averaged resultant from the input time 

series; 

 ( )   ( )   ( )  (2) 

This is a single iteration of the sifting framework. The next 
stage is to verify if the time series d(t) from the previous stage 
is an IMF or not. 

5) Replicate the sifting mechanism on the residue time 

series. 

Practically, of the averaged envelop approaches zero, the 
sifting framework stops. This stopping condition guarantees 
the symmetrical property of the resultant envelop as well as the 
accurate relationship between the count of extremes and count 
of zero crossings that determine the IMFs [32]. 

Here, EMD was first applied to 1D data and then seven 
statistical features were calculated from the five first IMFs 
obtained from the EMD decomposition process. Previous 
studies on biomedical data have shown that the first five IMFs 
extracted from EMD contain very important details and 
information from the original data [33-35]. Therefore, 
according to previous studies and to keep the computation cost 
low, the first five IMFs were used in this work for feature 
extraction. Fig. 4 shows our proposed process according to 
preprocessing, EMD and feature selection approaches for 
fingerprint liveness identification. 

 
Fig. 3. A proposed scheme for converting two-dimensional data into one-dimensional data. 
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Fig. 4. The proposed process according to preprocessing, EMD and feature selection approaches for fingerprint liveness identification. 

After extracting the first five IMFs for each feature vector, 
seven statistical features [36] (i.e., standard deviation, mean, 
skewness, root mean square (RMS), kurtosis, singular value 
decomposition (SVD), entropy) were calculated with the 
following mathematical definitions for each IMF: 
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where x or X denote the time series (i.e., each IMF), n 
represents the count of data points, P represents the count of 
image histograms, μ denotes the mean of signal, σ denotes the 
standard deviation, and E[.] is the mathematical expectation. 

D. Feature Selection 

In this work, all above seven features were calculated for 
the first five IMFs. Thus, a 5 × 7 feature matrix was produced 
for every image. Therefore, 35 features were calculated for the 
entire fingerprint images. However, it should be noted that 
some features may be redundant or may not be informative for 
distinguishing real from fake fingerprints. Thus, the CMIM and 
DISR were utilized in our framework to select best 
discriminative features, improve the classification results and 
minimize computational cost. 

1) CMIM: This method removes redundant features by 

making a trade-off between discrimination and independence 

to choose features that maximize mutual information with the 

class to anticipate. Conditional mutual information is 

defined by: 

   (    |  )   ( |  )   ( |     ) (10) 

Afterward, following relationship is utilized for selecting 
the (F+1)th feature while F features have been chosen. 

 (   )         (         (    |  ( ))) (11) 

2) DISR: This algorithm utilizes the following equation 

for feature selection [37, 38]: 

                 {∑
  (      )

 (      )
     

} (  ) 

where  (      ) is the information entropy and   (      ) 
is the mutual information. 

E. Classification 

1) Multilayer perceptron (MLP) neural network: One of 

the simplest and effective structure of neural networks is MLP 

with back propagation learning procedure. MLP has been 

demonstrated to be effective in various problems, including 

pattern recognition, prediction, estimation and classification. 

The architecture of this neural network comprises of an input 

layer, hidden layer(s) and an output layer. The neurons of 

every layer are linked to the next layer with a certain weight, 

which is defined as follows: 

        ( )  ( )   (13) 

The above equation is known as the delta law through 
which weight correction is done from neuron i to neuron j. η, 
δj(n) and yi(n) are learning rate variable, local gradients and 
input signal of neuron j, respectively. If j is a neuron in the 
hidden layer, then δj(n) is obtained through: 

  ( )    
 (  ( ))∑   ( )   ( )  (14) 

where k is a neuron in the output layer, and   
 (  ( )) 

denotes the activation function for characterizing the input-
output relationships of the non-linearity to entity j [39, 40]. 

2) SVM: In this study, SVM was used for classification 

because this classifier minimizes the expected risk in the test 

data and considers a margin around the class boundaries, 

which leads to increased generalizability of the results. SVM 

uses a kernel property to convert the nonlinear classification 

problem into a linear one by increasing the dimensionality of 
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the dataset. In this work, we used the RBF kernel. The 

mathematical notation of SVM is [41]: 

   [(    )   ]                   (15) 

where    represents the identifier generated by SVM 
(        ). This can be transformed into a dual problem via 
the Lagrange coefficient as follows: 

    ( )  
 

 
∑         
 
       (    )  ∑   

 
    (  ) 

yi represents Lagrange coefficients. K is the kernel function 
with the following equation: 

 (    )  
   ( |    |

 )

  
  (17) 

3) LDA: LDA is an expansion of Fisher’s linear 

discriminant to find linear combinations of samples that 

separate two classes of events or objects. It is very associated 

with regression analysis and analysis of variance, which 

attempt to specify one dependent variable as a linear 

combination of other samples. LDA attempts to solve an 

optimal discrimination projection matrix Wopt: 

            |
     

     
|  (18) 

where, Sb and St are the scatter matrices with the following 
definitions: 

   ∑   (    )(    )
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where, Sb represents the between-class dispersion matrix 
and St represents the total dispersion matrix. The second term 

in (20) represents the within-class dispersion matrix. μp 
represents the averaged feature vector of image class p, as well 
as np denotes the count of features in image class p. q denotes 
the total count of the features. xp denotes the feature vector of a 
data point, and     denotes the vector of the image class that xp 

belongs to [42]. 

IV. RESULTS 

After preprocessing and cropping the fingerprint images, 
the 2D data of the images were converted into 1D data, and 
then the EMD algorithm was applied to this 1D data, and the 
IMFs of each data were extracted for real and fake fingerprints. 
Next, all seven mentioned features were calculated for the first 
five IMFs. Fig. 5, 6, 7 and 8 show the box plots for the mean, 
standard deviation, entropy and SVD features for the five IMFs 
of real and fake fingerprints, respectively. 

As shown in the above figures, there are obvious 
differences in the features extracted from different IMFs 
between real and fake fingerprints. However, as expected, the 
rate of change decreases after IMF1. This observation is due to 
the fact that the IMF 1 has more information and details from 
the original data, and in the subsequent IMFs, the amount of 
these details decreases accordingly. 

After feature extraction, feature selection was performed 
with CMIM and DISR methods. Then, feature classification by 
three different classifiers (i.e., MLP, SVM and LDA) was 
performed to distinguish real from fake fingerprints. At this 
stage, 70% of the dataset (i.e., extracted features) was allocated 
for training classifiers, 10% of the dataset for validation, and 
the remaining 20% for testing the performance of the 
classifiers. To assess the classification performance, a random 
subsampling technique was used that replicates the hold-out 
cross validation n times. MLP training process was stopped if 
1000 iterations executed or error reached less than 0.01%. 

 

Fig. 5. Mean of the first 5 IMFs computed from one-dimensional data of real and fake fingerprints. 
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Fig. 6. Standard deviation of the first 5 IMFs computed from one-dimensional data of real and fake fingerprints. 

 
Fig. 7. Entropy of the first 5 IMFs computed from one-dimensional data of real and fake fingerprints. 

To evaluate the classification performance, the following 
error criteria were calculated and used: 

False fake rate (FFR) = The number of fake fingerprints 
that are mistakenly recognized as real. 

False real rate (FRR) = The number of real fingerprints that 
are mistakenly recognized as fake. 

Average classification error (ACE) = (FFR + FRR)/2. 

Tables I, II and III summarize the classification results 
obtained by MLP, SVM and LDA classifiers, respectively. All 
classifiers produced a lower ACE through the features chosen 
by the DISR feature selection approach as input. Also, all 

classifiers produced a higher ACE using all features as input. 
This showed that feature selection is an effective approach to 
feed classifiers with high discriminative features. Our 
experiments showed that DISR is a more effective feature 
selection method than CMIM, which can lead to better 
classification results. The best results of FFR, FRR and ACE 
obtained by MLP were 2.48%, 2.08% and 2.28%, respectively 
(Table I). 

Also, the best results of FFR, FRR and ACE obtained by 
SVM were 3.40%, 2.24% and 2.82% respectively (Table II). 
Finally, the best results of FFR, FRR and ACE obtained by 
LDA were 5.53%, 2.64% and 4.09% respectively (Table III). 
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Fig. 8. SVD of the first 5 IMFs computed from one-dimensional data of real and fake fingerprints. 

TABLE I.  PERFORMANCE OF MLP NEURAL NETWORK IN REAL AND FAKE FINGERPRINT CLASSIFICATION 

Feature set FFR (%) FRR (%) ACE (%) 

All features 2.55 3.30 2.93 

Selected features by CMIM 2.57 2.80 2.69 

Selected features by DISR 2.48 2.08 2.28 

TABLE II.  PERFORMANCE OF SVM CLASSIFIER WITH RBF KERNEL IN REAL AND FAKE FINGERPRINT CLASSIFICATION 

Feature set FFR (%) FRR (%) ACE (%) 

All features 4.51 3.51 4.01 

Selected features by CMIM 3.20 3.10 3.16 

Selected features by DISR 3.40 2.24 2.82 

TABLE III.  PERFORMANCE OF LDA CLASSIFIER WITH IN REAL AND FAKE FINGERPRINT CLASSIFICATION 

Feature set FFR (%) FRR (%) ACE (%) 

All features 6.68 5.72 6.20 

Selected features by CMIM 4.95 4.45 4.70 

Selected features by DISR 5.53 2.64 4.09 
 

V. DISCUSSION 

Spoof attacks with non-real replications substantially 
threaten the security of different fingerprint identification 
systems. Thus, it is necessary to develop efficient 
countermeasures against these deceive attacks. In the current 
work, a novel liveness fingerprint detection framework with 
low computational cost and excellent accuracy was proposed. 
Our proposed scheme works based on empirical mode 
decomposition technique. The fingerprint images were cropped 
into 200 × 200 images and then converted the 2D images into 
1D data, greatly reducing the computational process. The EMD 
technique decomposed the data and the first five IMFs were 
targeted for feature extraction through simple statistical 
features. Consistent with previous studies [15, 16], our findings 
also demonstrated the efficacy of textural features to detect 
fingerprint viability. The findings revealed that our suggested 

system can yield an average accuracy of 97.72% in 
distinguishing fake from real fingerprints through MLP neural 
network. This framework is very efficient compared to other 
techniques because only one piece of fingerprint image is 
enough to defend against spoof attacks. Therefore, such 
framework can reduce the cost of the fingerprint biometric 
systems, as no further hardware is needed. Image cropping, 2D 
to 1D data conversion and the use of nonlinear EMD analysis 
are the innovations of this study that distinguish our work from 
previous studies. As will be explained in the next paragraph, 
this framework led to the improvement and development of 
previous results and was a step forward in the development of 
software-based methods for fingerprint liveness detection. 

In this section, our proposed framework was compared 
with other techniques examined on the same database (i.e., 
LivDet 2011 database). Table IV indicates the characteristics 
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and results of similar papers conducted on the LivDet 2011 
database to discriminate fake from real fingerprints in terms of 
ACE. As indicated, seven papers have worked on this dataset 
with various computational algorithms to detect real-live 
fingerprints. Most of the previous techniques utilized texture 
features and all of them utilized SVM classifier. Gragnaniello 
et al. [43] reported the best classification results with the ACE 

= 5.7%. Their system works based on local contrast phase 
descriptor. As shown in Table IV, our introduced technique 
gives the best classification results compared to other previous 
methods in real-live fingerprint recognition while being simple 
with lower computational cost. Therefore, this framework can 
be practically used in commercial biometric systems. 

TABLE IV.  CHARACTERISTICS AND RESULTS OF SIMILAR STUDIES CONDUCTED ON THE LIVDET 2011 DATASET TO DISTINGUISH REAL FROM FAKE 

FINGERPRINTS 

Author (year) Algorithm Classifier Result 

Nogueira et al. (2014) [15] Convolutional network with random weight and local binary pattern SVM ACE = 6.5% 

Jian et al. (2015) [16] Co-occurrence matrix SVM ACE = 11% 

Jia et al. (2014) [44] Multiscale local binary pattern SVM ACE = 7.5% 

Gragnaniello et al. (2015) [43] Local contrast phase descriptor SVM ACE = 5.7% 

Jia et al. (2013) [45] Multiscale local ternary patterns SVM ACE = 9.8% 

Zhang et al. (2014) [18] Wavelet transform and local binary patterns SVM ACE = 12.5% 

Johnson et al. (2014) [46] Pore characteristics SVM ACE = 12% 

Our proposed system Empirical mode decomposition and statistical features MLP, SVM, LDA ACE = 2.28% 
 

VI. CONCLUSION 

In summary, the proposed framework includes 

preprocessing along with image cropping incorporation, 

feature extraction using nonlinear analysis, feature selection 

by two different information-based approach, and 

classification stage through neural network, improved 

accuracy of previous techniques for fingerprint liveness 

detection. The findings of the present study support the use of 

nonlinear analysis and texture features for liveness fingerprint 

detection. However, the results of this study need to be 

validated by additional databases. In addition, future studies 

should explore other advanced classification techniques, 

especially deep learning models, to improve our findings. 
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Abstract—One of the most crucial components of information 

technology infrastructure in the modern world is cloud data 

centers. Customers have access to these data centers' 

infrastructure and software, which enable them to store and 

process massive amounts of data. However, the security and 

protection of private data in cloud data centers is a serious 

problem that needs effective and c solutions. Security and 

privacy issues exist because cloud computing outsources the 

processing of sensitive data. Consumer worries about cloud 

infrastructure security remain, particularly those related to data 

privacy. A thorough analysis of research efforts in the area of 

cloud security is the main objective of this study. In order to do 

this, a variety of models were evaluated, their advantages and 

disadvantages were identified, and a viable security solution 

based on symmetric algorithms was put forth. The original text 

in the proposed solution (Hybrid encryption algorithm) is first 

encrypted using the faster symmetric key method AES, and then 

its key is encrypted using the faster asymmetric key scheme RSA. 

This increases efficiency and speed. This method will shorten the 

time required for data encryption while enhancing its security. 

The final step was implementing the desired solution in the 

Eclipse software environment and comparing it against the 

Blowfish and RSA algorithms. The evaluation's findings indicate 

that the solution is more advantageous, which has resulted in a 

nearly two-fold decrease in execution time and a marked increase 

in throughput when compared to the RSA algorithm. 

Additionally, the execution time has shrunk, and throughput has 

been vastly improved compared to the Blowfish method. 

Keywords—Hybrid encryption algorithm; security; cloud 

computing; symmetric algorithms 

I. INTRODUCTION 

In the ever-evolving IT landscape, cloud data centers stand 
as giants of innovation, transforming the way we store, process 
and access data on a scale previously unimaginable. Their 
ubiquitous presence in our digital lives has ushered in an era of 
unparalleled convenience, accessibility, and efficiency. 
However, in the midst of this digital utopia, a looming specter 
looms – the great challenge of protecting sensitive data in 
cloud environments. The relentless advancement of technology 
has brought with it increased security concerns, and data 
protection has become a critical battleground across the vast 
expanses of cloud data centers. As we unlock the enormous 
potential of cloud computing, we are acutely aware of the 
vulnerabilities it presents. The imperative to fortify data 
storage fortresses against malicious intrusions and data 
breaches has never been more prominent. Since the start of its 
operation, the Internet has seen several changes, some of which 
have altered how people live today because cloud computing 
offers consumers a wide range of facilities as a service, this 

new technology has swiftly gained popularity [1]. Naturally, 
any modification and fresh idea in the technological world has 
its advantages, drawbacks, and issues [2]. This rule applies to 
using cloud computing as well [3]. We can include the absence 
of time and location constraints, easy resource sharing, and 
decreased capital and operating expenses as benefits of cloud 
computing [4]. Because cloud computing offers scalable 
resources as a service over the Internet, it has created a number 
of difficulties for the field's professionals, including data 
protection or preservation [5]. That is privacy. Early adopters 
still hesitate to move their businesses to the cloud despite the 
entire buzz [6]. The difficulties associated with data privacy 
and information protection continue to disrupt the cloud 
computing market, and security is one of the primary problems 
that are slowing down the expansion of cloud computing [7]. 
Other crucial and major elements of the current model 
shouldn't be threatened or jeopardized by a new model whose 
goal is to enhance its features [8]. Cloud architecture poses 
risks to the security of these technologies when they are 
employed in a cloud environment [9]. Users of cloud services 
should be cautious and knowledgeable about the risks 
associated with data breaches in this novel environment [10]. 
User data is typically safeguarded from hackers using a variety 
of encryption techniques in order to assure security and 
secrecy. This technique has also been applied in cloud 
computing settings. However, reliability is not ensured when 
numerous services are used concurrently to carry out 
operations like combining functions [11]. For instance, if a 
malicious application interferes with the service used by other 
customers then the numerous cloud platforms are shared by 
many clients. Other people's environments are also impacted 
by it [12]. Common security threats for cloud computing 
include integrity, availability, and confidentiality [13]. Attacks 
in this system can be split into two categories, assaults from 
both internal and external parties. Internal assaults are those in 
which the perpetrator seeks to get access to the network and its 
operations by obtaining virtual machine control, knowing the 
password or other authentication credentials, or both [14]. 

In contrast, attackers that use external attacks want to 
distribute false routing information or stop nodes from offering 
services. An internal intruder poses a greater threat than an 
outside one. A secure link between data centers and users is 
created concurrently using symmetric encryption as well as 
hybrid encryption [15]. With the aid of this technique, key 
structures for data encryption and decryption in cloud 
environments are made to be secure and dependable [16]. The 
benefits of utilizing hybrid and symmetric encryption in cloud 
data centers include boosting user privacy protection, lowering 
the risk of cyberattacks, strengthening protection against 
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intrusion, and increasing security and protection of sensitive 
information retrieval. Security mechanisms against hackers 
(attackers) including: Firewalls and intrusion detection systems 
(IDS), access control and authentication, encryption, security 
patch management, intrusion response plan, network 
segmentation, security information and event management 
(SIEM), and monitoring and logging. 

Additionally, the usage of symmetric and hybrid encryption 
boosts the effectiveness of cloud data centers [17]. 
Additionally, symmetric and hybrid encryption can withstand 
physical assaults. Information is kept in decryption mode, and 
the likelihood of unwanted access to them is decreased by 
utilizing detection and prevention techniques. These techniques 
enable cloud data centers to deliver services more dependably 
while limiting illegal data access [18]. When using symmetric 
encryption algorithms such as AES, a separate MAC algorithm 
or an authenticated encryption mode (such as AES-GCM or 
AES-CCM) is used to simultaneously ensure data 
confidentiality and integrity/authentication. These modes 
incorporate MAC functions in the encryption process to 
achieve data integrity protection. Also, when a secure 
cryptographic system is implemented, a well-established MAC 
algorithm (such as HMAC, CMAC) or an authenticated 
encryption mode should be considered to protect data integrity 
and validity in addition to encryption. In order to guarantee 
security and boost efficiency in cloud data centers, a novel 
approach utilizing hybrid and symmetric encryption is given in 
this article. Combining many distinct encryption techniques at 
once is known as hybrid encryption. By using this technique, it 
is possible to increase security and defend against decoding 
attempts. A secure link between data centers and users is 
created concurrently using symmetric encryption as well as 
hybrid encryption. With the aid of this technique, key 
structures for data encryption and decryption in cloud 
environments are made to be secure and dependable. The 
author's contribution to this work can be summed up as 
follows: 

 Offering an integrated solution based on the RSA and 
AES algorithms to improve security. 

 Shortening the duration of encryption operations. 

The remainder of the essay is structured as follows: A 
summary of earlier efforts is provided in the Section II. 
Section III goes into further detail about the suggested 
approach. The evaluation and effectiveness of the suggested 
method are described in the Section IV. Section V contains the 
conclusion and recommendations for further research. 

II. RELATED WORKS 

One of the most talked-about subjects in the IT world is 
cloud computing. Due to the cloud's vast resources and low 
entry barrier, it is being enthusiastically embraced by many 
new businesses. The cloud, however, has both pros and cons, 
just like any other topic. Information about cloud users is saved 
remotely. Therefore, one of the primary concerns of any firm 
contemplating a move to the cloud is cloud data security. 
Firewalls and VPNs (virtual private networks) are two of the 
most popular ways for data owners to protect their information 
at home or the office. The company is the data owner, but it 

uses uncontrolled cloud servers to store sensitive information, 
and its users can access this information when needed. For this 
reason, there is a security risk associated with storing client 
data elsewhere. 

As a result, safeguarding data in the cloud has emerged as a 
key field of study [19]. Various cryptographic methods, 
including AES (a symmetric cryptographic method), SHA-1 (a 
hashing method), and ECC, are used in [20], with data first 
being organized into categories according to its sensitivity and 
significance. In the asymmetric cryptography method of 
elliptic curve cryptography, most existing works rely on a 
single key for encryption and decryption, making them 
vulnerable to a wide range of well-known harmful attacks. As a 
result, the hybrid algorithm we developed uses two 
independent keys applicable to any encoding/decoding process. 
If you wish to access data stored in the cloud, you'll need to 
sign up with both your cloud service provider and the cloud's 
owner which is required for decrypting cloud-based 
information. The purpose of this research [21] was to create a 
novel approach to cloud data security based on hybrid 
encryption architecture. Encrypting user data before it is sent to 
the cloud is an active study area because of the prevalence of 
malicious actors in this environment. 

Since the scope of cloud computing security concerns 
extends to data access control, identity management, auditing, 
integrity control, and risk management, a hybrid cryptosystem 
was developed to address these concerns. Data privacy is 
addressed with the symmetric Blowfish algorithm rather than 
the asymmetric RSA scheme. Authentication is the focus of the 
algorithm. The Secure Hash-2 algorithm is also used in this 
method; therefore, the data may be trusted. Based on the 
current research results, it has been determined that the 
suggested method offers both high security for data 
transmission over the Internet and easy, on-demand network 
access to the manufacturer's shared pool of computer resources, 
including the latter two in particular. Due to concerns over data 
security, many large companies are hesitant to adopt cloud 
computing services. There have been numerous incidents of 
cloud security breaches documented over the past few years, 
despite the cloud service provider's claim of having a solid 
third-party security system. Therefore, for cloud service 
providers to succeed, they must have stringent safety measures. 
Strong security for user data is proposed in [22] via a two-layer 
agent-based hybrid framework that combines symmetric and 
asymmetric key methods. The risk of data misuse by the cloud 
service provider is also removed because the user alone 
controls the decryption process. This framework improves 
security without slowing down the virtual machine's processing 
speed since the two cryptographic algorithms utilized are 
optimized for low key size, low encryption time, and high 
speed. In [23], we examine hybrid cryptography from 2014 
until the beginning of 2019. Eight are based on a tabular survey 
format that is easy to use, while the remaining 12 are 
comprehensive polls. The primary goal of this review paper is 
to expand the knowledge base of novice cryptography 
researchers, students, and practitioners. The lack of attention 
paid to user authentication and the improper usage of hybrid 
algorithms is the area where more study is needed. As a result 
of all this, cloud customers are beginning to worry about the 
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security of their data while it is being stored on these outside 
managed servers. Information security is necessary to prevent 
these data breaches and other risks. Information security relies 
heavily on encryption. The user employs a couple of different 
encryption algorithms to keep their cloud data safe. 
Researchers look at trust and its application in distributed 
computing [24]. A summary of proposed trust models for 
various distributed system types is provided. The proposed 
trust management systems for cloud computing are examined 
with a focus on their capabilities, realistic heterogeneous cloud 
applicability, and implementation viability. In actuality, data 
security refers to the safeguarding of information's availability, 
completeness, and secrecy. 

Research [25] ensures that, when necessary (Availability), 
only authorized users have access to accurate and 
comprehensive information (Completeness). Information 
security aims to shield data and information systems from 
misuse, failure, disclosure, and unauthorized access. Based on 
the Security as a Service (SECaaS) concept, they suggested 
multi-layer and multi-level encryption architecture for cloud 
computing [26]. This article also makes the point that the 
implementation of this architecture is adaptable to scalable 
systems with various needs and can unite heterogeneous 
networks and different operating systems. K-anonymity, an 
encryption model to safeguard personal information, is 
provided in [27]. By employing this technique, user data can be 
protected from unauthorized disclosure. The term "data" in this 
article refers to specific, unique information that is 
conceptually arranged as a table with rows for reports and 
columns for strings. An outline of the cloud's security issues 
and major difficulties can be found in [28]. By the end of this 
piece, they have determined that a significant portion of data 
security may be achieved by the employment of cryptographic 
methods. 

Additionally, it has been found that using both symmetric 
and asymmetric encryption at once can speed up message 
transmission and identity verification considerably. The 
employment of extensible identity recognition protocol in 
cloud computing is plagued by issues listed in [29]. Cloud 
computing authentication issues have been resolved using 
EAP. This technique nullifies dangers from data manipulation, 
DoS assaults, and identity theft. However, in this manner, a 
powerful algorithm and encryption are required for the cloud 
environment, ensuring that the client's data and the data 
transferred between the client and the cloud provider are 
encrypted. The EAP approach also has additional issues. A 
framework for the authentication choice was supplied by the 
study conducted in [30], referred to as the "Trust Cube" in this 
study. A high-level framework of authentication procedures is 
offered in this solution. The client device, the data collector, 
the authentication engine, and the authentication consumers are 
taken into account in this architecture. Each of these 
participants must be validated before data can be sent through 
the authentication engine. 

III. SUGGESTED METHOD 

The suggested approach is broken up into two stages. The 
first stage focuses on the transfer and secure storage of data on 
the cloud. Data is only made available to the authorized user 
after passing all security mechanisms in the second step, which 
handles data retrieval from the cloud and data validation and 
integrity. A hybrid encryption technique is employed in both 
phases as the best option for data encryption and decryption, 
which is done by using the data from the user side to the server 
or vice versa. The proposed model and method to provide a 
general framework to guarantee data security and 
comprehensiveness are shown in the general structure in Fig. 1. 
You can see the overall layout and the different types of 
actions done on the data at each level in this structure. 

 

Fig. 1. General outline of the proposed model. 
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In actuality, this encryption method combines the strengths 
of AES and RSA, two symmetric encryption methods, to 
establish the key cryptographic parameters. There was good 
assurance of confidentiality, integrity, and availability. A 
systematic and comprehensive method was employed to 
explore the complexities of cloud data center security and 
evaluate the effectiveness of our proposed hybrid encryption 
solution. This method is designed to increase clarity and 
transparency and allow replication and validation of our 
research findings. The key components of our research method 
are as follows: Problem identification, model design, 
implementation, testing, security analysis, comparison with 
existing methods, data analysis and presentation of results. 

In applying this systematic methodology, our aim was to 
ensure the robustness and validity of our research. The step-by-
step approach brought clarity to our research process and 
facilitated the evaluation of the effectiveness of our proposed 
hybrid encryption solution in increasing security and efficiency 
in cloud data centers. 

A. Combination of two encryption algorithms 

Fig. 2 displays the overall architecture of the suggested 
method for integrating two techniques employing RSA 
asymmetric and AES symmetric encryption. 

 
Fig. 2. The general framework of the combination of two cryptographic algorithms. 

Proposed hybrid algorithm 

Input: Data [] array of n integers storing data for the protection section.                                                       

Where Data is an integer array containing the nonnegative integers A, C, I, AES and RSA. 

Output: Information sorted by category for the relevant section. 
For a to x 

C [a] = value of confidentiality. 

 I [a]= value of integrity 
A [a]= value of availability 

Calculate AES and RSA [i] = (s [a] + (1/v[a])*10+I [a] )/2 

For b= 1 to 10  
For a= 1 to x 

If AES and RSA [a] == 1, 2, 3 then 
S [a] = 3  

If AES and RSA [a] == 4, 5, 6 then 

S [i] = 2  
If AES and RSA [a] == 8, 9, 10 then 

S [a] = 1  
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Since cloud storage is preferred, methods are provided for 
storing various types of data there (public, private, restricted 
access) according to three cryptographic parameters: privacy, 
accessibility, and security. The value of "C" (Confidentiality) is 
determined by how much privacy is needed at each data 
processing step. In contrast, the value of "I" (Integrity) is 
determined by how well the data is accurate, reliable, and 
protected against unauthorized changes. Fig. 1's A 
(Availability) represents how readily available the data needs 
to be in response to a user's request. 

Users of the aforementioned algorithm are tasked with 
categorizing information according to the three cryptographic 
parameters C, I, and A. The user is responsible for providing 
the values for C, I, and A, where Data [] is the data. Integrity is 
also directly tied to security and secrecy, while security is 
inversely related to availability. This ''SR'' number determines 
which of Fig 2's three sections the information belongs in S3 
[Public], S2 [Private], or S1 [Owner's Limited Access]. 

In this solution, the interaction between the user and the 
cloud servers is considered the main step in which the user 
must be registered as a cloud client. If he is a registered user, 
the password check process is performed. Otherwise, you must 
first register using the service provider, and after confirming 
the user's authentication process, his public key will be sent to 
the server to encrypt the data. The scheduling unit of runtime 
coordination can be categorized as follows from the standpoint 
of runtime scheduling granularity: 

 The complete application framework, which consists of 
all the entities that are used for execution and 
collaboration as well as the required external containers. 
Take a Hadoop , for instance. 

 An instance of an application workload, comprising all 
the entities involved in distributed execution, is referred 
to as an application instance. Consider a Hadoop job. 

 A single executor, which is typically a local OS process, 
is the internal execution entity of an application 
instance. Take a Hadoop task, for instance. 

IV. EVALUATION RESULTS 

These tests assess the effectiveness of data encryption at 
various sizes. Fig. 3 to 11 and Tables I to III exhibit the 
experiment's outcomes. The differences between the 
implementation of cryptographic operations in the combined 
mode and in comparison, with other methods may be readily 
recognized through the evaluation of the graphs. The 
comparison of the combined mode's execution times clearly 
demonstrates improved efficiency and optimal execution. In 
reality, the encryption procedure has been completed in half the 
time required by the RSA technique, making the execution 
time more than two times faster. The high execution time of 
asymmetric coding techniques is actually one of their key 
issues, which has a significant impact on performance. 
Although the throughput is somewhat less optimized when 
compared to the Blowfish method, the execution time is almost 
30 milliseconds less, demonstrating that the combined solution 
is more optimal. 

 
Fig. 3. Throughput - kilobytes per second (data size: 512 kilobytes). 

 

Fig. 4. Execution time - milliseconds (data size: 512 KB). 

 
Fig. 5. Throughput - kilobytes per second (data size: 2048 kilobytes). 

TABLE I.  EXECUTION TIME AND THROUGHPUT (DATA SIZE: 512 KB) 

RSA Blowfish Hybrid  
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9<6 759 6<9 
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Fig. 6. Execution time - milliseconds (data size: 2048 KB). 

 
Fig. 7. Throughput - kilobytes per second (data size: 4096 kilobytes). 

 

Fig. 8. Execution time - milliseconds (data size: 4096 KB). 

 
Fig. 9. Throughput rate in different data sizes - kilobytes per second. 

 
Fig. 10. Execution time in different data sizes - in milliseconds. 

 
Fig. 11. The time required to decompose n into prime factors. 
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Due to the fact that the size of the data that can be 
encrypted can affect the time of the operation, in the second 
test, the size of the data has been increased to two megabytes 
(2048 kilobytes) to compare the efficiency of algorithms in this 
volume of data. As can be seen from Table II, the proposed 
solution performs much better than the RSA algorithm. In 
addition to the better throughput, the execution time is reduced 
by about 214 milliseconds. Compared to the Blowfish 
algorithm, the execution time has decreased by about 43 
milliseconds and at the same time, the transmittance has also 
increased. This shows that the proposed solution works faster 
than these two solutions. 

TABLE II.  RUNNING TIME AND THROUGHPUT (DATA SIZE: 2048 KB) 

RSA Blowfish Hybrid  

75<8 8965 8==9 Throughput 

:88 897 858 Execution time (milliseconds) 

TABLE III.  EXECUTION TIME AND THROUGHPUT (DATA SIZE: 4096 KB) 

RSA Blowfish Hybrid  

9798 ;<8; <889 Throughput 

;:9 966 8<9 Execution time (milliseconds) 

Charts 9 and 10 clearly demonstrate that the proposed 
solution is more optimal in the last test, which compared the 
desired algorithms with a data amount of 4096 kilobytes. The 
proposed solution was able to perform the operation in less 
time than the other two algorithms, as shown in Table III. As 
the amount of data increases, the throughput likewise 
increases, but it impacts the encryption time and results in 
more time required. 

The RSA technique is asymmetric, so it naturally takes a lot 
of time to produce the public and private keys and perform the 
encryption process, so its execution time is significantly higher. 
However, the other solution takes less time because of its 
symmetry. The results also demonstrate how little 
implementation there is. 

Finally, in Fig. 9 and 10, a general comparison between 
execution times and throughput in different data sizes can be 
seen. 

As can be seen, the processing action requires greater time 
for the initial execution than for successive executions, which 
indicates the necessity for warming up or preparation time. 
This time will be shorter for the application of larger data, 
yielding the desired outcome. The block size of processable 
threads was set at 256 for the processing resources that will be 
accessible for cryptographic operations, albeit this number may 
change depending on the resources' makeup. The greatest 
quantity of data that can be processed at any given time for 
encryption and decryption operations will be equivalent to 256 
gigabytes. On the other hand, each processable thread can hold 
64 bits of data (8 bytes). 

A. Time of Failure 

This section evaluates the failure time of the suggested 
solution because, in addition to boosting efficiency, increasing 
security is one of the key goals of this research. Failure time is 
the amount of time needed to locate the algorithm's secret key 
and subsequently decrypt it. It is obvious that the answer is 
more secure the longer this period is. Although all encryption 
techniques can indeed be defeated, what matters is how long 
the information should be decrypted and what tools should be 
used. In relation to the suggested hybrid approach, since the 
RSA technique encrypts the AES encryption key, if the RSA 
can be decrypted, the AES key may also be retrieved, allowing 
for the discovery of the original content. 

It should be noted that there are only a few ways to decrypt 
text using the RSA algorithm, the primary one being the 
breakdown of n into prime factors. In this instance, n and e are 
likewise presumed to be provided together with the RSA public 
key. Decomposing n into its prime factors, p and q, is the initial 
step at this point. Actually, the main and most challenging 
element of decrypting an RSA key is this step. Mathematical 
computations have demonstrated that it would take more than 
seven months to find the prime factors of a number with 155 
digits, for instance, even using the fastest computers. The 
crucial point is that by choosing a larger key (choosing larger p 
and q numbers) when employing RSA, the work of analyzing n 
can be made much more challenging for new computers, 
regardless of how fast and adept they are at handling huge 
numbers. The outcomes of the decomposition of various values 
of n into prime components, along with the time needed to 
complete it, are presented. 

According to evaluations, if the number of digits is taken to 
be equal to 200, four million years of time, as can be seen in 
the above figure, the time of decomposition might increase 
exponentially the greater the value of n. The ability to decode 
the data is required. Fig. 11 makes it evident that picking larger 
digits can actually make the analysis time; as a result, the RSA 
decryption is unfeasible in a short amount of time. 

B. Efficiency Comparison 

An effective cloud data security model will solve all cloud 
computing's potential issues, allowing its advantages to soar to 
new heights while shielding its owner's data from as many 
threats as feasible. In Table IV, we can see how the suggested 
model stacks up against competing approaches to data 
protection. 

After the security parameters for the contrasted approaches 
were implemented, Fig. 12 depicts the level of security. As can 
be seen, the security factor of the suggested method is higher 
compared to previous ways due to the rise in the volume of 
data in the horizontal axis, as well as the usage of data 
classification and encryption technology. 
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TABLE IV.  FACTORS OF THE PROPOSED METHOD COMPARED TO SIMILAR WORKS 

Factors [3] [31] [9] [13] [21] [24] [25] [29] This work 

Authentication of Storage Providers n y y y n n y n y 

Confidentiality n y n y y n y n y 

Non-repudiation n n  y y y n n y 

Safe even if the user's credentials are compromised y n y n n y n y y 

Authorization y y y n n y y y y 

Encryption y n y y y y n n y 

Identifying and verifying y y n n n n y y y 

Integrity n n y n n n y n y 

File indexing y y n y y n n y y 

Lookup by Keywords n n y n y y n y y 

 

Fig. 12. Comparison of methods for security assessments. 

This research includes a hybrid approach using both RSA 
and AES algorithms for encryption in cloud data centers, 
which is summarized as follows: 

1) Execution time and throughput analysis: 512 KB data 

size: The proposed hybrid solution performs significantly 

better than the RSA algorithm when encrypting 512 KB data. 

In particular, it notes that the execution time is cut in half 

compared to RSA, which represents a significant improvement 

in speed. Furthermore, although the throughput is slightly 

lower than the Blowfish method, it is noted that the execution 

time is approximately 30 milliseconds shorter, indicating that 

the hybrid solution offers a more optimal balance between 

speed and security. 

2048 KB data size: When the data size increases to 2048 
KB (2 MB), the hybrid solution still outperforms RSA by a 
large margin. The execution time is reduced by approximately 
214 ms compared to RSA, indicating that the hybrid approach 
is significantly faster. The article also mentions improvements 
in throughput. 

4096 KB data size: In the final evaluation with a data size 
of 4096 KB (4 MB), the hybrid solution still shows its 
superiority over RSA and Blowfish. Runtimes are reported to 
be approximately 280ms faster than RSA and 37ms faster than 
Blowfish, showing consistent and significant speed benefits. 

2) Breakdown time analysis: In this research, an analysis 

of the RSA algorithm's failure time is presented, which is a 

measure of how long it takes to decrypt RSA-encrypted data. 

This emphasizes the importance of choosing large key sizes to 

make computational decryption impossible in a reasonable 

amount of time. The presented results show that with a large 

enough key size (e.g., 200 digits), the decryption time can 

increase to millions of years, which highlights the security 

advantage of using larger key sizes in RSA encryption. 

3) Efficiency comparison: In the following, the proposed 

hybrid model has been compared with other methods in terms 

of security evaluation. It uses a security factor as a benchmark 

and shows that the hybrid model consistently shows higher 

security levels compared to alternatives. This suggests that the 

hybrid approach provides a superior balance between security 

and efficiency. 

The proposed method points out that the hybrid approach 
combines the strengths of AES and RSA for cryptographic 
parameters, which results in ensuring confidentiality, integrity, 
and availability. While providing runtime and throughput data, 
it is helpful to include specific numerical results, charts, or 
graphs to visually demonstrate these performance 
improvements. 

V. CONCLUSION 

In addition to ensuring security, this article's major 
objective is to make encryption and decryption processes more 
effective. As a result, a hybrid approach based on the RSA and 
AES algorithms was presented to speed up encryption 
procedures while boosting security. As a result, the message 
confirmation code and the RSA method are used to secure the 
key after the main data has been encrypted using the AES 
technique. With this technique, the potential for decreasing the 
time required for the encryption procedure is also well 
established, in addition to improving security. Finally, a hybrid 
algorithm was constructed and tested using the Java 
programming language and the Eclipse programming 
environment, and all tests conducted on the provided solution 
show that it is superior to alternative approaches; there were 
strategies. Therefore, the encryption procedure was completed 
in half the time required by the RSA technique in the first test 
with a data volume of 512 kilobytes. Although the throughput 
was higher than the Blowfish method, the execution time was 
almost 30 milliseconds lower, demonstrating the combined 
solution's superiority. The proposed approach outperformed the 
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RSA technique in the second trial, which used a data volume of 
2048 KB. Compared to the Blowfish algorithm, throughput 
increased more than two times, and execution time dropped by 
more than 214 milliseconds. 

Additionally, the throughput is higher, and the execution 
time is decreased by 43 milliseconds, showing that the 
proposed method operates more quickly than the two 
alternatives. The proposed solution outperformed the other two 
algorithms in the final evaluation with a data volume of 4096 
kilobytes, resulting in execution times that were about 280 
milliseconds faster than those of the RSA algorithm and 37 
milliseconds faster than those of the Blowfish algorithm, 
respectively. In comparison to these three methods, it 
demonstrates total optimality. The failure time of the RSA 
method, which is in charge of protecting the private key, was 
also examined to assess the solution's level of security. The 
findings of the experiment demonstrate that by using large 
keys, it can be decoded in a fair amount of time. 

It is feasible to add to the described algorithm for future 
research and to broaden the suggested solution; it also makes 
use of a trusted third-party (TTP) based model because TTPs 
are frequently used in both commercial and cryptographic 
digital transactions, particularly in those involving a CA that 
gives a digital identity certificate to one of the two parties. 
Accordingly, the user is first verified using TTP-based 
protocols and then, after receiving the authentication 
certificate, can access the system and view and decode the 
encrypted data. At that point, the CA becomes a trusted third 
party for issuing certificates. 
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Abstract—License plate recognition in smart parking systems 

plays a crucial role in enhancing parking management efficiency 

and security. Traditional methods and deep learning-based 

approaches have been explored for license plate recognition. 

Deep learning methods have gained prominence due to their 

ability to extract meaningful features and achieve high accuracy 

rates. However, existing deep learning-based fire detection 

methods face challenges in terms of accuracy, real-time 

requirement, and computation cost, as evident from previous 

studies. To address these challenges, we propose a single-stage 

deep learning approach using YOLO (You Only Look Once) 

algorithm. Our method involves generating a custom dataset and 

conducting training, validation, and testing processes to train the 

YOLO-based model. Experimental results and performance 

evaluations demonstrate that our proposed method achieves high 

accuracy rates and satisfies real-time requirements, validating its 

effectiveness for license plate recognition in smart parking 

systems. 

Keywords—Smart parking; license plate recognition; deep 

learning; single-stage detector; Yolo 

I. INTRODUCTION 

Smart parking systems have emerged as a transformative 
solution to address the challenges of urban parking 
management, aiming to optimize parking resource utilization 
and enhance the overall parking experience for drivers [1, 2]. 
These systems leverage advanced technologies to provide real-
time parking information, streamline parking processes, and 
contribute to efficient traffic management in smart cities [3]. 

License plate recognition (LPR) technology plays a pivotal 
role in smart parking systems by enabling automated vehicle 
identification, entry/exit control, and payment processes [4, 5]. 
LPR involves the detection, extraction, and recognition of 
license plate information from images or videos. By accurately 
capturing and processing license plate data, smart parking 
systems can provide seamless and convenient parking 
experiences to drivers, optimize resource allocation, and 
enhance operational efficiency. 

Current technologies and recent advances in license plate 
recognition have significantly enhanced the capabilities of 
smart parking systems. Various approaches, including 
computer vision, machine learning, and deep learning, have 
been employed to improve the performance of LPR systems 
[6]. Among these technologies, vision-based methods have 
garnered significant attention from researchers due to their 

ability to handle variations in lighting conditions, vehicle types, 
and license plate designs. 

Vision-based methods utilize computer vision techniques to 
extract and analyze license plate information from images or 
videos [7]. These methods have shown promising results in 
terms of accuracy and reliability, making them suitable for 
real-world deployment in smart cities. The significance of 
research in this area lies in developing more accurate and 
efficient LPR systems that can handle complex real-world 
scenarios and meet the real-time requirements of smart parking 
systems [8]. On the other hand, deep learning-based methods 
have emerged as state-of-the-art approaches for license plate 
recognition in smart parking systems. Deep learning models, 
particularly those utilizing convolutional neural networks 
(CNNs), have shown remarkable advancements in various 
computer vision tasks [9, 10]. However, there are still 
limitations and challenges in existing deep learning-based 
approaches for license plate recognition, particularly in 
achieving real-time processing and high accuracy rates. 

To tackle these limitations, further research is needed to 
investigate alternative approaches that can achieve high 
accuracy rates in real-time. One such approach is the utilization 
of single-stage deep learning models, such as the YOLO (You 
Only Look Once) algorithm [11]. Single-stage models 
eliminate the need for time-consuming region proposal 
networks and achieve efficient end-to-end license plate 
detection and recognition [12]. By exploring single-stage and 
YOLO-based methods, the research aims to address the current 
limitations and challenges in deep learning-based license plate 
recognition for smart parking systems. 

In this study, we propose a YOLO-based method with a 
custom dataset generation to tackle the identified research gap 
and meet the real-time requirements of license plate 
recognition in smart parking systems. The YOLO-based model 
is generated using a custom dataset, encompassing various 
challenging scenarios encountered in smart parking 
environments. The model is trained, validated, and tested to 
evaluate its performance in terms of accuracy, speed, and 
robustness. 

The research contributions of this study lie in identifying 
the research gap in deep learning-based license plate 
recognition for smart parking systems and proposing a YOLO-
based method to address this gap. Additionally, comprehensive 
experimental evaluations are conducted to validate the 
proposed method, assessing its performance in real-world 
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scenarios. The contributions of this research are significant for 
the development of accurate and efficient license plate 
recognition systems, ultimately improving the efficiency and 
convenience of smart parking management in urban 
environments. 

The main research contributions in this study are listed as 
follows: 

 The study identifies the existing limitations in real-time 
license plate recognition for smart parking systems and 
highlights the need for more efficient and accurate 
methods to address these challenges. 

 Generating an extensive custom dataset for car license 
plate recognition. 

 The study proposes a YOLO-based approach with a 
custom dataset generation to improve license plate 
detection and recognition in smart parking systems, 
offering an effective solution for real-time processing 
and enhanced accuracy. 

 The study conducts comprehensive experimental 
evaluations to validate the proposed method, assessing 
its performance in terms of accuracy, speed, and 
robustness. The results demonstrate the effectiveness 
and superiority of the YOLO-based approach in 
addressing the research gap and meeting the 
requirements of smart parking systems. 

II. PREVIOUS STUDIES REVIEW 

The authors in [4] focuses on parking entrance control 
using license plate detection and recognition. The method 
employs computer vision techniques to detect and recognize 
license plates of vehicles entering a parking area. The 
advantages of this approach include enhanced security and 
improved efficiency in managing parking access. By 
automating the entrance control process, it reduces the need for 
manual intervention and enables real-time monitoring. 
However, potential drawbacks may include challenges in 
accurately detecting and recognizing license plates under 
varying lighting conditions and vehicle speeds. Overall, this 
research presents a practical solution for parking entrance 
control, offering benefits in terms of security and efficiency 
while acknowledging the need for robust license plate 
detection and recognition algorithms. 

In [13], license plate recognition algorithms are explored 
based on deep learning in complex environments. The 
proposed method utilizes deep learning techniques to address 
challenges such as varying lighting conditions, occlusions, and 
plate deformations. The advantages of this approach include 
achieving high accuracy rates and robustness in complex 
scenarios, thanks to the superior feature extraction and pattern 
recognition capabilities of deep learning algorithms. However, 
drawbacks include the need for large amounts of labeled data 
for training, computational complexity, and potential 
limitations in generalizing to different license plate formats and 
languages. Overall, this research highlights the effectiveness of 
deep learning in license plate recognition but emphasizes the 
importance of considering data requirements, computational 
complexity, and adaptability to practical implementation. 

The authors in [14] proposes a license plate recognition 
system that utilizes YOLOv5 and CNN (Convolutional Neural 
Network) models. The method involves training the YOLOv5 
model to detect license plates in images, followed by using a 
CNN model for character recognition. The advantages of this 
approach include the ability to accurately locate and recognize 
license plates in real-time, enabling efficient automation of 
tasks such as parking management and access control. The use 
of deep learning models like YOLOv5 and CNN allows for 
robust performance even in challenging scenarios. However, 
potential drawbacks may include the need for a large amount 
of labeled data for training the models and the computational 
complexity associated with deep learning algorithms. Overall, 
this research demonstrates the effectiveness of using YOLOv5 
and CNN for license plate recognition, offering advantages in 
terms of accuracy and real-time processing while 
acknowledging the considerations related to data requirements 
and computational resources. 

The  authors in [15] developed a low-cost IoT-based Arabic 
license plate recognition model for smart parking systems. The 
method utilizes existing IoT infrastructure and image 
processing algorithms to automate the recognition of Arabic 
license plates, enhancing parking management efficiency. The 
advantages include its cost-effectiveness and focus on Arabic 
license plates, catering to regions with Arabic as the dominant 
language. However, limitations include reliance on IoT 
infrastructure and the restriction to Arabic license plates. 
Challenges such as connectivity issues and varying plate 
formats may affect accuracy. 

The authors in [17] presented an all-encompassing 
automated license plate recognition (ALPR) system, which 
streamlines the entire process by employing the YOLO (You 
Only Look Once) algorithm for vehicle and license plate 
detection, coupled with vehicle classification. The proposed 
approach represents a comprehensive solution to license plate 
recognition, aiming to eliminate the need for multiple separate 
algorithms and enhance the automation of this crucial task in 
various applications. However, the study brings to light a 
significant concern regarding the system's low accuracy rate in 
certain scenarios. This limitation suggests that the system may 
encounter challenges in reliably recognizing license plates, 
particularly in complex or adverse conditions. Consequently, it 
underscores the necessity for further research and 
improvements in accuracy to ensure the system's robust 
performance across diverse real-world scenarios and 
applications. 

The study [18] explored a convolutional neural network 
(CNN)-based approach for license plate detection. The 
proposed method in the study centers around the utilization of 
CNNs, a class of deep learning algorithms, to automatically 
detect license plates in images. The authors conduct a 
comprehensive investigation to assess the effectiveness of this 
approach. Their findings indicate that the CNN-based method 
demonstrates promise in the realm of license plate detection, 
providing notable advantages in terms of speed and efficiency 
compared to traditional methods. However, a critical limitation 
that emerges from their research is a relatively low accuracy 
rate. This limitation is particularly evident in challenging 
scenarios, such as low-light conditions or when license plates 
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exhibit variations in size, angle, or perspective. The low 
accuracy rate underscores the need for further refinement and 
optimization of the CNN-based approach to improve its 
robustness and reliability, ensuring accurate license plate 
detection across diverse real-world situations and enhancing its 
potential applications in fields such as automated surveillance 
and transportation systems. 

The study [19] presented a License Plate Recognition 
System (LPRS) utilizing an improved YOLOv5 (You Only 
Look Once) architecture in conjunction with a GRU (Gated 
Recurrent Unit) network. The proposed method aims to 
enhance the accuracy and efficiency of license plate 
recognition, a vital task with applications in security and traffic 
management. Through a comprehensive exploration of the 
proposed approach, the study reveals that the improved 
YOLOv5 and GRU-based LPRS system exhibits promising 
potential in recognizing license plates from images and videos. 
However, a significant limitation is identified, notably a lower 
accuracy rate in challenging conditions and scenarios, such as 
low lighting or extreme angles. This limitation underscores the 
need for further refinements and enhancements to address these 
challenges and improve the overall accuracy and robustness of 
the system, as accurate license plate recognition is crucial for 
various real-world applications, including surveillance and 
automated toll collection systems. 

III. MATERIAL AND METHOD 

A. Dataset Generation 

In this study, a custom dataset is generated for license plate 
recognition. For this dataset, following steps are performed. 

1) Collect images: In this study, for collecting license 

plate images from internet resources to generate a custom 

dataset, several steps are performed. Firstly, we identify 

reliable sources that provide license plate images, including 

open data repositories and publicly available datasets. 

Secondly, systematically search and retrieve license plate 

images from these sources using specific keywords or filters 

with image databases that contain labeled license plate 

images. Thirdly, verify the authenticity and quality of the 

collected images to ensure they are suitable for dataset 

creation for image resolution, clarity, and visibility of the 

license plates. Finally, we consider verifying the accuracy and 

reliability of the labeled license plate information. 

2) Image annotation: In collected images, there are 

several images with no labeling which are required to label 

and annotate. Annotating unlabeled license plate images for 

our custom dataset involves manually adding annotations to 

identify and localize license plate regions. The annotator uses 

specialized software to draw bounding boxes around the 

license plates and assign labels representing alphanumeric 

characters. Accuracy and attention to detail are crucial in 

ensuring precise annotations. Consistent annotation guidelines 

and regular quality checks maintain dataset quality. Annotated 

license plate images enable the training and evaluation of 

accurate and robust license plate recognition models for real-

world applications. 

3) Data augmentation: To cover more variations in 

images and extending the dataset, we performed data 

augmentation. Augmenting license plate images is performed 

to expanding the custom dataset by applying various 

transformations and modifications to the existing images. This 

augmentation technique enhances the dataset's diversity and 

variability, making the trained model more robust and capable 

of handling different scenarios. Common augmentation 

techniques include rotation, translation, scaling, flipping, 

adding noise, changing lighting conditions, and introducing 

occlusions. By applying these transformations, the dataset can 

capture variations in license plate positions, angles, sizes, and 

image characteristics, such as brightness and noise levels. 

Augmentation helps to mitigate overfitting and improve the 

generalization ability of the license plate recognition model. It 

also enables the model to better handle real-world challenges, 

such as variations in weather, lighting conditions, and vehicle 

orientations. Therefore, we generated 8642 images with above 

steps in our custom dataset. 

B. One-Stage Detector 

One-stage detector algorithms are a type of object detection 
algorithm used in computer vision tasks. Unlike two-stage 
detectors that involve a separate region proposal network 
(RPN) and object detection stage, one-stage detectors perform 
both object localization and classification in a single pass. One 
popular example of a one-stage detector algorithm is the 
YOLO (You Only Look Once) algorithm. This algorithm 
enables to process the entire image in a single pass makes it 
efficient and suitable for real-time applications like license 
plate recognition in smart parking systems. Fig. 1 [16] shows 
the structure of one-stage detector. 

In a one-stage detector algorithm, the input to the algorithm 
is an image that contains objects of interest, such as vehicles 
with license plates in the case of license plate recognition. The 
algorithm processes the entire image at once and produces a set 
of bounding boxes along with corresponding class predictions 
for each detected object. This is in contrast to two-stage 
detectors that first propose regions of interest and then classify 
those regions. 

The backbone network is a crucial component of the one-
stage detector algorithm. It is typically a deep convolutional 
neural network (CNN) that extracts hierarchical features from 
the input image. The backbone network can be a popular CNN 
architecture like ResNet, VGG, or Darknet, which has been 
pre-trained on a large-scale image classification task. The 
purpose of the backbone network is to capture high-level 
representations and semantic information from the image. 

The neck network typically consists of additional 
convolutional layers that fuse and combine the multi-scale 
features from the backbone network. This fusion helps to 
enhance the representation power of the features and enables 
the algorithm to detect objects at different scales and 
resolutions. 
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Fig. 1. Structure of one-stage detector.

The head or dense prediction part of the one-stage detector 
algorithm performs the final stage of object detection. It 
consists of convolutional layers followed by fully connected 
layers. The head network takes the fused features from the 
neck network as input and performs spatial and channel-wise 
convolutions to generate the final detection outputs. These 
outputs include the bounding box coordinates (x, y, width, 
height) and class probabilities for each detected object. The 
head network utilizes anchor boxes or default boxes to anchor 
the predicted bounding boxes to predefined scales and aspect 
ratios [16]. 

C. Model Generation 

Generating a YOLOv5 model for license plate recognition 
on a custom dataset involves several steps, including dataset 
preparation, training, validation, and testing. Firstly, the custom 
dataset is divided into training, validation, and testing sets with 
the typical split of 70%, 20%, and 10%, respectively. The 
training set, comprising 70% of the dataset, is used to train the 
YOLOv5 model. The validation set, consisting of 20% of the 
dataset, is utilized for monitoring the model's performance 
during training and tuning hyperparameters. Lastly, the testing 
set, which makes up 10% of the dataset, is used to evaluate the 
final model's performance. 

1) Training: In the training module, the YOLOv5 model is 

trained on the training set using the labeled license plate 

images. This is typically achieved through an iterative process 

using techniques such as stochastic gradient descent (SGD) or 

adaptive optimization algorithms. During training, the 

YOLOv5 model learns to detect and localize license plates in 

images and predict the corresponding alphanumeric 

characters. In training a YOLOv5 model for license plate 

recognition, several loss curves are commonly monitored 

during the training process: train/box_loss, train/obj_loss, and 

train/cls_loss. Fig. 2 shows training loss curves. 
As shown in Fig. 2, the train/box_loss curve represents the 

loss associated with the bounding box predictions. The model 
aims to accurately predict the coordinates and dimensions of 
the bounding boxes around license plates. During training, the 
box loss gradually decreases as the model learns to better 
localize and fit the bounding boxes around the license plates. A 
lower box loss indicates improved precision and accuracy in 
the model's ability to detect and locate license plates. 

The train/obj_loss curve captures the loss related to 
objectness prediction. In YOLOv5, each grid cell predicts 
whether an object is present within it or not. The objectness 
loss calculates the difference between the predicted objectness 
scores and the ground truth labels. This loss helps the model to 
discriminate between objects and background regions. As the 
training progresses, the model learns to assign higher 
objectness scores to grid cells containing license plates and 
lower scores to empty cells, resulting in a decrease in the 
objectness loss. A decreasing obj_loss curve indicates the 
model's improved capability to identify relevant regions for 
license plate recognition. 

 

Fig. 2. Training loss curves. 
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The train/cls_loss curve represents the loss associated with 
the classification of license plate characters. In license plate 
recognition, the model needs to classify the alphanumeric 
characters present on the license plates. The cls_loss measures 
the dissimilarity between the predicted class probabilities and 
the ground truth character labels. The model aims to accurately 
recognize and classify the characters. As the training advances, 
the cls_loss decreases, indicating that the model becomes more 
proficient at correctly identifying the characters on the license 
plates. A diminishing cls_loss curve reflects the model's 
improved ability to perform accurate character classification. 

By monitoring the train/box_loss, train/obj_loss, and 
train/cls_loss curves during training, one can gain insights into 
the model's learning progress and performance in different 
aspects of license plate recognition. The decreasing trends in 
these loss curves indicate the model's improvement in 
bounding box prediction, objectness estimation, and character 
classification, respectively. 

2) Validation: In the validation module, the YOLOv5 

model is evaluated on the validation set to assess its 

performance and fine-tune its hyperparameters. Based on the 

validation results, adjustments can be made to the model 

architecture, training parameters, or data augmentation 

techniques to improve its performance. During the validation 

process of a YOLOv5 model for license plate recognition, the 

loss curves serve as valuable metrics to assess the model's 

performance. Fig. 3 shows validation loss curves. 

As shown in Fig. 3, the val/obj_loss curve corresponds to 
the loss related to objectness prediction during validation. It 
evaluates the difference between the predicted objectness 
scores and the ground truth labels for license plates in the 
validation images. As the model learns to distinguish between 
objects and background regions, the val/obj_loss decreases. A 
decreasing obj_loss curve indicates that the model is becoming 
more proficient at identifying relevant regions for license plate 
recognition during validation. This demonstrates the model's 
improved capability to assign higher objectness scores to grid 
cells containing license plates and lower scores to empty cells, 
enhancing its ability to discriminate between objects and 
background regions. 

 

Fig. 3. Validation loss curves. 

The val/cls_loss curve represents the loss associated with 
the classification of license plate characters during validation. 
The model aims to accurately recognize and classify the 
alphanumeric characters. As the model improves its ability to 
correctly identify characters on license plates during validation, 
the val/cls_loss, decreases. A diminishing cls_loss curve 
indicates that the model becomes more proficient at accurately 
classifying characters on license plates. This signifies the 
model's enhanced ability to perform accurate character 
recognition and classification during validation. 

By monitoring the val/box_loss, val/obj_loss, and 
val/cls_loss curves during the validation process, one can 
evaluate the model's performance in bounding box prediction, 
objectness estimation, and character classification for license 
plate recognition tasks. Decreasing trends in these loss curves 
indicate the model's improvement in accurately localizing 
license plates, discriminating between objects and background 
regions, and correctly identifying characters. 

IV. EXPERIMENTAL RESULTS 

This section presents experimental results and performance 
evaluation. For these results, the trained YOLOv5 model is 

applied to the unseen license plate images in the testing set. 
The model's predictions are compared against the ground truth 
annotations to evaluate its performance on new and unseen 
data. These metrics are precision, recall and F1-score are 
computed to assess the model's effectiveness in license plate 
recognition. We use the testing sets for this evaluation. The 
testing module provides insights into the model's generalization 
ability and its performance in real-world scenarios. By 
following this three-module approach, the YOLOv5 model is 
trained on the labeled license plate images from the training 
set, validated on the validation set to fine-tune its performance, 
and then tested on the unseen license plate images from the 
testing set to evaluate its effectiveness in license plate 
recognition tasks. This process ensures the development of a 
robust and accurate YOLOv5 model for license plate 
recognition on the custom dataset. 

A. Confusion Matrix 

Confusion matrix as popular tool for evaluating the 
performance of deep learning-based models is utilized in this 
experiment. It serves as a visual representation and quantitative 
assessment of the license plate recognition YOLOv5 model's 
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predictive performance, allowing to evaluate, analyze, and 
improve the model's accuracy and effectiveness. Additionally, 
the confusion matrix enables the calculation of class-specific 
performance metrics, providing a more detailed understanding 
of the model's strengths and weaknesses across different 
license plate character classes. 

As shown in Fig. 4, the confusion matrix is organized as a 
grid, with the Y-axis representing the predicted classifications 
and the X-axis representing the true classifications. The main 
diagonal of the confusion matrix corresponds to the correctly 
classified instances, where the predicted class matches the true 
class. Off-diagonal cells represent the misclassified instances, 
where the predicted class differs from the true class. 

B. Performance Measurement 

By analyzing the confusion matrix, performance 
measurements can be performed. Popular metrics such as 
precision, recall, F1-score and mAP are calculated from the 
values in the confusion matrix. 

1) Precision-confidence curve: The precision-confidence 

curve is a visual representation of the relationship between 

precision and confidence threshold in a license plate 

recognition YOLOv5 model. The precision-confidence curve 

plots the precision value at different confidence thresholds. 

Starting from a high confidence threshold, the precision will 

be relatively high because only confident predictions are 

considered valid. Fig. 5 demonstrates the precision-confidence 

curve. 

 

Fig. 4. Results of confusion matrix. 

 
Fig. 5. The precision-confidence curve. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

1148 | P a g e  

www.ijacsa.thesai.org 

As shown in Fig. 5, The X-axis represents the confidence 
threshold, while the Y-axis represents the precision. The curve 
demonstrates how precision changes as the confidence 
threshold is adjusted. Initially, with a high confidence 
threshold, the precision is high because only confident 
predictions are considered valid. As the confidence threshold 
decreases, more predictions are included, potentially leading to 
false positives and a decrease in precision. Higher precision 
implies a lower false positive rate, indicating fewer incorrect 
predictions. However, setting a high confidence threshold may 
result in missing true positive instances, reducing efficiency. 
By analyzing the curve, it is possible to identify the optimal 
confidence threshold that strikes a balance between precision 

and efficiency. This information enables to assess the model's 
performance and adjust the confidence threshold to achieve the 
desired accuracy and recognition efficiency in the license plate 
recognition model. 

2) Recall-confidence curve: The recall-confidence curve 

illustrates how the recall metric changes as the confidence 

threshold varies. As the confidence threshold decreases, more 

predictions are considered valid, including both true positives 

and potential false positives. Fig. 6 shows the recall-

confidence curve. 

 
Fig. 6. The recall-confidence curve. 

A shown in Fig. 6, the X-axis of the curve represents the 
confidence threshold, which determines the minimum 
confidence score required for a prediction to be considered 
valid. The Y-axis represents the recall, also known as 
sensitivity or true positive rate. Recall measures the proportion 
of correctly predicted positive instances (true positives) out of 
all actual positive instances (true positives plus false 
negatives). Higher recall indicates that the model is better at 
capturing and recognizing actual positive instances, 
minimizing false negatives. However, a lower confidence 
threshold that maximizes recall may also introduce more false 
positives, reducing the model's efficiency. It becomes a trade-
off between correctly identifying more positive instances and 
the potential inclusion of false positives. 

3) Precision-Recall curve: The precision-recall curve is 

another visual representation that provides insights into the 

performance and efficiency of a license plate recognition 

YOLOv5 model. The curve showcases the relationship 

between precision and recall, two important metrics used to 

evaluate the model's predictive accuracy. Fig. 7 shows the 

precision-recall curve. 

The X-axis of the precision-recall curve represents the 
recall, also known as sensitivity or true positive rate. The Y-
axis represents precision, which indicates the proportion of 
correctly predicted positive instances out of all instances 
predicted as positive (true positives plus false positives). The 
precision-recall curve illustrates how the precision metric 
change as the recall varies. A higher recall indicates that the 
model is capturing a larger number of positive instances, 
minimizing false negatives. As the recall increases, the model 
is becoming more sensitive and successfully identifying more 
actual positive instances. However, as the recall increases, it 
becomes more challenging to maintain a high precision. The 
inclusion of more positive instances may introduce false 
positives, impacting the precision of the model. 
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Fig. 7. The precision-recall curve. 

 
Fig. 8. F1-score curve.
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4) F1-score: The F1-score curve demonstrates how the 

F1-score change as the threshold varies. The F1-score is 

important for measuring the efficiency of a license plate 

recognition YOLOv5 model because it combines precision 

and recall into a single value. It provides a comprehensive 

assessment of the model's ability to accurately identify 

positive instances while avoiding false positives. 

As shown in Fig. 8, the curve illustrates the relationship 
between the F1-score and a varying threshold used for 
predictions. The X-axis of the F1-score curve represents the 
threshold, which is the minimum confidence score required for 
a prediction to be considered valid. The Y-axis represents the 
F1-score, which is a metric that combines both precision and 
recall into a single value. The F1-score provides a balanced 
evaluation of the model's performance, taking into account 
both the ability to correctly identify positive instances 
(precision) and the ability to capture all actual positive 
instances (recall). As the threshold decreases, more predictions 
are considered valid, potentially increasing the recall of the 
model. 

V. CONCLUSION 

In this study, we introduce a YOLO-based method 
complemented by a custom dataset tailored for license plate 
recognition within smart parking systems. Our research 
effectively addresses the primary research gap, delivering real-
time processing capabilities and enhanced accuracy. The 
extensive custom dataset empowers the model to handle even 
the most challenging scenarios frequently encountered in smart 
parking environments. Our comprehensive experimental 
evaluations underscore the method's superior performance 
across accuracy, processing speed, and robustness. The 
significant contributions of this research encompass the 
identification of limitations, the creation of a specialized 
dataset, the proposal of the YOLO-based approach, and the 
thoroughness of our evaluations. These findings collectively 
advance the development of precise and efficient license plate 
recognition systems, thereby augmenting the management of 
smart parking in urban areas. It's worth noting that our custom 
dataset specifically targets the license plate types prevalent in 
the studied region or environment. Nevertheless, variations in 
license plate designs, formats, fonts, sizes, colors, and layouts 
exist across different countries, regions, or vehicle types. 
Future endeavors can prioritize the development of methods 
capable of generalizing and adapting to this diversity, 
potentially incorporating transfer learning, data augmentation 
techniques, or domain adaptation strategies to enhance the 
model's proficiency in accurately recognizing and interpreting 
various license plate variations. 
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Abstract—The Internet of Things (IoT) has emerged as a 

transformative technology, enabling various devices to 

interconnect and generate vast amounts of data. The insights 

contained within this data can revolutionize industries and 

improve decision-making processes. The heterogeneity, scale, and 

complexity of IoT data pose challenges for efficient analysis and 

utilization. In this paper, the field of data science is explored in 

the IoT context, focusing on critical techniques, applications, and 

challenges vital to realizing the full potential of IoT data. This 

paper explores the field of data science in the IoT context, 

focusing on critical techniques, applications, and challenges vital 

to realizing the full potential of IoT data. The distinctive qualities 

of IoT data, including its volume, velocity, variety, and veracity, 

are examined, and their impact on data science approaches is 

analyzed. Additionally, cutting-edge data science approaches and 

methodologies designed for IoT data, such as data preprocessing, 

data fusion, machine learning, and anomaly detection, are 

discussed. The importance of scalable and distributed data 

processing frameworks to handle IoT data's large-scale and real-

time nature is highlighted. Furthermore, the application of data 

science in various IoT fields, such as smart cities, healthcare, 

agriculture, and industrial IoT, is explored. Finally, areas for 

future research and development are identified, such as privacy 

and security issues, understanding machine learning models, and 

ethical aspects of data science in IoT.  

Keywords—Internet of Things; IoT data; data science; data 

preprocessing; machine learning; real-time analytics  

I. INTRODUCTION  

A. Background and Motivation 

The Internet of Things (IoT) creates a world where the 
objects around people can sense and gather information about 
the environment [1]. With the proliferation of IoT devices in 
diverse domains such as smart homes, healthcare, 
transportation, and industrial systems, an enormous amount of 
data is continuously generated. This data presents immense 
potential for extracting valuable insights and driving informed 
decision-making [2]. However, harnessing the full potential of 
IoT data requires effective data science techniques and 
approaches [3]. This is where the significance of meta-heuristic 
algorithms, Machine Learning (ML), deep learning, Artificial 
Intelligence (AI), and urban public transportation becomes 
apparent in the context of data science in IoT environments. 

Meta-heuristic algorithms are vital tools within the data science 
toolkit, as they provide intelligent, heuristic-based optimization 
techniques for solving complex problems. In the realm of IoT, 
these algorithms can be employed to optimize resource 
allocation, enhance data processing efficiency, and address 
challenges related to data routing, sensor placement, and 
energy management [4]. ML, a subset of AI, is at the forefront 
of IoT data analysis. ML algorithms empower IoT applications 
to learn from historical data, recognize patterns, and make 
predictions or decisions autonomously. They are instrumental 
in understanding the behavior of connected devices, detecting 
anomalies, and predicting future trends within IoT ecosystems 
[5, 6]. Deep learning, a subfield of ML, has gained substantial 
importance in IoT data analysis due to its ability to handle 
large-scale, unstructured data [7]. Deep neural networks excel 
in feature extraction and abstraction, making them invaluable 
for image and speech recognition in IoT applications such as 
surveillance and voice-controlled devices [8-10]. AI, 
encompassing ML and deep learning, extends the capabilities 
of IoT by enabling devices to exhibit human-like intelligence. 
This manifests in autonomous decision-making, natural 
language processing, and adaptive behavior, empowering IoT 
systems to become more responsive, efficient, and user-
friendly [11]. Urban public transportation systems are a crucial 
domain within the IoT landscape. IoT sensors and data science 
techniques are instrumental in optimizing public transportation 
networks, reducing congestion, improving routing efficiency, 
and enhancing the overall commuter experience. Real-time 
data analytics, enabled by IoT and data science, can transform 
urban mobility and contribute to sustainability efforts [12]. 

The motivation behind this paper is twofold. Firstly, the 
rapid growth of IoT devices and the resulting data deluge 
present unique challenges in data management, processing, and 
analysis. The sheer volume, velocity, and variety of IoT data 
require advanced data science techniques capable of handling 
and extracting meaningful information from this data. 
Therefore, there is a need to explore and develop specialized 
data science techniques tailored to the unique characteristics of 
IoT data. Secondly, the application of data science in the IoT 
domain holds significant potential for driving innovation and 
creating value. Organizations can uncover hidden patterns, 
detect anomalies, optimize operations, and enhance decision-
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making in IoT-based systems by leveraging data science 
techniques. This has implications for various sectors, including 
healthcare, energy management, environmental monitoring, 
and smart cities, where data-driven insights can improve 
efficiency, sustainability, and quality of life. 

B. Objectives and Scope 

This paper aims to examine the application of data science 
techniques in the context of IoT and assess the potential 
benefits and challenges involved. The paper aims to achieve 
the following specific objectives: 

 Examining the current state of data science techniques 
and methodologies and their relevance to IoT data 
analysis. 

 Identifying the challenges and limitations of applying 
data science in the IoT domain, such as data 
heterogeneity, scalability, real-time processing, and 
privacy concerns. 

 Exploring using ML algorithms, statistical analysis, and 
data mining techniques for extracting meaningful 
insights from IoT data. 

 Investigating the integration of IoT data with other data 
sources, such as social media, weather data, and sensor 
networks. 

 Evaluating the performance and effectiveness of data 
science techniques in real-world IoT applications 
through case studies and experiments. 

 Discussing the ethical and privacy implications 
associated with collecting, storing, and analyzing IoT 
data. 

The scope of this review paper encompasses a 
comprehensive analysis of data science techniques and their 
application in the IoT domain. It covers various topics, 
including data preprocessing and cleaning, feature engineering, 
anomaly detection, predictive modeling, and visualization 
techniques tailored for IoT data. The paper considers 
supervised and unsupervised learning algorithms and advanced 
techniques like deep learning and ensemble methods. 
Additionally, it explores the challenges of handling high-
dimensional, streaming, and heterogeneous IoT data and 
proposes solutions to address these challenges. The paper 
focuses on the practical implications of using data science for 
the IoT. It examines real-world case studies and applications to 
highlight data science techniques' potential benefits and 
limitations in diverse IoT domains such as smart cities, 
healthcare monitoring, industrial automation, and 
environmental sensing. Furthermore, the paper acknowledges 
the ethical considerations and privacy concerns associated with 
IoT data collection and analysis, providing insights into 
responsible data practices and regulatory frameworks. 

C. Organization of the paper 

The paper is organized as follows: Section II discusses the 
challenges and considerations of analyzing IoT data using data 
science methods. Section III delves into the various data 
science techniques that can be utilized for IoT data analysis. 

Scalable data processing for IoT data is discussed in 
Section IV. This section also explores real-world data science 
applications in the IoT domain, showcasing successful case 
studies and their outcomes. In Section V, we present open 
research challenges and future directions. Finally, in 
Section VI, the conclusion of the paper is provided. 

II. BACKGROUNDS 

This section delves into the unique challenges posed by IoT 
data that impact the application of data science techniques. It 
explores the specific characteristics of IoT data, including its 
sheer volume, velocity, and variety. The section discusses the 
inherent complexity of IoT data, such as its unstructured 
nature, real-time streaming nature, and potential for high 
dimensionality. Furthermore, it highlights the issues related to 
data quality, including missing values, noise, and 
inconsistencies, which can pose significant challenges for data 
science practitioners. The section also addresses the security 
and privacy concerns associated with IoT data, emphasizing 
the need for robust data protection mechanisms. Additionally, 
it explores the issue of data interoperability, as IoT devices 
often use different data formats and protocols, making data 
integration and analysis more challenging. 

A. IoT Data Characteristics 

As shown in Fig. 1, the field of data science faces specific 
challenges when dealing with IoT data, mainly related to 
volume, velocity, variety, veracity, value, and variability. The 
sheer volume of data generated by IoT devices is immense. 
With billions of interconnected devices, the amount of data 
produced exponentially increases. This massive volume of data 
poses storage, processing, and analysis challenges [13]. IoT 
data is generated in real-time or near real-time, often streaming 
continuously from various sources. This high velocity of data 
requires data scientists to implement real-time analytics 
solutions that can process and analyze data on the fly [14]. IoT 
data comes in diverse formats and types. It includes structured 
data from sensors, unstructured data such as images and 
videos, and text data from social media. The variety of IoT data 
poses integration, quality, and interoperability challenges [15]. 
The veracity of IoT data refers to its reliability, accuracy, and 
trustworthiness. IoT data is often prone to errors, noise, and 
inconsistencies due to device malfunctions, network issues, or 
data transmission errors [16]. The data generated by IoT 
objects holds immense value in optimizing applications and 
uncovering novel insights and knowledge [17]. The speed of 
data collection from IoT devices can vary depending on the 
events triggering data collection, such as shopping data. 
Furthermore, data format changes may occur when devices are 
replaced or updated [18]. 

B. IoT data properties 

IoT data can be categorized based on spatial, temporal, and 
sensing properties. Each property plays a significant role in 
understanding and analyzing IoT data. A summary of these 
properties is presented in Table I. In the analysis of IoT data, 
the spatial properties of the data are diverse and have 
significant implications for selecting appropriate systems and 
techniques. One important consideration is whether the IoT 
devices are fixed or mobile [19]. For instance, environmental 
sensors in street lamps have fixed spatial information, while 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

1153 | P a g e  

www.ijacsa.thesai.org 

vehicles possess mobile spatial information. This distinction is 
crucial as it impacts the analysis methods and the interpretation 
of the collected data. Another aspect to consider is the shape of 
the IoT data. Spatial data can be points, areas, line strings, or 
multiple disconnected points and areas. For example, weather 
information may be represented by polygons, whereas road 
networks are typically depicted using line strings. 

 
Fig. 1. IoT data characteristics. 

Furthermore, it is crucial to consider any constraints 
imposed on the spatial information. For example, specific IoT 
applications involve restrictions on movement, such as cars 
being restricted to roads. Dealing with these constraints often 
requires preprocessing techniques to ensure accurate analytical 
results and avoid misinterpretations. Temporal information is 
another critical aspect of IoT data that needs to be considered. 
One key consideration is the nature of data updates. It is 
essential to determine whether data updates occur periodically 
or sporadically [20]. If data updates are periodic, it indicates 
that there are efficient methods for storing and load-balancing 
IoT data for stream processing. The data can be easily 
partitioned without any temporal skew in such cases. 

On the other hand, if data updates are irregular and do not 
follow a specific pattern, additional techniques are required to 
partition the IoT data effectively and avoid temporal skew. 
Temporal skew can lead to imbalances in data processing and 
analysis, impacting the accuracy and timeliness of results. 

Another temporal property to consider is the update frequency 
of the data. This frequency can vary significantly, ranging from 
frequent updates to less frequent ones. Data compaction 
techniques can be employed effectively when data updates 
occur periodically and frequently. Data compaction involves 
reducing the volume of data by storing only the same or similar 
data, as they are likely to be obtained in subsequent updates. 
This approach can help optimize storage and processing 
efficiency. 

Sensing values play a significant role in IoT data, providing 
crucial information about the physical world. These values 
exhibit various types, including numerical values, text, labels, 
and images [21]. However, due to the independent deployment 
of IoT devices by different organizations, the names and units 
assigned to attributes can vary, even when sensed by the same 
type of data. For instance, one device may measure 
temperature and label it as "temperature," while another may 
use "temp" as the attribute name. Similarly, units of 
measurement can differ, such as Celsius or Fahrenheit. In 
addition to variations in attribute names and units, sensing 
quality is another essential characteristic of sensing values. 
Some sensors are highly accurate, providing reliable and 
precise measurements. On the other hand, specific sensors may 
be less accurate, leading to potential noise, errors, or invalid 
data in the collected values. IoT systems must have 
mechanisms in place to handle such incorrect values 
appropriately. These mechanisms may involve data cleansing, 
filtering, or error detection techniques to ensure the integrity 
and reliability of the analyzed IoT data. 

C. IoT Data Examples 

In the smart city data analysis field, various data sources 
are utilized. These examples highlight some of the common 
types of IoT data analyzed in the context of smart cities [22]. 
Drone (UAV) data is increasingly used in smart city 
applications for various purposes, including environmental 
monitoring and surveillance [23]. The spatial representation of 
drone data is typically in the form of 3-D trajectories, capturing 
the movement of drones in the airspace [24]. Temporally, 
updates are periodic but occur at a low frequency. Sensing 
values in this context include air quality indicators such as 
PM2.5 and CO2 levels [25]. Shopping data provides insights 
into consumer behavior and trends within a smart city. 
Spatially, shopping data is often represented as fixed 2-D 
points, such as locations of retail stores or shopping centers. 
Temporally, updates are non-periodic and occur at a low 
frequency. Sensing values associated with shopping data 
include sales and user data, which can be used for market 
analysis and personalized marketing strategies [26]. 

TABLE I.  IOT DATA PROPERTIES 

Sensing Temporal Spatial 

Quantity 

Unit 
Schema 

Data type 

Update frequency 

Periodic or non-periodic 

Constraint 

Relative or absolute 
Dimension 

Spatial shape 

Mobile or fixed 

  

IoT data 
characteristics 

Value 

Variabilit
y 

Veracity Velocity 

Volume 
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Public vehicle data is another key source of information in 
smart city analysis. This type of data captures the movements 
and behaviors of vehicles within a city [27]. The spatial aspect 
of public vehicle data is typically represented as 2-D 
trajectories along roads. Temporally updates are often periodic 
and occur at a high frequency. Sensing values in this context 
can include WiFi signals, environmental data, and vehicle-
specific information such as speed and wheel speed. Weather 
data is an essential aspect of smart city analysis, providing 
insights into spatial patterns of temperature, humidity, and 
weather conditions. The spatial representation of weather data 
is typically in the form of fixed 2-D areas, while periodic 
updates at a low frequency characterize the temporal aspect. 
Sensing values associated with weather data include 
temperature, humidity, and weather labels. These examples 
illustrate the diverse nature of IoT data that can be collected 
and analyzed in the context of smart cities. The data can be 
obtained from various IoT devices or retrieved from the web, 
contributing valuable insights for urban planning, resource 
optimization, and decision-making processes. 

D. Data Acquisition and Preprocessing 

The challenges of IoT data for data science extend beyond 
volume, velocity, variety, and veracity to include specific data 
acquisition and preprocessing issues. These challenges are 
critical as they directly impact the quality and reliability of the 
data used for analysis and decision-making. 

1) Data acquisition: IoT devices generate massive 

amounts of data, but acquiring that data can be challenging. 

IoT devices are distributed across various locations and 

environments, making data collection complex and 

heterogeneous [28]. Data scientists must consider data access, 

compatibility, and synchronization factors when acquiring IoT 

data. They must establish reliable data acquisition 

mechanisms, such as data streams or APIs, to capture and 

collect data in real-time or at regular intervals. 

2) Data preprocessing: IoT data often requires extensive 

preprocessing before analysis. The raw data obtained from IoT 

devices may contain missing values, outliers, noise, and 

inconsistencies [29]. Preprocessing techniques are essential to 

clean, transform, and prepare the data for analysis. Data 

scientists need to address data quality issues, handle missing 

values through imputation methods, detect and handle outliers, 

and perform data normalization or scaling to ensure the data is 

in a suitable format for analysis. 

3) Data fusion: IoT data is typically generated from 

multiple sources, such as sensors, wearables, social media, etc 

[30]. Integrating and fusing data from diverse sources is a 

significant challenge. Data fusion techniques need to be 

applied to combine and integrate data from different sensors 

or devices, ensuring that the resulting dataset provides a 

comprehensive and accurate representation of the 

phenomenon under study. Data scientists must consider the 

data's semantic, temporal, and spatial aspects to fuse and 

integrate the information effectively. 

4) Data privacy and security: IoT data often contain 

sensitive and personal information, raising concerns about 

privacy and security [31]. Data scientists must adhere to 

privacy regulations and implement robust security measures to 

protect the confidentiality, integrity, and availability of IoT 

data. Anonymization techniques, encryption methods, and 

access control mechanisms are crucial to ensuring data privacy 

and preventing unauthorized access or data breaches. 

By effectively addressing the challenges of data acquisition 
and preprocessing, data scientists can enhance the reliability 
and usability of IoT data. This, in turn, enables more accurate 
and insightful analysis, leading to informed decision-making 
and the development of innovative applications in various 
domains, including smart cities, healthcare, transportation, and 
more. Continued research and advancements in data 
acquisition and preprocessing techniques are vital to 
overcoming these challenges and leveraging the full potential 
of IoT data for data science applications. 

E. Scalability and Real-Time Processing 

Scalability and real-time processing are two critical 
challenges that arise due to the massive influx of data from IoT 
devices. IoT data is generated at an unprecedented scale [32]. 
As the number of connected devices continues to grow, the 
volume of data generated increases exponentially. Handling 
and analyzing such massive amounts of data poses scalability 
challenges for data scientists [33]. Traditional data processing 
approaches may not be sufficient to handle the scale of IoT 
data. Data scientists need to design and implement scalable 
architectures and algorithms that can efficiently process and 
analyze large-scale IoT datasets. This involves distributed 
computing techniques, parallel processing, and using cloud-
based infrastructures to handle the computational and storage 
demands of IoT data analysis. IoT data is time-sensitive, and 
real-time processing is essential to extract timely insights and 
enable immediate actions. Many IoT applications, such as 
smart cities, industrial monitoring, and healthcare, require real-
time analytics to detect anomalies, make predictions, and 
trigger automated responses. Real-time processing of IoT data 
involves handling high-velocity data streams and making rapid 
decisions based on the analyzed data. Data scientists must 
develop streaming data processing frameworks and real-time 
analytics models to address the continuous flow of IoT data 
and generate insights in near real-time. This requires efficient 
algorithms, event-processing techniques, and low-latency 
systems to process and analyze data as it arrives. 

Addressing the scalability and real-time processing 
challenges of IoT data requires advanced technologies and 
techniques. Data scientists need to leverage distributed 
computing frameworks such as Apache Hadoop or Apache 
Spark for parallel processing and handling large-scale IoT 
datasets [34]. They must also adopt real-time streaming 
platforms like Apache Kafka or Apache Flink to take high-
velocity data streams and perform real-time analytics. 
Additionally, ML and AI algorithms can be applied to develop 
predictive models and anomaly detection systems that operate 
in real-time. By addressing the challenges of scalability and 
real-time processing, data scientists can unlock the full 
potential of IoT data for timely and informed decision-making. 
Processing and analyzing IoT data at scale and in real-time 
enables proactive monitoring, predictive maintenance, and 
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rapid response to emerging events and trends. However, 
ongoing research and innovation are required to develop more 
efficient and scalable data processing frameworks, algorithms, 
and architectures to keep pace with the ever-growing influx of 
IoT data. 

F. Privacy and Security Considerations 

The challenges of IoT data for data science encompass the 
technical aspects and the critical concerns of privacy and 
security. The vast amount of data generated by IoT devices 
poses significant challenges in ensuring the privacy and 
security of sensitive information. 

1) Privacy: IoT devices collect a wide range of personal 

and sensitive data, including location information, health data, 

and behavioral patterns. Preserving the privacy of individuals 

becomes a crucial challenge as this data is transmitted, stored, 

and processed [35]. Data scientists must implement privacy-

preserving techniques such as data anonymization, encryption, 

and access controls to safeguard personal information. 

Additionally, they must comply with privacy regulations and 

frameworks, such as the General Data Protection Regulation 

(GDPR), to ensure IoT data's lawful and ethical handling. 

2) Security: IoT devices are vulnerable to security threats 

due to their heterogeneous nature, limited resources, and broad 

deployment [36]. They can be susceptible to attacks such as 

unauthorized access, data breaches, and tampering. Data 

scientists must address the security challenges by 

implementing robust security mechanisms. This includes 

ensuring secure communication protocols, device 

authentication, data encryption, and intrusion detection 

systems. Continuous monitoring and threat intelligence are 

essential to identify and mitigate potential security risks. 

3) Data governance: The diverse nature of IoT data, 

collected from various sources and devices, poses challenges 

regarding data quality, integrity, and reliability [37]. Data 

scientists need to establish effective data governance 

frameworks to address these challenges. This involves data 

validation, data cleansing, and verifying data quality standards 

to ensure the accuracy and reliability of IoT data. 

Additionally, data scientists must establish data access 

controls and implement data lifecycle management practices 

to manage data throughout its lifecycle, including data 

retention and secure data disposal. 

4) Ethical considerations: Data scientists need to be aware 

of the ethical implications of collecting and analyzing massive 

amounts of IoT data [38]. They must ethically handle data, 

ensure the informed consent of individuals, avoid bias in data 

analysis, and maintain transparency in data processing 

practices. Adhering to ethical guidelines and frameworks 

helps build trust among users and promotes responsible and 

accountable use of IoT data. 

Addressing privacy and security challenges requires a 
comprehensive approach involving technical measures, 
regulatory compliance, and ethical considerations. Data 
scientists should collaborate with experts in privacy and 
security to design and implement robust security architectures, 

privacy-enhancing techniques, and privacy impact assessments. 
Additionally, raising awareness among users about the privacy 
implications of IoT data and providing transparent data 
handling practices can help build trust and confidence in using 
IoT technologies. 

III. DATA SCIENCE TECHNIQUES FOR IOT DATA 

Data science techniques are crucial in extracting 
meaningful insights and knowledge from the vast amounts of 
data generated by IoT devices. These techniques enable 
organizations to leverage the potential of IoT data for making 
informed decisions, optimizing processes, and gaining a 
competitive edge. Tables II to V provides additional details on 
data science techniques used in IoT. 

A. Data Preprocessing and Cleaning 

Data preprocessing and cleaning are crucial steps in the 
data science pipeline when dealing with IoT data. Due to the 
nature of IoT data, which is often generated from diverse 
sources and in real-time, it is essential to preprocess and clean 
the data to ensure its quality and usability for further analysis. 
This involves several techniques to address common 
challenges associated with IoT data, such as noise, missing 
values, and inconsistencies. 

1) Noise removal: IoT data can be susceptible to noise due 

to various factors, including sensor inaccuracies, 

communication errors, or environmental interference [39]. 

Data scientists employ techniques such as smoothing 

algorithms, filtering, and outlier detection methods to 

eliminate noise and ensure the accuracy of the data. 

2) Missing data handling: IoT data streams may encounter 

missing values due to device failures, network interruptions, 

or sensor malfunctions [40]. Data scientists utilize imputation 

methods (e.g., mean imputation, interpolation) or advanced 

ML techniques to fill in missing data points based on patterns 

and relationships within the dataset. 

3) Data integration: IoT applications often involve 

multiple sensors or devices that generate data in different 

formats or structures. Data integration techniques combine and 

merge data from various sources, ensuring consistency and 

enabling comprehensive analysis [41]. 

4) Data transformation: IoT data may require 

modification to align with specific analysis requirements or to 

normalize data across different sensors or devices. Scaling, 

normalization, and feature engineering are applied to 

transform the data into a suitable format for subsequent 

analysis [42]. 

5) Data validation and quality assurance: Data scientists 

validate IoT data to identify any inconsistencies, errors, or 

anomalies that may impact the analysis. This involves 

conducting data quality checks, verifying data integrity, and 

performing statistical tests to ensure the reliability of the 

dataset [43]. 

6) Time-series analysis: IoT data often exhibit temporal 

dependencies and trends. Data scientists leverage time-series 

analysis techniques to extract meaningful insights from time-
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stamped IoT data, such as detecting patterns, forecasting 

future trends, or identifying anomalies [44]. 

By applying these data preprocessing and cleaning 
techniques, data scientists can ensure the quality, reliability, 
and integrity of IoT data, enabling more accurate and 
meaningful analysis. These steps lay the foundation for 
subsequent data science tasks, such as feature selection, model 
building, and predictive analytics, to derive valuable insights 
and make informed decisions based on IoT data. Table II 
summarizes various data preprocessing approaches used in IoT 
data analysis. Each technique has strengths and shortcomings 
that researchers and practitioners should consider when 
preparing IoT data for analysis. 

B. Data Fusion and Integration 

Data Fusion and Integration are essential aspects of Data 
Science Techniques for IoT Data. They involve combining data 
from various sources and integrating them into a unified 
dataset for further analysis. Here, we will discuss some 
commonly used techniques in Data Fusion and Integration for 
IoT Data: 

1) Sensor data integration: In IoT systems, data is 

collected from multiple sensors deployed in different 

locations. Sensor data integration techniques combine data 

from various sensors to comprehensively view the 

environment or system being monitored [45]. 

2) Data alignment and synchronization: IoT devices often 

have different sampling rates and formats. Data alignment 

techniques ensure that data from various sources are 

synchronized and aligned in terms of time and format. This 

enables accurate analysis and interpretation of the integrated 

dataset [46]. 

3) Data fusion: Data fusion techniques combine data from 

multiple sources to derive more accurate and comprehensive 

insights. This can include techniques like statistical averaging, 

weighted aggregation, or model-based fusion. Data fusion 

helps to improve the reliability and accuracy of the integrated 

dataset [47]. 

4) Contextual data integration: IoT data often includes 

contextual information such as location, time, and 

environmental conditions. Contextual data integration 

techniques aim to incorporate this additional information into 

the dataset, enabling more profound analysis and correlation 

with other variables [48]. 

5) Semantic data integration: Semantic data integration 

techniques focus on incorporating domain-specific knowledge 

and ontologies to enhance the understanding and interpretation 

of the integrated dataset. This helps to establish meaningful 

relationships between different data sources and enables more 

advanced analytics [49]. 

By applying these Data Science Techniques for IoT Data 
Fusion and Integration, organizations can leverage combined 
data from diverse sources to gain deeper insights, make 
informed decisions, and derive maximum value from their IoT 
deployments. Table III provides an overview of data fusion and 
integration approaches used in IoT data analysis. Each 

technique offers unique strengths and may have specific 
challenges that should be considered when integrating data 
from multiple sources. 

C. Machine Learning 

ML techniques are crucial in analyzing and extracting 
valuable insights from IoT data. Here, we will discuss some 
fundamental data science techniques for IoT data that utilize 
ML: 

1) Anomaly detection: ML algorithms can detect 

anomalies in IoT data, which can indicate unusual behavior, 

faults, or security breaches. By training models on standard 

data patterns, any deviations from the norm can be identified 

and flagged for further investigation [50]. 

2) Predictive maintenance: ML models can be employed 

to predict the maintenance needs of IoT devices and systems. 

By analyzing historical data, sensor readings, and 

environmental conditions, predictive maintenance models can 

anticipate when maintenance or repairs are required, 

minimizing downtime and optimizing maintenance schedules 

[51]. 

3) Classification and regression: ML algorithms can be 

used for classification and regression tasks on IoT data. For 

example, classification models can classify sensor readings 

into categories or identify specific events or conditions. 

Regression models can predict numerical values based on 

input variables, such as predicting energy consumption based 

on environmental factors [52]. 

4) Clustering and segmentation: ML clustering algorithms 

can group similar IoT data instances based on their 

characteristics or behavior. This can help identify patterns, 

segment data for targeted analysis, or detect clusters of 

devices with similar usage patterns [53]. 

5) Feature selection and dimensionality reduction: IoT 

data can be high-dimensional and contain numerous features. 

ML techniques like feature selection and dimensionality 

reduction can identify the most relevant features or transform 

the data into a lower-dimensional space, improving 

computational efficiency and model performance [54]. 

By applying these ML techniques to IoT data, 
organizations can uncover hidden patterns, make accurate 
predictions, optimize resource allocation, and gain valuable 
insights to support decision-making processes. However, it is 
important to carefully select and train ML models, considering 
IoT data's specific characteristics and challenges, such as data 
volume, velocity, variety, and veracity. Table IV provides 
insights into the various machine learning approaches 
employed in IoT data analysis. A particular technique for an 
IoT application should be chosen based on its strengths and 
limitations. 

D. Anomaly Detection and Outlier Analysis 

Anomaly detection and outlier analysis are essential data 
science techniques used in IoT data to identify unusual 
patterns, deviations, or outliers that may indicate potential 
anomalies or anomalies [55]. These techniques are valuable for 
detecting anomalies in real-time IoT data streams and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 9, 2023 

1157 | P a g e  

www.ijacsa.thesai.org 

addressing security threats, system failures, or abnormal 
behavior. Anomaly detection involves identifying data 
instances that deviate significantly from the expected or normal 
behavior. This can be achieved through various approaches, 
including statistical methods, ML algorithms, and pattern 
recognition techniques. The goal is to automatically distinguish 
between normal and abnormal data instances without prior 
knowledge of the specific anomalies. In the case of IoT data, 
anomaly detection can be particularly challenging due to the 
high volume, velocity, and variety of data generated by IoT 
devices. Traditional statistical methods, such as mean-based or 
standard deviation-based approaches, may not be suitable for 
handling the complexity and dynamics of IoT data. Instead, 
ML algorithms such as clustering, density-based methods, or 
ensemble techniques are often employed. 

On the other hand, Outlier analysis focuses on identifying 
data points significantly different from the rest of the dataset. 
Outliers can arise due to measurement errors, system failures, 

or malicious activities [56]. By detecting and analyzing 
outliers, organizations can gain insights into system 
vulnerabilities, identify potential risks, and take appropriate 
actions to mitigate them. Data science techniques for anomaly 
detection and outlier analysis in IoT data involve several steps. 
These include data preprocessing, feature engineering, model 
selection, training, and evaluation. The choice of techniques 
and algorithms depends on the specific characteristics of the 
IoT data and the desired level of accuracy and interpretability. 
Overall, anomaly detection and outlier analysis techniques are 
essential for ensuring the integrity, security, and reliability of 
IoT systems. By effectively identifying and responding to 
anomalies in real-time, organizations can mitigate risks, 
optimize operations, and enhance the overall performance of 
their IoT deployments. Table V presents an overview of 
different anomaly detection and outlier analysis approaches 
applied to IoT data. Each technique offers distinct strengths 
and potential challenges, providing researchers with insights 
into their suitability for specific IoT data scenarios. 

TABLE II.  DATA PREPROCESSING APPROACHES FOR IOT DATA 

Technique Strengths Shortcomings 

Data cleaning 
Improves data quality and accuracy for analysis 

Removes noise, outliers, and inconsistencies 

It may result in data loss if too many data points are removed 

Manual data cleaning can be time-consuming for large datasets 

Missing data handling 
Allows for analysis with incomplete data 
Preserves data integrity and prevents bias 

Imputation methods may introduce additional uncertainty 
Imputed values may not accurately represent the missing data 

Data normalization 
Enhances data comparability and compatibility 

Reduces the impact of varying scales and units 

Different normalization methods may yield different results 

Extreme values may distort the normalization process 

Feature engineering 
Creates informative and relevant features for analysis 

Capture complex relationships and patterns in the data. 

Requires domain expertise to identify meaningful features 

It may introduce biases if features are not carefully engineered 

TABLE III.  DATA FUSION AND INTEGRATION APPROACHES FOR IOT DATA 

Technique Strengths Shortcomings 

Data fusion 

Integrates data from multiple sources to provide a comprehensive 

view 

Enhances data quality and completeness 

Enables more accurate and holistic analysis 

Requires careful handling of data heterogeneity and compatibility 

Complex integration processes may introduce errors 

Data 

integration 

Merges data from different formats, systems, or platforms 

Enable unified analysis and insights. 

Data integration may encounter challenges due to varying data schemas 
and structures. 

Requires robust integration mechanisms for real-time or large-scale data 

Data 

synchronization 

Ensures consistency and timeliness of data across multiple sources 

Enables real-time analysis and decision-making 

Synchronization mechanisms may introduce latency or data 

inconsistency 
Complex synchronization processes may impact system performance 

TABLE IV.  MACHINE LEARNING APPROACHES FOR IOT DATA 

Technique Strengths Shortcomings 

Supervised learning 
Enables accurate predictions and classifications 
Handles well-labeled and structured IoT data 

Requires labeled training data, which can be expensive or time-consuming to 

obtain 
Performance may degrade if the model encounters unseen or different data 

patterns. 

Unsupervised 
learning 

Discovers hidden patterns and relationships in IoT 

data 

Useful for exploratory analysis and anomaly detection 

Interpretation of unsupervised learning results can be challenging 
Difficult to evaluate the performance objectively without ground truth labels 

Reinforcement 

learning 

Learns optimal actions and decision-making strategies 
based on feedback 

Suitable for dynamic and interactive IoT systems 

It may require significant computational resources and time for training 
Proper reward design and environment modeling are crucial for effective 

reinforcement learning in IoT settings 
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TABLE V.  ANOMALY DETECTION AND OUTLIER ANALYSIS APPROACHES FOR IOT DATA 

Technique Strengths Shortcomings 

Statistical methods 
Detects deviations from normal patterns in IoT data 

Relatively interpretable and straightforward 

It may not capture complex anomalies or patterns 

Assumes data distributions and assumptions, which may not hold in all IoT 
scenarios 

Machine learning 
Identifies anomalies using advanced pattern recognition 
algorithms 

Handles high-dimensional and complex IoT data 

Requires labeled or anomalous training data for supervised anomaly 

detection 

It may be computationally expensive for real-time or large-scale IoT data 
analysis. 

Time series 

analysis 

Captures temporal dependencies and trends in IoT data 

Enables forecasting and anomaly detection over time 

May struggle with irregular or missing time series data 

Proper modeling and selection of time series techniques require expertise. 

IV. DISCUSSION 

A. Smart Cities and Urban Analytics 

Data science plays a crucial role in developing smart cities 
and urban analytics by harnessing the power of IoT data. 
Through data science techniques, cities can gather and analyze 
data from various sources, such as sensors, cameras, and social 
media, to gain valuable insights and make informed urban 
planning and management decisions. Data science is applied in 
smart cities and urban analytics in many ways, including: 

1) Traffic management: Data science algorithms can 

process real-time data from traffic sensors and cameras to 

optimize traffic flow, identify hotspots, and suggest alternative 

routes to reduce traffic congestion and improve transportation 

efficiency. 

2) Energy optimization: By analyzing data from smart 

meters, energy consumption patterns can be identified, 

allowing for effective energy management strategies. Data 

science can help optimize energy distribution, monitor power 

usage, and identify energy-saving opportunities in buildings 

and infrastructure. 

3) Waste management: Data science techniques can 

analyze data from IoT-enabled waste bins and sensors to 

optimize waste collection routes, predict bin fill levels, and 

minimize operational costs. This ensures efficient waste 

management and contributes to environmental sustainability. 

4) Public safety: Data science can analyze data from 

various sources, such as surveillance cameras, social media, 

and emergency service calls, to detect patterns and trends 

related to crime, accidents, and emergencies. This enables 

proactive measures for public safety and emergency response 

planning. 

5) Urban planning: By integrating data from multiple 

sources, including transportation, infrastructure, and social 

demographics, data science can support urban planners in 

making informed decisions regarding land use, zoning, and 

resource allocation. This facilitates the development of 

sustainable and livable cities. 

B. Healthcare and Remote Monitoring 

Data science has revolutionized the healthcare industry by 
enabling advanced analytics and insights from IoT data, 
leading to enhanced healthcare delivery and remote monitoring 
capabilities. The application of data science in healthcare and 
remote monitoring offers various benefits, including improved 

patient outcomes, personalized treatments, and efficient 
resource allocation. Data science has various critical 
applications in healthcare and remote monitoring, which 
include: 

1) Remote patient monitoring: Data science techniques 

analyze data from IoT devices such as wearables, sensors, and 

mobile apps to monitor patients' vital signs, activity levels, 

and medication adherence remotely. This enables healthcare 

providers to detect anomalies, track patient progress, and 

intervene promptly if necessary. 

2) Predictive analytics for disease prevention: By 

analyzing large volumes of healthcare data, including patient 

records, genetic information, and environmental factors, data 

science can identify patterns and risk factors for diseases. This 

helps in early detection, prevention, and personalized 

treatment planning. 

3) Real-time health monitoring: Data science algorithms 

process real-time sensor data to continuously monitor patients' 

health conditions. This enables early detection of critical 

events, such as cardiac abnormalities or falls, and alerts 

healthcare providers for immediate intervention. 

4) Healthcare resource optimization: Data science 

techniques optimize healthcare resource allocation by 

analyzing patient flow, resource utilization, and demand 

forecasting data. This helps healthcare organizations 

streamline operations, reduce waiting times, and allocate 

resources efficiently. 

5) Personalized medicine: Data science enables the 

analysis of large-scale genomic and patient data to develop 

customized treatment plans based on individual 

characteristics, genetic markers, and treatment response 

patterns. This promotes precision medicine and improves 

patient outcomes. 

C. Agriculture and Precision Farming 

Data science has emerged as a valuable tool in agriculture 
and precision farming, enabling farmers to optimize crop 
production, improve resource management, and make data-
driven decisions. The application of data science in agriculture 
leverages IoT devices, sensors, and data analytics to monitor 
and analyze various parameters related to soil, weather, crops, 
and farm operations. Agriculture and precision farming benefit 
from data science in multiple ways, including: 

1) Crop yield prediction: Data science techniques analyze 

historical and real-time data on soil conditions, weather 
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patterns, crop health, and farming practices to predict crop 

yields. This helps farmers make informed decisions regarding 

planting schedules, irrigation, fertilization, and pest 

management. 

2) Precision irrigation: Data science algorithms process 

data from soil moisture sensors, weather forecasts, and crop 

water requirements to optimize irrigation practices. This 

ensures that crops receive the right amount of water at the 

right time, minimizing water wastage and reducing the risk of 

water stress. 

3) Disease and pest management: Data science models 

analyze data from IoT devices, such as insect traps, disease 

sensors, and satellite imagery, to detect and monitor pests, 

diseases, and weed infestations. This enables early 

intervention and targeted treatment, reducing the use of 

pesticides and minimizing crop losses. 

4) Nutrient management: Data science techniques analyze 

soil composition data, crop nutrient requirements, and 

historical yield data to optimize fertilization practices. This 

ensures crops receive the necessary nutrients correctly, 

promoting healthy growth and maximizing yield. 

5) Farm equipment optimization: Data science algorithms 

analyze data from IoT-enabled farm equipment, such as 

tractors and harvesters, to optimize their usage, fuel 

consumption, and maintenance schedules. This helps farmers 

improve operational efficiency, reduce costs, and prolong the 

lifespan of equipment. 

D. Industrial IoT and Predictive Maintenance 

Data science plays a crucial role in Industrial IoT (IIoT) by 
enabling predictive maintenance, optimizing operations, and 
improving overall efficiency in industrial settings. Applying 
data science techniques in IIoT allows for real-time 
monitoring, analysis, and prediction of equipment health and 
performance. IIoT and predictive maintenance are two areas 
where data science finds crucial applications, such as: 

1) Predictive maintenance: Data science models analyze 

data from IoT sensors, equipment logs, and historical 

maintenance records to proactively predict equipment failures 

and schedule maintenance activities. By identifying potential 

issues before they occur, companies can avoid costly 

unplanned downtime and optimize maintenance schedules, 

leading to increased productivity and reduced maintenance 

costs. 

2) Asset performance optimization: Data science 

techniques analyze sensor data and operational parameters to 

optimize asset performance and efficiency. By monitoring key 

performance indicators and analyzing historical data, 

companies can identify areas for improvement, optimize 

energy consumption, and enhance overall equipment 

effectiveness (OEE). 

3) Quality control and defect detection: Data science 

algorithms analyze sensor data and production metrics to 

detect anomalies, identify patterns, and ensure product quality. 

By monitoring and analyzing real-time data, companies can 

identify quality issues early, reduce defects, and improve 

overall product quality and customer satisfaction. 

4) Supply chain optimization: Data science techniques can 

analyze data from IoT devices, inventory records, and 

transportation systems to optimize supply chain operations. By 

predicting demand, optimizing inventory levels, and 

improving logistics, companies can streamline their supply 

chain processes, reduce costs, and improve customer service. 

5) Process optimization: To optimize industrial processes, 

data science models analyze sensor data, production 

parameters, and historical data. By identifying inefficiencies, 

bottlenecks, and areas for improvement, companies can 

optimize process parameters, reduce waste, and improve 

overall productivity. 

V. OPEN RESEARCH CHALLENGES AND FUTURE 

DIRECTIONS 

 Privacy and security in IoT data analytics: As the IoT 
expands, ensuring privacy and security becomes a 
paramount concern. Researchers must address the 
challenges of securing IoT data throughout its lifecycle, 
including data collection, storage, transmission, and 
analysis. Developing robust encryption techniques, 
access control mechanisms, and secure data-sharing 
protocols will be crucial. Additionally, exploring 
privacy-preserving data analytics methods, such as 
federated learning or differential privacy, can help 
protect sensitive IoT data while extracting meaningful 
insights. 

 Interpretable and explainable ML models: As ML 
algorithms play a crucial role in IoT data analytics, it is 
essential to develop interpretable and explainable 
models. The transparency of models becomes 
increasingly important in critical domains such as 
healthcare, where trust and accountability are 
paramount. Researchers should develop techniques to 
enhance model interpretability, including feature 
importance analysis, rule-based models, and model-
agnostic explanation methods. This will enable users to 
understand the reasoning behind the predictions and 
decisions made by the models. 

 Ethical considerations in data science for IoT: 
Integrating data science and IoT raises ethical concerns 
that must be addressed. Researchers must explore 
ethical frameworks and guidelines for IoT data 
collection, usage, and governance. Ensuring informed 
consent, anonymization, and fair and unbiased data 
analysis are vital challenges. Ethical decision-making 
frameworks, transparency in data handling practices, 
and guidelines for responsible data usage can help 
address these concerns and promote ethical practices in 
data science for IoT. 

 Trust and reliability in IoT data analysis: Building trust 
in IoT data analysis is crucial for its adoption. 
Researchers must focus on data quality assurance, 
integrity verification, and algorithmic fairness in IoT 
data analytics. Exploring methods for data validation, 
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anomaly detection, and bias mitigation will help 
improve the reliability and trustworthiness of IoT data 
analysis results. Additionally, developing mechanisms 
to assess and quantify the trustworthiness of IoT data 
sources and algorithms will contribute to more reliable 
and robust decision-making processes. 

 Scalability and efficiency: As the scale and complexity 
of IoT systems continue to grow, there is a need for 
scalable and efficient data science techniques. 
Researchers should focus on developing algorithms and 
frameworks that can handle the massive volume of data 
generated by IoT devices and efficiently process it in 
real-time. Techniques such as distributed computing, 
edge computing, and stream processing can be vital in 
addressing scalability challenges. 

 Real-time and stream analytics: The time-sensitive 
nature of IoT data requires real-time and stream 
analytics capabilities. Researchers must focus on 
developing algorithms and frameworks to process 
streaming data in real-time and extract meaningful 
insights. Complex event processing, predictive 
analytics, and online learning can enable real-time 
decision-making and proactive responses based on IoT 
data. 

 Edge and fog computing: The advent of edge and fog 
computing brings new opportunities and challenges to 
data science for IoT. Researchers should explore how 
data science techniques can be integrated with edge and 
fog computing architectures to enable real-time 
analytics and decision-making at the network edge. 
Developing efficient data processing and analytics 
algorithms tailored explicitly for edge and fog 
environments will be crucial. 

 Federated learning: As IoT devices are distributed 
across various networks and locations, federated 
learning presents an opportunity to train ML models 
directly on edge devices while preserving data privacy. 
Researchers should explore efficient and secure 
federated learning techniques in IoT environments, 
considering limited computational resources, 
heterogeneous data sources, and communication 
constraints. 

 Context-aware analytics: IoT data is inherently 
contextual, capturing information about the physical 
environment, user behavior, and situational context. 
Incorporating context awareness into data science 
models and algorithms can lead to more accurate and 
personalized insights. Researchers should investigate 
methods for context-aware analytics, including 
techniques for context acquisition, context 
representation, and context-aware modeling and 
prediction. 

 Integration of domain knowledge: IoT data often carries 
domain-specific characteristics and semantics. 
Incorporating domain knowledge into data science 
models can enhance their performance and 
interpretability. Researchers should focus on developing 

techniques for integrating domain knowledge into IoT 
data analytics, leveraging ontologies, expert systems, 
and domain-specific feature engineering approaches. 

 Adaptive and self-learning systems: IoT environments 
are dynamic and evolve over time. Developing adaptive 
and self-learning systems for IoT data science can 
enable models to continuously learn and adapt to 
changing conditions. Researchers should explore 
online, reinforcement, and transfer learning to build 
intelligent systems that adapt to evolving IoT data 
streams and environments. 

VI. CONCLUSION 

The field of data science for the IoT holds immense 
potential in unlocking valuable insights and enabling 
transformative applications. This paper has provided a 
comprehensive overview of the key concepts, challenges, and 
techniques in this emerging field. We have explored the 
diverse applications of Data Science in IoT across various 
domains, including smart cities, healthcare, agriculture, and 
industrial IoT. These applications have showcased the ability 
of Data Science to revolutionize industries, optimize processes, 
and improve decision-making. Throughout the discussion, we 
have highlighted the significant challenges associated with IoT 
data, such as volume, velocity, variety, and veracity. We have 
examined the techniques and methodologies to address these 
challenges, including data preprocessing and cleaning, data 
fusion and integration, ML, anomaly detection, and outlier 
analysis. These techniques provide valuable insights from the 
vast and heterogeneous IoT data, enabling organizations to 
make data-driven decisions and derive actionable intelligence. 

Furthermore, we have delved into the importance of 
scalable data processing, distributed computing frameworks, 
and edge computing for handling massive amounts of IoT data 
and facilitating real-time analytics. We have discussed stream 
processing and real-time analytics as essential components for 
processing data streams and extracting immediate insights from 
dynamic IoT environments. While Data Science for IoT 
presents numerous opportunities, open research challenges, and 
future directions still need to be addressed. These include 
privacy and security considerations in IoT data analytics, 
developing interpretable and explainable ML models, ethical 
considerations in data science for IoT, and ensuring trust and 
reliability in IoT data analysis. These areas require further 
exploration and innovation to fully harness the potential of IoT 
data while ensuring responsible and ethical practices. 
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Abstract—Fruit ripeness detection plays a crucial role in 

precise agriculture, enabling optimal harvesting and post-harvest 

handling. Various methods have been investigated in the 

literature for fruit ripeness detection in vision-based systems, 

with deep learning approaches demonstrating superior accuracy 

compared to other approaches. However, the current research 

challenge lies in achieving high accuracy rates in deep learning-

based fruit ripeness detection. In this study proposes a method 

based on the YOLOv8 algorithm to address this challenge. The 

proposed method involves generating a model using a custom 

dataset and conducting training, validation, and testing 

processes. Experimental results and performance evaluation 

demonstrate the effectiveness of the proposed method in 

achieving accurate fruit ripeness detection. The proposed method 

surpasses existing approaches through extensive experiments and 

performance analysis, providing a reliable solution for fruit 

ripeness detection in precise agriculture. 

Keywords—Fruit ripeness detection; precise agriculture; deep 

learning; vision system; YOLOv8 

I. INTRODUCTION 

Precision agriculture has emerged as a transformative 
approach in modern farming practices, aiming to optimize 
resource allocation, enhance productivity, and reduce 
environmental impact [1]. One crucial aspect of precision 
agriculture is the precise assessment and monitoring of crop 
attributes, such as fruit ripeness, which plays a vital role in 
ensuring optimal harvest timing and fruit quality [2, 3]. 
Accurate fruit ripeness detection is of significant importance in 
the agricultural industry, as it enables farmers to make 
informed decisions regarding harvesting schedules, post-
harvest handling, and marketing strategies. 

The importance of fruit ripeness detection in precise 
agriculture cannot be overstated. Timely and accurate 
assessment of fruit ripeness allows farmers to harvest their 
crops at the peak of quality, maximizing yield and minimizing 
waste [4, 5]. Moreover, it aids in optimizing the supply chain, 
ensuring that consumers receive fruits with optimal taste, 
texture, and nutritional value [6]. Fruit ripeness detection also 
assists in managing storage and distribution logistics, 
preventing spoilage and extending shelf life [7]. Hence, the 
ability to precisely detect fruit ripeness has become a critical 
factor in the success and profitability of agricultural operations. 

Various vision-based methods have been explored and 
developed to assess fruit ripeness using visual cues such as 
color, texture, and shape [8, 9]. These methods leverage image 
processing algorithms and machine learning models to extract 
meaningful features and classify fruits based on their ripeness 

levels [10, 20]. By analyzing digital images of fruits, these 
methods can provide non-destructive, real-time, and scalable 
solutions for fruit ripeness detection. 

Previous studies have shown a growing interest in deep 
learning-based methods for fruit ripeness detection due to their 
ability to automatically learn and extract complex features from 
large-scale datasets [10]. Deep learning models, such as 
Convolutional Neural Networks (CNNs), have demonstrated 
remarkable performance in various computer vision tasks, 
including object recognition and image classification and other 
related applications [11, 12, 19]. Researchers have adopted 
deep learning approaches to develop robust and accurate 
models for fruit ripeness detection, overcoming some of the 
limitations of traditional image processing techniques. 

However, despite the promising advancements in fruit 
ripeness detection, there are still several research challenges 
that need to be addressed. One of the primary challenges is 
achieving a high accuracy rate, particularly in complex 
scenarios with variations in lighting conditions, fruit sizes, and 
occlusions. Additionally, the development of efficient and 
lightweight models that can be deployed on resource-
constrained devices, such as drones or embedded systems, is 
another crucial research challenge. 

This study proposes a vision-based deep learning method to 
tackle the research challenge of accurate fruit ripeness 
detection. By adopting a deep learning approach, this study 
aims to leverage the capabilities of CNNs to automatically 
learn discriminative features from fruit images and achieve 
high accuracy in ripeness classification. To do this, generate a 
custom dataset for training, validation, and testing purposes to 
ensure the effectiveness of the proposed method. 

The primary contributions of this research work lie in 
addressing the identified research challenge of accurate fruit 
ripeness detection. 

 Developing an efficient deep learning method that can 
effectively detect fruit ripeness levels, even in 
challenging scenarios. 

 Conducting extensive experiments and performance 
evaluations to validate the effectiveness of our proposed 
method. 

 Providing insights into its practical applicability and 
potential benefits for precise agriculture systems. 
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II. REVIEW OF PREVIOUS STUDIES 

An image-based processing approach is proposed for the 
ripeness classification of oil palm fruit [13]. The study focuses 
on using image analysis techniques to classify the ripeness 
levels of oil palm fruit accurately. The authors conduct 
experiments to evaluate the performance of their proposed 
method, demonstrating promising results in ripeness 
classification. However, a limitation of this study is that it does 
not consider other factors, such as fruit size variations or 
external conditions that may impact the accuracy of ripeness 
classification, which could affect the robustness and 
generalizability of the proposed method in real-world 
scenarios. 

The authors in [14] addressed the research challenge of low 
accuracy rate in fruit ripeness detection by proposing an 
implementation of transfer learning using the VGG16 model. 
The study focuses on improving the accuracy of fruit ripeness 
detection by leveraging the knowledge learned from the pre-
trained VGG16 model. By fine-tuning the model on a custom 
fruit ripeness dataset, the authors aim to capture ripeness-
related features and enhance the performance of the detection 
system. Extensive experiments demonstrate that the proposed 
transfer learning approach yields superior results, effectively 
addressing the low accuracy rate challenge in fruit ripeness 
detection. 

The study [15] addressed the research challenge of fruit 
ripeness identification by proposing a method that utilizes 
transformers. The study focuses on leveraging the capabilities 
of transformer models to classify fruit ripeness levels 
accurately. The authors conduct experiments to evaluate the 
performance of their proposed approach, showcasing 
promising results in fruit ripeness identification. However, a 
limitation of this study is that it does not explore the impact of 
varying lighting conditions or occlusions on the accuracy of 
fruit ripeness identification, which could affect the practical 
applicability of the proposed method in real-world scenarios. 

The study [9] presented a systematic review of oil palm 
fresh fruit bunch ripeness detection methods. The study aims to 
provide an overview of existing methods for detecting the 
ripeness levels of oil palm fruit bunches. The authors conduct a 
comprehensive analysis of the literature, examining various 
approaches and techniques employed for ripeness detection. 
The review highlights the strengths and limitations of different 
methods, shedding light on the current state of research in this 
area. By synthesizing the findings, this study offers valuable 
insights into the challenges and opportunities for further 
advancements in oil palm fresh fruit bunch ripeness detection 
methods. 

The authors in [16] presented a comprehensive approach 
that combines computer vision techniques and machine 
learning algorithms to detect jujube fruits and assess their 
ripeness levels. The proposed method demonstrates promising 
results in terms of accuracy and efficiency. However, a 
limitation of this study is that it focuses on jujube fruits 
specifically, and the applicability of the method to other fruit 
types remains unexplored. Further research is needed to 

evaluate its effectiveness across different fruit varieties, 
addressing the generalizability of the proposed method. 

III. MATERIAL AND METHODS 

A. COCO Dataset 

The COCO dataset, which stands for Common Objects in 
Context, is a widely used and popular benchmark dataset for 
object classification, detection, segmentation, and captioning 
tasks. It is known for its large-scale and diverse collection of 
images, making it suitable for training and evaluating computer 
vision models [17]. 

The COCO dataset consists of over 200,000 images that 
cover 80 common object categories. These images contain a 
wide range of objects in various contexts and backgrounds, 
providing a realistic representation of everyday scenes. The 
COCO includes a diverse set of object categories, including 
people, animals, vehicles, furniture, and more. It captures a 
broad range of object appearances, poses, and scales. Fig. 1 
illustrates a comparison illustration of datasets between COCO, 
ImageNet, PASCAL VOC 2012, and SUN. 

PASCAL VOC and MS COCO datasets as most popular 
used dataset differ in their content, focus, and scale. PASCAL 
VOC primarily concentrates on object detection and 
classification, featuring 20 object categories, while MS COCO 
offers a more comprehensive dataset encompassing not only 
object detection but also segmentation, keypoint detection, and 
captioning, with 80 diverse object categories. PASCAL VOC 
tends to have simpler images with fewer objects, suitable for 
tasks with well-separated instances, while MS COCO includes 
more complex scenes with multiple objects in cluttered 
environments. These distinctions make each dataset valuable 
for specific computer vision research and applications. 

Fig. 1 shows a comparison of datasets between COCO, 
ImageNet, PASCAL VOC 2012, and SUN [17]. Fig. 1(a) 
displays the number of instances per category across all 91 
categories. Additionally, Fig. 1(d) provides a summary of the 
datasets, including the number of object categories and 
instances per category. Despite having fewer categories 
compared to ImageNet and SUN, MS COCO has a higher 
number of instances per category, which suggests that it is 
beneficial for training complex models capable of precise 
localization. Compared to PASCAL VOC, MS COCO 
surpasses it in both categories and instances. 

An important characteristic of the MS COCO dataset is its 
focus on non-iconic images that depict objects in their natural 
context. To estimate the amount of contextual information 
presents in the images, the average number of object categories 
and instances per image is examined Fig. 1(b) and Fig.1(c). In 
MS COCO, each image average contains 3.5 categories and 7.7 
instances. In contrast, both ImageNet and PASCAL VOC have 
fewer than two categories and three instances per image on 
average. Notably, only 10% of the MS COCO images contain a 
single category per image, whereas over 60% of the images in 
ImageNet and PASCAL VOC depict a single object category. 
As expected, the SUN dataset, which is scene-based and 
encompasses a diverse set of categories, offers the most 
contextual information. 
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Fig. 1. A comparison illustration of datasets between COCO, ImageNet, PASCAL VOC 2012, and SUN. 

B. YOLOv8 Model 

The YOLOv8 model architecture is an evolution of 
previous YOLO algorithms, incorporating various 
improvements and advanced features. The architecture can be 
divided into two main components: the backbone and the head. 
The backbone is based on a modified version of the 
CSPDarknet53 architecture, which serves as the foundation of 
YOLOv8. This backbone architecture consists of 53 
convolutional layers and employs cross-stage partial 
connections. These connections enhance the flow of 
information between different layers, promoting better feature 
representation and extraction [18]. 

The head of YOLOv8 comprises multiple convolutional 
layers followed by fully connected layers. These layers are 
responsible for making predictions related to object detection, 
including bounding boxes, objectness scores, and class 
probabilities for the detected objects within an image. 

The YOLOv8 introduces multi-scaled object detection 
capabilities. To achieve this, the model utilizes a feature 
pyramid network. This network consists of multiple layers that 
detect objects at different scales. By incorporating a pyramid-
like structure, YOLOv8 can effectively identify objects of 
varying sizes within an image, ensuring accurate detection of 
large and small objects [18]. 
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Fig. 2. YOLOv8 architecture [18]. 

As shown in Fig. 2, the YOLOv8 model architecture builds 
upon previous YOLO versions and introduces several 
advancements. The CSPDarknet53-based backbone enhances 
information flow, while the head incorporates a self-attention 
mechanism for improved feature selection. Using a feature 
pyramid network enables multi-scaled object detection, 
ensuring accurate identification of objects across different sizes 
within an image. These architectural elements collectively 
contribute to the efficiency and effectiveness of YOLOv8 in 
object detection tasks. 

C. Fruit Ripeness Detection Model 

This study adopted a YOLOv8 model for fruit ripeness 
detection. To generate the model using the YOLOv8 network 
for fruit ripeness detection, several steps are followed. In the 
first step, a dataset comprising images of fruits at various 
ripeness levels needs to be collected [14]. This dataset is 
diverse, containing different fruit types, lighting conditions, 
and ripeness stages to ensure the model's generalizability. 
Additionally, the images in the dataset are properly labeled, 
indicating the ripeness level of each fruit in the images. 

Next, the collected dataset is split into training, validation, 
and testing sets. The training set is used to train the YOLOv8 
model on the fruit ripeness detection task. The proportion for 
dataset split is 70%, 20% and 10% for training, validation and 
testing sets. During training, the model learns to identify and 
classify fruits based on their ripeness levels. The validation set 
is used to monitor the model's performance during training and 
make adjustments to optimize its accuracy and generalization 
abilities. Finally, the testing set evaluates the model's 
performance on unseen data and assesses its ripeness detection 
capabilities. 

Moreover, to generate the YOLOv8 model more 
consistently, transfer learning is leveraged in this study. Pre-
trained weights from a YOLOv8 model trained on a large-scale 
dataset are utilized. These pre-trained weights provide a good 
starting point as they capture general object detection features. 
The pre-trained model is then fine-tuned on the collected fruit 
ripeness detection dataset using a suitable loss function, such as 
the mean square error loss or cross-entropy loss, to adapt it to 
the specific task. 

During the fine-tuning process, the model's parameters are 
adjusted to optimize its performance on fruit ripeness 
detection. This involves adjusting hyperparameters, such as 
learning rate, batch size, and number of training iterations, to 
ensure effective convergence and prevent overfitting. The fine-
tuned model is then capable of accurately detecting and 
classifying fruit ripeness levels based on the learned features 
from the training dataset. 

IV. RESULTS AND DISCUSSION 

A. Comparison of YOLO Models 

The graph illustrating the Average Precision (AP) of 
various YOLO base models, including YOLOv5, YOLOv6, 
YOLOv6-6, YOLOv7, YOLOv8, and YOLOv8-seg, provides 
valuable insights into the performance and characteristics of 
these models. In this graph, the Y-axis represents AP (Average 
Precision), which is a measure of the accuracy of object 
detection, and the X-axis represents the number of images 
processed per millisecond (ms), which reflects the speed of the 
models.
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Fig. 3. Performance comparison of Yolo-based models [19]. 

As illustrated in Fig. 3, YOLOv8 stands out as the fastest 
model with lower parameters compared to the other versions. 
This implies that YOLOv8 is designed to prioritize speed 
without compromising accuracy. By being faster than the other 
models, YOLOv8 can process a larger number of images 
within a given time frame, which is a crucial factor in real-time 
applications or scenarios that require quick response times. 

Furthermore, YOLOv8's ability to achieve a high AP, as 
indicated by the graph, suggests that it maintains a high level of 
accuracy despite its speed advantage. This combination of 
speed and accuracy makes YOLOv8 an excellent choice for 
object classification tasks. Whether it is for real-time video 
analysis, autonomous vehicles, surveillance systems, or other 
applications requiring efficient and precise object detection, 
YOLOv8 offers a compelling solution. 

Additionally, the graph shows that YOLOv8 has lower 
parameters compared to the other models. Parameters represent 
the complexity and computational resources required by a 
model. YOLOv8's lower parameter count indicates that it is 
more resource-efficient, making it easier to deploy and run on 
various platforms and devices. This simplicity and ease of use 
further contribute to YOLOv8's versatility and suitability for a 
wide range of object classification tasks. 

In summary, the graph highlighting the Average Precision 
(AP) of different YOLO base models demonstrates that 
YOLOv8 is specifically designed to be fast, accurate, and easy 
to use. Its superior speed and lower parameters make it an 
excellent choice for applications where real-time object 
classification is required. YOLOv8's ability to deliver high 

accuracy ensures reliable results, and its resource efficiency 
enhances its usability across various platforms. 

B. Experimental Results 

For experimental results, a collection of image samples 
collected that were obtained as experimental results for fruit 
ripeness detection. These images were captured using the 
output of a fruit ripeness detection model called YOLOv8. 

To conduct the experiment, the YOLOv8 model was 
applied to a set of images containing various fruits. The model 
processed each image and generated outputs indicating the 
presence and ripeness of fruits within the images. These 
outputs were then used to collect a sample of images 
representing the experimental results. The purpose of 
collecting these sample images is likely to evaluate and analyze 
the performance of the YOLOv8 model for fruit ripeness 
detection. By examining the experimental results, researchers 
or developers can assess the accuracy, precision, and reliability 
of the model in detecting the ripeness levels of fruits. 

Analyzing the sample images can provide valuable insights 
into the model's strengths, weaknesses, and potential areas for 
improvement. It allows researchers to understand how well the 
model performs in different scenarios, such as different fruit 
types, lighting conditions, or ripeness variations. Therefore, the 
sample images obtained from the experimental results of fruit 
ripeness detection using the YOLOv8 model serve as a means 
to evaluate and validate the effectiveness of the model in 
accurately detecting and classifying the ripeness levels of 
fruits.  Fig.  4 shows ripeness detection results. 
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Fig. 4. Fuite ripeness detection results. 

C. Performance Evaluation 

To evaluate the performance of a YOLOv8 model for fruit 
ripeness detection, precision, recall, and mean Average 
Precision (mAP) metrics are used. The precision is a measure 
of how many of the positively predicted ripe fruits are actually 
ripe. It calculates the ratio of true positives (correctly predicted 
ripe fruits) to the sum of true positives and false positives 
(incorrectly predicted ripe fruits). A high precision indicates 
that the model has a low rate of falsely identifying unripe fruits 
as ripe. Recall, on the other hand, measures the ability of the 
model to find all the ripe fruits in the dataset. It calculates the 
ratio of true positives to the sum of true positives and false 
negatives (ripe fruits that were not detected). A high recall 
indicates that the model has a low rate of missing ripe fruits. 
mAP (mean Average Precision) is a widely used metric to 
evaluate object detection models. It combines precision and 
recall across different confidence thresholds to calculate an 
average precision value. The mAP metric provides an overall 
assessment of the model's performance by considering 
precision at various levels of recall. 

In the given scenario, the precision of 98.1% signifies that 
when the YOLOv8 model predicted a fruit as ripe, it was 
correct 98.1% of the time. This indicates a high level of 
accuracy in identifying ripe fruits, as the model has a low rate 
of falsely labeling unripe fruits as ripe. 

The recall value of 98.0% implies that the model 
successfully detected 98.0% of the ripe fruits present in the 
dataset. In other words, it only missed 2.0% of the ripe fruits, 
demonstrating its effectiveness in identifying ripe fruits 
accurately. 

The mAP (mean Average Precision) score of 99.1% 
provides an overall evaluation of the model's performance in 
fruit ripeness detection. This metric considers precision across 
various confidence thresholds and calculates an average 
precision value. The high mAP score suggests that the model 
performs exceptionally well at detecting ripe fruits, even when 
considering different levels of confidence in its predictions. 

 
Fig. 5. Results of precision, recall and mAP metrics. 

These accurate results indicate that the YOLOv8 model has 
been trained effectively to distinguish between ripe and unripe 
fruits (see Fig. 5). It demonstrates a high level of precision, 
ensuring that the majority of fruits predicted as ripe are indeed 
ripe. Additionally, the model exhibits a strong recall rate, 
successfully identifying most of the ripe fruits in the dataset. 
The high mAP value further reinforces the model's accuracy 
across different confidence thresholds, making it a reliable 
choice for fruit ripeness detection tasks. 
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V. CONCLUSION 

In this study proposes a method based on the YOLOv8 
algorithm, a state-of-the-art object detection framework, to 
address the challenge of achieving high accuracy rates in deep 
learning-based fruit ripeness detection. To develop our method, 
a custom dataset generated consisting of a diverse range of fruit 
images, carefully labeled with their corresponding ripeness 
levels. This dataset is crucial for training the YOLOv8 model 
to detect and classify fruit ripeness accurately. Next, a rigorous 
training process conducted where it feeds the custom dataset 
into the YOLOv8 model, allowing it to learn and fine-tune its 
weights to identify ripe and unripe fruits accurately. Then 
validation performed to ensure that the model generalizes well 
to unseen data and that it can accurately classify ripeness levels 
across different fruit types and lighting conditions. After 
training and validation, we proceed to evaluate the 
performance of our proposed method using a separate testing 
set. We measure key performance metrics such as precision, 
recall, and F1-score to assess the accuracy and robustness of 
the model quantitatively. 

Additionally, comparison between our results with existing 
approaches presented in fruit ripeness detection, including 
traditional image processing techniques and other deep 
learning-based methods, to demonstrate the superiority of the 
proposed method. The experimental results and performance 
evaluation highlight the effectiveness of the proposed method 
in achieving accurate fruit ripeness detection. The proposed 
method not only surpasses existing approaches in terms of 
accuracy but also exhibits robustness and generalizability 
across different fruit varieties and environmental conditions. 
By providing a reliable solution for fruit ripeness detection in 
precise agriculture, the proposed method can aid farmers in 
making informed decisions regarding harvesting schedules, 
post-harvest handling, and supply chain management, 
ultimately enhancing productivity and minimizing waste in the 
agricultural industry. One potential future direction is to 
explore the use of advanced image augmentation techniques to 
augment the existing fruit ripeness detection datasets. By 
applying various transformations, such as rotation, scaling, and 
color variations, augmented datasets can improve the 
robustness and generalization capabilities of fruit ripeness 
detection models, leading to more accurate and reliable results 
in real-world scenarios. 
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Abstract—This paper introduces a novel and integrated 

approach to intrusion detection in computer networks that 

makes use of the benefits of both abuse detection and anomaly 

detection techniques. The proposed method combines anomaly 

detection and abuse detection technologies to enhance intrusion 

detection functionality. The intrusion detection system is 

implemented using a set of algorithms and models in the 

proposed approach. The frog jump algorithm has been utilized to 

choose the system's ideal input attributes. The decision tree is 

utilized in this system's abuse detection portion. Support vector 

machines or basic-radial neural network models have been 

utilized to find anomalies in this system. In the process of 

training neural networks, other techniques like particle swarm or 

genetic optimization are also utilized. The NSL-KDD dataset was 

used the experiment, and the findings were published. These 

findings demonstrate that, in comparison to using only anomaly 

or abuse detection, the proposed approach can increase the 

effectiveness of intrusion detection in the network. Additionally, 

a model that uses the frog leap algorithm for feature selection 

and classification and combines decision tree and support vector 

machine techniques with ten chosen input features has a 

detection rate of 98.2%. This is true despite the fact that the 

detection rates of the systems trained using comparable data in 

prior studies with 33 and 14 selected input features to the trainer 

have been 83.2% and 84.2%, respectively. Additionally, the 

algorithm execution performance increases up to 29 times faster 

than the aforementioned approaches when the intrusion 

detection rate is maintained at the level of other competing 

methods that were simulated in this work. 

Keywords—Decision tree; network intrusion detection; particle 

swarm algorithm; basic-radial neural network; frog jump 

algorithm 

I. INTRODUCTION 

Computers connected to the Internet are threatened by a 
variety of things, including unauthorized access to user systems 
and the execution of unpleasant behaviors [1]. Typically, 
network penetration is viewed as an attack [2]. Intrusion 
detection systems are already a commonplace component of 
the security architecture. The following is a list of the intrusion 
detection system's objectives: Preventing behavioral issues that 
attack or abuse the system, recognizing attacks and coping with 
them, documenting current attacks, quality control, and giving 
security managers meaningful penetration information are just 
a few of the objectives [3]. 

According to the "CSI/FBI Computer Security and Crimes 
Survey" report, intrusion detection system usage increased 
from 42% in 1999 to 62% in 2010 and will reach 62% by 2022 
has retained. These numbers demonstrate the critical role that 
these systems play in security technologies [4]. 

Network intrusion detection systems monitor network 
activity to find assaults. Exploit detection and anomaly 
detection are the two primary techniques for intrusion detection 
[5]. Using patterns and signatures that signal assaults, you can 
find exploits and intrusions. Detects assaults but is unable to 
identify them [6]. Due to the use of less complex identification 
algorithms, the abuse detection technique has the advantage of 
extremely rapid identification [7]. Activities that depart from 
regular functioning are identified as infiltration in the anomaly 
detection approach by the construction of normal usage 
profiles. Because of this, the exploit detection approach is 
unable to identify unexpected intrusions that the anomaly 
detection system can [8]. The high prevalence of false alarms 
in the anomaly detection approach is one of its shortcomings 
[9]. 

Intrusion detection systems that integrate both strategies 
have been developed to address the issues with these two 
approaches [10]. These systems do it in three different ways. 
The following approaches are used: a. abnormality is first 
identified, followed by abuse; b. parallel approach; and c. 
abuse is first identified, then abnormality [11]. 

The detection rate of all sorts of assaults (known and 
unknown) increases because under the parallel approach, 
incoming traffic is evaluated independently by each method 
(identification of abuse and identification of anomalies) [12]. 
The anomaly detection approach still has a high risk of false 
positive notifications, but if the detection model qualifies the 
communication as an attack, this method likewise treats the 
incoming communication as an assault [13, 42]. The 
computational cost of detection is another concern, as each 
communication must be examined using both anomaly 
detection and abuse detection models, which raises this cost 
[14]. 

In the combined strategy employed in this article, we have 
attempted to produce an ideal plan by combining already-
existing algorithms and models [15]. In this regard, it has been 
managed to minimize the number of input features to the 
system from 41 to 10 thanks to the deployment of the 
optimization technique based on frog jump. Comparing this 
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strategy to several studies in this subject, the combined system 
is also one of the drawbacks. In this manner, the abuse 
detection system receives the inbound traffic first (Fig. 1). The 
exploit detection phase's outputs that do not fit the intrusion 
patterns are fed into the anomaly detection system as input in 
order to find unidentified intrusions [16, 43]. The effectiveness 
of anomaly detection declines as the volume of attacks rises. 
Hence exploit detection has been used first to address this 
issue. Known attacks can be found using exploit detection. The 
quantity of attacks required to find anomalies is drastically 
decreased by eliminating known attacks. Another benefit is that 
the suggested hybrid system can identify known intrusions in 
real-time due to the high speed of exploit detection techniques 
such as decision tree algorithms [17]. 

In this situation, the plan's anomaly detection component 
uses well-established, successful models (such as artificial 
neural networks) that can recognize novel attacks [6]. Instead 
of employing conventional methods for neural network 
training, computational intelligence algorithms have been 
adopted since they have proven to be more effective [18]. 

The main motivation of this research is to improve the 
effectiveness of intrusion detection systems (IDS). By 
combining abuse detection and anomaly detection methods, 
this approach aims to increase the system's ability to detect and 
mitigate various types of network intrusions. Traditional IDSs 
may struggle to effectively identify both known and unknown 
threats. Another motivation is to optimize the use of computing 
resources and reduce processing time. The choice of algorithms 
such as frog jumping algorithm, decision trees and support 
vector machines (SVM) shows the desire to achieve efficient 
and accurate intrusion detection without computational 
overhead. In summary, the proposed approach in this research 

is motivated by the need for more effective intrusion detection 
systems; more efficient and adaptable in the face of evolving 
cyber threats. Potential benefits include improved detection 
rates, resource optimization, reduced false positives, and 
increased consistency, all of which contribute to a stronger and 
more comprehensive network security solution. In this regard, 
the suggested method's usage of radial basis neural network 
(RBF) in the anomaly detection phase has also led to a notable 
increase in the algorithm's execution speed when compared to 
other hybrid techniques. A comparison of the proposed hybrid 
system's performance with other similar schemes that have 
been tried on the same field with related events reveals that the 
suggested scheme has attained the desired detection rate (see 
Table VII in Section V). The main contributions of this 
research and their possible consequences are as follows: 

 Hybrid intrusion detection system: This research 
introduces a new hybrid intrusion detection system that 
combines abuse detection and anomaly detection 
techniques. This hybrid approach can lead to more 
effective and robust intrusion detection because of its 
strengths. Both methods are used. The result is 
improved network security and a greater likelihood of 
detecting a wide range of intrusions. 

 Feature selection and data preprocessing: This research 
emphasizes the importance of feature selection and data 
preprocessing techniques to improve the quality of 
input data. Choosing the right feature and normalizing 
the data can lead to a more reliable and accurate 
intrusion detection system. The consequences are 
higher accuracy in detecting intrusions and reduction of 
noise in the data. 

 

Fig. 1. Hybrid intrusion detection system with abuse detection priority. 
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 Efficiency and scalability: This research deals with the 
efficiency and scalability of the intrusion detection 
system, especially by comparing SVM and radial basis 
neural networks. Understanding the trade-offs between 
different algorithms and their impact on performance 
and scalability can help deploy intrusion detection 
systems in different network environments. The result is 
consistent and resource-efficient intrusion detection. 

The remainder of the essay is structured as follows. 
Studying earlier works is the subject of Section II. Section III 
offers suggestions for spotting abuse and abnormalities. 
Section IV discusses evaluation and simulation results, and 
Section V concludes with recommendations for future 
research. 

II. BACKGROUND RESEARCH 

This section will first cover some earlier research on hybrid 
systems before introducing the fundamental models and 
techniques employed in this study. 

A. Related Work 

Some of the studies on hybrid systems have been covered 
in this subsection. The three-layer architecture of the intrusion 
detection system, which was created and developed by [19], is 
an illustration of a hybrid system. Based on the KDD Cup'99 
standard data, the system featured a blocklist, an allowlist, and 
a multiclass support vector machine bundle. Blocklists are used 
to filter out known threats from network traffic, whereas 
allowlists are used to identify legitimate traffic. 

A method for audit data mining and analysis (ADAM) was 
presented by [20] in which abuse detection is used after 
anomaly detection. In order to identify attacks, ADAM 
combined an association mining rule with a classification 
mechanism. The suspect traffic is first identified by the 
association mining rule-based anomaly detection model, which 
then sends it to the abuse detection model. After then, the 
suspicious communications are classified by the abuse 
detection model as "normal," "known attacks," and "unknown 
attacks" (false alert of the anomaly detection model). Its usage 
is uncommon. Communications that cannot be categorized as 
typical patterns or known attacks under the ADAM technique 
are categorized as unknown attacks. If anomaly detection is 
used first, then abuse detection, the anomaly detection model 
should have a high detection rate, and the abuse detection 
model should eliminate the false alarms generated by the 
anomaly detection model by differentiating between known 
and unknown attacks. The majority of abuse detection systems, 
however, are ineffective at lowering false alerts. An anomaly 
detection model, an abuse detection model, and a decision 
support system were all incorporated in the [21] proposal for 
an intelligent hybrid intrusion detection system. They used a 
decision tree to model the abuse detection model and a self-
organizing map (SOM) neural network to model anomaly 
detection. Following independent training of each model, the 
decision support system pooled the categorization outcomes of 
the two models. 

A hybrid intrusion detection system was designed in [22] 
using the abuse detection approach first, then the anomaly 
detection method. The exploit detection model is quicker than 

the anomaly detection model and can identify known attacks 
with a low probability of false positives. In order to identify 
known attacks, the Al-Teda detection and exploitation model 
was employed. Only non-deterministic connections were then 
detected using the anomaly detection model. A technique for 
detecting anomalies identifies outliers that deviate from typical 
data patterns and classifies them as well-known assaults. The 
anomaly detection and abuse detection models, however, are 
trained independently, just like the parallel hybrid technique, 
which causes a high risk of false positive notifications in the 
outcomes. 

With a hybrid methodology, researchers in [23] initially 
used the C4.5 decision tree algorithm to evaluate the traffic 
during the abuse detection phase. After the exploit detection 
phase, in the anomaly detection phase, distinct support vector 
machines (SVM) were employed to discover unexpected 
incursions for each subset of data classified as normal by the 
intrusion detection model. Each subset will be more effective 
at generating typical profiles and finding anomalies because it 
has more concentrated data. 

Computational intelligence techniques have been utilized 
for feature selection and decision trees for classification in 
numerous studies in the area of computer network security. For 
instance, researchers in [24] utilized the decision tree with the 
C4.5 training method to identify garbage items and the binary 
version of the particle swarm optimization technique (BPSO) 
for feature selection. The ideal collection of features was 
likewise chosen by the source [25] using CFA-based 
optimization, and the chosen features were assessed using a 
decision tree-based classifier. The estimation and selection of 
acceptable and chosen features for data classification during 
the tree training process is one of the decision tree's beneficial 
properties. On the other hand, adding a feature selection phase 
before training the decision tree has been shown in experiments 
to significantly improve the classification accuracy of the 
decision tree [26]. As a result, the frog jump method 
incorporated a feature selection step before training the 
decision tree in the article's suggested solution. The techniques 
and models used in this article are briefly introduced in the 
sections that follow so that the next sections can explore how 
to combine them and express the simulation results. 

B. Frog's Leap Algorithm 

The combined optimization method based on frog jumping 
(SFLO) is one of many evolutionary algorithms that have been 
created in recent decades to decrease processing time and 
increase the quality of results [24]. This program uses a 
technique called imitative discovery [27] and aims to use a 
heuristic search to identify the overall best answer. In order to 
discover effective general solutions, this technique has been 
tested on a number of combinatorial problems. The population 
of potential solutions for the frog leaping algorithm is defined 
as a set of subsets of frogs (solutions). Distinctive subgroups 
are viewed as distinct frog species, each of which conducts a 
distinctive local search. Each frog in the subgroups has ideas 
that are shaped by those of other frogs and changed by the 
process of imitational evolution. Ideas spread through the 
subsets through the process of interweaving and interweaving 
after going through the evolutionary phases of imitation. Until 
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the convergence rule is satisfied, local search and nesting 
operations are carried out [28]. 

C. Decision Tree 

One of the most well-known techniques for creating a 
classification model is the decision tree. The result information 
of decision tree-based classification algorithms is displayed as 
a tree of several feature value states. Always dividing records 
based on a candidate feature that maximizes a particular 
criterion is a greedy approach to decision tree construction. The 
most deserving feature will be the one that improves the tree 
the most in accordance with this criterion. Depending on how 
the features of the data set are chosen to be included in the 
decision tree and when to cease growing the tree, there are 
various types of decision trees. Better than other failures are 
one where the distribution of bundles in the resulting nodes is 
homogeneous. The node is homogeneous if all of its records 
are suspended in the same category. Since, in this situation, 
that node turns into a leaf. In actuality, the node with the least 
number of impurities is the homogeneous node. They are 
placed in the interest relationship, and the amount of interest 
resulting from each failure is calculated after the amount of 
impurity arising from each failure has been determined. The 
failure-related impurity is removed from the parent node's 
impurity in the gain relation. Any failure that generates a 
greater profit is preferable, and that failure will ultimately be 
chosen [26]. The C4.5 tree, which is the decision tree 
employed in this article, is utilized to determine its impurity 
using the entropy approach based on Eq. (1): 

       ( )   ∑  ( | )     ( | ) (1) 

In relation (1),  ( | )  denotes the proportion of records 
belonging to the jth category to all other records in node t. The 

fracture gain is calculated after the entropy for each node has 
been determined, followed by the entropy for the entire 
fracture. A failure is better if it has a greater interest rate. The 
gain of a failure is calculated using Eq. (2): 

                 ( )  ∑
  

 

 
          ( ) (2) 

Regarding this, n represents the overall number of records 
in the parent node,    represents the number of records in the ith 
child, entropy(p) represents the entropy of the parent node, and 
entropy(i) also represents the entropy of the ith node [29]. The 
test data set can then be used to test the classification model 
that was created using the decision tree. The goal of using the 
model is to predict, using the model, the category attribute 
value for the test record. 

D. Basic-Radial Neural Network (RBF) 

The artificial neural network has the benefit of 
generalization, which sets it apart from other classifiers. With a 
small amount of training data, radial basis function networks 
are frequently used to estimate multidimensional functions 
nonparametrically. The RBF network is highly helpful since it 
trains quickly and thoroughly. With enough neurons in the 
hidden layer, it can estimate any continuous function with any 
level of accuracy. Fig. 2 depicts the three-layer network that 
makes up RBF's main design. 

The basic-radial functions are shared by the neurons in the 
intermediate (hidden) layer [30]. According to Eq. (3), the third 
layer approximates the middle layer neurons' output by 
summing their weighted output: 

 ( )  ∑    (||    ||)
 
    (3) 

 

Fig. 2. The architecture of an RBF network [30]. 
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If RBF is used to approximate the function, its output will 
be helpful. However, a hard limiter can be applied to the output 
neurons to ensure output values of 0 or 1 for pattern 
classification purposes. The base-radial function p with centers 
   is utilized for the approximation of the F function based on 

Eq. (3). Sign ||.|| the exponent, which is typically set to 
represent the Euclidean distance, is the distance function of 
R_n space. The most well-known basic-radial function, which 
has been proposed, is the Gaussian function in RBF networks. 
The Gaussian function, an exponential function from the 
category of functions with the best approximation qualities, 
was chosen as the response function of neurons in RBF 
networks. This ensures that there is a set of weights that more 
accurately approximates the relationship between the input and 
target vectors than any other set. The sigmoid function utilized 
in the creation of error backpropagation networks makes use of 
this assurance that it has no existence. 

E. Particle Swarm Optimization Algorithm 

The social behavior of a group of birds is described by the 
population-based stochastic optimization algorithm known as 
the PSO algorithm. In space, a flock of birds looks for food 
randomly. Following the bird that is closest to the food can be 
one of the greatest tactics. The PSO algorithm's core concept is 
this tactic [31]. The search space for the PSO algorithm is 
analogous to the search space for the bird movement pattern. In 
the PSO algorithm, each solution, also known as a particle, is 
analogous to a bird, and there are exactly as many particles 
(solutions) as there are birds. Each particle has a merit value, 
which is determined by a merit function. The more merit a 
particle has, the closer it is to the target in the search space, 
which in the bird movement model is food. Additionally, every 
particle has a displacement that controls its direction of motion 
and is used to predict its next location. Until it ultimately 
reaches the ideal solution, each particle moves forward in the 
search space by adhering to the best particles in the current 
state [32]. The particle velocity vector (Vi) and particle (Xi) in 
the (t+1)th iteration are computed from relations (4) and (5) in 
each step of the particle swarm algorithm iteration: 

  (   )      ( )   

                ( )    ( )   

                ( )    ( )  (4) 

  (   )    ( )    (   ) (5) 

F. Hereditary Algorithm 

Hand first proposed the genetic algorithm in 1965. From 
among the chromosomes in a population, the selection operator 
chooses the number of chromosomes for reproduction. Fitter 
chromosomes are more likely to be chosen for reproduction. 
Chromosome segments are randomly switched between during 
crossing over. Because of this, the children don't exactly 
resemble one of their parents but instead exhibit traits from 
both. A single-point, two-point, or even intersection could exist 
[33]. 

All chromosomal points have an identical chance of 
merging during the uniform crossover. In this case, any valley 
can be used to pick the child's chromosome genes. It is possible 
to perform uniform intersection using relations (6) and (7): 

          (    )    (6) 

          (    )    (7) 

In these relationships, x1 and x2 are the parents, while y1 
and y2 are the first and second children, respectively. 
Additionally, the values of    in continuous issues are in the 
range [0,1], while those in binary problems are equal to zero or 
one. The letter i stands for the input dimensions (solution space 
dimensions). 

The chromosomes are subjected to the mutation operator 
after crossing over. This operator chooses a gene at random 
from a chromosome and modifies the information within that 
gene. If the gene is a binary number, it is inverted; if it is a 
member of a set, another value or component of that set is 
substituted for the gene. The created chromosomes are known 
as the new generation and are sent to the following round of 
algorithm execution after the mutation operation is finished. 

III. SUGGESTED METHOD 

Fig. 1 shows the suggested method's operating principles. 
The specifics of spotting abuse and abnormalities will be 
covered in this section. Prior to applying the data to the model 
in the proposed combined method, the data was first 
preprocessed using the leapfrog computational intelligence 
algorithm to extract its key features, which improved the 
system's overall performance and, in particular, the 
effectiveness of the decision tree. The regular training data is 
then separated into subgroups during the misuse detection 
stage whose connection patterns have less variation than the 
entire normal data. Then, in the anomaly detection stage, a 
different anomaly detection model is applied for each subset. 
As a result, each subset's efficiency will be higher in producing 
more normal profiles and rejecting the result in anomaly 
detection since each subset has more concentrated data [9, 34]. 
The quality of the input data to the anomaly detection stage is 
not good enough and has a significant impact on the accuracy 
of the SVM network if the decision tree is unable to 
appropriately partition the data into subsets while retraining the 
model in the operational environment. This lowers the 
effectiveness of the SVM network; however, the RBF neural 
network is not constrained by this issue. Since model training 
is a linear process and neural network training is slower, the 
effectiveness of the models is unaffected [34]. 

The RBF neural network was employed in the anomaly 
detection phase, and the effectiveness of SVM and RBF was 
compared in the anomaly detection phase, in accordance with 
the foregoing and to prevent the reduction of the accuracy of 
the SVM network, in cases where the output of the decision 
tree is not effective. It is important to note that switching from 
SVM training to RBF training and performing feature selection 
prior to the abuse detection stage in order to condense the 
problem's dimensions were the adjustments that significantly 
increased the effectiveness of the newly proposed method. The 
simulations were conducted using Matlab software version 
2022a as well. The steps for intrusion detection in the 
suggested approach are as follows: 

 Data preprocessing includes the following steps: 
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a) Data homogenization (training and test data) by 

replacing the letter characters of the data set with numerical 

values 

b) Data normalization (training and test data): In this 

step, the values of the continuous features are normalized to the 

interval [-1,1] according to Eq. (8). 

    
      ( )

   ( )     ( )
   (8) 

c) Reducing the dimensions of the problem by feature 

selection by the leapfrog computational intelligence algorithm 

It should be noted that normalization (or rescaling of 
features) removes the imbalance between the data [36-34]. In 
the dataset used in this paper (NSL-KDD), some features have 
large numerical values that can dominate other features. For 
example, the dst_bytes attribute can have values from zero to 
about        , while the same_srv_rate attribute has values 
between zero and one [35]. 

 Applying various methods in the combined model of 
penetration detection: 

(First the abuse detection phase and then the abnormality 
detection phase) including the C4.5 decision tree in order to 
detect abuse and then apply separate RBFs in the abnormality 
detection phase for the categories that are detected as normal. It 
is reminded that the training parameters in the RBF neural 
network are determined with the help of the genetic algorithm 
or the particle swarm algorithm. The block diagram presented 
in Fig. 3 shows the working steps in the proposed intrusion 
detection method in more detail. 

A. The Stage of Identifying Abuse 

In the data mining process, the data are ready to be applied 
to the model learning stage after feature selection and data 
pretreatment. The C4.5 decision tree is utilized for this. The 
data exploration strategy that is chosen will determine the 
sequence guiding the preprocessed data during the learning 
stage, and the created model will then be sent to the evaluation 
stage (i.e., evaluation and interpretation of the model) for 
evaluation. It was time to cut the decision tree after training 
and preserving it, leaving only 12 leaves with conventional 
labels. Too small sets make this operation excessively slow 
because it takes time to split training data into distinct subsets 
based on various rules. The tree was pruned for these reasons 
because, on the other hand, the restriction and lack of 
overdispersion of neural network inputs during the training 
phase will reduce the generalization capacity of the network. 

B. Anomaly Identification Stage 

At this point, distinct RBFs were utilized for each of the 
remaining leaves with the conventional label, and the data 
input for each of them was identical to the information 
classified by the decision-making process. The neural 
network's leaves had come. The conditions of their 
development were determined for all the leaves with the 
normal label in order to obtain the data in each leaf. Based on 
these conditions, the training data set was then segmented into 
several input subsets, and for each of them, different neural 
networks were employed. The usage of a more homogeneous 
data set boosts the network's accuracy, and the anomaly 
detection system is better prepared to deal with anomalies that 
do not follow the typical pattern since it is more accustomed to 
normal patterns with lower dispersion [36]. 

 

Fig. 3. Process block diagram of the proposed intrusion detection method. 
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IV. EVALUATION RESULTS OF THE PROPOSED SOLUTION 

A. NSL-KDD Dataset 

The NSL-KDD dataset has been utilized to evaluate and 
contrast the performance of the suggested method [37]. The 
NSL-KDD dataset is an edited version of the KDD'99 dataset 
that was made available as a result of KDD'99's issues with the 
presence of numerous duplicate samples in the training and test 
data, as well as the resolution of these issues. The 41 
characteristics in this dataset span a wide range of numerical 
values and are of continuous, discrete, and symbolic types. As 
previously stated, data preprocessing is required to correct the 
imbalance in the entire dataset and eliminate the impact of 
scale differences in such a database [38]. In other words, 
normalization in such data on all data (in the following, some 
of them as training data and others as training data) tests are 
selected) [39] in order to prevent features with high numerical 
values from overpowering other features. 

B. Overall Evaluation Results 

The frog jump algorithm was used to intelligently choose 
ten attributes from among them in order to decrease the 
problem's dimension. Feature selection (variable reduction) 
aids in data comprehension, lower processing demands, lessens 
the impact of the dimensionality problem and enhances 
prediction performance. The goal of feature selection is to 
choose a subset of input variables that can accurately 
characterize the input data while minimizing the impact of 
extraneous factors and producing accurate prediction results 
[40]. 

In this step, the trained decision tree was first given all the 
input data from the abuse detection phase (signature detection) 
in order to evaluate the model. Assuming they are unidentified 

attacks whose signatures or data packet characteristics could 
not be recognized by the exploit detection model; the 
identification component will once more detect the data that 
the decision tree classified as regular packets. In this phase, 
anomalies (trained RBF) were examined to determine their 
class. The way the anomaly detection phase operates is that the 
inputs are first reviewed again in accordance with the 
requirements of the decision tree's leaves to choose which of 
the RBFs should be provided as input. The selective RBF then 
determines the data packet's final class. 

The time needed to run the model is significantly reduced if 
RBF is used in place of SVM, according to the results, so that 
the time needed for the test is decreased by an average of 26 
times (if PSO is employed), a 24 times improvement, and if we 
employ GA, we will see an improvement in execution time of 
more than 28 times); however, the model error had a modest 
decline. 

It should be noted that the ideal number of kernels for each 
RBF was found independently during the RBF training 
procedure. If PSO and inheritance algorithms are applied, the 
number of optimal cores for every RBF may be deduced from 
Fig. 4 and 5, respectively. According to the number of various 
kernels, each line in the graphs depicts the MSE error trend for 
one of the RBFs, and the number of optimal kernels for each 
RBF is the same as the number of kernels that minimize the 
MSE error. 

As previously indicated, PSO and genetic algorithms (GA) 
were used to train the RBF neural network individually, and 
the outcomes of both were compared. The results were nearly 
identical, and no discernible difference was found regarding 
the effectiveness of applying PSO or GA in RBF training. 

 

Fig. 4. Training error of all RBFs using PSO algorithm for different numbers of kernels. 
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Fig. 5. Training error of all RBFs using GA for different numbers of kernels. 

In accordance with relations (9) to (12), the following 
metrics were employed to assess the models: mean square error 
(MSE), root mean square error (RMSE), mean absolute error 
(MAE), and set of square error (SSE). 

    ∑
(     )

 

 

 
    (9) 

     √∑
(     )

 

 

 
    (10) 

    ∑
|     |

 

 
    (11) 

    ∑ (     )
  

    (12) 

In the relationships mentioned above, n denotes the number 
of samples, t_i is the goal output value, and u_i denotes the 
output value of the class that the model predicted [41]. An Intel 
Core i7 machine with a clock speed of 2.1 GHz and 6 GB of 
random-access memory was used for the models' training and 
testing phases. Sixty-two thousand eight hundred sixty-four 
data points were used to train the models, while 85347 data 
points were used to test the models. The outcomes of using the 
models are shown in the paragraphs that follow. 

C. Decision Tree Training Results 

Table I shows the results of errors in detecting abuse. The 
time required to train the tree was equal to 0.18 seconds. 

D. The Results of the Combined Model of Decision Tree and 

RBF with Training by PSO Algorithm 

In Table II, the results of using the combined intrusion 
detection model are presented in the condition that the RBF 
model is trained with the PSO algorithm. The errors presented 
in Table II were obtained for this setting of values for the PSO 
algorithm parameters: number of population members: 60, 
personal learning coefficient (C1): 1.4962, collective learning 
coefficient (C2): 1.4962, W coefficient: 1 and Reduction factor 
W: 0.9. 

E. The Results of the Combined Model of Decision Tree and 

RBF with Training by GA 

Table III also shows the results of using the combined 
intrusion detection model in the conditions where the RBF 
model is trained with the genetic algorithm. The errors 
presented in Table III were obtained for this setting of values 
for the parameters of the genetic algorithm: number of 
population members: 20, crossover probability: 0.9, mutation 
probability: 0.3, and mutation rate: 0.6. 

TABLE I.  ERROR-VALUES OF TRAINING AND TESTING IN THE PHASE OF DETECTING ABUSE BY DECISION TREE 

SSE MSE MAE Phase 

252 0.00401 0.00200 Education 

17360 0.2034 0.1017 Test 
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TABLE II.  TRAINING ERROR VALUES OF INDIVIDUAL RBFS – TRAINING BY PSO ALGORITHM 

SSE MSE RMSE MAE Model 

196 0.00753 0.08677 0.00376 RBF 1 

12636 0.51692 0.71897 0.25846 RBF 2 

828 0.15359 0.39190 0.07680 RBF 3 

4228 0.19262 0.43888 0.09631 RBF 4 

760 0.09392 0.30646 0.04696 RBF 5 

4 0.00022 0.01499 0.00011 RBF 6 

2744 0.12690 0.35622 0.06345 RBF 7 

136 0.28571 0.53452 0.14286 RBF 8 

680 0.01182 0.10872 0.00591 RBF 9 

928 0.45535 0.67480 022767 RBF 10 

20 0.03724 0.19299 0.01862 RBF 11 

76 0.21001 0.45827 0.10501 RBF 12 

TABLE III.  TRAINING ERROR VALUES OF DISCRETE RBFS-TRAINING BY GA 

SSE MSE RMSE MAE Model 

140 0.01071 0.10350 0.00536 RBF 1 

2664 0.21745 0.46632 0.10873 RBF 2 

360 0.13289 0.36454 0.06645 RBF 3 

2388 0.21719 0.46604 0.10859 RBF 4 

376 0.09293 0.30485 0.04647 RBF 5 

4 0.00045 0.02123 0.00023 RBF 6 

1276 0.11865 0.34446 0.34446 RBF 7 

52 0.20635 0.45426 0.10317 RBF 8 

344 0.01196 0.10938 0.00598 RBF 9 

480 0.46784 0.68399 0.23392 RBF 10 

56 0.20741 0.45542 0.10370 RBF 11 

400 0.21448 0.46312 0.10724 RBF 12 

Additionally, Table IV provides the amount of time needed 
to train the simulated models. Because PSO and GA have 
different populations with different numbers of population 
members, RBF training and PSO and GA differ in innovative 
ways. Each model with the least population members that leads 
to the lowest error rate has been taught since increasing the 
number of population members in population-based 
optimization algorithms increases training time because more 
iterations are required for more population members. As can be 
seen, using SVM rather than RBF cuts down on training time 
during the anomaly detection stage. This is because RBF 
training involves using the aforementioned smart optimization 
algorithms to find the ideal network weights, and finding these 
ideal values requires a significant amount of repetition. 
However, because the training process takes place offline, it is 

acceptable to extend it in order to enhance the performance of 
the model's online execution. 

F. The Results of Testing the Models with Test Data 

The experimental results demonstrate that the model 
performs poorly when used in the anomaly detection phase 
with a significant amount of input data, which eventually 
results in the model's inefficiency in online applications 
(Table V). As can be shown, using a decision tree and an RBF 
neural network together (with training via the PSO algorithm) 
is the optimum option in terms of the model's online execution 
time. The aforementioned alternative offers competitive values 
and comes quite near to the combined decision tree and RBF 
neural network model (with GA training) in terms of the 
number of various error criteria (Table VI). 

TABLE IV.  THE TRAINING TIME OF THE MODELS 

total time (sec) 

 

Training time of the misuse 

detection model (sec) 

Time required to provide 

data for anomaly detection 

model (sec) 

Anomaly detection model 

training time (sec) 
proposed model 

47.4641 0.18482 17.79945 29.48314 C4.5+SVM 

96.75185 0.18482 17.79945 78.76758 C4.5+FBF-PSO 

77.20360 0.18482 17.79945 59.21933 C4.5+RBF-GA 
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TABLE V.  TESTING TIME OF MODELS WITH TEST DATA 

total time (sec) proposed model 

77.216326 C4.5+SVM 

2.701057 C4.5+RBF-PSO 

3.229697 C4.5+RBF-GA 

TABLE VI.  THE TESTING ERROR OF PROPOSED MODELS WITH TEST DATA 

SSE MSE RMSE MAE proposed model 

29820 0.3494 0.59110 0.17470 C4.5+SVM 

28480 0.3337 0.57766 0.16685 C4.5+RBF-PSO 

28412 0.3329 0.57697 0.16645 C4.5+RBF-GA 

TABLE VII.  COMPARISON OF THE DETECTION RATE OF THE PROPOSED SYSTEM WITH SIMILAR SYSTEMS 

Detection rate 

(%) 

Number of 

selected 

features 

Data Names Classification tool Feature selection algorithm Abbreviated name of the Amikhtar model 

57.39 26 KDD’99 
GSA-Fuzzy 

ART MAP 
FGBARM                               

53.79 29 KDD’99 
PSO-Fuzzy 
ART MAP 

FGBARM FGBARM+PSO-Fuzzy ARTMAP[31] 

5359 29 KDD’99 
GA-Fuzzy 

ART MAP 
FGBARM FPGBARM+PSO-Fuzzy ARTMAP[32] 

47.39 14 NSL-KDD SVM DBN              

45.78 29 KDD’99 SVM RST              

43.59 33 NSL-KDD J48 decision tree Info-Gain Info-Gain+J48[27] 

39.35 33 NSL-KDD Natve Bayes Info-Gain Info-Gain+Natve Bayes[36] 

37.99 33 NSL-KDD MLP Info-Gain                    

33.97 33 NSL-KDD SVM Info-Gain Info-Gain+SVM[41] 

47.77 33 NSL-KDD CART Info-Gain                     

57.79 

A total of 41 

features are 
used in three 

categories 

KDD’99 

Fuzzy K-NN, MLP, 

and Naive Bayes 

classifiers 

Applying nine basic features, 

13 content features, and 19 
traffic features to three separate 

categories 

Ensemble+Bayesian[43] 

49.35 5 NSL-KDD RBF+SVM Best First Search Ensemble (RBF+SVM)[21] 

53.9 39 NSL-KDD C4.5-SVM SFLO SFLO+C4.5-SVM (recommended model) 

58.5 39 NSL-KDD C4.5-PSO-RBF SFLO 
SFLO+C4.5-PSO-RBF (recommended 

model) 

58.5 39 NSL-KDD C4.5-GA-RBF SFLO 
SFLO+C4.5-GA-RBF (recommended 
model) 

With a false positive rate of 1.3%, DT has a detection rate 
of 99.2% for known threats and 31.06 percent for unknown 
attacks. DT turns out to be unsuitable for detecting new 
assaults but has strong detection performance for known 
attacks. The proposed method's detection performance was 
carefully examined in terms of anomaly detection since its goal 
is to enhance the detection performance of the anomaly 
detection model. Fig. 6 compares the suggested method's 
receiver operating characteristic (ROC) curves for unknown 
attacks with those for increases in parameter γ from 0.01 to 1. 
The proposed method has a greater detection rate than 
traditional ones. The rate of false positives in the decision 
boundaries of the anomaly detection model in the proposed 
method can depict normal behavior better than existing 
methods since each class 1 SVM model can concentrate on its 
corresponding decomposed region. 

The proposed method's detection rate is roughly 11% 
greater than that of traditional approaches when the false 
positive rate is below 11%, which is ideal. It was found that the 
conventional method's detection rate improves when the false 
positive rate is about 51%. This outcome is believed to be the 
consequence of the suggested technique, which calls for 
building a class 1 SVM model for each deconstructed region. 
Instead of concentrating on each deconstructed zone when the 
false positive is very significant (like 51%), it is preferable to 
concentrate on the highly concentrated regions. It can be 
deduced that the detection performance of the suggested 
method is superior to traditional methods for unknown assaults 
because an IDS operator should have a very low false positive 
rate.
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(a) Unknown assaults with parameter γ=0.01 on ROC Curve. 

 
(b) Unknown assaults with parameter γ=0.1 on ROC Curve 

 
(c) Unknown assaults with parameter γ=1 on ROC Curve 

Fig. 6. Investigation and comparison of detection efficiency for unknown attacks using ROC curves.
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G. The Class 1 SVM Model's Detection Rate Approaches that 

of the Traditional Hybrid Method as 

The parameter γ rises. This demonstrates that DT cannot 
influence the identification of unknown threats by enhancing 
Class 1 SVM performance. However, it has a major impact on 
hybrid intrusion detection models' ability to identify known 
attacks. Fig. 7, which varies the parameter c from 0.01 to 1, 
displays the ROC curves of the known attacks for the proposed 
technique and its comparisons. The figure shows that 

regardless of performance, both combined detection 
approaches from the SVM class 1 model have a detection rate 
of more than 99.1%. When γ is set to 1, the hybrid intrusion 
detection model's detection rate is somewhat greater than DT's, 
but its effectiveness is minimal. The class 1 SVM model's 
detection rate rises as c rises, as in the event of an unknown 
attack. However, in this instance, the class 1 SVM model-
based anomaly detection approach is outperformed by the 
abuse detection method employing DT. 

 
(a) Known assaults with parameter γ=0.01 on ROC Curve 

 
(b) Known assaults with parameter γ=0.1 on ROC Curve 
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(c) known assaults with parameter γ=1 on ROC Curve 

Fig. 7. Investigation and comparison of detection efficiency for known attacks using ROC curves. 

This paper introduces an innovative approach to intrusion 
detection in computer networks by combining abuse detection 
and anomaly detection techniques. This hybrid approach looks 
promising because it leverages the strengths of both methods 
and potentially leads to more effective network security. To 
select the algorithm, it is also attractive to use computational 
intelligence algorithms such as frog jumping algorithm, 
decision trees, support vector machines (SVM) and radial-
based neural networks. These algorithms offer a variety of 
ways to handle intrusion detection, and it makes sense to 
choose them based on the specific needs of the system. It is 
also instructive about the execution speed and comparison 
between SVM and radial neural networks. It is noteworthy to 
observe that the use of RBF can significantly reduce model 
training time, as real-time intrusion detection often requires 
efficient algorithms. Overall, the paper provides a 
comprehensive overview of the proposed intrusion detection 
system, its methodology and performance metrics. It provides 
valuable insights into the potential benefits of combining 
exploit and anomaly detection techniques and provides a 
structured approach for future research in network security. 

This paper presents a detailed evaluation of the proposed 
intrusion detection system, including results obtained from 
experiments using the NSL-KDD dataset. The evaluation 
includes various performance metrics and comparisons with 
other intrusion detection systems. Performance measures, 
detection rate, comparative analysis, training and test results, 
execution speed and ROC curves are among the evaluations 
discussed in this research. This paper concludes that the 
proposed hybrid intrusion detection system provides 
competitive detection rates and feature selection capabilities 
compared to other systems. This shows that the system 
performance can be improved by using RBF models instead of 
SVM in certain scenarios. 

In general, the results and evaluations presented in the 
paper show the effectiveness of the proposed intrusion 
detection system in detecting known and unknown attacks. 
Using various performance metrics, comparative analysis and 
visual displays (such as ROC curves) provide a comprehensive 
assessment of system capabilities and tradeoffs. These results 
help to understand how computational intelligence algorithms 
can enhance network security. 

V. CONCLUSION 

This paper provided a hybrid approach to network intrusion 
detection. This section will contrast the proposed mixing 
system's performance with that of comparable systems that 
employ feature selection algorithms and classification tools 
from various models, such as decision trees. The proposed 
mixing system utilizes multiple methods and models in its 
various components. SVM, Natural Bayes, and artificial neural 
networks have all been utilized for intrusion detection. The 
system test with KDD'99 or NSL-KDD data produced the 
findings that are shown in Table VII. The NSL-KDD dataset, 
which has the same number of characteristics as the original 
KDD'99 dataset, should be noted. Classifiers do not favor data 
with more repetitions since the extension records in the training 
set are destroyed during the compression process. The majority 
of detection rates, though, are higher on KDD'99 than NSL-
KDD. 

The hybrid approach suggested in this work has the best 
detection rate compared to other models tested on NSL-KDD 
data in prosperous years, as shown in Table VII. Meanwhile, 
the proposed models use fewer features than other models, 
which is a smaller number of features overall. As a result, it 
can be said that the suggested system offers a good mix of 
feature selection and classification techniques and that its 
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performance results are comparable to those of other systems 
that have been shown effective using KDD'99 and NSL-KDD 
data. 

Additionally, the findings of the experiment demonstrated 
that while employing parallel SVMs, whose inputs are the 
leaves of a tree from smaller and more coherent data, resulting 
in a reduction in model training time, the model execution time 
relative to using RBF is increased. Instead of SVM, it is 
significantly longer (roughly 28 times the execution time of the 
model using RBF), which results in the model's inefficiency, 
particularly in high-speed networks; In the scenario where the 
execution errors and false alarm rates of the system are 
comparable in both models. It can be stated that using RBF 
instead of SVM has considerably increased the efficiency of 
the combined model because model training is an offline 
process, whereas testing and implementation are online 
processes. 

This article examines the performance of the system in 
detecting known and unknown attacks. However, the system's 
effectiveness in detecting brand new and zero-day attacks has 
not been addressed. Future research can focus on developing 
methods to enhance the detection of previously unseen threats. 
We also pointed out in this research that using SVM instead of 
RBF can lead to a significant increase in execution time. 
Scalability is a critical concern for intrusion detection systems, 
especially in high-speed networks. Future research can explore 
ways to optimize the computational efficiency of the system 
without compromising the detection accuracy. In summary, 
future research in intrusion detection should focus on 
addressing these limitations and advancing the field by 
developing more robust systems. A more consistent and 
efficient focus can effectively detect a wide range of network 
intrusions while taking into account ethical and privacy 
considerations. 

For those people who are eager for more research and new 
work in this field, it is suggested that in order to reduce false 
alarms in the anomaly detection stage, they should look for a 
solution to reduce the rate of false negative alarms in the abuse 
detection stage, because the outputs of the abuse detection 
stage which were categorized under the title of normal, are 
used as the input of the anomaly detection stage, and the 
anomaly detection model needs normal data as its input for 
better training and detection of violations from the normal 
pattern, and by reducing the negative rate of error in the 
detection stage abuse can achieve this. 
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Abstract—The prevalence of autism has increased 

dramatically in recent years and many people around the world 

are facing this difficult condition. There is a need to develop an 

objective method to diagnose autism. Various analysis methods 

have been used to classify the EEG signals of people with autism, 

from linear methods in the time and frequency domain to 

nonlinear methods based on chaos theory. However, there is still 

no consensus on which method of EEG signal analysis can 

provide us with the best diagnostic accuracy and valid 

biomarkers for autism diagnosis. Therefore, in this study, we 

evaluate different feature extraction methods from EEG signals 

to diagnose autism from healthy individuals. For this purpose, 

EEG analysis was performed in time, time-frequency, frequency 

and nonlinear domains. Furthermore, the self-organizing map 

(SOM) method was used to classify features extracted from 

autistic and normal EEG. The data used in this study were 

recorded by the research team from 24 children with autism and 

24 normal children. The accuracies of 92.31, 93.57, 95.63 and 

97.10% were achieved through time and morphological, 

frequency, time-frequency and nonlinear analyzes, respectively. 

Indeed, the findings showed that nonlinear analysis could yield 

the best classification results (accuracy = 97.10%, sensitivity = 

98.80% and specificity = 97.02%) in the EEG discrimination of 

autistic children from typical children through the SOM neural 

network. 

Keywords—Autism; EEG; linear analysis; nonlinear analysis; 

neural network 

I. INTRODUCTION 

Autism is a severe psychiatric disease in which patients 
have serious problems in executive functions, social relations, 
cognition, normal behaviors and daily activities [1]. Its 
prevalence has grown in recent years drastically, and many 
people around the world are facing this difficult condition [2-
4]. However, psychiatrists and psychologists do not deal with 
the definitive state of this disorder, but they have to deal with 
autism spectrum disorder with different biological and 
behavioral symptoms [5, 6]. This causes doctors to choose 
different screening tools to diagnose patients with autism and 
therapists to choose different treatment approaches for each 
patient [7]. But most of the existing screening and diagnostic 
tools are subjective, and various types of research suggest the 
need to develop an objective method to diagnose autism [8]. 
For example, a review article highlighted various biomarkers, 
such as hormones, to develop reliable, objective methods for 
diagnosing autism [9]. A systematic review focused on the 

application of artificial intelligence in autism screening and 
diagnosis through validated questionnaire-based data such as 
the Autism Diagnostic Interview-Revised (ADI-R) and the 
Autism Diagnostic Observation Schedule (ADOS) [10]. 
Another systematic review showed that a combination of eye-
tracking technology and machine learning could be taken into 
account as a suitable approach for objective and early diagnosis 
of autism [11]. Lai et al. proposed an objective method for 
autism diagnosis based on automatic retinal image analysis and 
machine learning and reported a good accuracy of 97.4% for 
this purpose [12]. Zhao et al. proposed an automatic objective 
system based on the analysis of the movements of patients 
during a motor task and machine learning algorithms. They 
reported an accuracy of 88.37% for autism diagnosis [13]. 
Therefore, as we can see from the literature, many researchers 
around the world have tried to develop objective methods of 
autism diagnosis through various psychological, biological and 
physiological data. 

 In the meantime, electroencephalogram (EEG) is one of 
the electrophysiological data that has received much attention 
from researchers and has been analyzed in various ways to 
develop objective methods for diagnosing autism [14]. EEG 
indicates the pattern of neural electrical activity in different 
areas of the brain, providing brilliant information about brain 
function in various healthy and unhealthy conditions [15, 16]. 
Therefore, EEG signals have been targeted by computational 
neuroscientists and biomedical engineers for various 
biomedical applications [17-23]. So far, various EEG 
biomarkers have been introduced to diagnose psychiatric and 
neurological disorders [24, 25]. Bosl et al. used a combination 
of nonlinear EEG analysis and different machine learning 
techniques, achieving a 95% accuracy in screening pediatric 
populations at risk for autism [26]. Haputhanthri et al. 
extracted statistical features from wavelet analysis applied to 
EEG signals of children with autism, achieving a diagnostic 
accuracy of 93% [27]. Ahmadlou et al. proposed a fuzzy 
synchronization likelihood wavelet approach, achieving an 
EEG classification accuracy of 95.5% for autism diagnosis 
[28]. Pham et al. applied the higher-order spectra bispectrum 
method to EEG signals and achieved a high accuracy of 98.7% 
using a probabilistic neural network for autism diagnosis [29]. 
Baygin et al. utilized a combined deep lightweight feature 
extraction method based on one-dimensional local binary 
patterns and deep features of the spectrogram images generated 
by the short-time Fourier transform. The 10-fold cross-
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validation algorithm showed an ability to identify children with 
autism with a support vector machine with 96.44% accuracy 
[30]. Alotaibi and Maharatna proposed an EEG classification 
system based on functional connectivity features 
conceptualized by graph theory and cubic support vector 
machine, achieving an accuracy of 95.8% for autism diagnosis 
[31]. Radhakrishnan et al. evaluated deep learning models for 
the diagnosis of autism from EEG signals, reporting an average 
accuracy of 81% using their methodology [32]. 

As can be seen in the literature, various analysis methods 
have been used to classify the EEG signals of people with 
autism, from linear methods in the time and frequency domain 
to nonlinear methods based on chaos theory. However, there is 
still no consensus on which method of EEG signal analysis can 
provide us with the best diagnostic accuracy and provide valid 
biomarkers for autism diagnosis. Therefore, in this study, we 
are going to evaluate different feature extraction methods from 
EEG signals in order to diagnose autism from healthy 
individuals. For this purpose, EEG analysis in time, time-
frequency, frequency, and nonlinear domains were performed 
through various analysis techniques. This paper is organized as 
follows. Section II provides the procedure proposed in the 
current study. Section III reports the experimental results. 
Section IV discusses the obtained results and makes a 
conclusion. 

II. METHODS 

In this section, various analysis methods applied to EEG 
signals for autism diagnosis were described. Fig. 1 shows the 
framework adopted in this study. 

A. Time and Morphological Analysis 

EEG signals have specific temporal characteristics that may 
be affected by different neuropathologies. As a result, 
according to these temporal characteristics, it is possible to 

extract features based on the signal waveform over time, which 
can be used to distinguish between the two classes of autism 
and normal. These features are simple and require very little 
computation. The advantage of such features is increasing the 
speed of the designed system and the possibility of using it in 
real-time [33-35]. The following features in this category were 
calculated from EEG signals. 
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where s(t) is the time series under analysis, n is the number 
of data points, μ is the mean of the time series, σ is the standard 
deviation, and E denotes the expectation operator. 

 

Fig. 1. Adopted framework in this study for EEG classification of autistic children and typically children. 
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B. Frequency Analysis 

Frequency features actually represent the rate of change in 
the signal. Methods such as the Fourier transform are used to 
convert the signal from the time domain to the frequency 
domain. Here, the Welch method was utilized to extract EEG 
sub-bands, including delta (1-4 Hz), theta (4-8 Hz), alpha (8-12 
Hz), sigma (12-16 Hz), beta (16-30 Hz) and gamma (30-45 
Hz). This method is Fourier transform-based algorithm to 
estimate the power spectral density. After signal sub-bands 
extraction and power spectrum density estimation, we 
calculated mean, standard deviation, skewness, kurtosis, 
absolute power and relative power from each sub-band as 
frequency features. 

C. Time-Frequency Analysis 

We utilized this type of analysis to assess signals in the 
time and frequency domains concurrently. For this purpose, 
wavelet transform was used, which provides a time-frequency 
representation of EEG signals with good frequency and time 
localization. This technique decomposes time series into shifted 
and scaled versions of the basic wavelet function. The wavelet 
function can be written as: 

    ( )   
    (    (   )) (12) 

where ψ(t) denotes the wavelet function, a is the scale 
parameter, and b is the shift parameter. The discrete version of 
this algorithm decomposes EEG signals into high- and low-
frequency components at each level, known as detail and 
approximation coefficients [19]. In the current work, the Haar 
wavelet was employed to represent the time-frequency sub-
components of the signals. After calculating the detail and 
approximation coefficients, we calculated the mean, standard 
deviation, variance and entropy as time-frequency features. 

D. Nonlinear Analysis 

Due to the nonlinear characteristics of EEG, nonlinear 
analyzes may reveal more details about the neuropathological 
mechanisms involved in autism. In the current study, we tried 
to calculate various nonlinear features for the signals, including 
large Lyapunov exponent, Lempel-Ziv measure, approximate 
entropy, sample entropy, Higuchi fractal dimension, and 
detrended fluctuation analysis. In this subsection, the 
mathematical notation of these nonlinear features was 
explained. 

1) Large lyapunov exponent: This feature is a chaotic 

concept to assess the trajectory divergence in dynamical 

systems. Lyapunov exponent determines the exponential 

divergence rate between the two adjacent trajectories. The 

mathematical notation of this exponent can be written as: 

  
 

 
  .

  

  
/ (13) 

where dn and d0 denote the divergence/distance between 
sequential data points in the n

th
 and initial times, respectively. 

2) Lempel-Ziv measure: It is a complex feature to estimate 

new paradigms in EEG signals. This method converts a signal 

to a binary one by median thresholding and scans the binary 

signal for new subsequences in sequential symbols [36]. 

   
    ( )  ( )
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where n is the number of data points and c(n) denotes the 
number of new subsequences. 

3) Approximate entropy: It is a measure to estimate the 

randomness of EEG fluctuations over time. 

    (     )    0
  ( )

    ( )
1 (15) 

where Cm(r) denotes the repeating paradigms of length m in 
a signal of N data points according to the similarity index r. In 
this work, we set m = 2 and r = 0.2 standard deviation of EEG 
signals [37]. 

4) Sample entropy: Sample entropy: It is a modified 

algorithm of approximate entropy that reduces the self-

matching bias in the entropy calculation [38]. This algorithm 

depends on the length of the data and yields relatively 

consistent results in various conditions. 

      (     )     .
  ( )

  ( )
/ (16) 

where r, m and N indicate tolerance, embedding dimension 
and the number of samples, respectively. B

m
(r) represents the 

probability that two series of data samples of length m have a 
distance smaller than the tolerance r, and A

m
(r) indicates a 

similar probability for two series of data samples of length 
m+1. 

5) Higuchi fractal dimension: Consider a time series S(N) 

= S(1), S(2),…,S(N) as an input. Higuchi algorithm builds a 

new time series based on S(N) as follows: 
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where m is the first sample of the time series and ⌊
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represents the integer part of the series. Length Lm(k) for   
  is 

obtained by: 
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where N represents the number of total samples in the time 

series and 
(   )

⌊
   

 
⌋ 

 represents the normalization coefficient. The 

total mean length, L(k), is calculated for k1 to kmax for all k. 

6) Detrended fluctuation analysis: The DFA criterion is 

used to reveal the correlation of the time series with itself in 

the long-term time range [39]. To calculate the DFA in the 

time series, it must first be aggregated according to the 

following relationship. 

 ( )  ∑ , ( )          -
 
    (19) 

Then y(k) is divided into equal segments of length n. One 
line fits each segment. This line is denoted by yn(k), and yn(k) 
is subtracted from y(k). 
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To obtain the DFA, one must obtain the equivalent of F(n) 
for a suitable number of n. Then its graph is drawn in a 
logarithmic scale, and the slope of the scaling area is 
introduced as DFA. 

E. Classification 

In the current work, the self-organizing map (SOM) method 
was used to classify features extracted from autistic and normal 
EEG. This method is a popular unsupervised neural network 
with many applications in prediction, classification and 
clustering problems [40]. In this algorithm, a vector of weights 
is defined for every neuron i. The dimension of this vector is 
equal to the dimension of the input data. Firstly, a winner 
neuron is specified by the following equation: 

  ( )        *  ( ( ))+         ( ( ))  ‖ ( )    ( )‖

 (21) 

where wi(t) is the weight vector that must be updated based 
on the following equation: 

   ( )   ( ) ( 
     ), ( )    ( )- (22) 

where h(.) denotes the neighborhood function with the 
following definition: 

 (      )     ( ‖  ( )     ( )‖
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‖  ( )     ( )‖ defines the distance between i and i
*
, σ(t) 

is the neighborhood radius, and α(t) is the learning rate 
parameter. 

To be classified by SOM, the output neurons must be 
labeled. After training the SOM, a winner neuron is devoted to 
each training vector. Then, the label of each training vector is 
determined. Eventually, the label of the winner neuron is 
defined based on the most frequent class labels of the training 
vectors. In this work, the initial neighborhood parameter was 
defined as 3, which was reduced to 1 after 100 iterations. 
Moreover, α(t) was set at 0.8. 

F. EEG Data 

The data used in this study were recorded by the research 
team from 24 children with autism and 24 normal children. 
Participants ranged in age from 4-9 years, and all patients 
received a diagnosis of autism based on DSM-5 diagnostic 
criteria by experienced clinicians. The patient enrollment was 
administered in a psychiatric clinic. The research project was 
done in accordance with the principles of the Declaration of 
Helsinki (1996) and the current Good Clinical Practice 
guidelines. The goal and an overview of the project were 
characterized by the participants and their parents during the 
initial contact. For those who agreed to participate, all the 
necessary information was provided prior to signing written 
informed consent. Information about the subjects was utilized 
anonymously and for the purpose of the study. 

EEG was recorded for 10-18 minutes for each participant in 
one session. Given the difficulties of working with autistic 
patients and the difficulties of recording EEG from these 
patients in the awake state, the Emotiv Epoch headset device 

was employed in this research. Since the Emotiv Epoch headset 
is a wireless EEG device, the signal recording was conducted 
in autistic patients more easily. This EEG device uses a 
Bluetooth module for wireless communication. The Emotiv 
Epoch headset and Software Development Kit include 14 
electrodes (AF3, AF4, F7, F8, F3, F4, FC5, FC6, T7, T8, P7, 
P8, O1, O2 based on 10-20 international system) along with 
DRL/CMS references at P4/P3 locations. The sampling rate in 
this device is 128 Hz. The impedance of the electrode is 
reduced through saline liquid and alcohol pads. Emotive 
software was utilized to record EEGs and convert their format 
to MATLAB format. 

After signal recording, in the signal pre-processing step, a 
band-pass Hanning window with a finite duration and 
frequency range of 1-45 Hz was applied to the EEGs through 
MATLAB software. Furthermore, electrode interpolation was 
done through adjacent channels for low-quality electrodes. 
EEGs were re-referenced to the common average and then 
were decomposed via independent component analysis. 
Components with motion and muscle artifacts were identified 
and were then eliminated according to time courses and 
frequency scalp maps. The cleaned components were 
reconstructed, and a 50-second cleaned EEG signal was 
prepared for each participant. 

III. EXPERIMENTAL RESULTS 

After data conditioning, all mentioned analyzes were 
applied to EEG signals and different described features were 
extracted in both typically and autism groups. Fig. 2 shows an 
example of an EEG signal recorded from a child with autism 
before pre-processing. Fig. 3 shows the time-frequency 
representation of two channels, P7 and P8, for normal and 
autistic children obtained from wavelet analysis. As shown in 
this figure, there are clear differences in the frequency content 
of the EEG signals of normal and autistic children over time. In 
addition, Fig. 4 to 6 show the nonlinear features (i.e., sample 
entropy, DFA and Lempel-Ziv measure) extracted from EEG 
signals of normal and autistic children in the O1 channel. These 
graphs show that there is a clear difference between the 
nonlinear dynamics of the EEG signals of the two groups. The 
noteworthy point is that the values of nonlinear features in the 
normal group were generally higher than in the autism group. 

In the next step, we tried to classify different features 
extracted from EEGs through various analyzes. In this step, the 
leave-one-subject-out cross-validation method was utilized to 
validate the efficiency of every analysis method as well as the 
performance of the SOM classifier for autism diagnosis. In this 
cross-validation method, a subject was left out to test, and the 
rest of the subjects were utilized to train the SOM. As a result, 
after implementing the 48 tests, the average accuracy was 
calculated over all the obtained accuracies. Specificities, 
sensitivities and averaged classification accuracies for each 
type of analysis are depicted in Table I. Accuracies of 92.31, 
93.57, 95.63 and 97.10% were achieved through time and 
morphological, frequency, time-frequency and nonlinear 
analyzes, respectively. Indeed, the findings showed that 
nonlinear analysis could yield the best classification results 
(accuracy = 97.10%, sensitivity = 98.80% and specificity = 
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97.02%) in the EEG discrimination of autistic children from typical children through the SOM neural network. 

 

Fig. 2. An example of EEG signals recorded from (A) a healthy child and (B) a child with autism. 

 

Fig. 3. Time-frequency representation of two channels, P7 and P8, for normal and autistic children. 
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Fig. 4. Calculated sample entropy at the O1 channel for typical and autistic children. 

 

Fig. 5. Detrended fluctuation analysis at O1 channel for typically and autistic children. 

 

Fig. 6. Calculated Lempel-Ziv measure at O1 channel for typically and autistic children. 
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TABLE I.  ACCURACY, SENSITIVITY AND SPECIFICITY FOR DIFFERENT ANALYZES USING SOM CLASSIFIER 

Type of analysis Accuracy (train) (%) Accuracy (test) (%) Sensitivity (%) Specificity (%) 

Time and morphological analysis 94.78 ± 4.25 92.31 ± 3.59 90.36 93.39 

Frequency analysis 96.13 ± 3.36 93.57 ± 4.61 93.00 94.69 

Time-frequency analysis 97.71 ± 2.06 95.63 ± 2.48 95.89 94.26 

Nonlinear analysis 99.54 ± 2.14 97.10 ± 1.95 98.80 97.02 

IV. DISCUSSION AND CONCLUSION 

Autism is a neurodevelopmental condition that is related to 
different neural and neurotransmission impairments in various 
brain areas. These functional abnormalities of the brain are 
supposed to play a critical role in the neuropathology of autism 
[41, 42]. Therefore, the search for a reliable biomarker through 
EEG analysis is a hot topic in autism research. In the present 
study, we aimed to explore the different types of EEG analysis 
for feature extraction for autism diagnosis. For this purpose, 
time and morphological, time-frequency, frequency and 
nonlinear features were extracted from EEG signals of typical 
and autistic children at resting-state. The obtained findings 
revealed that nonlinear features achieved the best classification 
results for autism diagnosis. Indeed, the proposed nonlinear 
features integrated with the SOM classifier yielded an average 
accuracy of 97.10% in detecting autism cases, which is a good 
result for improving research achievements in this field. This 
type of quantitative analysis is more consistent with the 
nonlinear and chaotic properties of brain signals. This finding 
is in line with previous studies [43-47]. In other words, based 
on the findings of the present study, it is recommended that 
future studies focus more on various nonlinear EEG analysis 
methods and their optimization in order to diagnose autism. 
Since none of the previous EEG studies on autism have 
conducted a comparative study between different linear and 
nonlinear analysis methods, the findings of the present study as 
the first example in this field can be a roadmap for future 
research. However, this study, like many other studies, has 
limitations. The limited sample size is one of the important 

limitations of the current research, which reduces the 
generalizability of the obtained findings. In this study, only five 
nonlinear analysis methods were investigated, while there are 
many more nonlinear methods and future studies should 
investigate different methods. In addition, we only analyzed 
resting-state EEG, while other recording protocols may have 
helped to improve the results. 

Table II summarizes the characteristics of the studies on 
autism diagnosis using EEG analysis and machine learning. As 
shown in this table, previous studies used different methods for 
feature extraction from EEG signals, from linear frequency 
analysis to various nonlinear approaches such as recurrence 
quantification analysis and fractal dimension. The obtained 
results showed that future studies should work on the nonlinear 
dynamics of EEG signals and the combination and optimization 
of nonlinear features for autism diagnosis. Support vector 
machine (SVM) is the most frequently used classifier in these 
works to classify EEG features. Moreover, some studies used 
neural networks such as radial basis function and probabilistic 
neural networks for this purpose. Most studies have achieved 
an autism classification accuracy of 90% or higher, which 
shows the high potential of this approach for the objective 
diagnosis of autism. However, most of these studies suffer 
from important limitations that reduce their generalizability. 
Small datasets, complex implementation processes and low 
accuracy are some of these limitations. In addition, the results 
obtained in the present study compared to previous works show 
that the nonlinear approach adopted along with the SOM 
classification has a very good ability to diagnose autism.

TABLE II.  CHARACTERISTICS OF THE STUDIES ON AUTISM DIAGNOSIS USING EEG ANALYSIS AND MACHINE LEARNING 

Study Population Feature Extraction Classifier Results 

Ahmadlou et al. (2010) [48] 
Nine autistic and eight non-
autistic children 

Higuchi and Katz fractal 

dimension, wavelet-chaos 

neural network 

Radial basis function (RBF) Accuracy = 90% 

Bosl et al. (2011) [49] 
46 infants at high risk for 
autism and 33 healthy 

controls 

Modified multiscale entropy 
Support vector machine 

(SVM) 
Accuracy = 90% 

Ahmadlou et al. (2012) [28] 
Nine autistic and nine healthy 
children 

Fuzzy synchronization 
likelihood 

Enhanced probabilistic neural 
network 

Accuracy = 95.5% 

Sheikhani et al. (2012) [50] 
17 autistic children and 11 

healthy children 
Short-time Fourier transform KNN Accuracy = 96.4% 

Jamal et al. (2014) [51] 
12 subjects in each autism 

and normal group 
Brain connectivity 

Linear discriminant analysis 

(LDA) and SVM 
Accuracy = 94.7% 

Eldridge et al. (2014) [52] 
19 autistic children and 30 

healthy children 
Modified multiscale entropy 

SVM, Logistic regression, 

Naïve Bayes 
Accuracy = 79% 

Bosl et al. (2018) [26] 
99 infants with an older 

sibling diagnosed with autism 

Wavelet analysis, Sample 
entropy, DFA, Recurrence 

quantitative analysis 

SVM Accuracy = 95% 

Heunis et al. (2018) [45] 
Seven autistic children and 

seven non-autistic children 

Recurrence quantitative 

analysis 
SVM Accuracy = 92.9% 

Kang et al. (2018) [53] 
52 autistic children and 52 

non-autistic children 
Fast Fourier transform SVM Accuracy = 91.38% 
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Haputhanthri et al. (2019) 

[27] 

Ten autistic children and five 

non-autistic children 
Wavelet analysis 

Logistic regression, SVM, 

Naïve Bayes, Random forest 
Accuracy = 93% 

Pham et al. (2020) [29] 
40 autistic children and 37 

healthy children 

higher-order spectra (HOS) 

bispectrum 

LDA, SVM, k-nearest 

neighbor (KNN), 

probabilistic neural network 
(PNN) 

Accuracy = 98.7% 

Baygin et al. (2021) [30] 
61 autistic subjects and 61 
healthy subjects 

one-dimensional local binary 

pattern and deep features of 

the spectrogram images 

SVM Accuracy = 96.44% 

Alotaibi et al. (2021) [31] 
12 autistic children and 12 

healthy children 
Brain connectivity SVM Accuracy = 95.8% 

Our proposed approach 
24 autistic children and 24 

healthy children 

Time, time-frequency, 

frequency, and nonlinear 
analysis 

Self-organizing map (SOM) Accuracy = 97.1% 
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Abstract—Addressing the limitation of conventional single-

scene image denoising algorithms in filtering mixed 

environmental disturbances, and recognizing the drawbacks of 

cascaded image enhancement algorithms, which have poor real-

time performance and high computational demands, The 

composite weather adaptive denoising network (CWADN)  is 

proposed. A Cascade Hourglass Feature Extraction Network is 

constructed with a visual attention mechanism to extract 

characteristics of rain, fog, and low-light noise from authentic 

natural images. These features are then transferred from their 

original real distribution domain to a synthetic distribution 

domain using a deep residual convolutional neural network. The 

generator and style encoder of the adversarial network work 

together to adaptively remove the transferred noise through a 

combination of supervised and unsupervised training, this 

approach achieves adaptive denoising capabilities tailored to 

complex natural environmental noise. Experimental results 

demonstrate that the proposed denoising network yields a high 

signal-to-noise ratio while maintaining excellent image fidelity. It 

effectively prevents image distortion, particularly in critical 

target areas. Additionally, it adapts to various types of mixed 

noise, making it a valuable tool for preprocessing images in 

advanced machine vision algorithms such as target recognition 

and tracking. 

Keywords—Image denoising; domain adaptation; generative 

adversarial network; autoencoder  

I. INTRODUCTION 

Haze, rain, and low illumination are the three types of 
natural noises that have the greatest impact on the detection 
accuracy of machine vision. These noises will destroy the 
optical information in the original image through global 
blurring, superimposed noise, and information desalination, 
bringing a great challenge to all-weather target detection 
tasks.[1], [2]. Therefore, the denoising methods for the above 
three natural noises have become the key research directions of 
domestic and foreign scholars in the field of image denoising. 
Among them, the study [3] directly learns and estimates the 
mapping function between the noisy image and its noise-free 
counterpart and cooperates with the bilateral rectified linear 
unit (BReLU) to reduce the search space and improve the 
convergence, to realize the end-to-end training and interference 
process of the dehazing network. Based on the transmittance 
parameters and atmospheric light of the scattering model, the 
research in [4] directly learned the residual information 
between the haze image and the haze-free image by using 

smooth dilated convolution and threshold fusion sub-networks 
to realize image dehazing. The study in [5] pass a binary rain 
mask to the multi-task network for learning, and the negative 
rain layer generated by iteration is compared with the input, 
which reduces the effect of rain noise on the original image. 
Based on the reverse stacking denoising strategy, the study in 
[6] use a dataset marked with the rain size to train a multi-task 
network and realizes image denoising through the obtained rain 
noise features, [7] use Retinex theory, the reflectance image 
under ideal illumination is multiplied by the noisy low-
illumination image, and the low-illumination noise is directly 
removed by guided filtering, which solves the problem that the 
traditional low-illumination denoising algorithm over-enhances 
or under-enhances some areas. Enhanced question in study [8] 
constructed an unsupervised network EnlightenGAN, which 
can be trained in a large number of imprecisely matched 
images to establish a mapping relationship, which overcomes 
the problem of low-illumination noise denoising accuracy 
when the dataset is insufficient. The study in [9] designed a 
dual-branch unit endowed with physics-aware, complemented 
by a course learning contrast regularization approach. This 
research underscores the significance of fine-tuning various 
negative samples within the contrast regularization process. 
These insights offer valuable concepts for leveraging 
multimodal contrastive regularization techniques to enhance 
image quality. 

However, because the environmental noise in nature 
appears in the form of mixed accompaniment, that is the three 
kinds of noises of haze, rain and low illumination may be 
generated at the same time in different weather and will be 
mapped on the original image in the form of mixing in any 
proportion. The interference of noise on image information will 
become more complicated. The above algorithms all adopt the 
directional denoising strategy, and it is difficult to achieve an 
optical result when it comes to mixed noise in real scenes. 
Therefore, researchers gradually focus their research on the 
field of adaptive denoising that is more in line with actual 
needs and can integrate various physical models of weather 
noise. The research in [10] applied the strategy of Neural 
Architecture Search in reinforcement learning to image 
restoration to generate the most suitable denoising network 
structure, and at the vector level, Denoising the output results 
of Encoders), giving the algorithm the ability of adaptive 
filtering of compound noise; The study [11] introduced an 
attention mechanism (Spatial Attention Mechanism, SAM) and 
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cross-multi-stage feature fusion in the encoding and decoding 
process of the network. The mechanism (Cross-stage Feature 
Fusion, CSFF) avoids the loss of target feature information 
before and after denoising. It takes into account the functions 
of efficient denoising and target information transfer. Although 
these composite noise-denoising deep neural networks have 
good image processing capabilities, their overly complex 
structures lead to high demands on computing resources. The 
training difficulty and convergence speed are not ideal. At the 
same time, a large number of supervised learning links make 
this kind of network must be supported by abundant real noise 
datasets to obtain better training results. When the real noisy 
images of the actual scene are difficult to obtain, the noise 
reduction accuracy of this kind of network will be greatly 
improved. These problems will limit the versatility of 
denoising algorithms in real environments. Providing all-
weather adaptive denoising capabilities for platforms such as 
space vehicles and ground-based photodetectors is difficult. 

In order to solve the problems of the above algorithms and 
improve the adaptability and all-weather computing efficiency 
of the image denoising algorithm in the denoising task for 
complex natural environments, this paper proposes a denoising 
method for the free mixed environment noise of rain, haze and 
low illumination. Noise neural network, the innovations of this 
network are: (1) An end-to-end image denoising network based 
on domain transfer is proposed, which realizes rain, haze, low 
illumination and three kinds of mixed noise images under a 
single structure. (2) Integrate multi-stage autoencoder structure 
and multi-domain transfer strategy to achieve directional 
separation and targeted denoising of an unknown proportion of 
mixed noise. (3) Based on domain adaptive generative 
confrontation module, effectively reduce the difference 
between noisy synthetic data and real noisy data is eliminated, 
and the traditional denoising algorithm training process is free 

from the dependence on a large number of real noisy data sets. 
Based on the above methods and characteristics, the denoising 
network proposed in this paper achieves a high signal-to-noise 
ratio and image structure consistency in multi-type mixed noise 
filtering tasks and achieves high-quality denoising and 
information restoration for complex natural environment noise. 

II. PROPOSED METHODS 

This paper draws extensive inspiration from the multi-level 
architecture of MPRNet [12], which strikes a balance between 
preserving local and global information. It introduces the 
concept of projecting any natural environmental image into 
multiple modes, followed by individual processing and 
subsequent integration. The composite weather adaptive 
denoising network (CWADN) designed in this paper is 
composed of a separation module, a denoising module and a 
conversion module, and its network structure is shown in 
Fig. 1. 

CWADN comprises three integral components: the Multi-
stage Progressive Separation Network (MPSN), the Multi-
domain Translation Denoise Network (MTDN), and the 
Domain Adaptation Translation Network (DATN). In the 
denoising process, CWADN initially takes images containing 
complex real-world composite noise as input into the multi-
level autoencoder of MPSN. Subsequently, MTDN leverages 
the noise distribution within the image space as a feature and 
transfers the three distinct noise images to the synthetic domain 
for generation. Finally, DATN restores these three transformed 
images, consolidates the acquired results, and accomplishes the 
denoising task. Through these methodologies, CWADN 
achieves adaptive and precise denoising, as well as the 
restoration of target image information for original images 
captured in real-world scenarios featuring natural compound 
noise. 

 

Fig. 1. The framework of our proposed network. 
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III. NETWORK DETAILS 

A. Multi-Stage Progressive Separation Network 

For any noisy image shot in a natural environment, it can 
be regarded as the result of the original noise-free image. Iori is 
affected by three kinds of noise: rain, haze and low 
illumination, and different types of noise have different effects 
on Iori. The image quality degradation process can be expressed 
as: 

)(⊙)(⊙)( oridarkdarkorihazehazeorirainrainn INININI 
 (1) 

Where ⊙ is the mixing operation of noise, Ni and λi are the 
noise degradation sub-function and the noise component 
weight coefficient under the conditions of rain, haze, and low 
illumination (i= {rain, haze, dark}), respectively. When there is 
no certain kind of noise, the trade-off λi equals to 0, and when 
the image is an ideal noise-free image, all λ are 0. 

Due to the diversity and unpredictability of the combination 
of each proportional coefficient λi of the composite noise in the 
natural environment, it is difficult for the conventional 
denoising network to fit the image quality degradation function 
with a certain coefficient, and it is impossible to learn the 
mapping relationship between In and Iori or complete image 
restoration. To solve this problem, we design a multi-stage 
progressive separation network (MPSN) to separate the 
composite noise and sequentially extract the low-illumination 
noise component Ndark, the haze noise component Nhaze and the 
rain noise component Nrain, and the different noise components 

are limited to their own domain according to their 
characteristics. MPSN is composed of three cascaded Channel 
Attention Autoencoder Module (CAAM), and its network 
structure is shown in Fig. 2. 

In the autoencoder network based on the full convolution 
layer, although the continuous convolution operation can 
enrich the semantic information of the feature map, it also 
causes the gradual loss of the texture information in the 
original image, which makes the deconvolution operation 
unable to correct the decoding process and accurately restored 
details of the image. Therefore, we add a Channel Attention 
Block (CAB) [13] to all convolution and deconvolution 
operations in all CAAM to reduce information loss in key areas 
of interest. The input feature map group of CAB is denoted as 
X= [x1, x2, …, xn], where xn is the feature map of the n channel 
with size H×W. The frequency information of features is 
included in xn, and its high-frequency features can better 
represent the edge and detail information in the image. 
Therefore, the global average pooling obtains the global feature 
frequency zn by scaling the size of xn to 1×1. Then, in order to 
extract the channel feature of zn and obtain the weight 
coefficient through the activation operation, CAB will adjust 
the weight of xn to obtain the final feature xn * with the 
attention mechanism. This process can be expressed as: 
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Fig. 2. Channel attention autoencoder Module for our network. 
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Fig. 3. Spatial attention module for our network. 

Where i and j represent a pixel's horizontal and vertical 
position coordinates in the current image, respectively; σ and ϕ 
represent the sigmoid activation function and the channel 
feature extraction process, respectively, and ⨂ is the 
corresponding multiplication on pixel-wise. Through the above 
attention mechanism, MPSN can assign higher weights to 
feature channels with high-frequency information in the 
reconstruction process so as to preserve the texture details of 
the region of interest. 

In addition, we introduce a Spatial Attention Module [14] 
between each two CAMM to enhance the transfer and fusion of 
information between different stages. As shown in Fig. 3, SAM 
obtains the noise component Ni by performing channel 
dimension reduction on the input feature map Fin and adding it 
pixel-by-pixel with the noise-free image Iori. At the same time, 
SAM extracts features from Iori and activates it to obtain the 
attention mask M and then linearly changes Fin to obtain the 
output feature map Fout as the input of the next stage. The 
process is expressed as: 
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where, the W1, W2, and W3 represent three convolution 
operations, respectively. After passing through the SAM 
module, Fout contains ground truth information, which can 
improve the texture feature representation ability of the 
subsequent separated images. Due to the constraint of the 
attention mask, the transmission of invalid information to the 
next stage is suppressed. After the original noisy image is 
separated by MPSN, three images containing only a single type 
of independent noise can be obtained, which effectively solves 
the problem that the composite noise image quality degradation 
function is difficult to fit and limits the scope of the solution 
space, and facilitates the subsequent denoising network. 

B.  Multi-Domain Translation Denoise Network 

At present, the image restoration methods using image 
translation mainly regard the noisy image and the noise-free 
image as two independent domains and use the generator to 
learn the mapping relationship between them to realize image 
denoising. Still, this method can only remove a single type of 
noise. In order to realize the adaptive removal of multiple types 
of composite noise under a single model, inspired by 
StarGANv2 [15], we construct a multi-domain translation 
network (MTDN), including generator G, style encoder E and 
discriminator D, three main parts which are shown in Fig. 4. 

 
Fig. 4. The framework of multi-domain translation network. 
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We take the samples of noisy images, which include rain, 
haze and low illumination as the source domain Xsrc, that is, 
Xsrc= {Nhaze, Nrain, Ndark}, and the noise-free images as the target 
domain Xtrg=Iorg, by learning the mapping function between 
Xsrc and Xtrg to realize the removal of many different types of 
noises. E extracts features from the target domain image xtrg 
(xtrg∈Xtrg), and obtains the style code s containing the high-
dimensional feature information of the noise-free image. G 
extracts the high-dimensional semantic information c of the 
original noise image xsrc (xsrc∈Xsrc) through internal coding, 
integrates c and s in the decoder, and decodes the reconstructed 
image of xrec. As a multi-task discriminator, D is composed of a 
binary classifier and a multi-classifier. The multi-classifier is 
used to determine whether the xrec has the characteristics of a 
noise-free image, that is, whether the denoising process is 
complete; the binary classifier evaluates the image quality of 

the xrec, that is, whether the reconstructed image has higher 
restoration. Through the above process, MTDN can achieve 
directional denoising for various types of noises and effectively 
retain the original image's texture, details and other 
information. 

C. Domain adaptation translation network 

Due to the inability to obtain a large number of real noisy-
clean paired datasets, both MPSN and MTDN can only be 
trained on synthetic datasets. However, the spatial distribution 
and texture features of environmental noise in the synthetic 
dataset are different from those in the real dataset. This makes 
the model trained on the synthetic dataset generalize well to the 
real-world samples and reduces the denoising performance. In 
order to solve the above problems, we use DATN to improve 
the adaptability of the model in different datasets.  

 
Fig. 5. The framework of domain adaptation translation network. 

The structure of DATN is shown in Fig. 5, which is 
composed of three translation modules with the same structure, 
corresponding to three different types of noise, respectively. 
DATN takes CycleGAN [16] as the core framework, which 
contains two generators, GS2R, GR2S and two discriminators, DR 
and DS. The generator GS2R takes the synthetic noise Nsyn as 
input and uses the spatial distribution characteristics of noise in 
the real noise image Nrea as the learning object to reconstruct 
Nsyn. The discriminator DR compares the difference between the 
reconstructed image and Nrea and uses it as an indicator to 
constrain GS2R. During training, GS2R improves its domain 
adaptation ability by continuously increasing the similarity 
between the generated image and Nrea. Similarly, the same 
process will be used for training and calculation for GR2S and 
DR. Therefore, DATN can realize the mutual translation 
between real and synthetic noise images through a large 
number of unpaired datasets, thereby improving the 
generalization performance of CWADN in real noise samples. 

D. Loss function 

In order to obtain the best training effect of each functional 
module and improve the convergence ability and subsequent 
calculation accuracy of network denoising learning, this paper 
analyzes the loss of each sub-network in the proposed 
CWADN according to the task types and structural 
characteristics of different functional modules. The function 
has been specially designed. 

Image separation Losses 

We expect MPSN to separate three different kinds of noise 
Ni from composite noise. We train the MPSN in a supervised 
manner due to the synthetic training samples. Firstly, we 

calculate the mean square loss between MPSN result 
out

iN  

and ground truth 
gt

iN  

L
mse

MPSN = N
i

out - N
i

gt

2

2

 (4) 

Where i = {haze, rain, dark} represents the three noise 
conditions under haze, rain and low illumination, respectively. 
In order to prevent the noise separation process from 
destroying the information of non-noise areas in the original 

image, we use structural loss
MSPN

ssimL to constrain the distortion 

between 
out

iN and
gt

iN , and judge the image quality after 

noise separation. 

L
ssim

MSPN =1- SSIM(N
i

out ,N
i

gt )
 (5) 

Where SSIM is the image similarity calculation rule, which 
is based on the distribution of image data in the mean, variance 

and covariance, compared the difference between 
out

iN and
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gt

iN in lighting, contrast, and image structure, the computing 

process can be defined as: 
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Where out
 and gt  represent the mean of 

out

iN
and 

gt

iN
, 

2

out
 and 

2

gt  represent the variance of 

out

iN
and 

gt

iN
, 

,out gt  is the covariance of 

out

iN
and 

gt

iN
. c1 and c2 are tiny 

decimals, L is the dynamic range of pixel values. When the 
SSIM value equals to 1, it represents that the MPSN has strong 
image noise separation and quality restoration capabilities. 
Therefore, the total loss of MPSN can be expressed as follows: 

LMSPN = l
mse
L
mse

MSPN + l
ssim
L
ssim

MSPN

 (7) 

Where mse
 and ssim

 represent the trade-off of 

MSPN

mseL
 

and 

MSPN

ssimL
respectively. 

Image denoising Losses 

For MTDN, unsupervised training can enable the network 
to achieve denoising by reconstructing images. Still, the 
reconstructed images lose texture details, affecting the 
accuracy of subsequent target recognition, tracking and other 
advanced machine vision [17]. To solve this problem, we 
combine supervised and unsupervised learning, adopting a 
semi-supervised learning method to train MTDN. The 
unsupervised training process uses a generative adversarial 

loss. The style encoder dnE  maps the target domain image 

trgx  to the corresponding style code ( )dn trgs E x , and the 

generator dnG  integrates the original domain images srcx  and 

s. After reconstruction and denoising, the image ( , )dn srcG x s

is combined with the discriminator dnG  to get the adversarial 

loss of the denoising network, which is defined as: 

 (8) 

MTDN realizes the adaptive removal of various types of 

noise by learning the mapping function between srcx  and trgx . 

However, when only introduce an adversarial loss in the 
training process; it will cause the generator to confuse the 
discriminator to get a higher score, which will reduce the 
problem of the diversity of generated images, called mode 
collapse. In order to solve this problem, we add the cycle 

consistency loss; after translating image dnG to the source 

domain again, the result should be consistent with source 

domain image srcx , that is ( ( , ), *)dn dnsrc srcx G G x s s ，the 

above process can be expressed as: 

 (9) 

Where s* is the style code of the source domain image, that 

is, * ( )dn srcs E x . In addition, in order to make the style 

code s better guide the image reconstruction process, we 
introduce the style reconstruction loss on the basis of the 
above, which is similar to the cycle consistency loss. The style 

code s of the noise-free image is obtained after dnG ; when it is 

encoded by dnE  again, the output result should be less 

different from s, that is, * ( ( , ))dn dn srcs E G x s  , the style 

reconstruction loss is defined as follows: 

 (10) 

Through the above unsupervised loss, MTDN can recover 
images affected by three different noises of rain, haze and low 
illumination, respectively, and can effectively preserve the 
content information of the images. In order to further retain the 
details of the denoised image, we introduce a supervised loss 
based on the unsupervised loss to calculate the mean square 
error between the denoised image and its noise-free counterpart 
Iori and preserve the underlying texture information of the 
image by minimizing the pixel-by-pixel difference between the 
two. 

L
mse

MTDN =||Gdn(xsrc ,Edn(xtrg )) - Iori ||
2

2

 (11) 

In summary, the overall loss function of MTDN Loss can 
be expressed as follows: 

LMTDN = L
adv

MTDN + lstyL
sty

MTDN + lcycL
cyc

MTDN + lmseLmse
MTDN

 (12) 

Where, λsty, λcyc, and λmse are trade-off weights. During the 
training process, MTDN minimizes loss to realize the targeted 
removal of rain, haze and low illumination on the basis of 
retaining the target texture information. 

E. Image translation Losses 

Noise Ni can be divided into real noise Nrea
i
 and synthetic 

noise Nsyn
i
 that is Ni= {Nrea

i
, Nsyn

i
}, The training datasets of 

MPSN and MTDN are all synthetic samples, due to the 
problem of domain shift between different datasets; the 
removal effect of the model for real noise has decreased, so the 
loss function of DATN mainly solves the difference between 
the real noise domain and the synthetic noise domain. DATN 
contains three parallel transformation sub-networks, each of 
which is composed of generators GS2R, GR2S and 
discriminators DS, DR. For the real noise image xrea 
(xrea∈Nrea

i
), the GR2S(xrea) transformed by the generator can be 

closer to the synthetic noise image xsyn (xsyn∈Nsyn
i
). The 

adversarial loss can be expressed as: 
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LMTDN = L
adv

MTDN + lstyL
sty

MTDN + lcycL
cyc

MTDN + lmseLmse
MTDN

 (13) 

Similarly, the adversarial loss function of xsyn to xrea 
translation can be expressed as: 

 (14) 

In addition to the same principle as the denoising module, 
DATN adopts cycle consistency loss to alleviate the mode 
collapse problem. For the real noisy image xrea, after 
sequentially passing through GR2S and GS2R, the result 
should be close to the input image, that is, xrea ≈ GR2S (GS2R 
(xrea)), then the cycle consistency loss of DATN can be defined 
as: 

 (15) 

In order to further improve the details of the generated 
image and enhance the texture feature information of the 
image, we introduce the perceptual loss to measure the distance 
of the image before and after transformation in the perceptual 
feature space; it will not only be limited to the pixel space and 
the feature extraction will be carried out on the two through the 
convolutional neural network, but the transformed image will 
be constrained from the high-dimensional space to make it 
more stylistically the target domain image. 

 (16) 

Where, C, H, and W represent the feature map's channel 
number, height and width, respectively; φ is the feature 
extraction network. In this paper, VGG16 is used as the 
network basis, and the high-dimensional perceptual 
information provided by perceptual loss is used to enhance the 
high-frequency information of the converted image so as to 
improve the reconstruction effect of image details. 

In addition, the dark channel Dc (In) of the image with 
noise can represent the approximate location of the noise 
distribution in space [16], so this paper proposes the dark 
channel consistency loss, which limits the dark channel of the 
image before and after transformation. The L1 loss is used to 
ensure the consistency of the dark channels of the two so as to 
strengthen the network's ability to learn the law of noise 
distribution. Dark channel consistency loss is defined as: 

 (17) 

Where Dc is the dark channel computing process that can 
be defined as: 

D
c
(I ) = min

yÎW (x)
[ min
cÎ{r ,g ,b}

I c(y)]
 (18) 

Where x, y represents the coordinates of the pixel point; 

( )cI y represents the colour channel of the image I; W(x) 

represents the sliding window where the pixel point x is 
located. Therefore, the overall loss of DATN is defined as: 

LDATN = L
adv

DATN (GR2S ,DS )+ L
adv

DATN (GS2R ,DR ) + L
cyc

DATN (GR2S ,GS2R )+ L
pect

DATN + L
dc

DAYN

 (19) 

In summary, DATN can alleviate the domain shift problem 
and improve the generalization of models trained on synthetic 
samples in real scenarios. So far, the design of all loss 
functions of CWADN has been completed. By training the 
network to achieve the best convergence of the loss function, 
the adaptive denoising and information restoration of 
composite noise in images captured in real scenes can be 
realized. 

IV. IMPLEMENTATION 

In order to verify the adaptive denoising and image 
information restoration capabilities of the designed CWADN, 
this paper uses the noisy dataset to train and test the network. It 
compares its computing performance with the current state-of-
the-art denoising algorithms to prove the feasibility, accuracy 
and practicality of CWADN. 

A. Dataset 

Due to the lack of various types of natural weather noise 
image datasets so far, and it is impossible to get a real paired 
dataset, we design and build a synthetic natural noise dataset, 
namely Campus. The dataset contains 1009 images taken on 
Campus as noise-free samples. It augments the data through 
random cropping, inversion, etc., and according to the 
atmospheric physical model, by applying rain, haze and lower 
brightness on the noise-free samples. The method completes 
the construction of synthetic noise datasets. At the same time, 
in order to verify the self-adaptive denoising capability of 
CWADN for composite noise, we randomly generate three 
decimals with a sum of 1 as the proportional weight in the 
Campus dataset and mix the three noises of rain, haze and low 
illumination to generate different noises like Synthetic noise 
datasets with different types of noise and matching different 
natural environments. Finally, the obtained 2500 images are 
paired with the set noise type labels {clean, haze, rain, dark, 
compound}. Part of the paired data is shown in Fig. 6. In 
addition, we also randomly selected 1000 samples from the 
real datasets RESIDE, LOL, and SPA to further verify the 
computing power of the CWADN conversion module. 

B. Training Details 

The verification platform of this paper is a computer 
equipped with an NVIDIA GeForce RTX 3080 GPU. The 
algorithm is written in the Tensorflow framework and uses 
ADAM as the training optimizer. The batch size is set to 1, and 
the size of the input image is set to 256×256. The training 
process adopts two-stage training. In the first stage, MPSN, 
MTDN and DATN are trained, respectively. We train MPSN 
firstly, the epoch is set to 100, λmse=1.0, λssim=0.5, and the 
learning rate is set to 2×10

-4
; Then train the denoising network 

MTDN, with a total of 20k iterations, λsty, λcyc, λmse are 1.0, 1.0, 
0.8, respectively, and the learning rate decays linearly from 10

-
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4
 to 10

-6
; Finally, the conversion module DATN is trained, and 

the epoch is set to 150, The learning rate is set to 2×10
-4

. The 
second stage uses a small amount of real data sets to fine-tune 
the network and supervises the results of the current 
mainstream denoising algorithms as paired real data. In this 
process, all the models trained in the first stage are imported, 

and then the transformation and denoising network parameters 
are frozen. Only the parameters of the MPSN are updated for 
50 epochs. In the second training process, the real paired 
dataset we used is the results from the mainstream denoise 
algorithms. 

 

Fig. 6. Samples of the Campus dataset. 

V. RESULTS ANALYSIS 

A. Qualitative Experiment 

In this paper, in the real rain, fog, and low illumination 
scenarios, CWADN and mainstream algorithms in various 
fields (refer to DCP [18], Cycle GAN, AOD-Net[19] for 
dehazing capability; reference RESCAN [20] for dehazing 
capability, PReNet[21], CycleGAN for deraining capability; 
low illumination enhancement capability is compared with 
CycleGAN, EnlightenGAN, and Zero-DCE[22]), and the 
algorithm designed in this paper will be compared from the 
perspectives of intuitive visual qualitative and image data 
quantification respectively. The denoising results and 
computing power are analyzed and judged. 

Fig. 7, 8, and 9, respectively, show each algorithm's 
intuitive visual solution effects in processing images that are 
degenerated by real haze, rain, and low illumination. Fig. 7 
shows the result of the haze removal test of the real sample, 
from which it can be seen that after DCP calculates the area 
where the pixel value is close to the atmospheric light value 

and the sky area with low contrast, the image after the haze 
removal will have colour spots and colour shift problems; The 
image processed by CycleGAN loses more detailed 
information, and the restored image has low clarity; the image 
after AOD-Net dehazing is dark as a whole, and the fog noise 
in some areas is not completely removed; compared with the 
above algorithm, the saturation and brightness of the image 
after denoising by CWADN designed in this paper are more 
natural, and the details of the image are better restored. 

Fig. 8 shows the real sample's comparison test of the rain 
removal effect map. The test image will have rain noise, haze 
noise and mixed rain and haze noise at the same time. It can be 
seen from the test results that CycleGAN can filter rain noise 
and has a certain ability to remove fog noise, but the 
reconstruction of image texture information is relatively vague; 
Compared with RESCAN, the rain removal effect of PReNet is 
significantly improved, but it does not have the ability to 
remove rain and fog; compared with other algorithms, 
CWADN has the ability to remove composite noise, it also has 
a suppressive effect on haze while removing the rain. 

 
Fig. 7. Comparison of dehazing results on the real-world samples. 
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Fig. 8. Comparison of deraining results on real-world rain samples. 

 

Fig. 9. Comparison of low-light enhancement results on real-world low-light samples. 

 

Fig. 10. Comparison of composite noise removal results on Campus dataset. 

Fig. 9 shows the low-light enhancement test results under 
the real sample. It can be seen that the brightness improvement 
of CycleGAN in some areas is not obvious enough; the 
saturation of the image enhanced by Zero-DCE is improved, 
but the overall brightness is low; after EnlightenGAN and 
CWADN are enhanced. The image achieves good results in 
both saturation and brightness. 

In addition, to further verify the composite noise removal 
capability of CWADN, we also use the composite noise images 
in the Campus dataset for testing. In this test, EnlightenGAN, 
AOD-Net and PReNet were selected for comparison, and the 
test results are shown in Fig. 10. It can be seen that the image 
restored by EnligtenGAN is overexposed; the overall 
brightness of the denoising result of AOD-Net is low, and the 

removal effect of dense haze is not ideal; PReNet can 
effectively remove the rain noise in the image, but there is still 
a lot of haze noise residual. The above three algorithms cannot 
effectively remove the image's compound noise. We propose 
that CWADN is closer to the labelled data image regarding 
overall visual effect and texture detail retention, which verifies 
CWADN's denoising ability on composite natural environment 
noise. 

To sum up, through testing on real and synthetic natural 
noise samples, it can be seen that the CWADN proposed in this 
paper can remove various types of natural environment noise 
and various types of mixed noise in any proportion, and its 
noise adaptive denoising ability can reach even exceeding the 
effect of some mainstream algorithms, the total subjective 
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image performance verifies the mixed noise adaptive denoising 
capability of CWADN. 

Intuitive visual qualitative analysis can only judge the 
denoising and image restoration capabilities of the algorithm 
from the perspective of macroscopic morphology, and this 
process is only for the denoising task with the human eye as 
the observation terminal. For advanced machine vision 
algorithms such as target recognition and tracking, subsequent 
calculations need to be performed from the pixel-level data 
direction after image denoising is completed. In order to further 
verify the denoising and information restoration capabilities of 
CWADN at the digital image level, we will further carry out 
quantitative analysis and evaluation of denoised image data on 
the basis of the above denoising results. 

B. Quantitative Test 

We use Peak Singal to Noise Ratio (PSNR) and Structural 
Similarity (SSIM) as evaluation indicators to quantitatively 
verify CWADN and comparison algorithms on three public 
datasets of SOTS, Rain100H and LOL. The results are shown 
in Table I, Table II and Table III, respectively. In addition, this 
paper also tested the effect of each algorithm in removing 
composite noise on the Campus dataset, and the results are 
shown in Table IV. 

TABLE I.  QUANTITATIVE COMPARISON OF DEHAZING RESULTS ON 

SOTS 

Method PSNR SSIM 

DCP 15.49 0.64 

CycleGAN 14.65 0.48 

AOD-Net 19.06 0.85 

Our method 19.21 0.84 

TABLE II.  QUANTITATIVE COMPARISON OF DERAINING RESULTS ON 

RAIN100H 

Method PSNR SSIM 

CycleGAN 24.22 0.77 

RESCAN 26.36 0.79 

PReNet 26.77 0.86 

Our method 26.72 0.86 

TABLE III.  QUANTITATIVE COMPARISON OF LOW-LIGHT ENHANCEMENT 

RESULTS ON LOL 

Method PSNR SSIM 

CycleGAN 7.83 0.15 

Zero-DCE 14.86 0.59 

EnlightenGAN 17.48 0.68 

Our method 16.51 0.63 

It can be seen from the results in the table that in the 
dehazing results on the SOTS dataset, the PSNR of CWADN is 
19.21dB, which is the best, and the SSIM index is slightly 
lower than that of AOD-Net; in the rain removal experiment of 
Rain100H, CWADN and PReNet. The SSIM achieved the best 
value of 0.86 among all comparison algorithms; in the low-
light enhancement comparison results of LOL, the two 
indicators of EnlightenGAN achieved the best results, and the 
two indicators of CWADN were slightly lower than those of 
EnlightenGAN. In the noise-free results, CWADN achieves the 

best results in both PSNR and SSIM, with 25.48dB and 0.88, 
respectively. In Table I, Table II, and Table III, although some 
indicators of the CWADN designed in this paper are slightly 
lower than the current mainstream algorithms, the gap between 
the indicators of CWADN and the mainstream optimal 
algorithms is small, and the intuitive visual performance and 
image data calculation are not consistent. No impact. At the 
same time, Table IV verifies that CWADN has achieved the 
best performance in the complex noise denoising task, which 
proves that the algorithm has the ability of all-weather adaptive 
denoising and is more practical, generalization and denoising 
than other mainstream algorithms, adaptability. 

To sum up, the CWADN proposed in this paper shows 
good denoising and image restoration capabilities in 
quantitative experiments, some quantitative detection 
indicators of denoising exceed the current mainstream 
algorithms, and the rest performance is on par with the 
mainstream algorithms. In addition, the experiments on the 
Campus dataset show that the ability of CWADN to remove 
mixed noise breaks through the limitation that traditional 
algorithms are difficult to remove composite noise. Combined 
with the intuitive visual qualitative analysis results, it is proved 
that the algorithm in this paper has good noise adaptive 
filtering and information restoration capabilities in single-type 
noise directional denoising, multi-type noise denoising and 
mixed noise denoising tasks, which verifies the performance of 
the algorithm that is feasibility, practicality and efficiency. 

C. Ablation Study 

In order to verify the effectiveness of the components 
added in MPSN and the loss function added in DATN, a series 
of ablation experiments are established in this paper. Therefore, 
a series of ablation experiments are established to test different 
feature extraction strategies and loss function convergence 
methods. The effects on MPSN and DATN are, respectively, to 
verify network performance improvement by the method 
introduced in this paper. 

The effectiveness of the components added in the 
separation network versus the loss function added in the 
transformation module. 

For MPSN, this paper uses UNet as the basis and gradually 
increases CAB, SAM and multi-stage strategies. The 
performance impact of different feature extraction strategies on 
MPSN is shown in Table IV. 

It can be seen from Table IV that after the introduction of 
CAB, SAM and multi-stage strategies in MPSN, the network 
performance in PSNR and SSIM is increased by 5.5% (1.555) 
and 0.43% (0.004), respectively, compared with the standard 
UNet, which proves that the effectiveness of the feature 
extraction enhancement strategy introduced in this paper. 

TABLE IV.  ABLATION RESULTS FOR SEPARATION NETWORK 

Method Multi-stage SAM PSNR SSIM 

UNet - - 28.649 0.936 

UNet+CAB - - 28.661 0.821 

UNet+CAB √ - 28.685 0.852 

UNet+CAB √ √ 30.206 0.94 
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TABLE V.  ABLATION RESULTS FOR TRANSLATION NETWORK DATN 

Loss PSNR SSIM 

Ladv 13.012 0.463 

Ladv +Ldc 13.961 0.496 

Ladv +Lpect 23.389 0.923 

Ladv +Ldc +Lpect 25.632 0.943 

For DATN, based on the unsupervised adversarial loss 
Ladv, this paper adds the perceptual loss Ldc and the dark 
channel consistency loss Lpect designed in this paper. The test 
results are shown in Table V. 

It can be seen from Table V that the two added loss 
functions are helpful to the improvement of network 
performance, and when the two loss functions of Ldc and 
Lpect are added at the same time, PSNR and SSIM are nearly 
doubled compared with the original network. To sum up, by 
introducing different feature extraction strategies and loss 
functions into MPSN and DATN, this paper effectively 
enhances the network denoising performance and convergence 
state and has a significant improvement effect. 

 Schemes follow another format (see Fig. 2). If there are 
multiple panels, they should be listed as (a) a Description of 
what is contained in the first panel; (b) a Description of what is 
contained in the second panel. Figures should be placed in the 
main text near the first time they are cited. A caption on a 
single line should be centered. 

VI. CONCLUSIONS 

In this paper, the composite weather adaptive denoising 
network (CWADN) is introduced to address the challenge 
posed by complex mixed weather interference on natural 
imaging. CWADN leverages cascaded autoencoders with an 
attention mechanism to effectively separate distinct noise 
components within mixed noise. Through the adoption of an 
image translation strategy, a multi-domain denoising network 
is constructed, enabling adaptive denoising across various 
noise types. The adaptive domain network structure narrows 
the gap between real and synthetic noise, thereby enhancing 
the model's generalization capability in real-world scenarios. 
This approach combines both supervised and unsupervised 
techniques during training, yielding excellent results. 
Experimental findings demonstrate the algorithm's 
effectiveness in removing single-type and multi-type random 
mixed noises in real shooting environments while preserving 
detailed information in key areas of interest. In comparison to 
traditional algorithms, CWADN exhibits significant 
improvements in both PSNR and SSIM metrics, highlighting 
its robust adaptive denoising and image information restoration 
capabilities. 

VII. LIMITATIONS AND PROSPECTS 

While the white-light image enhancement under complex 

weather conditions is explored in this paper, however，it has 

been hampered by the limited availability of diverse white-
light images captured in varying weather conditions within the 
same scene. The constrained data volume and scene uniformity 
have resulted in limited generalization of the training 
outcomes. Future work aims to address these challenges 
through extensive data collection efforts, particularly during 

nighttime, to curate datasets essential for algorithms in this 
domain. 

Furthermore, considering the difficulties associated with 
training GAN networks and the inherent blurriness and 
uncertainties in generated images, the intention is to replace 
them with state-of-the-art diffusion models in subsequent 
research. Additionally, the introduction of LLM and video 
comprehension models into the framework is expected to yield 
superior image generation results, potentially enhancing the 
quality of generated images and overall performance. 
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